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Abstract

High-resolution electron energy-loss spectroscopy (HR-EELS) and scanning transmission
electron microscopy (STEM) have been applied to investigate BaTiO3/SrTiO3 ferroelectric
multilayers and high-κ gate dielectric Y2O3/Si(001). The experiments are mainly concen-
trated on interface reactions and interface defects. The preparation of the STEM specimens
and various experimental parameters which have strong effects on the acquisition of electron
energy-loss spectra from the interface are discussed.

In BaTiO3/SrTiO3 multilayers, oxygen vacancies have been found to preferably aggregate
at the rough upper interface (SrTiO3/BaTiO3) while the lower interface (BaTiO3/SrTiO3)
is nearly defect free. This finding has been explained in terms of misfit strain and oxygen
vacancy ordering. The space charges formed by the aggregation of oxygen vacancies decrease
the dielectric constant of ferroelectric multilayers. The crystal splitting of the Ti L23 edges
is revealed to sensitively reflect the misfit strains. The lattice parameters of the BaTiO3 thin
layer have been determined by selected-area electron diffraction, which confirm the presence
of the strong misfit strains.

In the high-κ gate dielectric Y2O3/Si(001), the interfacial SiOx (1 ≤ x ≤ 2) layer and
yttrium silicates formed by interface reactions between the deposited Y2O3 film and the
silicon substrate have been investigated by HR-EELS. The interfacial SiOx layer is nearly
pure amorphous SiO2, which is attributed to the silicon oxidation at the initial stage of the
deposition. Yttrium silicates are revealed to form at the Y2O3/SiO2 interface. The formation
of yttrium silicates is interpreted by direct chemical reactions between the deposited Y2O3

film and the interfacial SiO2. Additionally, electron beam induced diffusion of SiO2 is found
to form yttrium silicates. According to the results of EELS and HRTEM, the possible
interpretation is given in this work. The formation of yttrium silicates has been confirmed
by the full multiple-scattering (FMS) calculations. The orientation relationships between
the Y2O3 film and the silicon substrate are interpreted in terms of surface free energy and
lattice match.

The band-structure and full multiple-scattering methods have been combined to interpret
the electron energy-loss near-edge structures (ELNES) of the ceramics involved in this thesis,
including SiO2, TiO2, SrTiO3, BaTiO3, Y2O3, Y2SiO5, and Y2Si2O7. The ligand-field
atomic multiplet method is also briefly discussed to interpret the white-line structures in the
transition-metal compounds. The theoretical calculations have been concentrated on the Ti
L23, Y M45, Si L23 edges, and especially the O K edge. In comparison with the measured
electron energy-loss (EEL) spectra, the main features of these core-loss edges have been
reproduced fairly well by the Ab-Initio calculations. The combination of these different Ab-
Initio methods gives the clear relationships between the EEL fine structures and the atomic
microstructures around the absorbing atom. The theoretical calculations reveal that the low-
energy features of the EEL core-loss spectrum are dominated by cation-oxygen interactions
in a short range, and the high-energy features are interpreted by oxygen-oxygen interactions
in a relative long range.



Zusammenfassung

Das Ziel der vorliegenden Arbeit war die Untersuchung von ferroelektrischen BaTiO3/SrTiO3

Mehrfachschichtsystemen und von Schichtsystemen aus ’high-κ’ Gate-Dielektrika Y2O3/Si(001)
mittels hoch aufgelöster Elektronenenergieverlustspektroskopie (HR-EELS) in Verbindung
mit Rastertransmissionselektronenmikroskopie (STEM). Der Fokus der durchgeführten Ex-
perimente und zugehörigen Simulationen lag dabei auf dem Studium der Reaktionen an
den Grenzfächen der Schichtstrukturen und der Auswirkung von Defekten auf die Elek-
tronenenergieverlustspektren (EEL-Spektren). Daneben wird auch der Einfluss der STEM
Probenpräparation sowie verschiedener experimenteller Parameter bei der Spektrenaufnahme
diskutiert.

In BaTiO3/SrTiO3 Mehrfachschichtsystemen konnten Sauerstoffleerstellen nachgewiesen
werden, die bevorzugt an der oberen raueren Grenzfläche (SrTiO3/BaTiO3) agglomerieren,
während die untere Grenzfläche (BaTiO3/SrTiO3) nahezu defektfrei ist. Dieses Verhal-
ten wird durch lokal unterschiedliche Verzerrungen innerhalb der Schichten hervorgerufen.
Die Raumladung, die durch die Leerstellenagglomerate entsteht, vermindert die Dielek-
trizitätskonstante der ferroelektrischen Schichtsysteme. In den EEL-Spektren spiegelten
sich die internen Gitterverzerrungen in einer Änderung der Kristallfeldaufspaltung der Ti
L23 Ionisationskante wider. Die Gitterkonstante der BaTiO3-Schichten wurde über lokale
Elektronenbeugung bestimmt. Dabei konnte das Vorhandensein der starken internen Verz-
errungen bestätigt werden.

Bei den Y2O3/Si(001)-Schichtsystemen bilden sich durch die Oxidation des Siliziums
zu Beginn des Y2O3-Schichtwachstums eine SiOx (1 ≤ x ≤ 2) Grenzflächenschicht sowie
zusätzlich durch Grenzflächenreaktionen Yttriumsilikate. Bei der Untersuchung dieses kom-
plexen Grenzflächensystems mittels HR-EELS ergab sich, daß die SiOx-Grenzflächenschicht
nahezu vollständig aus amorphem SiO2 besteht. Die sich an der Grenzfläche zwischen
diesem amorphen SiO2-Film und dem darauf abgeschiedenen Y2O3 durch chemische Reak-
tion erzeugten Yttriumsilikate konnten nachgewiesen und charakterisiert werden. Zusätzlich
wurde - sowohl bei den EELS als auch bei den HRTEM-Experimenten - eine Bildung von
Yttriumsilikat durch die elektronenstrahlinduzierte Diffusion von SiO2 beobachtet. Die
Änderung in den EEL-Spektren bei der Silikatbildung wurde durch Berechnungen mit der
’full multiple-scattering’-Methode reproduziert.

Zur Interpretation der kantennahen Feinstruktur der Ionisationskanten (ELNES) wur-
den die Ergebnisse von elektronischen Bandstrukturrechnungen und Vielfachstreumethoden
miteinander verknüpft. Die theoretischen Rechnungen und Simulationen konzentrierten sich
dabei auf die Ti L23, Y M45, Si L23 Kanten sowie insbesondere die O K Kante der unter-
suchten Keramiken: TiO2, SrTiO3, BaTiO3, Y2O3, Y2SiO5, Y2Si2O7 und SiO2. Zur Diskus-
sion der ’white-line’ Strukturen in den Spektren der Übergangsmetallverbindungen wurde
zusätzlich die ’ligand-field atomic multiplet’-Methode eingesetzt. Auf diese Weise ließen sich
in den Simulationen die charakteristischen Peaks der gemessenen Energieverlustspektren
im Allgemeinen gut reproduzieren. Die Kombination der verschiedenen ab-initio Methoden
ermöglicht damit die Herstellung klarer Zusammenhänge zwischen der EEL-Feinstruktur
und der atomaren Mikrostruktur in der Umgebung des jeweilig angeregten Atoms. Dabei
zeigte sich, da der Verlauf der ELNES-Spektren direkt oberhalb der Absorptionskanten von
den Kation-Sauerstoff Wechselwirkungen dominiert ist, während die Intensitätsmodulatio-
nen bei höheren Energieverlusten durch Sauerstoff-Sauerstoff-Wechselwirkungen bestimmt
werden.
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Chapter 1

Introduction

The integration densities of dynamic random-access memory (DRAM) and metal-oxide semi-
conductor (MOS) have increased by a factor of two every couple of years during the past
three decades, and this trend continues today. High integration requires a nanosize of the
dielectric units. Thin films and multilayers are suitable for this purpose since a sufficiently
high electric field can be achieved by a relative low voltage. Many new techniques for de-
positing thin films on certain substrates have been developed in recent years. Among them,
pulsed laser deposition (PLD) and ion beam sputtering are widely used. Generally, the ideal
thin films should be defect-free since the defects always lead to a decreased dielectric per-
mittivity. Even though high-quality ceramic thin films might be obtained through carefully
optimized oxygen partial pressure, substrate temperature, annealing process, as well as other
parameters like deposition rate, the general growth mechanism and the effect of defects in
thin films are not yet clear. On the other hand, in many existing materials the dielectric
properties of thin films are significantly different from those of bulk materials due to the
effects of nanoscale dimensions, interface states, vacancies, and stress-strain conditions. In
order to grow high-quality thin films, investigations of those conditions are very important.

Higher capacitance of DRAMs can be achieved by thinner capacitor dielectrics and
higher-permittivity capacitor dielectric materials. Thin films of barium-strontium titanate
(Ba,Sr)TiO3 (BST) have been investigated for use as a capacitor dielectric for future gen-
erations of DRAMs because its high permittivity is in the range 200-350. Nevertheless,
grain boundaries result in a significant leakage current as the thickness of the thin film is
decreased. One possible solution is BaTiO3/SrTiO3 multilayers. Two possible orientation
relationships between the BaTiO3 thin film and the SrTiO3 substrate were found: BaTiO3

(001) || SrTiO3 (001), BaTiO3 [100] || SrTiO3 [100]; or, BaTiO3 (100) || SrTiO3 (001),
BaTiO3 [001] || SrTiO3 [100]. Previously, the exact orientation relationship has not been
given because the limited resolution of the diffraction pattern makes it difficult to resolve
the tetragonality of the BaTiO3 lattice, i.e., to differentiate between [h00] and [00l] BaTiO3

reflections [1]. Due to the very similar lattice parameters (BaTiO3, a=3.994 Å, c=4.038
Å; SrTiO3, a=3.905 Å), defect-free BaTiO3 thin films can be deposited on a SrTiO3 sub-
strate up to a critical thickness of 5-6 nm by the PLD technique [1, 2]. This defect-free
thin layer has been roughly explained by the misfit strain induced by the small misfit at
the interface. However, the lattice parameters of the BaTiO3 thin layer are not yet given.
Moreover, although the dielectric constant linearly decreased with the decreasing thickness
of BaTiO3/SrTiO3 multilayers [1], the physical mechanism is not yet clear.

Silicon dioxide has been used for more than 30 years as a gate dielectric for metal-oxide-
semiconductor field-effect transistors (MOSFETs) since the SiO2/Si material system was first
applied in the 1970s. The lateral dimensions of the MOSFETs have been reduced from 10 µm
to the present size of 90 nm. Ultrathin (1.2 nm) SiO2 gate dielectric has been successfully
implemented at today’s 90 nm process node [3], and a 0.8 nm thick SiO2 gate oxide has

1



CHAPTER 1. INTRODUCTION

already been prepared in the laboratory [4]. However, low-κ SiO2 (permittivity κ=3.9) used
as gate dielectric almost reaches its physical limits (leakage current, thermal stability, etc.).
As MOS scales to this point, the traditional silicon dioxide gate dielectric becomes only four
atomic layers thick. Tunneling current leakage and the resulting increase in power dissipation
and heat become critical issues. Further gate dielectric scaling requires high-κ materials as
replacements for SiO2. Yttrium oxide has recently attracted more attention due to its high
dielectric constant (κ=14-18), thermal stability and small lattice misfit with respect to silicon
substrate [5]. Si (001) substrate is usually chosen in the standard silicon technology. The
reduction of tunnel current is much more pronounced with high-κ dielectrics, especially for
those with barrier heights slightly greater than the supply voltage. To reduce the leakage
current and the thickness of gate dielectrics, the applicable high-κ dielectrics should be
defect-free and have a sharp interface with the silicon substrate. Most of the experiments
and discussions focused on two critical problems: (1) oxygen defects in as-deposited Y2O3

films; (2) interface reactions, i.e., chemical reactions at the interface between Y2O3 film and
silicon substrate. The major defects in as-deposited Y2O3 thin film are oxygen vacancies.
This is the reason why the deposition process needs to be performed under appropriate
oxygen or oxygen ion environment in order to achieve stoichiometric (or oxygen-defect-free)
Y2O3 thin films [6]. Subsequently a post-deposition annealing is performed for reducing
the defects in the as-deposited films in vacuum or under certain ambient conditions. An
interface layer between the deposited yttria thin film and the silicon substrate is always
found in previous investigations, even though a lower substrate temperature was used and
the oxygen partial pressure was kept low. Similar reactions can be found in most of the metal
oxides deposited on Si substrate, such as Gd2O3 [7], La2O3 [8], Ta2O5 [9], etc. The thickness
of the interface layer varies with experimental conditions, such as oxygen partial pressure,
pretreatment of the silicon substrate, and post-deposited annealing process. Because the
interface layer has a lower-κ than that of the Y2O3 film, this layer is usually unwanted. The
control and optimization of the interface layer become very important prior to substitution
of SiO2 gate dielectrics. The chemical composition of the interface layer was revealed to be
SiOx (1 ≤ x ≤ 2) [10] and yttrium silicates [11, 12, 13]. However, those investigations were
based on the HRTEM image [11, 13] or X-ray diffraction [12]. Straightforward techniques
need to be applied to analyze the chemical composition of the interface layer. Although
a few papers have reported investigations of Y2O3/Si structures by electron energy-loss
spectroscopy (EELS) [14, 15, 16], a lower energy resolution was used, and only the Si L23

edges have been discussed at the interface. No systematic investigations have been carried
out. That makes the formation mechanism of the interface layer still a subject to dispute.

The electron energy-loss spectrum is sensitive to the bond length, coordinations, vacan-
cies, and crystal symmetries. The change of atomic structure around the excited atoms will
be reflected in the variation of fine structures in the EEL spectrum. Due to the nanosize
of thin films, the electron energy-loss spectrometer coupled with a scanning transmission
electron microscope is becoming an important nanoanalytical technique in these materials.
Due to an identical underlying physical mechanism (the excitation of core electrons into
unoccupied states) as in X-ray absorption spectroscopy (XAS), EELS can be used as a com-
plemental technique, especially in the low-energy region (< 2000 eV), i.e., EELS has similar
abilities as soft XAS. But the most promising advantages of EELS/STEM are the nanosize
probe and the high intensity of the signals by comparison to XAS or EELS in a conven-
tional transmission electron microscope. Therefore, EELS/STEM has been widely used for
investigations of electric properties and chemical composition in nanoscale regions, such as
interfaces [17, 18, 19], grain boundaries [20, 21, 22], and dislocation cores [23, 24].

In this thesis, both BaTiO3/SrTiO3(001) multilayers and high-κ Y2O3/Si(001) dielectrics
are investigated systematically by high-resolution EELS/STEM, HRTEM, and Ab-Initio
calculations. The works mainly concentrate on effects of misfit strain, oxygen vacancies and
interface reactions. The relationship between atomic structures and the fine structures of
EEL spectra will be elucidated by Ab-Initio calculations in comparison with the experimental

2



CHAPTER 1. INTRODUCTION

results. Firstly, the theoretical background of Ab-Initio methods is briefly introduced in
Chapter 2. The comparison between different Ab-Initio methods is given by calculating
the Ti L23 and O K edges of rutile TiO2. Secondly, due to the challenging problems (mainly
related to the interfaces) presented in the EELS experiments for such brittle and insulating
specimens, Chapter 3 describes and discusses the details of the experimental procedures
including the preparation of STEM specimens. In Chapter 4, HR-EELS investigation of
BaTiO3/SrTiO3(001) multilayers is discussed. The determination of the lattice parameters
of the BaTiO3 layers as well as the orientation relationship between the BaTiO3 layer and
the SrTiO3 substrate is established. Then, the fine structures of the Ti L23 edges and the
O K edge are discussed across the BaTiO3/SrTiO3 interface. The influence of misfit strain
and the aggregation of oxygen vacancies will be addressed. Successively, the fine structures
of the O K edge in SrTiO3 and BaTiO3 are interpreted by the FMS and band-structure
calculations. The experimental and theoretical results of high-κ Y2O3/Si(001) dielectric
structures are presented in Chapter 5. The experimental results from the Si L23, Y M45

and O K edges across the interface layer are illustrated. The chemical composition and
the formation mechanism of the interface layer are discussed. The evidences of yttrium
silicates formed at the Y2O3/SiO2 interface will be given by the experimental Si L23 and O
K edges and the theoretical calculations. The electron-beam-induced chemical reactions are
investigated by EELS and HRTEM. The possible interpretation will be given in this chapter.
Again, Ab-Initio simulations are given for the Y M45 and O K edges in bulk Y2O3. Clear
interpretations of those fine structures are given by the excellent simulations. Summary and
conclusions are given in Chapter 6.
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Chapter 2

Theory of Ab-Initio Methods to
Simulate ELNES

The extended fine structure, that appears on the high-energy side of X-ray absorption edge
(Extended X-ray absorption fine structure, EXAFS), had ever tantalized physicists for many
years [25]. The first observation of a complicated structure in absorption edges was reported
by Fricke (1920) who worked on the K edges of Mg, Fe and Cr compounds [26]. The
first reasonable theoretical explanation for the EXAFS in crystalline solids was proposed
by Kronig in 1931 [27]. Kronig’s theory predicts that the absorption energy extremities
occurring in cubic crystals are proportional to (H2 + K2 + L2)/a2 where H,K,L are the
Miller indices of crystallographic planes, a is the lattice parameter. This suggests that
a relation between the X-ray absorption process and a diffraction phenomenon obeying
Bragg’s law exists. Bragg reflections of the ejected electrons are responsible for oscillations
of fine structures which would be a monotonic absorption curve for a isolated atom. The
main features of EXAFS in solids could be explained by the distribution of density of states
which is modulated by the allowed and forbidden transition probabilities. This is referred to
“long-range order theory” in the literature. In the latter extension of his long-range theory,
Kronig considered the case of a small molecule and assumed that the ejected electrons were
scattered by the neighboring atoms [28]. By suitably combining the wave functions of the
initial and final states, he showed how the transition probabilities can be calculated. It is
the so-called “short-range order theory” in the literature. Thus, Kronig suggested that the
EXAFS can be explained in two somewhat different ways by considering variations in the
unoccupied density of states (DOS), or by calculating the transition probabilities between
the initial and final states of photoelectrons scattered by neighboring atoms.

The multiple-scattering method is derived from Kronig’s short-range order theory. It
has undergone a very long way from the single-scattering theory to currently full multiple-
scattering theory. The band-structure (BS) method is derived from Kronig’s long-range
order theory. Especially in the case of K edge structures of ceramics, l-projected density
of states (lDOS) is usually compared with the ELNES directly because only the s → p
transition is allowed according to the dipole selection rule. Since the multiple-scattering
(MS) and BS methods neglect the multiplet effects which dominate the profile of white-line
structures in ELNES of transition-metal elements, the ligand-field atomic multiplet (LFAM)
method is also briefly described. The term “while-line” indicates the sharp fine structures
in the transition-metal element L23 edges just several eVs above the threshold energy. In
this thesis, the dipole selection rule is always adopted in the calculations because the high
energy of used electron beam (100 keV) guarantees the validity of this rule [29].
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2.1 Multiple-Scattering Method

Most of the multiple-scattering codes are based on muffin-tin (MT) approximation: the po-
tential inside the muffin-tin sphere is spherical as the atomic-like potential, and the potential
in the interstitial region (muffin-pan) between the muffin-tin spheres is flat and constant.
The shape of potential is called “muffin-tin potential”. The muffin-tin radius is determined
by the spatial integration of electron density to the number of electrons.

2.1.1 Point-Scattering Approximation

Before the 1970s, a confusion over the short range vs. the long range order nature of EXAFS
persisted until Sayers and Stern reported a point-scattering theory in 1971, which gave an
excellent agreement with the experimental structure [30]. In their point-scattering theory,
the excited photoelectron was treated as a spherical wave which propagates in the lattice
and is partially scattered by neighbors of the excited atom. The neighboring atoms are
treated as point scatterers and the total scattered wave is summed from the waves scattered
by each atom. According to the perturbation theory, the effect of incident particles can be
considered as a perturbation hamiltonian which contributes to the excitation from initial to
final states. The transition rate in the dipole approximation is given by the Golden Rule,

µ(E) =
2π

~
∑

f

|〈ψf |ε · r|ψi〉|2δ(E + Ei − Ef ), (2.1)

where E is the energy loss, Ei the initial state energy, Ef the final state energy, ψf the
wave function of the final state, ψi the wave function of the initial state, and ε the X-
ray polarization vector, ~ the Planck’s constant, r the distance to the atomic center. The
summation is over all of the final states. If the atom is isolated, the final state is a simple
outgoing wave, and the EXAFS should be a smooth function u0(E) of the photon energy
above the threshold energy. In a solid the final state results from the interference between
the backscattering waves and the outgoing wave. The normalized oscillatory part of EXAFS
is expressed

χ(E) =
µ(E)− µ0(E)

µ0(E)
. (2.2)

Sayers, Stern and Lytle derived the above equation with the basic assumptions: (1) The
outgoing wave can be approximated by [−ieikr+δ(k)/kr]Ylm(θ, φ), where −i is responsible for
sine waves instead of cosine waves, k the wave number of the photoelectron, Ylm(θ, φ) the
spherical harmonics, and θ the polar (latitudinal) coordinate, and φ the azimuthal (longitu-
dinal) coordinate. This assumption is necessary to ensure that the phase shift δ(k) equals
to zero in a isolated atom. (2) The radius of the excited atom is neglected, i.e., the outgoing
wave at the neighboring atom position can be approximated to a plane wave. (3) Only
single scattering by the surrounding atoms is considered. (4) The phase shift δ is a linear
function of the photoelectron wave number, i.e., δ(k) = ηk + δc where η is the constant
coefficient and δc the constant related to the central atom. Then the final expression with
these assumptions is given [31],

χ(k) =
∑

j

Njf(k)
R2

j

e−Rj/λe−2σ2
j k2

sin[2kRj + 2δ(k)], (2.3)

where f(k) is the backscattering amplitude, Rj the distance from the absorbing atom to
the jth coordination shell, Nj the number of atoms in jth shell, λ the mean free path, and
e−2σ2

j k2
is a general Debye-Waller factor, where σ2

j is the mean square amplitude of the
relative displacement of the atoms in jth shell with respect to the absorbing atom including
thermal and disorder contributions. The summation is over all of the atom shells with
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different Rj . Up to date, the EXAFS is theoretically recognized to be a measure of short-
range order involving scattering from neighboring atoms. The experimental evidence for
the success of short-range order theory is that the strong oscillations can be observed in
amorphous samples.

2.1.2 Spherical-Wave Approximation

Lee and Pendry relaxed the assumptions (1), (2) and (3) mentioned above and proposed
a spherical-wave theory [32]. Many-body effects were included via a self-energy correction
to the Green’s function. The most important is that the spherical-wave theory takes into
account the finite size of the central atom. The incident wave (along quantization z-axis)
can be expanded as a sum of component waves,

eikz = eikrcosθ =
∞∑

l=0

(2l + 1)iljl(kr)Pl(cos θ), (2.4)

where jl(kr) is the spherical Bessel function, Pl(cos θ) the Legendre polynomial. After
scattered by the neighboring atom, each component wave yields a phase shift δl due to the
interaction with the central-force potential. Then the total scattering amplitude is given by

f(θ) =
1
k

∞∑

l=0

(2l + 1)eiδlPl(cos θ) sin δl. (2.5)

Within one-electron and muffin-tin approximations, the l-component phase shift δl can be
calculated by assuming the core-hole absolutely screened by conduction electrons. The core
state wave functions are normalized to the number of core electrons inside the muffin-tin
sphere, while the charge density is represented as a uniform distribution in the interstitial
region with keeping the atom neutral [33]. The photoelectron also distorts the conduction
and valence states since it can also excite plasma modes. This results in a complex correlation
self-energy correction. The real part causes an energy shift to the high-energy side, and the
imaginary component of this correction produces a broadening of the spectrum. Both the real
and imaginary parts depend on the energy of the photoelectron, but the energy dependence
is weak and can be neglected.

The next step is to calculate the modification of the final state using the phase shifts.
Assuming the excited atom at the origin of the coordinate system, the unperturbed final
state is only an outgoing spherical wave described by

ψ0(r) =
∑

l,m

Almh
(1)
l (kr)Ylm(Ω(r)), (2.6)

where h
(1)
l (kr) is the the first kind of Hankel function, l and m the angular momentum

and magnetic quantum numbers, Ylm(Ω(r) the spherical harmonics represented by the solid
angle Ω(r) at r, and Alm the expansion coefficient. First, ψ0(r) is expanded about the
surrounding atom’s coordinations Rj using spherical harmonics (denoted by the quantum
numbers l′′ and m′′) if |r−Rj | < |Rj |,

ψ0(r) =
∑

l′′m′′
Bl′′m′′jl′′(k|r−Rj |)Yl′′m′′(Ω(r−Rj)), (2.7)

where
Bl′′m′′ =

∑

l′m′,lm

Rlm
l′′m′′,l′m′Vl′m′(Rj)Alm, (2.8)

where the matrix

Rlm
l′′m′′,l′m′ = 4πil−l′−l′′(−1)m′+m′′

∫
Ylm(Ω(r))Yl′m′(Ω(Rj))Yl′′−m′′(Ω(r−Rj))dΩ(r),

(2.9)
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and the vector
Vl′m′(Rj) = h

(1)
l′ (kRj)Yl′−m′(Ω(Rj)). (2.10)

The spherical harmonics around Rj is indicated by the quantum numbers l′ and m′.
Once ψ0(r) is expanded as spherical waves about the atom at Rj , the scattered wave

ψj
s(r) emanating from Rj is obtained simply in terms of the scattering matrix TLMl′′m′′

ψj
s(r) =

∑

LMl′′m′′
TLMl′′m′′Bl′′m′′h

(1)
L (k|r−Rj |)YLM (Ω(r−Rj)), (2.11)

where L and M are the quantum numbers indicating the expansion of scattered wave around
the atom at Rj , the matrix

TLMl′′m′′ =
1
2
δLl′′δMm′′(ei2δL − 1). (2.12)

Now ψj
s(r) is an outgoing wave from the atomic position Rj and can be expanded about the

origin again
ψj

s(r) = 2
∑

L′′M ′′
CL′′M ′′jL′′(kr)YL′′M ′′(Ω(r)), (2.13)

where the coefficient

CL′′M ′′ = V (−Rj)SL′′M ′′
L′M ′,LMTLMl′′m′′Bl′′m′′

=
∑

lm

V (−Rj)SL′′M ′′
L′M ′,LMTLMl′′m′′Rlm

l′′m′′,l′m′Vl′m′(Rj)Alm,
(2.14)

where the matrix

SL′′M ′′
L′M ′,LM = 2πiL−L′−L′′(−1)M ′+M ′′

∫
YLM (Ω(r−Rj))YL′M ′(Ω(r))YL′′−M ′′(Ω(r))dΩ(r).

(2.15)
In above equations (2.11)-(2.15), the quantum numbers L, M , L′ and M ′ indicate the
expansion of the backscattering wave around the origin.

Summing over all of the neighboring atoms around the central atom, and defining a
matrix

ZL′′M ′′,lm =
∑

j

V (−Rj)SL′′M ′′
L′M ′,LMTLMl′′m′′RlmV (Rj), (2.16)

then the coefficient CL′′M ′′ can be rewritten by

CL′′M ′′ =
∑

lm

ZL′′M ′′,lmAlm. (2.17)

More generally, we can think of a core electron in the initial state |l0m0〉 making a
transition to an outgoing wave |l′m′〉 via the dipole matrix 〈l′m′|r|l0m0〉. The outgoing
wave is scattered by the surrounding atoms resulting in an incoming wave |lm〉 about the
absorbing atom. The amplitude of the backscattering wave is given by the Zlm,l′m′ matrix,
and coupled back to the core state by the matrix element 〈l0m0|r|lm〉. The photoelectron
suffers a phase shift of eiδl′ on its outgoing trip and eiδl on its incoming trip. Therefore, the
final expression of the absorption rate can be written

µ(E)− µ0(E) =
2π

~
(
∑

l0m0

〈l0m0|eε · r|lm〉eiδl

× Zlm,l′m′eiδl′ 〈l′m′|eε · r|l0m0〉)δ(E + Ei − Ef ),

(2.18)

where e is the electron charge.
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If the above equation is divided by u0(E), the normalized oscillation of EXAFS within
the dipole transition rule (∆l = ±1, ∆m = 0,±1) is obtained,

χ(k) =
2Re(

∑
m0

∑
lml′m′ Pl0m0,lmZlml′m′Pl′m′,l0m0e

i(δl+δl′ ))∑
m0

∑
lm |Pl0m0,lm|2 , (2.19)

where
Pl0m0,lm = 〈l0m0|eε · r|lm〉 (2.20)

is the dipole matrix element between the core state |l0m0〉 and the final state |lm〉.
For unpolarized excitation, by averaging over the diagonal elements of Zlm,l′m′ , the above

equation simplifies to

χ(k) =
2
3

∑

lm

Re(Zlm,lmei2δl). (2.21)

Introducing the point-scattering approximation and assuming kRj À 1, the outgoing
and incoming waves can be approximated to plane waves. The simplified form of Eq.
(2.21), including the thermal effect, results in the Sayers’ point-scattering equation (2.3).
Lee et al. compared the point-scattering approximation (plane-wave approximation) with
the spherical-wave approximation [32]. They found that point-scattering approximation
works well only if the photoelectron energy >100 eV and overestimates the amplitude of the
backscattering waves at small k. In this thesis, for simplification Sayers’ theory is classified
as “plane-wave theory”, and Lee’s theory as “spherical-wave theory”. In the last decade, a
more accurate approximation named “curved-wave theory” was introduced into the simula-
tion of the X-ray absorption fine structures by Rehr and Albers [34], which will be discussed
later.

2.1.3 Multiple-Scattering Theory

Comparing the theoretical spectra (calculated by the spherical-wave method only including
single-scattering events) to experimental results, Lee et al. found that the 4th peak had
a reversed intensity in the radius distribution function (RDF) of copper [32]. The single-
scattering theory can not explain this discrepancy. They extended the single-scattering the-
ory to multiple-scattering theory within spherical-wave approximation and got an excellent
agreement with the experiment for all of the features in the EXAFS region.

The photoelectron can be scattered by several atoms at Rj(j = 1 · · ·n − 1) before re-
turning to the central atom. Both of R0 and Rn are used to denote the coordinate of the
central atom. The outgoing wave starts from R0 and finally is scattered back to Rn. This
process can be done by constructing the scattering matrix for each atomic shell with the
same distance and then summing up all possible scattering shells. However, enumerating all
of the possible scattering paths is rather cumbersome and inefficient [35]. Lee and Pendry
introduced an effective radius for n-order scattering [32],

reff =
1
2

n∑

j=0

|Rj+1 −Rj |, (2.22)

where the factor 2 indicates the photoelectron undergoing outgoing and incoming trips. All
of the multiple-scattering paths are classified by reff . For each group with a same reff , it
only a finite number of paths need to be considered within a finite radius around the central
atom. The effective radius is cut at a certain value as the sum of the rest of paths converging
to a negligible contribution.

The result can be summarized as an extension to the single-scattering matrix Zlm,l′m′ .
The multiple-scattering matrix

Ztot
lm,l′m′ =

n−1∑

j=1

Zj
lm,l′m′ +

n−2∑

j=1

Z
(j+1)j
lm,l′m′ + · · · , (2.23)

8
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where Zn···(j+1)j describes the scattering of the photoelectron by atoms at Rj , Rj+1,...,
and finally back to the central atom at Rn. The first term on the right-hand side of the
equation is the single-scattering contribution, and the second term is the double-scattering
contribution, and so on. The illustration of a double scattering by atoms at Rj and Rj+1 is
shown in Fig. 2.1. The amplitude of the electron wave is decreasing during the propagation.

The propagation of the photoelectron is described by a matrix K at the scatters and a
matrix Q at the central atom. The scattering process around the scatters is described by
a matrix T which contains the phase shift term caused by the scattering. The simplified
definitions of these matrixes are given as,

Z
n···(j+1)j
lm,l′m′ = Q(Rn)T · · ·TK(Rj+1 −Rj)TK(Rj)

Klml′m′(r) =
∑

l′′m′′
Rlm

l′m′l′′m′′Vl′′m′′(r)

Qlml′m′(r) =
∑

l′′m′′
Vl′′m′′(−r)Slm

l′′m′′l′m′

Tlml′′m′′ =
1
2
δll′′δmm′′(ei2δl − 1).

(2.24)

In the case of unpolarized excitation, the Z matrix can be defined by the effective radius
reff similar to

Z̃(reff) =
1
3
e−i2kreff

∑

path

∑
m

Zlm,lm, (2.25)

where the first sum is over all paths with the same reff .
In multiple-scattering theory, the single scattering dominates the primitive portion of

the structures in the absorption spectrum, and the forward scattering refines the detailed
structures as an additional correction. In some cases, the high-order (double, triple, ...)
scatterings significantly change the fine structures of the spectrum since forward scattering
introduces additional phase shifts, eg., the 4th shell of copper [32].

R j

R j+1

O
r

r'

r2

r1

r4

r3

R0

Fig. 2.1: Illustration of a double scattering by atoms at Rj and Rj+1. The
central atom is located at R0 and Rn. The thickness of circle stands for the
amplitude of the scattering wave. The arrows indicate the propagating direc-
tion.
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2.1.4 Green’s Function Representation of Multiple-Scattering Ex-
pansion

The Green’s function technique is very important for the multiple-scattering theory. It can
naturally incorporate inelastic losses and other quasi-particle effects without the necessity of
explicit calculations of wave functions. The outline of the calculation on the X-ray absorption
coefficient µ(E) using Green’s function is given in this section. In the real space, the Green’s
function formulation of final states is given by [36]

G(r, r′, E) =
∑

f

G(r, r′, V )

=
∑

f

ψ∗f (r′)ψf (r)
V − Ef + iΓ

,

(2.26)

where ψf are the final states with energies Ef , and Γ a net lifetime of the electron including
effects of extrinsic and intrinsic losses. This Green’s function denotes that the electron wave
propagates from r to r′ in the total muffin-tin potentials V =

∑
j vj(r−Rj) where vj is the

single muffin-tin potential of the neighboring atom at Rj . For effective calculations, except
the excited atom the muffin-tin potentials of the same elements are approximated to a same
distribution even for inequivalent atoms. This approximation is reasonable because only
core electrons are included in the muffin-tin radius. The solid-state effect on core electrons
is ignored as in pseudo-potential theory. The muffin-tin potential of the central atom is
handled particularly with a core hole, and screening effects are taken into account. In the
case of double scattering (cf. Fig. 2.1), the Green’s function can be expanded in terms of
the outgoing free propagator G0(ri, ri+1),

G(r, r′, V ) = G0(r, r1)T (r1, r2, V )G0(r2, r3)T (r3, r4, V )G0(r4, r′),

G0(ri, ri+1) = − eik|ri−ri+1|

4πk|ri − ri+1| ,
(2.27)

where the matrix T (ri, ri+1, V ) contains the detail of scattering process caused by the total
scattering potential V . ri denotes the scattering location in the muffin-tin spheres. Further-
more, the matrix T (ri, ri+1, V ) can be expanded as

T (ri, ri+1, V ) =
∑

j

tj(ri, ri+1, vj). (2.28)

The summation is over all of the neighboring atoms. The scattering matrix tj(ri, ri+1, vj)
of the single muffin-tin potential vj is given by

tj(ri, ri+1, vj) =vj(ri)δ(ri − ri+1) + vj(ri)G0(ri, ri+1)vj(ri+1). (2.29)

The Green’s function at the central atom with the scattering potential v0 is introduced
by

Gc(r, r′) =
ψ∗c (r′)ψc(r)
v0 − εk + iΓ

, (2.30)

where the wave function of core state

ψc(r) =





√
2π
R ψ0(r) (r < RMT)

il
√

1
2RkYlm(Ω)[h(1)

l (kr)eiδl + h
(2)
l (kr)e−iδl ] (r > RMT),

(2.31)

where h
(1)
l (kr) and h

(2)
l (kr) are the first and second kinds of Hankel function. The wave

function outside the muffin-tin radius RMT is a stationary solution appropriate for a free
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electron with energy εk = k2/2me (me, the electron mess) which normalized within a large
enough radius R. The phase shift δl is determined by matching the wave function ψ0(r)
inside the muffin-tin sphere. Substituting G(r, r′, V ) into Eq. (2.26), one obtains

G(r, r′, E) = Gc(r, r′) + Gsc(r, r′)

= Gc(r, r′) +
∑

j

Gc(r, r1)tj(r1 − rj , r2 − rj)Gc(r2, r′)

+
∑

j

Gc(r, r1)tj+1(r1 − rj , r2 − ri)G0(r2, r3)tj(r3 − rj , r4 − rj)Gc(r4, r′) + · · · .

(2.32)

For simplicity, we denote above equation as

G(r, r′, E) = Gc + Gsc

= Gc +
∑

j

GctjGc +
∑

j

Gctj+1G0tjGc +
∑

j

Gctj+2G0tj+1G0tjGc + · · · .

(2.33)

Using the spectral representation

∑

f

|ψf 〉δ(E − EF )〈ψf | = − 1
π

ImG(r′, r, E), (2.34)

the absorption coefficient µ(E) can also be calculated from Fermi’s Golden rule using Green’s
function with the dipole approximation

µ(E) = 4π2ζω
∑

f

|〈ψf |ε · r|ψi〉|2δ(E − EF )

= 4π2ζω
∑

f

〈ψi|ε̂∗ · r|ψf 〉δ(E − EF )〈ψf |ε · r|ψi〉

' − 1
π

Im〈ψi|ε∗ · rG(r′, r, E)ε · r|ψi〉,

(2.35)

where ζ ∼= 1/137 is the fine structure constant, ω is the X-ray energy in the units of Hartree
atomic units (e = me = ~ = 1). In the case of the single scattering, the Green’s function
G(r′, r, E) can be substituted by the dipole matrix elements Plm,l0m0 between the core state
and the final states, and then the same expression as Eq. (2.19) is obtained. When the
multiple scattering is taken into account, the same series of amplitudes of scattered waves
as Eq. (2.24) are obtained.

2.1.5 Curved-Wave Multiple-Scattering Theory

In the standard multiple-scattering theory [32] which is based on perturbation theory, the
spherical muffin-tin potentials without overlapping are adopted inside the muffin-tin spheres
around each atom, and the uniform potential in the interstitial regions between muffin-
tin spheres. This method is referred to a “path” approach since the perturbation can be
expressed in terms of a free propagator from atom to atom. The path approach works well
in the high-energy region above the threshold energy. Its major drawback is the difficulty
to enumerate all of the possible paths for high-order scatterings. Rehr and Albers proposed
a curved-wave multiple-scattering theory to overcome this limitation in the standard MS
theory to permit arbitrary order scattering calculations [34].

In the curved-wave multiple-scattering theory, the Green’s function of the outgoing free
propagator G0(r, r′) can be expanded in a separable Green’s function Glm,l′m′(ξ) about fixed
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sites R and R′,

G0(r, r′) = − eik|r−r′|

4πk|r− r′|
=

∑

lm,l′m′
jlm(r−R)j∗l′m′(r′ −R′)Glm,l′m′(ξ),

(2.36)

where
jlm(r−R) = iljl(kr)Ylm(r) (2.37)

is the free spherical wave that is defined in terms of spherical Bessel functions jl(kr) and
spherical harmonics functions Ylm(r), and the Green’s function propagator Glm,l′m′(ξ) is
defined by a separable representation,

Glm,l′m′(ξ) =
eiρ

ρ

∑

λj

Γ̃lm
λj

(ξ)Γl′m′
λj

(ξ),

Γ̃lm
λj

(ξ) = Rl
mµ(Ω−1

ξ )γ̃l
µν(ξ),

Γlm
λj

(ξ) = Rl
µm(Ωξ)γl

µν(ξ),

(2.38)

where ξ = k(R −R′) is a dimensionless bond vector, and λj indexes the scattering center
at Rj . Rl

mµ(Ωξ) is a rotation matrix which rotates the bond direction ξ onto the z-axis.
The rotation matrix Rl

µm(Ωξ) can be constructed by first rotating ξ onto z-axis and then
rotating back from z-axis to ξ. Ω−1

ξ denotes the inverse rotation operation Euler angles
(α, β, γ)−1 = (−γ,−β,−α). The spherical expansion coefficients γ̃l

µν(ξ) and γl
µν(ξ) are

given as

γ̃l
µν(ρ) =

(2l + 1)
Nlµ

C
(ν)
l (z)
ν!

zν ,

γl
µν(ρ) = (−1)µNlµ

C
(µ+ν)
l (z)
(µ + ν)!

zµ+ν ,

z =
1
iξ

,

C
(ν)
l (z) =

dν

dzν
Cl(z),

Nlµ =

√
(2l + 1)(l − µ)!

(l + µ)!
,

(2.39)

where −l ≤ µ ≤ l and 0 ≤ ν ≤ min(l, l′−µ). min(l, l′) denotes the minimum of l and l′. The
spherical wave correction factor Cl(z) can be generated efficiently by the recurrence relation,

Cl+1(z) = Cl−1(z)− (2l + 1)zCl(z) (l > 1),
C0(z) = 1, C1(z) = 1− z.

(2.40)

With the separable representation of Glm,l′m′(ξ) described above, the multiple-scattering
expansion can be rewritten in terms of scattering matrices. In the case of n-leg scattering
(i.e., n− 1 scatters), the exact multiple-scattering expansion is

G
(n−1)
lnmn,l0m0

(R1, ...,Rn) =
∑

lm

Glnmn,ln−1mn−1(ξn) · · · t2(R2)Gl2m2,l1m1(ξ2)t1(R1)Gl1m1,l0m0(ξ1)

=
ei(ρ1+ρ2+...+ρn)

ρ1ρ2 · · · ρn

∑

λi

M l0m0,lnmn

λ1,λn
(ξ1, ξn)Fλn,λn−1(ξn, ξn−1)

× · · · × Fλ3,λ2(ξ3, ξ2)Fλ2,λ1(ξ2, ξ1),
(2.41)
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where l0m0 and lnmn denote the initial and final angular momenta. The summation over λj

means that all of the n-leg paths are taken into account. Fλi+1,λi
(ξi+1, ξi) are the so-called

“scattering-amplitude matrices” which are defined by the partial wave expansion

Fλi+1,λi(ξi+1, ξi) =
∑

lm

tiΓlm
λi+1

( ˆρi+1)ΓL
λi

(ξi)

=
∑

l

tiγ
l
µν(ξi+1)R

l
µµ′(Ωξi+1ξi

)γ̃l
µ′ν′(ξi).

(2.42)

The termination matrix M l0m0,lnmn

λ1,λn
(ξ1, ξn) is defined as

M l0m0,lnmn

λ1,λn
(ξ1, ξn) = Γl0m0

λ0
(ξ1)Γ̃

lnmn

λn
(ξn). (2.43)

A general Debye-Waller factor e−2k2σ2
j can be added into the above equation in order to

include thermal effects on the jth path. Then the spectrum contribution from a given jth
path with n-leg scattering is given in terms of the curved-wave MS expansion,

χj(k) = ImS2
0e2iδlG

(n−1)
lnmn,l0m0

(R1, · · · ,Rn)e−2k2σ2
j

= ImS2
0

ei(ρ1+ρ2+...+ρn+2iδl)

ρ1ρ2 · · · ρn

∑

λj

M l0m0,lnmn

λ1,λn
(ξ1, ξn)Fλn,λn−1(ξn, ξn−1)× · · ·

× Fλ3,λ2(ξ3, ξ2)Fλ2,λ1(ξ2, ξ1)e
−2k2σ2

j ,

(2.44)

where S2
0 is an amplitude reduction factor due to many-body effects.

For simplicity, Eq. (2.44) can be rewritten in terms of the energy-dependent mean free
path λ(k) and the effective scattering amplitude Feff

χR(k) = S2
0

NR|Feff |
kR2

sin(2kR + φeff + 2δc)e−2R/λ(k)e−2k2σ2
R , (2.45)

where NR is the number of atoms in the path with the effective length R, Feff the effective
backscattering amplitude for this path, φeff the effective phase shift, and δc the phase shift
caused by the central atom, the factor 2 before δc indicates the twice phase shift during
outgoing and incoming propagations.

Finally, one can obtain the total absorption coefficient by a summation over all of the
scattering paths with a different effective scattering length R,

χ(k) =
∑

R

χR(k)

= S2
0

∑

R

NR|Feff |
kR2

sin(2kR + φeff + 2δc)e−2R/λ(k)e−2k2σ2
R .

(2.46)

2.1.6 Full Multiple-Scattering Theory

In the previous section the multiple-scattering expansion in Green’s function has been re-
viewed. The Green’s function propagator G(r, r′, E) was expanded in terms of the separable
representation Glm,l′m′(ξ). In real calculations, a criterion (or path filter) is employed to
cutoff those paths where the effective amplitude is lower than a certain value. When the
kinetic energy of the photoelectron is high (>50 eV), the calculated spectrum can be well
consistent with the experimental spectrum including only some important scattering paths.
But in the near edge structure (NES) region, the photoelectron waves are scattered many
times within a small cluster radius. The summation of the scattering paths which have a
small amplitude might be larger than the contribution of the single scattering. In this case
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the result may be not convergent correctly. Ideally, one might want to sum up the expansion
to an infinite order to obtain an exact solution. But in practice, the matrix Fλi+1,λi

(ξi+1, ξi)
in Eq. (2.42) yields a (1 × 1) matrix (vector) for the single scattering, a (3 × 3) matrix for
the double scattering, a (6×6) matrix for the triple scattering, and so on. So, the limitation
is the computing power for high-order scattering in the NES region. Therefore, the infinite
summation requires a change in the method to calculate the effective scattering amplitude
in Eq. (2.46).

Fortunately, the infinite summation of Gsc in Eq. (2.33) can be reformulated in terms of
matrix inversion which implicitly includes all scattering orders,

Gsc = G0(1− tG0)−1 = (1−G0t)−1G0. (2.47)

For a larger cluster, one can combine full multiple-scattering and multiple-scattering methods
to overcome the computational bottleneck. One can use a FMS calculation within a small
cluster surrounding the absorbing atom and a MS calculation outside the FMS cluster but
inside a much larger cluster. At the end of calculations, the two contributions are summed
up to obtain the total spectrum. This method has been implemented in the commercial MS
code Feff8.20 by Ankudinov et al. [37].

The spatial and energy dependence of the electron charge density can be expressed in
terms of the imaginary part of the one-electron Green’s function operator G(r, r′, E) which
is an analytic function in the upper half of energy plane. The total DOS ρ(E) for real energy
is given by the integral of imaginary part of G(r, r′, E) in the real space,

ρ(E) = − 2
π

Im
∫ ∞

−∞
G(r, r′, E)dr, (2.48)

where the factor 2 accounts for spin degeneracy. Since both of the charge density and χ(k)
can be calculated from G(r, r′, E), the lDOS and the EXAFS can be calculated by a single
self-consistent-field (SCF) loop simultaneously. The SCF loop is described as the following.

Initially, the Fermi energy EF can be found by integrating ρ(E) below EF to the electron
numbers from the relationship

∑

j

Nj

∫ EF

C

ρj(E)dE = Nel, (2.49)

where Nj is the number of sites of the jth atom type, Nel the total number of electrons in
the system, C the contour of integration, and ρj(E) the DOS of jth atom type.

On the other hand, one can obtain the local Fermi energy Ej
F of the jth atom type in

terms of the charge transfer qj ,

∫ Ej
F

C

ρj(E)dE = Zj − qj . (2.50)

qj can be calculated from the previous iteration,

qj = Zj −
∫ Rj

nm

0

4πr2ρold
j (r)dr. (2.51)

Zj is the atomic number of the jth atom type, ρold
j (r) the charge density of previous iteration,

and the Norman radius Rj
nm is given by

∫ Rj
nm

0

4πr2ρj(r) = Zj . (2.52)
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The new charge density in the new iteration is subsequently computed by

ρnew
j (r) = (1− c)ρold

j (r)− cρj(r)

ρj(r) = − 2
π

Im
∫ EF

C

Gj(r, r′, E)dE,
(2.53)

where c is the mixing factor. Once the new density is calculated, the new iteration starts to
calculate new scattering potentials until EF = Ej

F . After the above SCF loop, Both Fermi
energy and charge transfer are obtained. An excellent review of FMS theory has been given
by Rehr and Albers [36].

2.2 Band-Structure Method

In principle, the path approach (or MS-expansion method) is mathematically equivalent to
the band-structure method as summing the path formalism to infinite order in an infinite
cluster, i.e., the short-range order theory is equivalent to the long-range order theory [38].
The main discrepancy between these two methods is attributed to the truncation of cluster
to a finite size. This contrast is most transparent in the Korringa-Kohn-Rostoker (KKR)
band-structure method for calculating the electronic structure of periodic solids.

2.2.1 Density Functional Theory

The density functional theory (DFT) is one of many Ab-Initio techniques which attempt to
solve the many-body Schrödinger equation,

HΨj = EjΨj (j = 1, 2, 3, · · · , N), (2.54)

where H is the Hamiltonian of a quantum mechanical system composed of N particles. Ψj

the jth wave function and Ej the energy eigenvalue of the jth state. For a N -electron system
without the relativistic effect, the Hamiltonian is given by

H = −1
2

N∑

i=1

∇2
i +

N∑

i>j

1
|ri − rj | +

N∑

i=1

v(ri), (2.55)

in the atomic units (e = me = ~ = 1), where ri and rj are the coordinates of electrons.
The first term of the right-side represents the electron kinetic energy. The second one is the
electron-electron Coulomb interaction, and the third one is the Coulomb potential generated
by the nuclei. This equation also assumes that the nuclei are effectively stationary with
respect to the electron motions (Born-Oppenheimer approximation).

Initial approaches to this problem attempted to transform the full N -body equation into
N single-particle equations by using the Hartree-Fock (HF) approximation. The accuracy
of this approximation basically depends on the accuracy of the “exchange-correlation” con-
tribution to the total energy. The exchange contribution is a direct consequence of Pauli’s
exclusion principle, which prohibits two fermions from occupying the same quantum state.
This reduces the probability of one electron being near another electron of the same spin.
The correlation contribution is related to the reduction of the probability of an electron
being near another electron due to the strong electron-electron Coulomb repulsion. The
HF approximation only includes the correlation contribution for similar spin electrons, but
neglects entirely the contribution for opposite spin electrons.

In contrast to these methods which try to determine the approximations of the elec-
tron density or many-electron wave function, DFT can “exactly” calculate the ground state
property from the electron density ρ(r). In 1964, Hohenberg and Kohn [39] considered the
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ground state of the electron-gas system in an external potential v(r), and proved that the
following density functional theorem holds exactly: there is an universal functional F [ρ(r)]
of the electron charge density ρ(r) that defines the total energy of the electronic system as

Etot =
∫

v(r)ρ(r)dr + F [ρ(r)]. (2.56)

The total energy of the system can be minimized to find the true electron charge density
in this external potential. This theory is exact for a non-degenerate ground state. Un-
fortunately, as yet an exact general form of the functional F [ρ(r)] has not been found, so
approximations must be introduced to obtain the explicit formula in practical calculations.

2.2.2 Local Density Approximation

The most commonly used and successful approximation of F [ρ(r)] is the local density ap-
proximation (LDA), which first formulated by Kohn and Sham in 1965 [40]. If the total
kinetic energy of the electrons can be written as T [ρ(r)], then the universal functional is
given by

F [ρ(r)] = T [ρ(r)] +
1
2

∫
ρ(r)ρ(r′)
|r− r′| drdr′ + Exc[ρ(r)], (2.57)

where Exc[ρ(r)] is the exchange-correlation energy function and is given as

Exc[ρ(r)] =
∫

ρ(r)εxc(ρ)dr, (2.58)

where εxc(ρ) is the exchange-correlation energy for the electron-gas system which has a
homogeneous charge density ρ = ρ(r). Although this approximation had been thought to
be valid only when the inhomogeneity of ρ(r) is small at the beginning of investigations, in
practice the LDA is proved to be applied even if the inhomogeneity is large.

By applying the variational principle to Eq. (2.56) with a constraint of
∫

ρ(r)dr = N (2.59)

for a N -electron system, the following equation is obtained,
∫ {δT [ρ(r)]

δρ(r)
+ v(r) +

∫
ρ(r′)
|r− r′|dr

′ +
δExc[ρ(r)]

ρ(r)
− µ

}
δρ(r)dr = 0, (2.60)

where µ is the Lagrangian multiplier equivalent to the chemical potential. Using the wave
function ψj(r) of the jth electron, the total charge density is defined as

ρ(r) =
N∑

j=1

|ψj(r)|2, (2.61)

which allows the kinetic energy to be written as

T [ρ(r)] = −1
2

N∑

j=1

∫
ψ∗j (r)∇2ψj(r)dr. (2.62)

The solution of equation (2.60) is subsequenctly given by solving the following effective
one-electron Schrödinger equation for ψj(r),

{
− 1

2
∇2 + v(r) +

∫
ρ(r′)
|r− r′|dr

′ +
δExc[ρ(r)]

δρ(r)

}
ψj(r) = εjψj(r). (2.63)

This equation is called the Kohn-Sham equation. The energy eigenvalue of the jth state εj

is usually identified as the one-electron energy level [41]. If Eq. (2.63) is self-consistently
solved, the electron charge density (cf. Eq. 2.61) and kinetic energy density (cf. Eq. 2.62)
can be obtained via the solution ψj(r).
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2.2.3 Full-potential Linearized-Augmented Plane-Wave

The deviation of the real potential from the muffin-tin potential can be corrected by some
methods, the corrected potential is often called the “full potential”. The full-potential
linearized-augmented plane-wave (FLAPW) method has been proven to be one of the most
accurate methods for calculating the electronic structure of solids within density functional
theory. The FLAPW theory based on the LDA method has been developed for more than
twenty years. For valence states, relativistic effects can be included either in a scalar rel-
ativistic treatment or with the second variational method including spin-orbit coupling.
Meanwhile, core states can be treated fully relativistically. The various FLAPW formalism
and programming methods can be found in many references [42].

Like most of the band-structure methods, the FLAPW method is a procedure for solving
the Kohn-Sham equations for the ground state density, the total energy, and the band
energy of a many-electron system by introducing a basis set which is especially adapted
to the problem. This adaptation is achieved by dividing the unit cell into non-overlapping
atomic spheres around the atomic sites and the interstitial region between the muffin-tin
spheres. In the two regions different basis sets are used.

Inside the muffin-tin sphere, the wave function is described by a linear combination of
radial functions times spherical harmonics,

φIn
kn

(r) =
∑

lm

[Alm(kn)ul(r, El) + Blm(kn)u̇l(r, El)]Ylm(r̂), (2.64)

where kn = k + Kn, k is the wave vector inside the irreducible Brillouin zone (IBZ), Kn

the nth reciprocal lattice vector, ul(r, El) the radial solution of Schröedinger equation with
energy El, u̇l(r,El) is the energy derivative of ul(r, El).

Outside the muffin-tin sphere (interstitial region), the wave function is given as an aug-
mented plane wave

φOut
kn

(r) = Wk(Kn)eikn·r. (2.65)

The exponential function can be expanded in terms of products of spherical Bessel function
and spherical harmonics,

eikn·r = 4π
∑

lm

iljl(knr)Ylm(kn)Ylm(r̂). (2.66)

Therefore the wave function (Bloch state) in the interstitial region is described as a su-
perposition of plane waves inside the muffin-tin sphere. The coefficient Alm(kn), Blm(kn)
and Wlm(Kn) are determined by matching the inside and outside wave functions at the
boundaries of muffin-tin spheres.

The solutions of the Kohn-Sham equations are expanded in the combined basis set ac-
cording to the linear variation method,

ψk(r) =
∑

n

cnφkn(r), (2.67)

where the coefficient cn is determined by the Rayleigh-Ritz variational principle. The sum-
mation is over all of the reciprocal lattice vectors. The convergence of the basis set is
controlled by a cutoff parameter RMT ∗Knmax = 6−9, where RMT is the smallest muffin-tin
radius in the unit cell and Knmax the maximum of Kn. Because no shape approximations
are made, the procedure described above is frequently called the “full-potential LAPW”
method.

In order to improve upon the linearization and to make a consistent treatment of semicore
and valence states possible in one energy window, additional basis functions φlo

kn
(r) can be

added. They are called “local orbitals (LO)” which consist of a linear combination of two
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radial functions at two different energies (e.g, at the 3s and 4s energy levels) and one energy
derivative (at one of these energies),

φlo
kn

(r) =
∑

lm

[Almul(r, E1,l) + Blmu̇l(r, E1,l) + Clmul(r, E2,l)]Ylm(r̂). (2.68)

The coefficients Alm, Blm and Clm are not dependent on kn. They can be determined by
the requirement that the local orbitals are zero at the sphere boundaries and normalized.

2.2.4 Generalized Gradient Approximation (GGA)

In the LDA method, the spin-polarization can also be taken into account for the magnetic
materials. This referred to the local spin density approximation (LSDA). Several forms
of LSDA potentials exist in the literature. Many modern DFT codes use more advanced
approximations to improve accuracy for certain physical properties. As stated above, the
LDA uses the exchange-correlation energy for the uniform electron gas at every point in the
system, regardless of the homogeneity of the real charge density. For nonuniform charge
densities, the exchange-correlation energy can deviate significantly from the uniform result.
This deviation can be corrected in terms of the gradient and high-spatial derivatives of the
total charge density for those systems where the charge density is slowly varying. In recent
progress, the LDA has been improved by adding some gradient terms of the electron density
to the exchange-correlation energy or its corresponding potential [43, 44]. This improved
approximation has been referred to the generalized gradient approximation (GGA) in the
literature. The DFT calculations in this thesis have been performed by the GGA method.

2.3 Ligand-Field Atomic Multiplet Method

As mentioned before, the multiple-scattering and band-structure methods neglect multiplet
effects which dominate the white-line features in the near edge structure of transition-metal
elements. The term “while-line” denotes the sharp peaks just several eV above the thresh-
old energy in the L23 edges of transition-metal elements. The atomic-multiplet theory is
focused on multiplet effects in terms of ligand field or crystal field. This method is very
successful to describe the core-to-3d excitations in transition metal elements and the core-
to-4f excitations in rare earth elements [45]. The theoretical and experimental results are in
good agreement not only in the crystal splitting of the white-line structures but also in the
relative intensities of the peaks. The general description of the ligand-field atomic multiplet
theory is briefly summarized here to clarify the different points with the band-structure and
multiple-scattering approaches.

2.3.1 Ligand-Field Model

The ligand-field atomic model was first developed by Yamaguchi et al. [46] and generalized by
the works of Thole and van der Lann et al. [47, 48]. Within the perturbation theory, the total
Hamiltonian consists of intra-atomic interactions and a perturbation term from the nearest
neighboring atoms (ligand atoms). In the intra-atomic terms, the electrostatic interaction
terms (Coulomb integrals F k and exchange integrals Gk) are reduced by multiplying a
free parameter (which is given as a known factor in the calculations) to simulate the multi-
configuration and hybridization effects [45]. The perturbation term is so called “ligand-field”
or “crystal-field” in the literature, which describes the effect of a mono-electronic potential
acting on the valence orbits of the absorbing atom. In this thesis, the term “ligand-field” is
used to denote the net field of the nearest neighboring atoms, and the term “crystal-field”
is used to describe the total net field of the surrounding atoms.
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The so-called “superposition model” is usually adopted to construct the ligand field. In
this model, the ligand field can be built from a superposition of the individual field of the
ligand atom because the three-center interactions are about one order of magnitude smaller
than two-center interactions due to the strong electrostatic repulsion between ligands [49].
So, the ligand field in arbitrary symmetric system can be calculated without the elusive
group theory knowledge [50].

The framework of the ligand-field calculation was given by de Groot and Fuggle [51].
The absorption cross-section is given by

σ(E) ∝
∑

f

|〈ψf |H ′|ψi〉|2δ(E + Ei − Ef ), (2.69)

where H ′ is the perturbation Hamiltonian (or interaction operator). For the L23 edges, the
dipole-allowed transitions are 2p → 3d and 2p → 4s. Because the possibility of the 2p → 3d
transition is much larger than that of the 2p → 4s transition, the latter transition can be
neglected in the calculations. Eq. (2.69) can be rewritten to

σ3d(E) ∝ |〈ψ3d|H ′|ψ2p〉|2ρ3d(E), (2.70)

where ρ3d(E) is the unoccupied 3d density of states which can be calculated using the band
structure method described in the previous section. In this chapter, it was taken as a known
function.

In 3d transition-metal compounds, the two-particle (3d − 3d and 2p − 3d) interactions
are most important for the calculation of the L23 edges. These two-particle interactions
determine the ground state of the transition-metal ion and split the final state into a large
number of configurations. In the one-electron approximation, the 3d− 3d and 2p− 3d two-
electron interactions are not included. For simplicity, one can start the atomic multiplet
calculation without solid-state effects, i.e., the atomic multiplets are calculated in an isolate
atom. Within this assumption, the initial state and final states can be calculated in a
spherical symmetry O(3). Eq. (2.69) becomes

σ3d(E) ∝
∑

f

|〈ψO(3)
f (2p53dN+1)|H ′|ψO(3)

i (2p63dN )〉|2ρ3d(E), (2.71)

where N is the occupation number of 3d orbits.

2.3.2 Hamiltonian Construction

The perturbation Hamiltonian of initial state 2p63dN only consists of the 3d− 3d Coulomb
interaction Hdd, which can be expanded in spherical harmonics. Its radial parts F 0

dd, F 2
dd,

and F 4
dd are calculated within the Hartree-Fock approximation and reduced to 80% of origin

values to involve the intra-atomic configuration interaction (CI) [45]. The integral F 0 does
not affect the multiplet, but only causes a shift in the average energy. The multiplet splitting
is determined by the multipole terms of 3d − 3d interactions (F 2

dd and F 4
dd) which also

determine the initial state multiplets. The 3d spin-orbit coupling of the initial state is small
and can be neglected. The initial state Hamiltonian is represented by

Hinit = H0 + Hdd, (2.72)

where H0 consists of the kinetic term and the interaction with the nuclei.
The 2p53dN+1 final state Hamiltonian includes two terms related to the 2p core hole.

Firstly, the spin-orbit coupling of the 2p electrons with the core hole, Hpp, which causes the
energetic separation of the 2p3/2 and 2p1/2 states. The 2p3/2 and 2p1/2 states correspond to
the L3 and L2 edges, respectively. Thus, the L23 edges can be calculated simultaneously, in
contrast to be calculated one by one in the multiple-scattering and band-structure methods.
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Secondly, 2p − 3d Coulomb and exchange interactions, Hpd, which also originate from the
core hole effect. The radial parts of the Coulomb terms (F 0

pd and F 2
pd) and the exchange

terms (G1
pd and G3

pd) can be calculated by the Cowan code named “RCG” [45]. The 2p− 3d

Coulomb interaction term F 0
pd is equal for all final states, which only causes an energy shift

but not changes the shape of the fine structures. Including the 3d− 3d Coulomb interaction
term Hdd, the Hamiltonian of the final states is written by

Hfinal = H0 + Hdd + Hpp + Hpd. (2.73)

2.3.3 Crystal-Field Effects

To taken into account the solid-state effects, a crystal-field (CF) term (Hcf ) needs to be
added into the Hamiltonians of both initial state and final state. The crystal field is composed
by one or several crystal-field parameters. For example, one parameter (Dq) is needed to
describe the cubic (Oh) crystal field, and three parameters (Dq, Ds and Dt) are needed
to describe the D4h crystal field. The lower symmetric crystal field the more crystal field
parameters [51].

The crystal field can split the initial-state and final-state multiplets. For a small crystal
field, the electron energetically prefers to occupy the state with a spin parallel to the others
according to Hund’s rule. This is called “high-spin” state in the literature. For a strong
crystal field, a different electron configuration can be formed with electron pairs. In this
case, the atom becomes “low-spin”. A significant modification of the EELS spectra would
be found when the transition occurs. For a Oh crystal field effects on d4 electrons, the
schematic illustration of the transition from high-spin state to low-spin state is shown in
Fig. 2.2. 4E indicates the crystal field splitting. When the ligand atoms present around
the absorbing atom, the degenerate d states are separated into two eg (dx2 − dy2 and dz2)
and three t2g (dxy, dyz and dxz) states. If the crystal field 4E is weak, the parallel spin is
energetically favorable. Four electrons with parallel spins will be found. If the crystal field
is strong enough, one electron pair will be formed on the low-energy t2g orbits according to
Hund’s rule.

According to group theory, the crystal-field effect is equivalent to the reduction of the
spherical symmetric multiplets [52]. The calculations consist of three steps. First, the energy
levels in the initial state (2p63dN ) multiplet and the finial state (2p53dN+1) multiplet are
calculated in O(3) symmetry. Then, the atomic multiplet spectrum is calculated by the
means of the dipole transition from the ground state to all final states. Finally, the O(3)
multiplets are projected onto the irreducible representations of the ligand-field symmetry
group. In the case of Oh crystal field, the spherical symmetry is reduced from O(3) to its
subgroup Oh. If a lower-symmetric D4h crystal field is applied, the spherical symmetry is
reduced from O(3) to Oh first, then forward to D4h. This procedure is called “branching”
in the group theory [52].

Atomic-Like
Low-CF

High-Spin
High-CF
Low-Spin

dxy dyz dxz

t2g

eg

dz
2

dx -
2

dy
2

DE

Fig. 2.2: Schematic illustration of
the transition from high-spin state
to low-spin state.
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The group theory method is limited by the elusive branching for a lower-symmetric
crystal-field. Mirone and Sacchi et al. proposed a numerical method which did not depend
on group theory [50]. In their work, the Hamiltonian consists of intra-atomic interactions
and perturbation terms describing the effect of the ligand atoms. The ligand-field effect is
described by a (2l + 1)× (2l + 1) mono-electronic potential matrix which gives the potential
elements between each mono-electronic level. The ligand-field matrix is constructed by ro-
tating the identity matrix of the individual ligand atom to the angular moment quantization
axis (z-axis) one by one with a length scale. Therefore, this method can be applied to any
geometry regardless of the ligand-field symmetry. For example, the ligand-field matrix for
the 3d orbits in Oh symmetry is given by [50]

COh =




3/2 0 0 0 3/2
0 0 0 0 0
0 0 3 0 0
0 0 0 0 0

3/2 0 0 0 3/2




. (2.74)

2.4 Comparison of Different Calculation Methods

Fig. 2.3: Unit cell of the rutile TiO2.

The three theoretical calculation methods
have their advantages and shortages. In
order to compare the abilities of the three
methods, the Ti L23 and O K edges in ru-
tile TiO2 have been calculated, respectively.
The lattice parameters (a=4.594 Å, c=2.959
Å) are taken from Ref. [53]. The unit cell
of rutile TiO2 is sketched in Fig. 2.3. The
titanium atom is surrounded by six oxygen
atoms in a distorted octahedral coordina-
tion. The oxygen octahedron is distorted
along the [11̄1] direction. The length of the
two Ti-O bonds in this direction is 1.980 Å.
The other four Ti-O bonds are lying in the
(11̄0) plane with the bond length of 1.949
Å. The calculated spectra of the Ti L23 and
O K edges are shown in Fig. 2.4 and 2.5
together with measured EEL spectra. The spectra have been aligned at the peak position
of t2g (the first peak). The energy-loss near-edge structures of the Ti L23 and O K edges
are acquired from the single crystal rutile TiO2 in order to show the accuracy of the differ-
ent theoretical methods. The description of the calculation for each method is given in the
following:

(1) The ground state Ti dDOS (d-character density of states) and O pDOS (p-character
density of states) are calculated by the Wien2k code [42], which has been widely used and
proved to be of a high accuracy for the band structure calculations. The muffin-tin radii of
titanium and oxygen atoms have been set to 1.9 and 1.75 in units of the Bohr radius. A
8×8×13 k-point sampling has been used in the irreducible Brillouin zone. The calculated
Ti dDOS and O pDOS are used to compare with the other methods and the experimental
EEL spectra. The Ti dDOS spectrum has been broadened by a gaussian distribution with
a 0.1 eV full width at half maximum (FWHM). The O pDOS is broadened by 0.4 eV.

(2) The full multiple-scattering spectrum is calculated by the commercial Feff8.20 code
[37]. The self-consistent-field iterations are performed within a sphere with a radius of 5.0 Å
including 53 atoms. The FMS calculations can be done in a so-called “shell-by-shell” model.
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Fig. 2.4: Simulated near-edge structures of the Ti L23 edges in rutile TiO2 in
comparison with the measured EEL spectrum.

Fig. 2.5: Simulated near-edge structures of the oxygen K edge in rutile TiO2 in
comparison with the measured EEL spectrum.
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That is, a series of shells are subsequently taken into account in the FMS cluster. The
atoms in each shell have similar distances to the absorbing atom. In comparison with the
previous-shell calculation, the variation of the calculated near edge structures is considered
to be related to the new shell. Therefore, the relationship between the fine structures and
the crystal structure can be given in this way. The atomic structures of neighboring atoms
around the Ti atom and the oxygen atom are schematically shown in Fig. 2.6. The Ti-cluster
contains 25 atoms which have been divided into four FMS shells. The first shell contains
six nearest oxygen atoms octahedrally surrounding the cental Ti atom with a distance range
1.949-1.980 Å. The second shell contains only two Ti atoms with a distance 2.959 Å along
the z-axis. The third shell contains six oxygen atoms with a distance range 3.487-3.560Å.
The fourth shell contains eight Ti atoms with an identical distance of 3.569 Å. The oxygen-
cluster contains 24 atoms which have also been divided into four FMS shells. The first
shell contains three Ti atoms with a distance range 1.949-1.980 Å. The second shell contains
thirteen oxygen atoms with a distance range 2.536-3.325 Å. The third shell contains four
Ti atoms in the range 3.487-3.560 Å. The fourth shell contains three oxygen atoms in the
range 3.897-3.960 Å. The FMS calculations of the Ti L3 and O K edges in the shell-by-shell
models described above are shown in Fig. 2.7(a) and (b). In Fig. 2.7(a), the peaks t2g and
eg in the Ti L3 edge are reproduced in the 7-atom cluster (one absorbing Ti atom and six
nearest oxygen atoms). Due to the formation of a “core hole” after a core-level electron
was excited into the unoccupied DOS, the final states are different from the ground state
DOS. This effect is called the “core-hole effect”. The core-hole effect is considered in the
present FMS calculations with a fully relaxed potential in the presence of a core hole [37].
In order to compare with the experimental spectrum, the theoretical spectrum should be
appropriately broadened. The spectral broadenings consist of the instrumental broadening
and the core-hole lifetime broadening. The latter broadening is caused by the relaxation of
the core-hole. A 0.4 eV FWHM broadening is used in the FMS calculations. This value is
the same as the energy resolution of the used instrument in this thesis.
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Fig. 2.6: Atomic structures of the neighboring atoms surrounding the Ti atom
(a) (containing 25 atoms) and the oxygen atom (b) (containing 24 atoms) in
rutile TiO2. The dashed lines indicate the Ti-O bonding directions.

(3) The atomic multiplet spectrum is calculated in the D4h ligand field with the ligand-
field parameters 10Dq=2.35 eV, ds=0.25 eV and dt=0.1 eV by the TT-multiplet code [51, 54].
The Coulomb radial integrals F k

ij and the exchange radial integrals Gk
ij are calculated from

the Cowan code RCN [45]. Because the appropriate broadening of the calculated multiplets
is very important for comparing with the measured spectrum, the description of the spectral
broadening is given as follows. At first, the calculated multiplets were segmentally broadened
by the different values, 0.2 eV (L3,t2g), 0.6 eV (L3,eg), 0.6 eV (L2,t2g) and 0.8 eV (L2,eg)
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Fig. 2.7: FMS calculations in shell-by-shell model for (a) Ti L3 edge and (b) O
K edge.
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FWHMs. This broadening is to simulate the different core-hole lifetime broadening at the
different energy. Generally speaking, the spectrum is broader at the higher energy loss
according to Heisenberg’s uncertainty principle [55]. Next, a 0.4 FWHM broadening is
performed to simulate the instrumental broadening. Note that the ligand-field parameters
are obtained by fitting the theoretical spectrum to the experimental spectrum. A series of
spectra with the different ligand-field parameters have to be calculated. The varying spectra
of the Ti L23 edges with different intensions of the ligand field (10Dq) are given in Fig. 2.8.
One can see that the best agreement with the experimental spectrum is obtained at Dq '2.3
eV.

Fig. 2.8: Ti L23 edges in the D4h ligand-field coordination calculated by the
ligand-field atomic multiplet method. 10Dq ranges from 1.8 to 2.4 eV.

In the Ti L3 edge (cf. Fig. 2.4), the major peaks of the crystal-field splitting, t2g and eg,
are reproduced by all of the three theoretical methods. However, since the multiplet effect
has been ignored in the FMS and band-structure methods, the relative intensities of the
peaks t2g and eg are not correct. The peak t2g is overestimated in these two methods. In
the band-structure method, the calculated peak positions are well consistent with the EEL
spectrum. But the peak positions calculated by the FMS method are of lower accuracy which
might be caused by the less accurate muffin-tin potential. In the Ti L23 edges calculated by
the ligand-field atomic multiplet, the theoretical spectrum is in excellent agreement with the
experimental spectrum. The major shortage of the LFAM method is that the ligand-field
parameters have to be fitted to the experimental spectrum. In principle, these parameters
can be calculated by Ab-Initio methods. However, the splitting (B1g and A1g ) of the
peak eg, caused by the distortion of the oxygen octahedron, is also reproduced in all three
methods.

For the oxygen K edge in Fig. 2.5, both the main features and their relative intensities
are fairly well reproduced by the band structure and FMS methods. Note that the ligand-
field atomic multiplet method is not suitable for this case because the photoelectron is not
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strongly localized around the oxygen atom. Therefore, the multiplet effect is not important.
The theoretical spectra have been broadened by 0.4 eV. As shown in Fig. 2.5, the estimation
of the core-hole effect can be given by comparing the FMS calculations with (blue line) and
without core hole (green line). Generally, the core-hole effect has the following consequences:
(1) shifting the peaks to lower energy, (2) compressing the energy separation between the
peaks, (3) varying the intensities of the low-energy features. However, the core-hole effect on
the oxygen K edge is very small due to the strong screening by the valence electrons. This
is the reason why the ground state oxygen pDOS is in excellent agreement with the ELNES
spectrum of the oxygen K edge. In comparison with the result of the FMS calculation, the
band structure method shows a higher accuracy for the fine structures in the oxygen K edge.

As known, the electron energy-loss spectrum is sensitive to the orientation of crystals
as the convergence angle is small [56, 57, 58, 59, 60]. The orientation-projected partial
density of states can be calculated by the band-structure method. This advantage makes a
polarization analysis possible. Although the accuracy of the FMS method is not very high,
all of the main features can be reproduced when the FMS cluster is sufficient large. The
most important advantage of the FMS method is that the spectrum can be calculated in
the shell-by-shell model. By carefully comparing the variation of the fine structures with
different shells, the relationship between the fine structures and the crystal structure can be
derived. This technique works better for the high-energy region of the core-loss spectrum
where the oxygen-oxygen interactions dominate the fine structures, and the band-structure
interpretation is difficult. For example, in Fig. 2.7(b), a significantly changed peak B can be
found between the 21-atom and 24-atom spectra. The three atoms are indicated by the green
atoms in Fig. 2.6(b). The change indicates that the backscattering from the oxygen atoms
along the Ti-O bonding directions is much stronger than from the other neighboring atoms
(except the direct chemical bonding in the first shell), which gives a strong contribution for
the peak eg. This finding might be related to the electron hopping mechanism along the
chemical bonding direction [61, 62, 63]. In fact, this result has been also found in the FMS
calculations of the oxygen K edge for other oxide compounds, such as SrTiO3, BaTiO3, and
Y2O3, which will be shown in chapters 4 and 5.

In order to compare with the experimental results, the theoretical spectra have to be
broadened appropriately. The appropriate broadening is more critical for the sharp features
in the calculated spectrum. The spectral broadening consists of the core-hole lifetime broad-
ening, thermal-related broadening and the intrinsic broadening of the instruments. In the
FMS method, the core-hole lifetime broadening is taken into account by the Green’s function
automatically. In the other two methods, a Gaussian or Lorentzian broadening is usually
chosen for the whole spectrum in the literature. A more complicated segmented broadening
method has been applied in the ligand-field atomic multiplet calculations [51]. Actually, al-
though the instrumental broadening and thermal broadening are stationary with the energy
loss, the core-hole lifetime broadening is different for the different energy loss according to
Heisenberg’s uncertainty principle, i.e., the longer core-hole lifetime the sharper absorption
peak. Generally, the broadening is increasing with higher energy loss [54].

In summary, the main advantages and shortages of the three Ab-Initio methods are briefly
given in Table 2.1. The FMS method is suitable for the fast calculation of the low-symmetric
or complex materials. In low-symmetric or complex materials the band-structure calculations
are very time consuming due to the large basis set. The band-structure method is suitable
for the calculation of the oxygen K edge structures. The oxygen K edge structures calculated
by the band-structure method is more accurate than the multiple-scattering method or the
atomic multiplet method. The atomic multiplet method is suitable for the L23 edges of the
transition metal elements due to the consideration of the multiplet effects.
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Table 2.1: Comparison the standard Ab-Initio methods for simulating ELNES.
Full Multiple-
Scattering
Method

Band-Structure
Method

Ligand-Field
Atomic Multiplet
Method

Periodical
Requirement

Arbitrary
symmetric systems

Periodic systems Arbitrary
symmetric systems

Speed Fast Time-consuming Very fast
Accuracy Higher in

high-energy region
Higher in
low-energy region

Depends on fitting

Core-Hole Effect Yes No Yes
Multiplet Effect No No Yes
Energy Scale Absolute scale Refer to

Fermi energy
Absolute scale

Orientation
Analysis

No Yes No
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Chapter 3

Details of EELS Experiments

In this chapter, the details of EELS experiments will be described because the experimental
conditions are critical to acquire reliable EELS/STEM spectra at the interface.

3.1 EELS/STEM Instruments

The illustration of the EELS/STEM instruments used in this thesis is schematically shown
in Fig. 3.1. The specification of the instruments are listed in the following table.

Table 3.1: Specifications of the used EELS/STEM instrument.

Microscope: STEM, VG HB 501 UX, cold field emission gun
Spectrometer: Gatan Enfina 1000
Beam Energy: 5-100 keV
Spatial Resolution: 0.4 nm (imaging), 1 nm (analytic)
Energy Resolution: 0.05-2.0 eV/channel
CCD: 1340×100 pixels, 20×20 µm2 photodiode
Scintillator: YAG

The dedicated STEM (VG HB 501 UX, Vacuum Generators), equipped with a cold
field emission gun (FEG), consists of three basic units (cf. Fig. 3.1): the electron optical
column, the electronics console and the vacuum control rack. The electron gun consists of a
single crystal tungsten field emitter followed by an extraction electrode and an accelerating
electrode assembly. The variation of the field emission extraction voltage over the range of
1.1 kV to 4.5 kV adjusts the emission current. The two condenser lenses, C1 and C2, have
the major function of controlling the demagnification of the source and the beam current at
the specimen. The double scan coils permit the electron beam to rock about the point on the
vertical axis of the column. The size of the objective aperture is very important to control
the beam current, the probe size, and the convergence angle. The objective lens focuses the
beam onto the specimen. The specimen is immersed in the field of the objective lens. The
post specimen field produces an angular compression of the beam. Since the collection angle
and the convergence angle are important in element ratio analysis, exact values of these
parameters enhance the reliability of the quantitative analysis.

On the top of Fig. 3.1, a Gatan parallel EELS spectrometer (Enfina 1000), which is
used to record the EEL spectra, is installed. Two entrance apertures with different sizes
(2 mm and 4 mm) can be used to limit the collection angle and to control the exposure

28



CHAPTER 3. DETAILS OF EELS EXPERIMENTS

�
�
�
�
�
�
�
�

���
���
���
���
���
���
���
���
���
���
���
���
���
���
���
���
���

B

Virtual Objective Aperture

High Brightness
Field Emission Gun

Gun Isolation Valve

C1

C2
Double Condenser
Lens System

X-Ray Detector

Objective Stigmator

Diffraction Aperture

Condenser Stigmator and Gun
Alignment Coil Assembly

Scan and Alignment
Coil Assembly

High Excitation
Objective Lens

Objective
Aperture

Specimen Holder

Collector Aperture

Annular Dark Field Detector

Microdiffraction and Beam Tilt
Coil Assembly (Grigsons)

Airlock Fitted with Specimen
Outgassing Facility

Diffraction Screen

Entrance Aperture
Magnetic
Prism

Shield YAG

Fiber Optic
Window

Photodiode
Array

Water
Cooler

QX QY
SX SY

Alignment
Coils

Beam Trap
Aperture

Quadupole
Lens

Electrically
Isolated
Drift-Tube

Bright Field Detector

Fig. 3.1: Schematic illustration of the dedicated STEM equipped with a Gatan
Enfina 1000 spectrometer (top).
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time. The QX, QY, SX, SY alignment coils are used to align the transmitted electrons. The
electrons with different energy are dispersed in the magnetic prism. The quadrupole lenses
Q1-Q4 can be used to focus the dispersed electrons onto a fiber-optically coupled yttrium
aluminum garnet (YAG) scintillator. The kinetic energy of the fast electrons is absorbed
by the scintillator materials and converted to visible or ultraviolet light. When the light
strikes the charge-coupled device (CCD) surface, it frees electrons which are accumulated in
the capacitors. The electron charge is shifted in the CCD by regular electronic pulses and
“counted” by a circuit. This gives an effective grayscale image indicating how much light
has fallen on each individual pixel. In other words, the coupled YAG/CCD converts the
electron energy into a digital count. The efficiency of the used YAG/CCD detector is that
one 100 keV fast electron produces about 60 counts.

The counts are periodically read into a computer by the DigitalMicrograph 3.7.1 software
package, which is used to control the automatic EELS acquisition, including qualitative and
quantitative analysis. A plug-in tool and a script class, based on the DigitalMicrograph
software development kit, script language, and Visual C++, were developed by the author
to facilitate the processing of the spectra in this thesis. Their functions include subtracting
the background for the raster image of line scans (a series of EEL spectra), spectrum shift,
normalization, import and export, etc. Images and spectra can be controlled as matrixes
and arrays, which is much faster than the pixel-by-pixel operation.

The STEM was operated at 100 keV as the electron energy-loss spectra were acquired.
The operating pressure is ∼ 5.0×10−9 mbar in the column and ∼ 3.0×10−11 mbar in the field
emission gun chamber. Both dark count readout and channel-to-channel variation in gain
response are corrected by the corresponding standard procedures. The background of the
spectrum is subtracted by the AE−r power-law extrapolation of the pre-edge of the core-loss
edge [64], where the coefficient A determines the intensity of the background, the exponent
r (generally in the range 2–6) is responsible for the curvature of the fitting curves, and E
denotes the energy loss. The energy resolution of the coupled microscope/spectrometer,
determined from the full width at half maximum of the zero-loss peak (ZLP), amounts to
about 0.4 eV. The beam current focused on the specimen is ∼ 1 nA. An entrance aperture
of 2 mm is selected for collecting inelastic electrons. The calibrated collection semiangle
amounts to about 12 mrad in the STEM used. This collection angle is large enough to
collect most of the inelastic electrons since the characteristic scattering angle is usually very
small. For a 50 µm objective aperture, the convergence semiangle is ∼ 14 mrad in the
HB501 microscope. The estimation of the probe size, and the discussion of the calibration of
collection angle, as well as the effects of the experimental conditions will be given in Section
3.3.

3.2 Specimen Preparation

The preparation of specimens with a good quality is the most critical work in EELS experi-
ments. Good quality means that a specimen should have a large thin area, no contamination
problems, no surface artifacts introduced and no surface charging effects. Especially, speci-
mens containing an interface are much more difficult to prepare than bulk materials.

3.2.1 General Procedures

Thin film layers can be grown on certain substrates by several techniques, such as pulsed
laser deposition (PLD), molecular beam epitaxial (MBE), electron beam evaporation, ion
beam sputtering, etc. The first step is to cut the wafer with the original thin film into two
parts of the same size using a diamond wire saw and then glue them face-to-face. In this
work M-Bond 610 epoxy resin which has a very low viscosity was used. The glued sample
is compressed by an uniformly distributed pressure during the curing time (2 h at curing
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temperature 120°C). The sample is postcured at 160°C without pressure. A very thin glue
layer (less than 1 µm) can be achieved. The glue layer should be as thin as possible. If not,
the glue layer can be sputtered away quickly by the ion-milling, and a hole will be formed
around the glue line when the specimen is still very thick. Another advantage of the M-Bond
610 epoxy resin is its high thermal stability up to 400°C and its resistivity against degassing
in vacuum which minimizes the contamination.

The glued wafer is cut into sticks which are inserted into an alumina holder. The inter-
space between the sample and the alumina holder is filled by alumina slices and epoxy resin
M-Bond AE-15, which has a high viscosity and a high elasticity. The cure is performed at
80°C for 1 h. The assembled cylinder is then cut into slices with a thickness of 0.5 mm.
The 0.5 mm thick slice is roughly ground and polished on grinding and polishing paper in
a Buehler Minimet polisher until the thickness is less than 100 µm. A Gatan Model 656
dimple grinder is used to dimple and polish from both sides at the center of the slice (the
interface region) by a copper wheel with a radius of 15 mm. Hot wax was used to mount
the slice onto a glass cylinder. After dimpling, the wax attached on the slice can be well
cleaned several times by acetone in a Transsonic DigitalS vibrator. At the end of this step,
the thickness at the dimple area is controlled in the range of 15-20 µm.

The final step is thinning the slice at the center of the dimple by ion sputtering until
a transparent hole is formed. A Gatan PIPS 691 was used to do the work. Two Ar+ ion
guns bombard the up- and down-side of the specimen simultaneously. The incident angles
were set to ∼3°. Such a small incident angle is important to obtain a large thin area around
the transparent hole. However, the ion milling speed is very slow with such a small incident
angle. A varying ion energy method has been used to quicken the specimen preparation.
At the beginning of ion milling process, the ion energy is set to 3.5 keV. Several hours later
when the specimen is nearly transparent, the ion energy is reduced to 2.5 keV. Finally, after
the transparent hole is formed, the ion energy is further reduced to 1.5 keV until the ion
milling is terminated.

3.2.2 High Quality EELS Specimens with Interfacial Structures

Obtaining a Large Thin Area

A high quality specimen should have a large thin area with an uniform thickness. The size
of the thin area is controlled by the small incident angles of the ion-milling beams. In this
condition the acquired spectra from different region can be compared more easily, and small
variations can be found by direct comparison. For a perfect bulk material, all of the spectra
should not be different if the experimental conditions do not change during the acquisition.
There are several advantages of very thin specimens: (1) The plural scattering effect vanishes.
Thus, the deconvolution of the edges is not necessary in this case, since artifacts may be
introduced into the results by the deconvolution procedures. (2) A high signal-to-noise ratio
can be obtained. This is important especially for small features. According to the author’s
experiences, a high quality spectrum can be obtained as the thickness of the specimen is
in the range of 0.2-0.6 mean free path (MFP). If the specimen is too thin (< 0.2 MFP),
the noise of the spectrum will be high. That causes the signal-to-noise ratio small. If the
specimen is too thick (> 0.6 MFP), the plural scattering effect can not be ignored. That
makes the interpretation of the fine structures difficult.

For a specimen with thin film structures, the interesting region is usually near the inter-
face. In most cases, the thickness of the thin film is only several tens of nanometers. Due
to the different ion-milling speed for the thin film and the substrate, the thin film layer is
easily sputtered away from the substrate. This makes it often difficult to obtain a larger thin
area for interfacial specimens. The solution is to stop the ion-milling process immediately
as soon as the small hole is formed at the center.
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Removing Surface Artifacts

In some cases, the microstructure of materials is very sensitive to high-energy ions. Surface
damage may be found in TEM specimens prepared by the focused ion beam (FIB) method
or after ion-milling when the ion energy is too high [65]. An amorphous layer can be formed
on the surface. Another possibility of the formation of an amorphous layer on the surface
is the re-deposition of the sputtered powder. Surface artifacts become more significant for
thinner specimens. The problem can be solved by applying a small incident angle (∼3°) and
additional ion-milling at a lower ion-energy to remove the possible amorphous layer on the
surface.

Minimizing Contamination

Carbon contamination is the most familiar contamination in EELS experiments due to the
strong carbon K edge signal. A several angstrom thick carbon layer deposited on the spec-
imen surface can hide most of the near edge structure of other elements. There are several
sources responsible for carbon contamination, such as the glue layer, dust from air, the vac-
uum pump, and dust deposited on the apertures. There are also other kinds of contamina-
tions, for example, copper contamination which comes mainly from the grinding procedure.
There might be also iron or argon contamination from the thin film deposition [66], but the
influence of these contaminations on ELNES is usually very small and can be neglected in
practice. There are several general advices to minimize the carbon contamination: (1) The
glue layer should be as thin as possible; (2) The prepared specimen should be put into the
microscope as soon as possible; (3) The vacuum pump is cooled down by the liquid nitrogen.

3.3 Acquiring Spectra from Interfaces

In contrast to bulk materials, the difficulties of the investigation of interfaces are related
not only to the preparation of the specimen, but also to the acquisition of the spectra.
The experimental conditions, such as the spatial resolution, convergence angle, energy drift,
spatial drift, decay of beam current, orientation of specimen, and surface-charging are very
important to acquire reliable spectra from the interface. These conditions are not so critical
for a bulk spectrum because the signals from anywhere are equivalent if the thickness is
uniform. Prior to the investigation of interfaces in unknown materials, the optimism condi-
tions for acquiring EEL spectra from the interface should be known. It is well known that
the SiO2/Si interface is very sharp, which can be proved from the rapidly developing metal-
oxide-semiconductor technique. Indeed, a silicon-oxide gate dielectric thickness less than
0.8 nanometer has been achieved in the laboratory [4]. In this section, the influences of the
experimental conditions on the spectra from the interfaces are discussed via the investigation
of SiO2/Si interface.

3.3.1 Spatial Resolution

A significant variation of EEL spectra at an interface usually occurs in a nanoscale or
sub-nanoscale region. If the spatial resolution is too low, the probe is hard to exactly
locate on the interface region, and most of the signals will come from the substrate or
thin film far from the interface. The spatial resolution of STEM is related to the probe
diameter d0, convergence semiangle α (incident beam), divergence semiangle β (transmit-
ted beam), incident beam energy E0, and the thickness of the specimen t0. Smaller d0,
α, β, t0, and higher E0 correspond to a higher spatial resolution. Because the divergence
semiangle is related to the beam energy and the convergence angle, E0 and α can be in-
cluded in the divergence semiangle β(E0, α). The spatial resolution d can be defined by
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Fig. 3.2: Definition of the spatial resolution.

d =
1
2
[d0 + dmax(t0, β)]

= d0 + t0 tan(β)
' d0 + t0β(E0, α),

(3.1)

as shown in Fig. 3.2, where dmax is
the maximum diameter of the broadened
beam on the outgoing surface. The spa-
tial resolution can be estimated by scan-
ning over a sharp interface or edge, as
shown schematically in Fig. 3.3.1, which
is redrawn from Ref. [67]. The relation-
ship between profile width L0 and spa-
tial resolution d is given by the following
equation,

d =
√

2L0. (3.2)

The spatial resolution of the EELS/
STEM was measured by the intensity
profile of the Si L23 edges from silicon
across the sharp SiO2/Si interface with

a scanning step of 0.5 nm. In order to achieve a small convergence angle, a small objective
aperture with a radius of 25 µm was selected. A 2 mm entrance aperture was selected to
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Fig. 3.3: Estimation of spatial resolution (redrawn from [67]). The top is the
line scan across the sharp interface, and the bottom is the normalized intensity
profile of the spectra (lower intensity is referred to zero percent and the upper
intensity is referred to 100 percent). The distance L0 related to the spatial
resolution is measured between the intensities of 98% and 2%.
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limit the collection angle. After the acquisition, the background was subtracted by the stan-
dard power-law method for all of the spectra in the raster image [64]. The resulting raster
image is shown in Fig. 3.4. The first peak (marked by the white rectangle in Fig. 3.4) is
used to estimate the spatial resolution. Due to the chemical shift of more than 5.0 eV in the
Si L23 edges of SiO2, silicon and SiO2 can be well distinguished in this energy range. The
intensity profile is obtained by summing up the counts in the energy range, and the result
is given in Fig. 3.5. The profile width L0 is measured to be about 0.7 nm. Thus, about 1.0
nm spatial resolution is estimated for the EELS/STEM according to Eq. (3.2).
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Energy Loss (eV)

Fig. 3.4: Raster image of a line scan across the SiO2/Si interface from the Si
L23 edges. The background has been subtracted, and the scanning step is 0.5
nm. The white rectangle indicates the energy range used for estimating the
spatial resolution.

Fig. 3.5: Measurement of the spatial resolution of the EELS/STEM. The inten-
sity profile is obtained from summing the intensity in the energy range marked
by the white rectangle in Fig. 3.4.
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In Fig. 3.5, the intensity increase in the silicon far from the interface is caused by the
nonuniform thickness. Due to the faster ion-milling speed, the silicon region near the SiO2/Si
interface is a little thinner than that of the the other silicon regions. The smaller thickness
leads to a lower plasmon background, i.e., a higher signal intensity.

3.3.2 Convergence Angle

The effect of the convergence angle can be roughly estimated in the following way. Assuming
the beam was focused on the exit surface, the convergence semiangle α can be obtained by
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Fig. 3.6: Schematic illustration for estimating
the effect of the radius of objective aperture.

tan α =
ROA

h
, (3.3)

where h is the distance from the ob-
jective aperture to the specimen, and
ROA the radius of objective aperture. In
the HB501 STEM, the estimated con-
vergence semiangle for the 100 µm, 50
µm, and 25 µm objective apertures is 28
mrad, 14 mrad and 7 mrad, respectively.
The schematic illustration is drawn in
Fig. 3.6. Therefore, for a typical speci-
men thickness t0=50 nm, the estimated
probe size

d0 = 2t0 tan α (3.4)

is 2.8 nm, 1.4 nm and 0.7 nm, respec-
tively. According to Eq. (3.1), the spa-
tial resolution is broadened to about 6.0
nm for a 100 µm objective aperture. It
is a really bad resolution for acquiring
EEL spectra from interface regions. For
a better spatial resolution, the objective

aperture should be selected as small as possible. However, sometimes a larger objective
aperture has to be selected due to weak signals.

The convergence angle is very critical for the investigation of interface structures. In
STEM, the convergence angle is determined by the radius of the objective aperture. The
effect of the radius of objective aperture (ROA) can be seen in Fig. 3.7. In Fig. 3.7(a),
the spectra of the Si L23 edges were measured at the center of a 20 nm thick SiO2 thin
film with 100 µm and 25 µm ROAs, respectively. The 25 µm-ROA spectrum has been
scaled to compare with the 100 µm-ROA spectrum. One can see that part of signals come
from the silicon substrate as indicated by the small shoulder at 99 eV in the 100 µm-ROA
spectrum, even though the probe was located about 10 nm away from the substrate. In fact,
no significant silicon shoulder was found at 99 eV just 1 nm away from the interface when
the 25 µm ROA was selected. Another illustration is given by a 10 nm thick BaTiO3 layer
which was deposited on SrTiO3(001) substrate using pulsed laser deposition. The oxygen
K edge was acquired at the center of the BaTiO3 layer with a 50 µm and a 100 µm ROA,
respectively, as shown in Fig. 3.7(b). In this case, the application of the 25 µm ROA was not
possible due to the weakness of the beam current. One can see, the third peak (indicated
by the double vertical dashed lines) is well split in the 50 µm-ROA spectrum, but it can not
be separated in the 100 µm-ROA spectrum.
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Fig. 3.7: The effect of the radius of objective aperture. (a) The Si L23 edges
acquired at the center of a 20 nm thick SiO2 thin film which is deposited on
a silicon substrate. (b) The oxygen K edge acquired at the center of a 10 nm
thick BaTiO3 layer which is deposited on a SrTiO3(001) substrate. The double
vertical dashed lines indicate the splitting of the third peak.

3.3.3 Collection Angle

In this work, a smaller entrance aperture of 2 mm is always selected for collecting the in-
elastic electrons. The uncalibrated collection semiangle, which is determined by the radius
of the spectrometer entrance aperture and the distance from the specimen to the collection
aperture, is ∼ 6.5 mrad. However, the collection semiangle should be calibrated prior to the
analysis of the element ratio because the atomic ratio is a function of the collection angle
[64]. Because the specimen is always immersed in the field of the objective lens in the ded-
icated STEM, the post specimen field produces an angular compression of the transmitted
electron beam. Consequently, the actual collection semiangle is somewhat larger than the
uncalibrated value. The collection angle can be calibrated by projecting the spectrometer
entrance aperture into the plane of the diffraction pattern of a known crystalline specimen
to obtain the so-called “effective diameter” of the spectrometer entrance aperture [67]. The
calibrated collection semiangle amounts to about 12 mrad in the HB501 STEM. The collec-
tion angle is large enough to collect most of the inelastically scattered electrons since the
characteristic scattering angle is usually very small.

In order to exactly locate the probe on the position of interest, the dark-field image can
be used to monitor the spatial drift while acquiring the EEL spectra. In this case, the actual
collection angle is limited by the hole of the dark-field angular detector. The radius of the
dark-field detector can be evaluated in diffraction mode by comparison with the entrance
aperture of the spectrometer. In the HB501 microscope, the radius of the dark-field detector
amounts to about half of the radius of the 2.0 mm entrance aperture, 1.0 mm. Therefore,
in the case with the dark-field detector inside the column, the actual collection semiangle
is about 6.0 mrad. The smaller collection angle can reduce the intensity of the spectra
but enhance the signal-to-noise ratio. The raster images on the CCD detector with and
without the dark-field detector are shown in the left of Fig. 3.8. The two raster images were
obtained by firstly focusing the spectrometer and then removing the dark-field detector. The
corresponding zero-loss peaks are given in the right of Fig. 3.8. Note that the measurement
with or without the dark-field detector in the optical column might have some energy shifts
and an inhomogeneous zero-loss peak, which results from different focusing conditions of the
spectrometer. The energy shift and the inhomogeneous shape can introduce some artifacts
into the acquired spectra. The inhomogeneous shape is due to the misaligned dark-field
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Fig. 3.8: Effect of the dark-field detector. The left is the raster images illu-
minated on the CCD detector with (top) and without (bottom) the dark-field
detector in the optical column. The spectrometer is focused when the dark-field
detector is pulled in, but without refocusing after it was pulled out. The right
side show corresponding zero-loss peaks at a hole of specimen.

detector and the entrance aperture of the spectrometer. A shoulder can be seen in the
left side of the peak. Such artifacts result in some unexplainable peaks or shoulders in the
acquired core-loss edge. Due to this reason, the spectrometer should be refocused after the
status of the dark-field detector is changed.

3.3.4 Beam Stability

Under ideal conditions, the beam current should be unvaried along the acquisition time.
However, in actual experiments the long-term stability of the cold field emission gun (CFEG)
is usually poor. A typical behavior of a CFEG is a rapid decline in emission just after flashing.
Due to the sharpness of the CFEG tip, the field strength near the tip is very strong. Just
the very strong field strength extracts the electrons from the tungsten tip. The molecules
near the tip are polarized and absorbed onto the surface of the CFEG tip. The absorbed
molecules reduce the field strength and then hamper the emission of electrons. Therefore,
a flashing need to be periodically performed to evaporate the deposited molecules from the
tip. The decay curve of beam intensity is given in Fig. 3.9(a). EEL spectra were acquired
periodically at the zero-loss peak. Then, the total counts of the individual spectrum is used
as a measure of the beam intensity. The beam intensity I is exponentially decreasing with
the elapsed time and can be fitted by

I(T ) = I0 + b0 ∗ e−T /λ′ , (3.5)

where I0 is the beam intensity at infinite elapsed time, b0 and λ′ are coefficients, and T is
the elapsed time after flashing. The burst peak at 20 minutes after the flashing might be
caused by the deposition of dust onto the tip.

Another parameter of beam stability is the variation of full width at half maximum.
The measured zero-loss peak has been fitted by a gaussian function. The variation of the
FWHM along the elapsed time is shown in Fig. 3.9(b). The FWHM is slightly broadened
linearly with the acquisition time. Some occasional noises with a large FWHM can be found
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Fig. 3.9: (a) The declining curve of beam intensity along the elapsed time after
flashing the tip. (b) The FWHM of the beam along the elapsed time.

in the figure. The noises should be caused when some molecules are absorbed on the FEG
tip. Otherwise, the beam energy is not ideally fixed. The energy drift can be measured
by periodically recording the energy position of the zero-loss peak. The measured result is
shown in Fig. 3.10. One can see that the beam energy is varying in the range of ±0.4 eV.
The horizonal strips are caused by the selected energy dispersion of 0.1 eV/channel.

Fig. 3.10: Energy drift of the electron beam along the elapsed time.
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3.3.5 Spatial Drift

When the electron beam illuminates the specimen, a small part of fast electrons and sec-
ondary electrons are trapped by the surface potential of the specimen around the probe
position. For conducting materials, the charges can flow away immediately via the specimen
holder and hence the surface-charging effect is small. But for insulator and semiconductor
specimens, the charges aggregate and remain on the surface of the specimen. The Coulomb
interaction between the electron beam and the charged surface result in a flip or spatial
drift. The spatial drift does not affect the signal of bulk materials. For bright/dark field
imaging, the spatial drift is usually not significant since the exposure time is very short in
the magnitude order of 10 µs per pixel. However, the spatial drift might be catastrophic
upon acquiring EEL spectra. The spatial drift or flip of the specimen is the reason that a
larger contribution of the EEL signals is recorded from the substrate or bulk regions far away
from the the interface. Therefore, for insulating and semiconductor specimens, additional
preparation procedures are required to avoid the surface-charging problem. In this thesis, an
amorphous carbon layer with a thickness of several nanometers is deposited in a Cressington
208 Carbon Coater on the double surfaces of the cross-sectional specimen. A thin wire was
used to shield the interface line from carbon coating in order to avoid carbon contamination.
The shielding area should be as small as possible. Thus, the aggregated charges are able to
flow away through the conducting carbon layer. Carbon coating can significantly reduce the
spatial drift. One additional method is to acquire a line or square scan across the interface
region. The line scan method is widely used in this thesis for reducing the acquisition time.
The acquisition time per point was set as short as possible. Moreover, a small ROA can
be helpful to decrease the spatial drift of the specimen. The lower current causes a lower
accumulation of electrons. The direction of the spatial drift is roughly parallel or antiparallel
to the line scan direction and might be also determined by the angle between the specimen
surface and the electron beam.

3.3.6 Ghost Features

In EELS investigations, the thickness of the specimen is usually estimated in the low-loss
region. When acquiring the zero-loss peak, the beam current should be reduced carefully.
Otherwise, the over-saturated beam intensity will form ghost features in the acquired spectra.
When the ghost features are overlapping with core-edge structures, they are very difficult to
be distinguished and easily treated as a new feature, especially for the unknown materials.
Fig. 3.11 shows the spectra of the Ti L23 edges taken from a BaTiO3 thin film. In the upper
spectrum the inverse ghost peak, at the 210th channel on the CCD detector, was overlapped
with the satellite structures and led to two separated peaks, P1 and P2. The inverse peak
was caused by an over-saturated beam during acquisition of the zero-loss peak. The lower
spectrum was acquired with a shift of 205 channels to the high-energy side. The inverse
ghost feature can be found in the pre-edge region of the lower spectrum. One way to remove
the ghost peak is using a homogenous (or broadened) beam to illuminate the whole CCD
area for some time, while a large number of readouts are performed.

3.3.7 Orientation of the Interface

The thickness of the interface (where the near-edge structures are different from those of bulk
regions) is typically in the order of magnitude of several Angstroms and hence smaller than
the spatial resolution of EELS/STEM. Therefore, the interface spectrum usually contains
the contributions from the interface region and the bulk regions. The tilt of the interface
will change its sensitive volume. Here, the term “sensitive volume” means the interface
region interacting with the electron beam. When the electron beam parallels the interface,
the sensitive volume has a maximum value. In this work, a simple model is proposed to
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Fig. 3.11: Illustration on the effect of ghost features on the core-loss edge. In
the upper spectrum the satellite structure of the Ti L23 edges are overlapped
with ghost features caused by over-saturated intensity. In the lower spectrum
the energy window is shifted to the higher-energy side by 205 channels.

estimate the orientation effect. The schematic illustration is shown in Fig. 3.12. The ratio
of the sensitive volume to the total inelastic interaction volume is used to characterize the
measurability of interface signals. With the assumption that the spatial resolution d is larger
than the thickness of the interface t′ and a cylindrical shape of beam in the specimen, the
relationship between the sensitive volume ratio S and the tilt angle ϑ is given by

S = V (ϑ)/V0,

V (ϑ) =
t′π(d

2 )2

sin ϑ
, (ϑ 6= 0)

V0 = t0π(
d

2
)2,

Smax = Vmax/V0,

Vmax = t0(t′
√

d2/4− (t′/2)2 + 2R2 arcsin(t′/d)),

(3.6)

where V (ϑ) is the sensitive volume at the tilt angle ϑ, V0 the total volume interacting with
the electron beam, and t0 the thickness of the specimen. When the electron beam parallels
to the interface plane ϑ=0°, the sensitive volume has a maximum value Vmax, while the
maximum of the sensitive volume ratio is indicated by Smax. In the cases of t′=0.5 nm
and t′=0.2 nm, the sensitive volume ratio with the tilt angle are given in Fig. 3.13. The
spatial resolution and the thickness of the specimen are assumed to be 1.0 nm and 100 nm,
respectively. Typically, if the sensitive volume ratio is smaller than 10%, the interface signals
are hard to be distinguished from the interface spectrum because most of the signals originate
from bulk regions. One can see that the sensitive volume ratio for the 0.5 nm thick interface
decreases to 10% as ϑ=2.8°. For a 0.2 nm thick interface, the tilt angle is about 1.0° as the

40



CHAPTER 3. DETAILS OF EELS EXPERIMENTS

sensitive volume ratio decreases to 10%. Note that the maximum of the sensitive volume
ratio is less than 100% because the thickness of the interface is smaller than the spatial
resolution. This means that the sharper interface is more sensitive to the orientation effect.
One way to minimize the orientation effect is utilizing the diffraction pattern of the substrate
to check the orientation of the interface. However, the crystal apprears more transparent
when the electron beam parallels to low index directions. The intensity of core-loss signals
becomes low. This is called “channelling effects” [64, 68]. The avoidence of channelling
effects has to be considered additionally by a tilt of a small angle from low index directions.
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Fig. 3.12: Schematic illustration of the sensitive volume against the tilt angle
ϑ between the electron beam and the interface plane. The red-color region
indicates the sensitive volume as the interface tilted by the angle ϑ.

Fig. 3.13: The sensitive volume ratio against the tilt angle ϑ for the 0.5 nm
thick and 0.2 nm thick interfaces under the conditions of d=1.0 nm and t0=100
nm. The maximum of the sensitive volume ratio is given as a solid triangle.
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Chapter 4

HR-EELS Investigation of
BaTiO3/SrTiO3 Multilayers

The dielectric properties of BaTiO3 thin films and multilayers are different from bulk mate-
rials because of nanoscale dimensions, interfaces, and stress–strain conditions. In this study,
BaTiO3/SrTiO3 multilayers deposited on SrTiO3 substrates by pulsed laser deposition have
been investigated by high energy resolution electron energy-loss spectroscopy. The fine struc-
tures in the spectra are discussed in terms of crystal-field splitting and misfit strain. The
near-edge structure of the oxygen K edge in BaTiO3 thin layers and in bulk BaTiO3 are
simulated by Ab-Initio self-consistent full multiple-scattering calculations.

4.1 Introduction

Ferroelectric thin films are used for the development of next generation microwave controllers,
frequency-agile filters, voltage-controlled oscillators, tunable microwave filters, non-volatile
random access memories, etc. [69]. The dielectric permittivity can be controlled by applying
a sufficiently high electric field. This field can be easily achieved in thin film structures
using low control voltages below 50 V, which is necessary for high-density integrated electric
devices. Recent investigations have been focused on barium strontium titanate (Ba,Sr)TiO3

(BST) because of its high permittivity and specific capacitance. One of the most promising
applications of BST is the use for very-high-density dynamic random-access memories [70].
High integration requires very small sizes of the electric devices, but the dielectric properties
of many existing materials are different at nanoscale dimensions.

In order to grow high quality thin films on a certain substrate, many new techniques have
been developed. Among them, pulsed laser deposition (PLD) is widely and successfully
used. High-quality ceramic thin films can be obtained by PLD with carefully optimized
oxygen pressure, substrate temperature, laser spot size, as well as other parameters like
pulse repetition rate.

BaTiO3/SrTiO3 (BTO/STO) multilayers are promising in view of unique properties
different from thin films and from bulk materials [71]. The dielectric properties of BTO/STO
multilayers are predominated by the crystallization of the BTO layers and the interfaces
between the BTO and STO layers. In this study, fine structures of the titanium L23 edges and
the oxygen K edge are investigated by EELS/STEM in multilayers consisting of BTO/STO
layers deposited on SrTiO3 (001) substrates by PLD.
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4.2 Experiment

Two series of multilayer films were deposited on SrTiO3 (001) substrates in the sequences
STO (50 nm)/ BTO (10 nm) and STO (100 nm)/BTO (10 nm) by PLD, respectively, as
shown in Fig. 4.1(a) and Fig. 4.1(b). Details of the growth and the TEM (transmission
electron microscopy) preparation of the specimens studied in this work were similar to those
described in Ref. [1]. For optimizing the probe size with a sufficient beam current, a 50 µm
objective aperture is used to restrict the convergence semiangle (∼ 14 mrad). The details of
the general experimental conditions of acquiring EEL spectra can be found in Chapter 3.

4.3 Results and Discussion

The cross-sectional TEM dark-field and STEM bright-field images of the multilayers are
shown in Fig. 4.1(a) and (b), respectively. Fig. 4.1(c) gives the selected area diffraction
pattern (SAD) taken from the region including both substrate and BaTiO3 layer with the
incident electron beam parallel to the [010] direction. The orientation relationship between
BTO layers and the STO substrate can be obtained from the diffraction pattern: (001)

Fig. 4.1: (a) Cross-sectional TEM dark-field image of the multilayers consisting
of STO (50 nm)/BTO (10 nm). (b) Cross-sectional STEM bright-field image
of the multilayers consisting of STO (100 nm)/BTO(10 nm). (c) Selected area
diffraction pattern from the interface region between the BaTiO3 film and the
SrTiO3 substrate. The reflections from (400) and (004) planes are magnified
eight times in the insets. (d) EEL spectra line-scan acquisition across a BTO
layer. The energy drift was continuously monitored at the marked position. The
white arrow indicates the scanning direction. The upper and lower interfaces
are indicated by dashed white lines. The raster image, consisting of a series of
spectra, is shown in the inset.
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BTO || (001) STO, and [100] BTO || [100] STO. The [400] and [004] reflections (magnified
in the insets) from BaTiO3 and SrTiO3 are well separated. The sharp reflections confirm
that the BaTiO3 layer is a high-quality single crystal layer. Because the lattice parameter
(a=3.905 Å, Ref. [72]) of the SrTiO3 substrate is stable and known very well, the reflections
from SrTiO3 can be used as a standard ruler to determine the lattice parameters of the
BaTiO3 layer without calibration of the camera length. The calculated lattice parameters
of BaTiO3 layers are summarized in Table 4.1. The lattice parameter a is close to that of a
12 nm thick BaTiO3 single layer deposited on a SrTiO3 substrate reported by Yoneda [71].
But the lattice parameter c in Ref. [71] might be overestimated since the volume of the unit
cell should be a little smaller than that of bulk BaTiO3 due to the presence of misfit strain
(note that the lattice parameter a of the STO substrate is 2.3% smaller than that of bulk
BTO). From Table 4.1, one can see that the lattice parameter is shortened in the growth
plane and elongated along the growth direction (c axis) by the strain at the interfaces. In
comparison with the BaTiO3 thin film, the smaller lattice parameter in the growth plane
indicates that the misfit strain is stronger in the BaTiO3 layer than in the thin film due to
the deposited SrTiO3 film.

Table 4.1: Lattice parameters (a, b and c) of a 10 nm thick BaTiO3 layer. For
comparison, the data of a 12 nm thick BaTiO3 thin film [71] and bulk BaTiO3

(Ref. [73]) are given. V is the volume of the unit cell.

BTO layer (10 nm) BTO film (12 nm) Bulk BTO
c (Å) 4.055 4.16 4.038

a, b (Å) 3.930 3.95 3.994
V 1/3 (Å) 3.970 4.02 4.008

c/a 1.032 1.053 1.011

4.3.1 Ti L23 Edges

The ferroelectric properties of BaTiO3 layers are related to the distortion of oxygen octa-
hedra [74]. Although the lattice parameters can be obtained from the SAD pattern, the
atomic positions within the unit cell cannot be extracted in a similar way. The ligand-field
multiplet model has been successfully applied to identify the symmetry of oxygen octahedra
in transition metal compounds [51]. It is derived that multiplet effects dominate the profile
of the Ti L23 near-edge structure in titanate perovskites. The density of unoccupied states
of the Ti atoms are sensitive to short-range coordination. The four well split peaks in the Ti
L23 edges are attributed to excitations of 2P3/2 and 2P1/2 subshells to unoccupied t2g and
eg states [75]. Peak positions, FWHM, asymmetry of the peak shape, satellite structures,
and branch ratios [76] contain information about the atomic arrangement. As well known,
bulk BaTiO3 is found in a cubic perovskite phase above the Curie point (Tc=120 °C) and in
a tetragonal phase at room temperature (cf. Fig. 4.2). The Ti atom lies in the center of the
regular octahedron of oxygen atoms in the cubic perovskite structure, while the octahedron
of oxygen atoms is distorted along the c axis in the tetragonal perovskite structure.

30 spectra were acquired along the direction indicated by the white arrow in Fig. 4.1(d).
The acquisition time per spectrum was set to 10 s. A small spatial drift of the specimen
due to the local charging effect has been corrected by the help of the raster image (inset
in Fig. 4.1d). The BaTiO3 layer of definite thickness can be used as a ruler mark. Thus,
the position of the acquired spectrum can be corrected assuming a continuous drift of the
specimen along the line scan direction. The average scanning step corrected by this method
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Fig. 4.2: (a) Cubic perovskite structure of bulk BaTiO3 above the Curie point
120°C. The crystal data take from Ref. [77]. (b) Tetragonal perovskite structure
of bulk BaTiO3 at room temperature. The crystal data take from Ref. [73].
The labeled lattice parameters and Ti-O bond lengths are given in units of Å.

amounts to about 1 nm, which is close to the estimated probe size. In order to correct the
intrinsic energy drift of the electron beam, the zero-loss peak was monitored at the position
marked in Fig. 4.1(d). However, this method can only limit the energy drift below ±0.3 eV
because of the slight asymmetry of the zero-loss peak. Therefore, all EEL spectra contained
in the raster image were normalized and energetically aligned to the t2g peak in the L3 edge,
which was fitted by a Lorentzian function. By this method, changes in the crystal-field
splitting smaller than 0.1 eV could be identified unambiguously.

For quantitative analysis, the Ti L23 edges are separated into four peaks by multi-peak

Fig. 4.3: Crystal-field splitting in the L3 and L2 edges across the BaTiO3 layer.
The vertical dotted lines indicate the interfaces positions. Additionally, the
measured values for bulk BaTiO3 are given as open and solid triangles.
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Lorentzian fitting. Other fitting models, such as δ functions [75], could also be used. The
coefficient of determination (R2) of the Lorentzian fitting is better than 0.99 in this work,
which means that the Lorentzian function is a reasonable model for the separation of Ti L23

peaks. For bulk BaTiO3 (see Fig. 4.3), the crystal-field splitting of the Ti L23 edges amounts
to only about 2.15 eV. Therefore, a high energy resolution is necessary to detect variations
in the crystal-field splitting. The variation in the crystal-field splitting across the BaTiO3

layer is shown in Fig. 4.3, where the abscissa gives the relative distance from the center of the
BaTiO3 layer. Note that the crystal-field splitting of the L3 edge is obtained more accurately
than that of the L2 edge due to sharper peaks, more accurate pre-edge background fitting,
and negligible plural scattering artifacts. The crystal-field splitting of the Ti L2 edge is
slightly larger (by ∼0.12 eV) than that of the Ti L3 edge in all layers. According to the
results of crystal-field multiplet calculations of the Ti L23 edges for octahedral coordination
of Ti with oxygen atoms [78], this small discrepancy is due to the different effect of the
crystal field on the L3 and L2 edges. In Fig. 4.3, one can see that the slope of the lower
interface is different from that of the upper interface. This slope is related to the relaxation
of misfit strain at the BaTiO3/SrTiO3. The length of the relaxation is about 6 nm, which
is in agreement with the TEM results of Visinoiu et al. [1]. Additionally, the crystal-field
splitting of the BaTiO3 layer is a little larger with respect to that of bulk BaTiO3. This
difference can be interpreted by the misfit strain, which compresses the octahedra to reduce
the Ti-O bond length. As known, the shorter Ti-O bond length leads to the stronger crystal
field, which finally results in the larger crystal-field splitting.

Fig. 4.4 shows the L23 edges of Ti4+ in differently distorted octahedral coordinations.
The octahedra share two edges with other octahedra in rutile, three edges in brookite, and
four edges in anatase. They share six corners in the perovskite structure. The crystal

Fig. 4.4: (a) Experimental spectra of bulk BTO and STO compared to TiO2

anatase, brookite, and rutile. The splitting of the eg peak in the L3 edge is
indicated by vertical dotted lines. Satellite structures appear above the white
lines. (b) Comparison of the fine structure of the titanium L23 edges measured
in STO, BTO, and at the BTO/STO interface.

46



CHAPTER 4. HR-EELS INVESTIGATION OF BATIO3/SRTIO3 MULTILAYERS

Ti

O

a

b

c

a
b

c

a

b

c(a)

(b)

(c)

Fig. 4.5: Crystal structures of (a) rutile, (b) anatase, and (c) brookite.

structures of rutile, brookite, and anatase are sketched in Fig. 4.5. In the distorted cubic
crystal field, the second main peak (eg in the L3 edge) is split into two peaks. Using atomic
multiplet theory including the crystal field, de Groot calculated the Ti4+ L23 edge in Oh

and D4h symmetries, respectively [51]. No such splitting was found in Oh symmetry. The
reproduced splitting of the L3 eg peak in D4h symmetry was in good agreement with the
experimental spectra of rutile TiO2, even though the octahedron in rutile is actually of
D2h symmetry. Therefore, this splitting is believed to be related to the distortion of the
octahedral coordinations. With respect to molecular orbitals, the low-energy orbitals point
to the ligands with the longer bond length, while the high-energy orbitals point to the ligands
with the shorter bond length. In bulk BTO, the octahedron is in a D4 symmetry, which can
be regarded as a distortion of the D4h symmetry. But a splitting has never been observed in
the Ti L3 eg edge, neither in the experimental spectra of BTO layers nor in spectra of bulk
BTO. This unidentified splitting in BTO might be due to the following reasons: (1) The
splitting in perovskite titanate ceramics is too small to be separated in the spectrometer,
or core-hole lifetime broadening and instrumental broadening smear out the small splitting.
(2) The effect of crystal-field splitting in the edge-sharing structures is stronger than that
in the corner-sharing structures. The low-energy peak relates to the shared edges, while
the high-energy eg peak relates to the ligand atoms. The relative intensity of the low-
energy peak increases with the number of shared edges from rutile to anatase. Due to these
reasons, the splitting of the eg peak in other similar perovskite titanate ceramics, such as
PbTiO3 or ZrTiO3, may be also difficult to be observed. Fig. 4.4(b) shows the spectra
taken at the BTO/STO interface and in the 10 nm thick BaTiO3 layer. Spectra taken from
SrTiO3 (substrate) and bulk BaTiO3 are also given for comparison. All of the spectra are
also aligned to the first peak. The centers of the peaks are indicated by vertical dotted
lines. There is no discriminable difference between the spectra from the BTO layer and bulk
BTO. The spectrum at the interface can be regarded as the superposition of BTO layer and
STO substrate spectra. Special fitting techniques, such as the multiple linear least-squares
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(MLLS) fitting, may be appropriate for this case [79].
The Ti L23 edges can be reproduced by the Ab-Initio full multiple-scattering commercial

code Feff8.20 (Ref. [80]). In SrTiO3, there are two satellite peaks above the Ti L23 edges
with an energy separation of about 5.5 eV, which corresponds to the energy separation of
the L23 edges. The Ti L23 edges were calculated shell by shell using the FMS method. The
definition of the shell model is schematically illustrated in Fig. 4.6. The first shell contains
six nearest-neighbor oxygen atoms with a distance of 1.952 Å to the central Ti atom. The
second shell consists of eight Sr atoms with a distance of 3.382 Å. The third shell contains six
Ti atoms with a distance of 3.905 Å. The result of calculations up to the sixth shell is shown
in Fig. 4.7(a). The satellite structures can be well reproduced when the third shell (labeled
21 atoms) was considered in the cluster. In the simulation, the satellites of L23 edges were
calculated, then weighted by a branching intensity ratio (IL3/IL2) of 0.8 (Ref. [81]) and then
summed up. The result is in a good agreement with the experimental spectrum without
any manual energy shift (cf. Fig. 4.7b). With regard of multiple-scattering, the satellites
originate from backscattering at neighbor atoms; and the charge transfer process dominates
the satellite structures. The satellites are shifted to lower energies by about 1.5 eV in BaTiO3

with respect to bulk SrTiO3 (cf. Fig. 4.4b). This means that the longer inter-atomic distance
leads to a smaller charge transfer. The energy shift of the satellite peaks is more significant
than that of the white-line peaks. In the near edge onset region (0-10 eV above the Fermi
energy), the four main peaks can also be reproduced (not shown in the left part of the
spectra in Fig. 4.7), but the relative intensity of the peaks is not in agreement with the
experimental spectrum due to the neglect of multiplet effects (i.e., intra-atomic interactions
redistribute the intensities of the peaks) which are more important than the charge transfer
process for 3d transition metal atoms [54]. In other words, the excited electrons with a low
kinetic energy are easily localized in unoccupied 3d states above the Fermi level. For the
simulation of the L23 edges of transition-metal atoms, the agreement with experiment can
be improved not only for the main peaks but also for the satellites by the charge-transfer
and multiplet (CT-M) model [82] or multichannel multiple-scattering theory [83].
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Fig. 4.6: Atomic coordinations up to three-shell around the Ti site in the FMS
calculations of SrTiO3.
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Fig. 4.7: (a) Satellite structures of the Ti L2 edge of SrTiO3 calculated in the
shell-by-shell model of the FMS method. The spectra are labeled by the total
number of the atoms in the clusters. The number of atoms in the new shell with
respect to the previous cluster is indicated in parenthesis. (b) The experimental
satellite structures of the Ti L23 spectrum compared with the FMS calculations
of SrTiO3.

4.3.2 O K Edge

The fine structure of the O K edge was acquired with an energy dispersion of 0.2 eV/channel.
The acquisition time per spectrum was set to 10 s for sufficient intensity. The fine structures
of the O K edge are compared in Fig. 4.8(a). The spectra are aligned with respect to peak A1.
The peaks A1 and A2 are related to the 3d orbitals of the Ti atoms. The separation between
A1 and A2 amounts to about 2.4 eV, what reasonably coincides with the crystal-field splitting
in the Ti L23 edges. The identical separation is one of the evidences of the hybridization
of the oxygen 2p orbitals with the Ti 3d orbitals. This interpretation corresponds to the
explanation of de Groot in terms of ligand-field splitting [84].

In order to identify the origin of the features B1, B2, C1 and C2, the O K edge of bulk
BaTiO3 was simulated by FMS calculations shell by shell using the parameters given in
Table 4.1. Overlapped self-consistent muffin-tin potentials were used to reduce the effects of
potential discontinuities at the muffin-tins. As shown in Fig. 4.2(b), there are two unequal
positions for oxygen atoms in the tetragonal perovskite structure, labeled O1 and O2. One
O1 and two O2 oxygen atoms are included in one unit cell. The spectra from the two
unequal oxygen atoms were calculated, respectively. Then the spectra were multiplied by the
corresponding number of atoms in the unit cell and summed up. The results of the calculation
of BaTiO3 layers and bulk BaTiO3, including 107 atoms in the individual cluster, are in a
good agreement with the main features of the experimental spectra, as shown in Fig. 4.8(b).
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Fig. 4.8: (a) Comparison of the fine structure of the oxygen K edge. The
reference spectra measured in bulk BTO and STO were averaged from 5 spectra
taken from different positions. (b) Experimental and simulated oxygen K edges
of bulk BaTiO3 and BaTiO3 thin film. The lattice parameters for simulations
are given in Table 4.1.

The difference in the spectra calculated for a BTO layer and bulk BTO is very small, which
agrees with the experimental results. This means that the strain-induced distortion of the
BTO structure is not the main reason for the difference in the dielectric properties of a BTO
layer and bulk BTO. Interface effects have to be taken into account. The details of the
FMS calculations will be discussed in Section 4.4. The origins of peaks A1-C3 are discussed
in the following. Peak A1 is related to the hybridization of the O 2p and Ti 3d orbitals.
Peak A2 is also related to the hybridization, but its intensity is very low, which is consistent
with the experimental spectrum. Peaks B1, B2 and B3 originate from the backscattering
of the electron wave at the nearest Ba shell. The peak C1 arises from the backscattering
at the nearest oxygen shell. The experimental energy splitting between C1 and C2 amount
to about 3.8 eV. However, this splitting cannot be well reproduced in the FMS simulations.
This disagreement might be caused by the fact that the polarization potential along the c
axis is neglected in the FMS calculations of BaTiO3. The polarization potential is generated
by the displacement of Ti atoms in the octahedra along the same direction, which breaks
the symmetry of the nearest oxygen atoms around the excited oxygen atom [85]. Peak C3
is mainly related to scattering at the third oxygen shell. In multiple-scattering calculations,
the fine structure in the spectra predominantly arises from strong backscattering at neighbor
oxygen atoms. Contributions from distant cations are usually small.
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4.3.3 [Ti]/[O] Ratio

The [Ti]/[O] element ratio was calculated by a standard procedure which implemented in
the DigitalMicrograph software packages. In this procedure the total counts of the core edge
signals of two elements are integrated in an energy window (∼ 50eV ) above the threshold
energy, which are assumed to be Ia and Ib. The corresponding cross sections, σa and σb, are
calculated by a Hartree-Slater model. Then, the element ratio is given by Iaσb/Ibσa. The
details of the calculations can be found in Ref. [64]. A 10 eV energy window in the pre-edge
was used to fit the background for both core-loss edges. The integrated intensities of the Ti
L23 edges and the O K edge were calculated up to 45 eV and 60 eV above the corresponding
threshold energies, respectively. Fig. 4.9 shows the element ratios across the BaTiO3 layer.
A slight slope caused by the nonuniform thickness has been corrected by subtracting a fitted
line. A significant increase (around 6%) of the [Ti]/[O] ratio is found reproducible at several
different positions at the upper interface of the BaTiO3 layer, while no detectable increase is
found at the lower interface. The increased [Ti]/[O] ratio implies that oxygen vacancies are
aggregated at the upper interface. Similar results have been reported for grain boundaries
[20, 86] and dislocation cores [23]. The [Ti]/[O] element ratio in the region far from the
interface fluctuates in the range of 0.33±0.03, which is mainly caused by the removal of the
background.

Since the surface of the STO substrate was prepared to terminate at the TiO2 plane [1],

Fig. 4.9: [Ti]/[O] ratio across the BaTiO3 layer. The vertical dotted lines indi-
cate the upper and lower interfaces. The abscissa denotes the relative distance
from middle of the BTO layer.
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the molecules were deposited at the beginning of the growth process on the STO surface in
the stacking sequence BaO–TiO2–BaO–TiO2 . . . due to energetic reasons. In the first few
layers (< 5 nm), the misfit strain from the interface makes the energetic preference strong,
which causes that this region is free of defects. When the BTO layer becomes thicker, the
misfit strain is relaxed. However, the misfit-strain-induced polarization along the growth
direction retains in the whole BTO layer. In perovskite oxides, oxygen vacancies can order
at the grain boundaries [87]. Oxygen vacancy ordering mechanism may occur in the BaTiO3

thin layer under the influence of misfit strain because the stacking sequence is not rigorous
[88]. This may be one of the possible explanations for the formation of space charge layers
[71] at the rough upper interface of BaTiO3 layers [1]. The presence of a space charge at
the upper interface dominates the difference of dielectric properties between multilayers and
bulk BaTiO3.

4.4 Explanation of Fine Structures of the O K Edge

In the previous section, FMS calculations have been performed to interpret the fine structures
of the oxygen K edge in BaTiO3. However, the accuracy of the FMS calculations is not very
high. Therefore, some details of the fine structures have been smeared out, especially for
the peaks C1-C3 in BaTiO3. More accurate theoretical calculations are needed to explain
the splitting feature. In this section, the combination of FMS and band-structure methods
will be used to interpret the features of the oxygen K edge in BaTiO3. As a starting point,
the calculations are performed for SrTiO3 firstly, and then extended to BaTiO3.

4.4.1 Bulk SrTiO3

For the oxygen K edge, only 1s → 2p transition is allowed according to the dipole selection
rule. Multielectron effects, transition matrix elements and the core-hole potential have a
negligible influence on the fine structures of the oxygen K edge [55]. Therefore, the partial
density of states can be reasonably compared with the experimental oxygen K edge directly.

Ti
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Fig. 4.10: Perovskite structure of
SrTiO3. The lattice parameter is
given in units of Å.

In this work, a widely used FLAPW code,
Wien2K, is used to do the work due to its high
accuracy on electronic structure calculations. As
a starting point, the oxygen pDOS of SrTiO3

is firstly calculated, because SrTiO3 has a per-
fect perovskite structure. BaTiO3 has a simi-
lar perovskite structure except a small distor-
tion along the Z-axis (cf. Fig. 4.2(b)). The
unit cell parameters of SrTiO3 are taken from
Ref. [72] and listed in Table 4.2 including the
muffin-tin radius of each different atom used
in the present calculations. The atomic struc-
ture of unit cell is schematically shown in Fig.
4.10. The three oxygen sites have the equiv-
alent coordinations. Indeed, for reducing the
computing afford in the actual calculation, the
(1/2,0,1/2) and (0,1/2,1/2) oxygen sites have
been rotated onto (1/2,1/2,0) by a so-called
“local rotation matrix”. The (1/2,0,1/2) site
changes to (1/2,1/2,0) by a 90° rotation about
Y axis, and the (0,1/2,1/2) site by a 90° rota-
tion about X axis. The muffin-tin radii for Sr, Ti and O are listed in Table 4.2 in units of
the Bohr radius. The self-consistent calculation is performed by using a 10×10×10 k-point
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sampling in the irreducible Brillouin zone (IBZ). The present calculation with 1000 k-points
is close to the calculation with a 20×20×20 k-point sampling in the literature [89].

Table 4.2: Unit cell parameters of bulk SrTiO3 with a perovskite struc-
ture (Space Group Pm3̄m), taken from Ref. [72]. The lattice parameter is
a=3.905 Å. The muffin-tin radii RMT used in the FLAPW calculations are
given for all different atoms in units of the Bohr radius.

x y z RMT

Sr 0.0 0.0 0.0 2.3
Ti 0.5 0.5 0.5 1.9
O 0.5 0.5 0.0 1.6

The oxygen pDOS at (1/2,1/2,0) site compared with the ELNES of the oxygen K edge
is shown in Fig. 4.11. Note that the same Cartesian coordinate is used for the orientation-
projected DOS as that of the unit cell. The orientation-decomposed components are also
shown in this figure. The same series of labels as in Fig. 4.8 are adopted for the features in
the spectrum. One can see that the peaks A1-A2, B1-B3, and C1-C3 are well reproduced in
the calculated oxygen pDOS. The spectra have been aligned to the position of the first peak.
The present calculation by FLAPW method are well consistent with the results of Ref. [55]
by localized spherical wave (LSW) method. The oxygen pDOS has been broadened by 0.1 eV
FWHM with a Gaussian distribution. Herein, a smaller broadening is used in order to show
the details of the structures. The calculated band gap in this work is about 2.0 eV which
is reasonable in comparison with the experimental value of 3.2 eV. The underestimation of
the band gap is a well-known feature of LDA method due to the inadequacy to describe
the electron excitation directly by the ground state density of states with an one-electron
approximation [41].

The orientation-decomposed pDOS provides the possibility of analyzing the origin of
the individual feature in the spectrum. The oxygen pDOS can be decomposed into three
components along X, Y and Z axes. The label “PZ” means the projection of the pDOS on
Z-axis. The label “PX+PY” indicates the PX or PY projection of the pDOS. The features
in the oxygen pDOS are related to the Sr-O, Ti-O and O-O interactions. Thus, the site-
projected DOS of SrTiO3 are drawn in Fig. 4.12 in order to analysis the relationships. The
total DOS of the Sr and Ti sites are decomposed into the corresponding partial DOS, and
the dDOS of Sr and Ti are additionally decomposed into D-eg and D-t2g components. The
orientation-decomposed pDOS of oxygen at (1/2,1/2,0) is drawn again for completeness.

In Fig. 4.11, peak A1 at 3.8 eV is almost entirely from the PX+PY component. At the
same time, this peak relates to the D-t2g component in the Ti dDOS (cf. Fig. 4.12b). That
means that peak A1 originates from the pd hybridization between titanium and oxygen with
a π-bonding character. Similarly, peak A2 is only found in the PZ component and relates to
the eg component in the Ti dDOS. Therefore, peak A2 arises from the Ti-O pd hybridization
with a σ-bonding character. The eg component of the Ti dDOS is spread out from 4.0 to
9.0 eV, which can be seen in Fig. 4.12(b). The double peaks at 5.2 and 6.8 eV can also be
found in the PZ component of the oxygen pDOS. In the calculated Ti dDOS, the intensity
of peak eg is much weaker than that of peak t2g, which is not correct in comparison with the
ELNES of the Ti L23 edges in bulk SrTiO3 in Fig. 4.4(a). This disagreement is caused by
the neglect of multiplet effects (or the interactions between core-hole and the crystal-field)
for the titanium cations in the ground state calculations. Multiplet effects predominate the
Ti L23 white lines. However, there is no significant multiplet effects on the oxygen K edge.
The intensity of peak A2 is much weaker than that of peak A1, which is consistent with the
relative intensity of peak eg and t2g in the Ti dDOS. This result is in agreement with the
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Fig. 4.11: Ground state oxygen p-projected density of states compared with the
ELNES of the oxygen K edge for SrTiO3. The oxygen pDOS is decomposed
into three components along X,Y,Z-axis.

experimental findings.
Now, let’s look at the peak B1 in Fig. 4.11. Firstly, peak B1 is spread out in the

range of 5.0-8.5 eV. It is overlapped with the peak A2. Peak B1 arises from both PZ and
PX+PY components of oxygen pDOS. The PX+PY contribution is related to the Sr D-eg
component, which can be seen from Fig. 4.12(a) and (c). The peak at about 8.0 eV in
the PX+PY component can also be found in the Sr D-eg component at the same energy
position. The B1 contribution from the PZ component of oxygen pDOS is mainly related
to the Sr D-t2g component. Similar to the Ti-O bonding, the interactions between oxygen
PZ and Sr D-t2g projected orbits have a π-bonding character, as well as the interactions
between oxygen PX+PY and Sr D-eg orbits have a σ-bonding character. In the oxygen
pDOS, peak B2 is almost entirely related to the PX+PY component. Mainly the Sr dDOS
and partially the Ti D-t2g component contribute to this peak. Peak B3 is entirely from Sr
DOS, which can be seen from Fig. 4.12(d). According to the decomposed Sr DOS in 4.12(a),
peak B3 is contributed from Sr sDOS (s-character density of states) and dDOS components.
Thus, peak B3 in oxygen pDOS has s and d characters indeed, which is forbidden by the
dipole-transition rule. This is the reason why peak B3 almost disappears in the experimental
spectrum. In comparison with the ELNES in Fig. 4.11, peak B1 is shifted to a lower energy
by about 1.0 eV as well as 1.5 eV for peak B2. This difference is caused by the neglect of
the core-hole effect in the DOS calculations. The core-hole potential trends to hamper the
electron transition from a core level to the unoccupied density of states. That causes a little
higher energy loss in the EELS experiments.

Peak C2 and C3 can not be well separated in SrTiO3 due to intrinsic and instrumental
broadenings. It might be difficult to assign the peaks in the range of 12-25 eV to C1, C2 and
C3. Fortunately, a clear assignment can be given in the calculations for BaTiO3, which will
be discussed later. Due to similar atomic structures of BaTiO3 and SrTiO3, the assignment
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Fig. 4.12: The site-projected density of states of SrTiO3 (a) Sr, (b) Ti and (c)
O, coupled with the corresponding l-projected or orientation-projected decom-
positions. The total DOS of SrTiO3 are shown in (d).

for peaks C1–C3 can be given as labeled in Fig. 4.11. Peak C1 is located at about 16.7 eV
which is very close to the experimental value of 16.3 eV. Peak C2 is located about 21 eV in
the calculated pDOS. This peak is overlapped by the peak C3 at about 22.5 eV. The energy
separation between C1 and C2 amounts to about 4.3 eV. Due to the larger broadening at
higher energies, the separation between C2 and C3 is completely smeared out in the electron
energy-loss spectrum. Peak C1 comes partly from PX+PY and PZ components, while, peak
C2 is mainly related to the PX+PY component with a small contribution from the PZ
component. According to the partial DOS of Sr and Ti atoms, peak C1 might be related
to Sr pDOS, Sr D-t2g , Ti sDOS and Ti D-t2g components, while peak C2 is related to Sr
dDOS, Ti pDOS, and Ti dDOS components according to the identical peak positions. Peak
C3 is spread out in the range from 22 to 27 eV. The peak position is at about 22.5 eV in
comparison with the experimental value of 23.5 eV. The explanation of the energy shift of
1.0 eV is the same as those of peaks B1 and B2 mentioned above in terms of core-hole effect.
Peak C3 is entirely from the PX+PY component, which may be also related to Sr dDOS,
Ti pDOS, and Ti D-t2g components. Even though peaks C1-C3 have been interpreted by
Sr-O and Ti-O interactions, the relative intensities of peaks C1-C3 are not correct if the
interpretation is only given by the Sr-O and Ti-O interactions. The fine structures above 12
eV should be dominated by O-O interactions.

The discussion above shows a reasonable way to interpret the fine structures by cation-
anion interactions. But oxygen-oxygen interactions cannot be directly incorporated. O-O
interactions are usually important in oxide compounds. They dominate the fine structures
in the high-energy region in the electron energy-loss spectrum. It is not surprising because
the repulsion between the ejected electron and the negatively charged oxygen neighbors has
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the trend to increase the energy loss of the oxygen K edge. In fact, the fine structures of the
oxygen K edge should be interpreted by the combination of Ti-O, Sr-O and O-O interac-
tions. As known, the multiple-scattering method can get an excellent consistency with the
experiments in the extended energy-loss fine structure (EXELFS) region. The combination
of multiplet-scattering and band-structure methods should given a better understanding of
the features in the oxygen ELNES spectrum.

The FMS method has the ability to consider the backscattering of the individual shell.
The present FMS calculations take into account six shells around the oxygen site. The shell
structure is shown in Fig. 4.13. The first shell only includes two titanium atoms along the
Z-axis with the distance of 1.592 Å to the excited oxygen atom. The second shell (the 1st

oxygen shell) includes eight nearest-neighbor oxygen atoms with a distance of 2.761 Å. The
eight oxygen atoms occupy the eight corners of a rhombohedron with the lateral lengths
of 2.761 Å in the X- and Y-axis and 3.905 Å in the Z-axis. The third one contains four
strontium atoms lying in the XY plane. The distance to the central atom amounts to 2.761
Å. The fourth shell (the 2nd oxygen shell) contains six oxygen atoms in octahedral symmetry
around the central atom. The shell-distance is 3.905 Å. The fifth shell is comprised of eight
titanium atoms, which occupy the eight corners of a rhombohedron with the lateral lengths
of 3.905 Å in the Z-axis and 5.523 Å in the X- and Y-axis. The distance to the central atom
of this shell is 4.366 Å. The last shell has a distance of 4.783 Å to the central atom. Sixteen
oxygen atoms are included in this shell and occupying the sixteen corners of a decahedron.

In the FMS calculations, the scattering potential is self-consistently calculated in a cluster
with a radius of 5.0 Å, which contains 53 atoms. The FMS calculations of the oxygen K edge
in SrTiO3 following this shell model are shown in Fig. 4.14. The labels for the individual
spectrum at the right side indicate the total number of atoms in the FMS cluster. When
the six shells with 45 atoms are included in the cluster, all major peaks are reproduced in
comparison with the 165-atom cluster. In the FMS calculations, the core-hole effect is taken
into account. Peaks A1 and A2 can be reproduced in the 3-atom cluster. Peak A1 is sharp,
but peak A2 spreads over a wide range of 535-540 eV. When the eight nearest-neighbor
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Fig. 4.13: Atomic coordination with up to six shells (three oxygen shells and
three Sr-Ti shells) around the oxygen site at (1/2, 1/2, 0). The lateral lengths
of the oxygen hexahedron are given in units of Å.
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oxygen atoms are appended, peak C1 is well reproduced. As the four nearest-neighbor
barium atoms are considered, Peaks B1, B2 and B3 are reproduced, but peaks B1 and B2
are strongly overlapped the broadened peak A2. The second nearest-neighbor oxygen shell
has a small contribution between peaks C1 and C3. This contribution is assigned to the peak
C2, which is strongly overlapped the peak C3 according to the calculated oxygen pDOS in
Fig. 4.11. The second nearest-neighbor titanium atoms have a very small influence on the
fine structures above 12 eV. This is caused by their small scattering cross sections for the
electron wave. Peak C3 is mainly related to the third nearest-neighbor oxygen shell, which
can be seen from the 45-atom spectrum.

Fig. 4.14: FMS calculations of the oxygen K edge for SrTiO3 in shell-by-shell
model.

In conclusion, peaks A1-A2 are dominated by Ti-O bonding, peaks B1-B3 by Sr-O bond-
ing. Peaks C1 is mainly related to the nearest-neighbor oxygen shell, as well as peaks C2
and C3 are mainly related to the second and the third nearest-neighbor oxygen shells, re-
spectively. Although peaks C1-C3 have identical peak positions to the corresponding peaks
in Sr DOS and Ti DOS, the amplitudes are mainly dominated by the surrounding oxygen
atoms. Herein, the term of a “shell field” is introduced, which represents the local field of
the corresponding shell felt by the excited electron from the core level. This definition is sim-
ilar to the conventional definition of “ligand field” or “crystal field”. For a neighbor cation
shell, the shell field has a trend to facilitate the electron excitation due to the attraction on
the ejected electron. That makes the corresponding excitation slightly easier. Vice versa,
the neighbor anion shell has a trend to hamper the corresponding excitation by repulsion,
which makes the corresponding excitation energy slightly higher. For the Ti4+ shell, its shell
field is slightly stronger than that of the Sr2+ shell. Therefore, the Ti-related features are
located in the lower-energy region and the Sr-related features in the higher-energy region.
Due to the repulsion of the negatively charged oxygen shell on the ejected electron, the O-O
interaction related features C1-C3 present in the higher-energy region of the spectrum. The

57



CHAPTER 4. HR-EELS INVESTIGATION OF BATIO3/SRTIO3 MULTILAYERS

energetic sequence of peaks C1-C3 may be explained by the electron hopping mechanism.
The ejected electron can be more easily transferred to the nearest-neighbor oxygen atoms
than the other oxygen atoms. From the point of view of the multiple-scattering, higher
energy of the photoelectron wave is needed to reach higher oxygen shells.

4.4.2 Bulk BaTiO3

The interpretation of the fine structures of the oxygen K edge in BaTiO3 is similar to that
of SrTiO3 due to the similar atomic structure. Firstly, the unit cell parameters of bulk
BaTiO3, which are listed in Table 4.3, are taken from Ref. [73]. The atomic structure of
the unit cell can been seen in Fig. 4.2(b). There are two inequivalent oxygen positions in
the unit cell, which are labeled O1 and O2, respectively. O1 takes the position (1/2,1/2,-
0.024) and O2 takes the positions (0,1/2,0.48) and (1/2,0,0.48). The atomic coordinations
of O1 and O2 sites are schematically shown in Fig. 4.15. The major difference between the
local environments of the O1 and O2 sites is the rotation of the nearest-neighbor oxygen
atoms which surround the O1 site in a tetrahedral symmetry and the O2 site in a distorted
tetrahedral symmetry.

In the DOS calculations, the muffin-tin radii of Ba, Ti and O are set to 2.4, 1.9 and
1.6 in units of the Bohr radius, respectively. A 10×10×9 k-point sampling is used in the
irreducible Brillouin zone. The total of 900 k-points are sufficient in the present calculations
by comparing with the results of the 8000 k-points calculations in the literature [89]. The
site-projected DOS are shown in Fig. 4.16. The O1 pDOS is decomposed into PZ and
PX+PY components. For the O1 site, the PX and PY components are equal, and they are
represented by the PX+PY component together.

As known, the electron beam is converged on the specimen in the STEM image mode.
The EELS/STEM spectrum in the image mode is angularly averaged because the convergent
beam eliminates the coherence of the electrons [64]. Therefore, the total oxygen DOS should
be compared with the experimental spectrum. The comparison between oxygen pDOS and
the measured ELNES of the oxygen K edge is shown in Fig. 4.17. The total oxygen pDOS is
given by the summation of O1 and O2 pDOS weighted with the corresponding multiplicity of
equivalent positions. The interpretation of the fine structures in oxygen pDOS is similar to
that of SrTiO3. Peaks A1 and A2 are related to the hybridization of the titanium 3d orbitals
and the oxygen 2p orbitals. The intensities of peaks A1 and A2 are slightly smaller than
those of SrTiO3 due to the larger bond length which reduces the Ti-O hybridization. The
weak peak A2 is smeared out by the overlapping peak B1. Peaks B1 and B2 are dominated by
the Ba-O bonding interactions. The calculated splitting of the peaks B1 and B2 in BaTiO3

is about 2.0 eV compared to the splitting of about 1.0 eV in SrTiO3. Due to the stronger
broadening of the peak B1 in BaTiO3, this splitting is not discriminable in the ELNES
spectrum, in contrast to the well separated peaks B1 and B2 in SrTiO3. In comparison

Table 4.3: Unit cell parameters of bulk BaTiO3 with a space group P4mm,
taken from Ref. [73]. The lattice parameters are a=3.994 Å, b=4.038 Å. The
muffin-tin radii RMT used in the DOS calculations are given for all different
atoms in units of the Bohr radius.

x y z RMT

Ba 0.0 0.0 0.0 2.4
Ti 0.5 0.5 0.515 1.9
O1 0.5 0.5 -0.024 1.6
O2 0.5 0.0 0.48 1.6
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Fig. 4.15: (a) Atomic coordination of O1 site. (b) Atomic coordination of O2
site. The lateral lengths of the oxygen hexahedron are scaled in units of Å.

Fig. 4.16: Ground state site-projected density of states of bulk BaTiO3. The pDOSs of the
O1 and O2 sites at (1/2,0,0.48) are decomposed into PX, PY and PZ components. The O2
site at (0,1/2,0.48) is equivalent to the O2 site at (1/2,0,0.48) except a 90° rotation about
the Z-axis.
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Fig. 4.17: Ground state oxygen p-projected density of states of the bulk BaTiO3

in comparison with the ELNES of the oxygen K edge.

with SrTiO3, the intensity of the peak B2 is a little stronger in BaTiO3. This result is well
consistent with the experimental finding. The small energy shift of the peaks B1 and B2 is
caused by the core-hole effect. Peak B3 is mainly related to the fDOS (f -character density
of states) of Ba atoms, which can be seen in Fig. 4.16(a). Since the 1s → 4f transition is
forbidden by the dipole selection rule, peak B3 is not present in the experimental spectrum.
The interesting features in the oxygen K edge are peaks C1 and C2. The 3.8 eV-splitting
of C1 and C2 is well reproduced. In comparison with the ELNES spectrum, the calculated
peaks C1 and C2 are shifted to higher energy by about 2.5 eV, and the intensity of peak
C2 is underestimated. The underestimated intensity of the peak C2 might be caused by the
neglect of the dipole transition matrix. When the dipole selection rule is applied, the relative
intensities of peaks C1 and C2 should have a better consistency with the experiment.

The oxygen p-projected density of states in bulk (P4mm), Pm3̄m and layer BaTiO3 have
been compared in this thesis. The lattice parameter (a=4.009 Å) of the Pm3̄m BaTiO3 was
determined by taking the same unit cell volume as bulk BaTiO3. The lattice parameters of
the layer BaTiO3 have been determined by the selected-area diffraction pattern (cf. Table
4.1). The atomic positions in the unit cell of the layer BaTiO3 have been assumed to be same
as those of bulk BaTiO3. The comparison is given in Fig. 4.18. One can see that the three
spectra are very close except a small energy shift in the high-energy region. In comparison
with bulk and the Pm3̄m BaTiO3, the oxygen pDOS of the layer BaTiO3 is slightly shifted
to higher energy by about 0.2 eV. This shift is caused by the misfit strain which compresses
the lattice in the XY plane. However, this slight shift is difficult to recognize in the ELNES
spectra due to the spectral broadening at the high-energy tail of the core-loss edge.

The relationship between the peaks C1-C3 and the surrounding oxygen shells can be
determined following the similar procedures like for SrTiO3. FMS calculations in the shell-
by-shell model have been done for O1 and O2 sites, respectively. The calculations have
been performed from 3 up to 49 atoms. The 49-atom cluster is divided into six shells. The
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Fig. 4.18: Comparison of oxygen pDOSs in bulk (P4mm), Pm3̄m and layer
BaTiO3. The spectra have been normalized by the intensity of peak A1.

definition of each shell is similar to that in Fig. 4.13, except the different distance to the
central atom and a slight distortion of the symmetry. The details are listed in Table 4.4. The
results of the FMS calculations are given in Fig. 4.19. The FMS calculation in a 169-atom
cluster is given for comparison. Similar to SrTiO3, peak C1 can be assigned to the nearest-
neighbor oxygen shell, peak C2 is assigned to the second nearest-neighbor oxygen shell and
peak C2 is assigned to the third nearest-neighbor oxygen shell. The main difference between
the fine structures of the O1 and O2 K edges is that the intensity of the peak A1 of the O1
K edge is higher than that of the O2 edge. This is caused by the shorter Ti-O1 bond length
which enhances the pd hybridization.

Table 4.4: The definition of each shell surrounding O1 and O2 sites. The
distance is given in units of Å.

Shell O1 Distance O2 Distance
1st 2 Ti 1.86-2.18 2 Ti 2.00
2nd 4 Ba 2.83 4 Ba 2.78-2.90
3rd 8 O2 2.83-2.85 4 O1 + 4 O2 2.82-2.85
4th 6 O1 4.00-4.04 6 O2 4.00-4.04
5th 8 Ti + 4 Ba 4.40-4.85 8 Ti + 4 Ba 4.40-4.87
6th 16 O2 4.89-4.91 8 O1 + 8 O2 4.89-4.93
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Fig. 4.19: FMS calculations of the (a) O1 and (b) O2 K edges for BaTiO3 in
shell-by-shell model. The shells are defined in Table 4.4.

4.5 Summary

High-energy resolution electron energy-loss spectroscopy has been applied to investigate
BaTiO3/ SrTiO3 multilayers. The near-edge fine structures are discussed based on ex-
perimental results and Ab-Initio full multiple-scattering and band-structure calculations. It
reveals that the crystal-field splitting can be used to characterize the misfit strain in BaTiO3

layers. The crystal-field splitting of the BaTiO3 thin layer is a little larger than that of bulk
BaTiO3 due to the present of the misfit strain. This result is confirmed by the lattice pa-
rameters of the BaTiO3 thin layer determined by the selected-area diffraction. This finding
proves that the crystal structure of the BaTiO3 layer is compressed in the growth plane by
the misfit strain.

From the increased [Ti]/[O] ratio obtained, oxygen vacancies are found to preferably
aggregate at the rougher upper interface of BaTiO3 layers. Oxygen vacancy ordering occurs
in the BaTiO3 thin layer under the influence of the misfit strain. Near the lower interface,
the BaTiO3 layer is revealed to be defect free due to the presence of the misfit strain. It is
concluded that the difference of dielectric properties between multilayers and bulk BaTiO3

is dominated by the aggregation of oxygen vacancies (related to a space charges region) at
the rough upper interface.

The near-edge fine structures of the multilayers are discussed based on experimental
results and theoretical calculations. According to the full multiple-scattering and band-
structure calculations, the fine structures of the oxygen K edge above 12 eV and the satellite
structures of the Ti L23 edges in SrTiO3 and BaTiO3 are partly related to Ti-O and Sr-O or
Ba-O interactions and mainly reflecting oxygen-oxygen interactions. The results give a better
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understanding of the origin of the fine structures. The theoretically derived results are fairly
well consistent with the experimental findings. For the oxygen K edge, the band-structure
method has a better accuracy in the energy range of 0-12 eV above the Fermi level while
the full multiplet-scattering method is suitable to analyze the oxygen-oxygen interactions in
the higher energy range. In the different compounds with a perovskite structure, the fine
structures of the oxygen K edge are very similar. The relationship between spectral features
of the oxygen K edge and the coordination around the oxygen site is summarized in Table
4.5.

Table 4.5: The relationship between the fine structures of the oxygen K edge and
the the surrounding coordination around the oxygen site in perovskite oxides
MTiO3. M indicates the metal element such as Ba, Sr, Pb, Zr, etc.

Peak Relates to
A1,A2 The nearest Ti atoms

B1,B2 and B3 The nearest M atoms
C1 The 1st O shell
C2 The 2nd O shell
C3 The 3rd O shell
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Chapter 5

HR-EELS Investigation of Y2O3
Films on Si (001) Substrate

5.1 Introduction

Interface reactions between deposited Y2O3 films and silicon substrates have been investi-
gated by several authors. As suggested by Choi et al. [90], the interfacial SiOx layer in the
as-deposited Y2O3/Si sample is caused by the surface oxidization of the silicon substrate at
the initial stage of the deposition. The interfacial SiOx layer can be enhanced by the diffu-
sion of oxygen from the surface in the annealing process. Many efforts to avoid the formation
of the interface layer have been made by several methods, such as a lower substrate temper-
ature, a polycrystalline silicon capping layer [15], a pre-nitridation of the silicon substrate,
and a pre-deposition of a yttrium-metal-seed layer on the silicon substrate [91]. In addition
to the formation of an interfacial SiOx layer, the formation of yttrium silicates has been
reported by several groups [11, 13]. However, its evidence was based on the intermediate
brightness of HRTEM images. More experiments by different techniques are necessary to
investigate the formation mechanism of the interface layers.

In this work, a high-resolution PEELS spectrometer (Gatan Enfina 1000) installed on a
dedicated scanning transmission electron microscope (VG HB 501 UX) is used to investigate
the interfacial SiOx layer and the possible yttrium silicate layer. In contrast to the energy-
filtered TEM (EFTEM), the main advantage of the EELS/STEM technique is the much
higher signal intensity and the nanoscale probe size which are suitable for the analysis in
nanoscale dimensions. The purpose of this experiment is to give a better understanding of
the interface reactions.

5.2 Experiments

A 220 nm thick Y2O3 film has been deposited on Si (001) substrate by ion beam sputtering
[6]. The substrate temperature was kept at 700°C during the deposition on the silicon
(001) substrate. The samples investigated are as-deposited without annealing. In order to
analyze the chemical composition in the interface region, a commercial SiO2(20 nm)/Si wafer
was prepared into a TEM specimen for acquiring reference spectra. The details of EELS
specimen preparation have been given in Chapter 3. For speeding up the time-consuming ion
milling process, the ion milling manually started at a higher energy (3.5 keV) and ended at
a lower energy (2.0 keV). Single sector mode (specimen was thinned from only one direction
or sector) was set to prevent the very thin edge from being sputtered away by the ion beam
from the opposite direction. The ion milling was stopped as soon as the specimen was
transparent. To minimize the spatial drift caused by the charging effect, an amorphous
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carbon layer was deposited on the surface of the specimen by a High Vacuum Turbo Carbon
Coater 208/C as well as the small hole was shielded from carbon coating by a thin wire.
A small objective aperture with a radius of 25 µm was selected to limit the convergence
semiangle to ca. 6.5 mrad. It should be noted that the convergence angle is very critical to
acquire the spectra from the interface region as discussed before. The tail of electron beam
with a larger convergence angle can easily excite the atoms several nanometers away from
the interesting region.

5.3 Results and Discussions

Prior to the investigation of Y2O3 films, the Si L23 edges and the oxygen K edge are measured
from a SiO2 thin film (20 nm) deposited on Si(001) substrate. These spectra can be used
as fingerprints of amorphous SiO2. A line scan across the SiO2/Si interface was performed
with a step width of 0.5 nm. Fig. 5.1 shows the STEM bright-field image and the raster
image of the line scan across the interface. An abrupt interface between the oxide layer
and the substrate can be seen from both images. The acquired Si L23 and oxygen K edges
are given in Fig. 5.2. The interface spectrum of the Si L23 edges is significantly different
from the spectra acquired from the silicon substrate and the SiO2 film. The spectrum of
the Si L23 edges becomes identical to the silicon or SiO2 spectrum in the previous or next
step. It means that the spatial resolution of the used EELS/STEM instruments under these
conditions is better than 0.5 nm.

(a) (b)

Fig. 5.1: (a) STEM bright-field image of SiO2(20 nm)/Si structures. (b) Raster
image of a line scan across the SiO2/Si interface with a scanning step of 0.5
nm.

The bright-field STEM image of the Y2O3/Si structure is shown in Fig. 5.3(a). An
interface layer between the Y2O3 film and the silicon substrate is well distinguished. The
selected area diffraction pattern taken from the interface region (including both Y2O3 film
and Si substrate) is shown in Fig. 5.3(b). The indexing of diffraction pattern is given in
the left-bottom and right-top insets for the silicon substrate and Y2O3 film, respectively.
One can clearly recognize the [111] growth direction of Y2O3 thin film. The orientation
relationships between the Y2O3 film and the silicon (001) substrate have been reported
several times by different authors [12, 90, 13, 6, 92, 91]. But their results are not consistent
due to different experimental conditions. Several authors reported the growth of Y2O3

films along the [111] direction. Other groups obtained a [110] growth direction. The [110]
or/and [111] growth directions were almost always found. According to the orientation
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Fig. 5.2: (a) Si L23 edges acquired from the silicon substrate, the SiO2/Si inter-
face, and the amorphous SiO2 thin film. (b) Oxygen K edge of the amorphous
SiO2 thin film.
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Fig. 5.3: (a) Cross-section STEM bright-field image of a 220 nm thick Y2O3

film deposited on Si(001) substrate. (b) Selected area diffraction pattern taken
from the interface region containing the Y2O3 film, the interfacial SiOx layer
and the silicon substrate. The indices of the diffraction pattern are given in the
insets.
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relationships reported, the following description might be concluded: the Y2O3(110)/Si(001)
relationship is favorable without the presence of the interfacial SiOx layer. In contrast, the
Y2O3(111)/Si(001) relationship is favorable with the formation of the interface layer. The
reason why the (110) and (111) planes grow much faster than the other planes might be
related to the surface free energy. The surface free energies of the (111) and (110) planes
should be much lower than those of the other planes. Additionally, yttrium and oxygen
atoms lay in the (110) and (111) planes with the right stoichiometry of 2:3, which makes
the terminated surface charge-neutral. The neutral terminated planes reduce the surface
free energy so that the layer-by-layer epitaxial growth model is energetic favorable in the
deposition of Y2O3 film. Otherwise, the oxygen partial pressure is also an important factor
for the crystallization of Y2O3 films. The ordering or aggregation of oxygen defects might
influence the growth directions. As known, due to the aggregation of oxygen defects, a
columnar structure of Y2O3 film is enhanced with increasing oxygen partial pressure [91].

The high-resolution TEM (HRTEM) image acquired from the interface layer is shown
in Fig. 5.4. The [111] growth direction of the Y2O3 film can be easily recognized. In fact,
there is a small angle between the Y2O3 (111) and Si (001) planes. This angle is slightly
different for different Y2O3 grains. The grain boundaries can be seen in the right-top of
the HRTEM image. The interfacial SiOx layer is amorphous and bright with a thickness
of about 3 nm. Additionally, there is a 2 nm thick layer with a intermediate brightness
between the interfacial SiOx layer and the deposited Y2O3 film. This finding is similar to
the results of Kang et al. [13]. For simplicity, this layer will be called “intermediate layer”
in the following discussion.

5.3.1 Si L23 Edges

The Si L23 edges are acquired at different positions across the Y2O3/Si interface by a line
scan. The scanning step is about 0.5 nm. The exposure time per step is set to 1.0 s. The

Y O2 3

SiOx

Si
2nm

Fig. 5.4: HRTEM image of the Y2O3/Si(001) structure. The red double lines
indicate the intermediate layer between the interfacial SiOx layer and the Y2O3

film.
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energy dispersion is set to 0.05 eV/channel in order to acquire fine structures in a high
energy resolution. The raster image of the line scan is shown in Fig. 5.5(a). The spectra
are acquired from the silicon substrate to the Y2O3 film. The spectra corresponding to
the marked positions in Fig. 5.5(a) are shown in Fig. 5.5(b). The reference spectrum of
amorphous SiO2, taken from a 20 nm thick SiO2 thin film deposited on Si(001) substrate,
is given as a fingerprint spectrum of amorphous SiO2. The strong peak A1 in spectrum 1
(taken from the silicon substrate) indicates the Si-Si bonding, which can be used to monitor
the presence of pure silicon in the line scan. Peaks A1 and A2 are present in the spectra taken
from the silicon substrate. The energetic separation of peaks A1 and A2 is about 1.8 eV.
The interpretation of peaks A1 and A2 is difficult from band-structure calculations because
the formation of sp3 hybridization leads to the dipole-allowed p → p transitions [93]. In
band-structure calculations (not shown here), peaks A1 and A2 occur in s, p, and d DOSs.
In the molecular orbital point of view, peaks A1 and A2 can be assigned to the electron
transitions from the 2p orbitals to the unoccupied eg and t2g orbitals in the tetrahedral
coordination, respectively.

As indicated by peak A1, the spectra taken from positions 3–5 (between the SiOx/Si
interface and the center of the SiOx layer) possess a small contribution of silicon. In the
region from the center of the interface layer to the Y2O3 film, there is no detectable contri-
bution from silicon, as seen in the spectra 6–11. Note that the intensity of the small peak
A1 in spectra 4–5 does not depend on the probe position. So the small portion of silicon is
not caused by the tail of electron beam. It might be the residua of the chemical reaction
between the silicon substrate and diffused oxygen atoms, or caused by silicon diffusion from
the silicon substrate.

1
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7
8
9
10

11

(a) (b)

Fig. 5.5: (a) Raster image of the line scan across the interface region. (b) Si
L23 edges taken from the different positions labeled 1-11 in the raster image
(a). The reference spectrum of amorphous SiO2 is taken from a 20 nm thick
amorphous SiO2 layer deposited on a silicon substrate.

68



CHAPTER 5. Y2O3 FILMS ON SI (001) SUBSTRATE

In the interfacial SiOx layer, features B1, B2, and C in spectra 4–7 are fairly well con-
sistent with those in the reference spectrum of amorphous SiO2. Therefore, the chemical
composition of the interfacial SiOx layer can be attributed to amorphous SiO2. The magni-
fied spectra from Fig. 5.5(b) are shown in Fig. 5.6. A small peak labeled C’ can be found in
the interfacial SiO2 layer with respect to the reference spectrum. This peak can be clearly
found in the region around the center of the interfacial SiOx layer. According to the FMS
calculations of α-SiO2 and β-SiO2, the slight difference is caused by the small distortion of
the tetrahedral coordination of oxygen around silicon atoms. The FMS calculations of α-
SiO2 and β-SiO2 will be discussed later. The reacting oxygen atoms are partly from (1) the
initial stage of deposition, (2) the interstitially trapped oxygen atoms during the deposition,
and (3) the oxygen diffusion from the Y2O3 surface. As known, a SiOx layer can be formed
after annealing even in high vacuum [13]. A polycrystalline silicon capping layer deposited
on the Y2O3 film can reduce the thickness of the interface layer [15]. These findings reveal
that the origin of oxygen participating in the interface reaction is not a single one.

Fig. 5.6: Magnified comparison between the spectra taken from the interfacial
SiO2 layer (spectrum No.7 in Fig. 5.5b), the interface between the interfacial
SiO2 layer and the intermediate layer (spectrum No. 8), the intermediate layer
(spectrum No. 11), and the reference spectrum taken from an amorphous SiO2

layer.

In comparison with the interfacial SiO2 spectra 4–7 in Fig. 5.5(b), significant changes
can be found in the spectra 8-9 which are acquired from the interface between the interfacial
SiO2 layer and the intermediate layer. The magnified spectrum 8 is shown in Fig. 5.6.
Firstly, the peak B2 of the interface spectrum is shifted to lower energy by about 0.4 eV.
Since a cation with a lower valency generally has a lower energy threshold of core-loss edge
[51, 94, 95], this energy shift might correspond to the aggregation of oxygen vacancies at
the interface between the interfacial SiO2 layer and the intermediate layer. The presence of
oxygen vacancies causes the valency of silicon ion less than 4+. Secondly, the separation of
peaks B1 and B2 is reduced to 2.0 eV with respect to the value of 2.2 eV in the SiO2 layer.
The separation of peaks B1 and B2 is caused by the oxygen coordination in a tetrahedral
symmetry. Peaks B1 and B2 correspond to electron excitations from the 2p orbitals to the
unoccupied eg and t2g orbitals, respectively. Similar to the ligand-field model for transition-
metal compounds [51], the reduced separation should result from the elongated Si-O bond
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length or the expanded volume of the oxygen tetrahedron. Thirdly, peak B1 is split into two
peaks. The lower-energy peak is labeled B’ in Fig. 5.6. The higher-energy peak uses the old
label, B1. The splitting between peaks B’ and B1 is about 0.5 eV. This splitting is similar
to the splitting found in α-SiO2, which has been attributed to spin-orbit splitting [96]. In
the molecular orbital point of view, the separation of peaks B’ and B1 originates from the
distortion of oxygen tetrahedra.

The origins of peaks B’ and C’ can be confirmed by FMS calculations of α-SiO2 and
β-SiO2. Since the Si-O bonding is ion-like, the Si L23 edges are mainly sensitive to the four
neighbor oxygen atoms in a short-distance range. The long-distance environment has little
influence on the Si L23 edges in the low-energy region. This result can be confirmed by
FMS calculations of α-SiO2 and β-SiO2 in a small cluster containing only 5 atoms. The
unit cell parameters of α-SiO2 and β-SiO2 are taken from the reported data by Angel et al.
[97] and Liu et al. [98], respectively. Fig. 5.7(a) shows the coordination of silicon atoms
in α-SiO2. The silicon coordination of β-SiO2 is similar to that of α-SiO2, except small
differences in bond lengths and bond angles. In α-SiO2, Si is tetrahedrally bonded to four
oxygen atoms with two shorter bonds (1.605 Å) and two longer bonds (1.614 Å). In β-SiO2,
the four bond lengths are equal to 1.606 Å, and the distortion of the tetrahedron is much
smaller than that of α-SiO2. The oxygen tetrahedron in β-SiO2 can be roughly taken as
a regular tetrahedron. In fact, the Si-O bond is very strong. Its bond length varies only
within a small range in the nine silica polymorphs [99]. That is the basis of the so-called
“rigid unit mode” (RUM) theory in the literature [100]. FMS calculations containing 5, 9
and 105 atoms are given in Fig. 5.7(b). The main peaks B2, C, and D are well reproduced
by the 5-atom cluster in either α-SiO2 or β-SiO2. The peak positions are in fairly good
agreement with the amorphous SiO2 spectrum. A small shift to lower energy can be found
in the spectrum of β-SiO2 with respect to α-SiO2, which is caused by the expanded volume
of the oxygen tetrahedron, which leads to a weaker ligand field. In the 105-atom cluster, the
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1.6051.614
1.605
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Fig. 5.7: (a) Small cluster containing 9 atoms for the FMS simulations in α-
SiO2. (b) Si L23 edges calculated by the FMS method in shell-by-shell model
in comparison with the experimental spectrum taken from amorphous SiO2.
The solid lines indicate the FMS calculations in α-SiO2, and the dotted lines
indicate the FMS calculations in β-SiO2. All of the calculated spectra have
been broadened by 0.4 eV.
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features B’ and C’ are reproduced in α-SiO2 but not in β-SiO2. This result means that the
features B’ and C’ originate from the distortion of oxygen tetrahedra. Features B1, B2, C,
and D can be used as a fingerprint of silicon in an oxygen tetrahedron.

In Fig. 5.6, the features in the spectrum acquired from the intermediate layer are much
broader than those of the other spectra. This spectrum is well consistent with the electron
energy-loss spectrum recently reported by Niu et al. [14]. Note that there is no detectable
contribution from silicon in the positions 6–11 (cf. Fig. 5.5b) as indicated by the peak A1. It
means that yttrium silicates formed at the Y2O3/SiO2 interface is not contributed from the
diffusion of silicon from the silicon substrate as suggested by Stemmer et al.[15]. In other
words, there should be a small peak A1 in the spectra 6–8 if yttrium silicates originates
from the diffusion of silicon from the substrate. In this work, the formation of yttrium
silicates is attributed to direct chemical reactions between the deposited Y2O3 film and the
interfacial SiO2 layer. The direct chemical reaction between Y2O3 and SiO2 is known to
be exothermic and entropically favorable [101]. In fact, the crystal structure of Y2SinO2n+3

can be synthesized at 450°C, which is much lower than the deposition temperature of 700 °C
[102]. In the intermediate layer yttrium silicates should result from the following chemical
reaction between the Y2O3 film and the interfacial SiO2 layer [103]:

Y2O3 + n(SiO2) → Y2SinO2n+3 (5.1)

during the deposition. For n = 1, the yttrium silicate is Y2SiO5, and is Y2Si2O7 for n = 2.
However, to the authors’ knowledge, there is still no reported EELS or XAS investigation
on the single crystal of the yttrium silicates in the literature. The experimental fingerprints
of the yttrium silicates are expected to be done in the future investigations. In this work,
the Ab-Initio full multiple-scattering calculations will be performed later to confirm the
formation of yttrium silicates.

5.3.2 Y M45 Edges

The Y M45 edges have been acquired simultaneously with the Si L edges across the interfacial
SiO2 layer, as shown in Fig. 5.8. The exposure time per step is set to 1.0 s. The energy
dispersion has been set to 0.2 eV/channel, so that the Y M45 and Si L23 edges can be
acquired simultaneously. The Si L1 edge of SiO2 is located at about 152 eV, which overlaps
with the first peak of the Y M45 edges. The features of the Y M45 edges, labeled A-F, are
complicated due to the 3d → 4f transitions. Peak positions of features A-F are about 158.5,
160.5, 162, 165, 171 and 186.5 eV, respectively. The interpretation of these fine structures
based on Ab-Initio calculations will be given later.

As shown in Fig. 5.8, the intensity of peak F is very strong, which can be used to monitor
the presence of yttrium. One can see that yttrium does not exist in spectra 1–7. This finding
confirms that the chemical composition of the interfacial SiOx layer is pure SiO2 as discussed
in the Si L23 edges. In this work, the interfacial SiOx layer has been assigned to the native
SiO2 formed at the initial stage of deposition. The presence of yttrium can be found in
spectra 8-11 which are acquired from the intermediate layer. As discussed before, the Si L23

edges can also be detectable in this intermediate layer. This finding confirms the formation
of yttrium silicates in the intermediate layer.

5.3.3 O K Edge

The oxygen K edges are acquired across the interfacial SiOx layer by the line scan method
with a step of about 0.6 nm. The exposure time is set to 5 s per step in order to acquire
the sufficient intensity of signals. The spectra acquired from the interfacial SiOx layer,
the intermediate layer and the deposited Y2O3 film are shown in Fig. 5.9. The reference
spectrum taken from a 20 nm thick amorphous SiO2 thin film is given as a fingerprint. The
main features are labeled A-E in the spectrum acquired from the Y2O3 film. One can see
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Fig. 5.8: Y M45 edges taken from different positions labeled 1-11, corresponding
to the same labels in Fig. 5.5(a). The features of the Y M45 edges are labeled
A-F.

Fig. 5.9: Oxygen K edges acquired from the interfacial SiOx layer, the interme-
diate layer, and the Y2O3 thin film. The reference spectrum was acquired from
a 20 nm thick amorphous SiO2 thin film deposited on Si(001) substrate.
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that the spectrum of the interfacial SiO2 layer is almost ideally identical to the reference
spectrum of amorphous SiO2. It confirms that the interfacial SiOx layer is pure SiO2. This
finding is consistent with the results of the Si L23 and Y M45 edges.

In Fig. 5.9, the oxygen K edge taken from the deposited Y2O3 film is strong and sharp.
An increased peak A was firstly reported by Jollet et al. when they compared the X-ray
absorption structures of the oxygen K edge between stoichiometric and non-stoichiometric
Y2O3 [104]. In their work, the stoichiometric Y2O3 sample was heated up to 1700°C. Some
of the oxygen atoms were removed from the lattice that led to a Y2O3 sample containing
oxygen vacancies. It was found that the intensity of the peak A significantly increased in
the non-stoichiometric sample. This increased peak has been interpreted by the effect of the
oxygen vacancies according to theoretical calculations. The calculations of local density of
states revealed that the introduction of oxygen vacancies leads to a increased peak A because
of the disturbance of the octahedral oxygen coordination of yttrium atoms [105]. Molecular
dynamics simulation based on the pairwise potential shows that the introduction of oxygen
vacancies reduces the Y-O bond length due to the decrease of steric repulsion between the
oxygen atoms [106].

Fig. 5.10: Oxygen K edge of the deposited Y2O3 film in comparison with those
of stoichiometric and reduced bulk Y2O3 redrawn from Ref. [16].

EELS investigations of the reduced Y2O3 have been given by Travlos et al. recently [16].
Similar to XAS results, a increased peak A was found in the reduced Y2O3 with respect to
stoichiometric Y2O3. The electron energy-loss spectra of stoichiometric and reduced Y2O3

have been redrawn from Ref. [16] in Fig. 5.10. They are used as reference spectra in this
work. It can be seen that the oxygen K edge taken from the deposited Y2O3 film is fairly
similar to that of the reduced Y2O3. Therefore, it can be concluded that the deposited
Y2O3 film in this work is oxygen deficient. The spectral discrepancy between this work and
Ref. [16] at the high energy region is mainly caused by the removal of the background.
It should be noted that the density of oxygen vacancies in the Y2O3 film might be very
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high. In Ref. [104], 10% of the oxygen atoms have been removed. It means that five
oxygen atoms were averagely removed from one unit cell of Y2O3. Oxygen vacancies can
order into a superstructure to create a nonstoichiometric region which is surrounded by the
stoichiometric regions [16]. However, the acquired oxygen K edge of the as-deposited Y2O3

film used in this work is always identical to that of the reduced Y2O3. This result might
be interpreted by the aggregation of oxygen vacancies around the electron beam illuminated
region. Oxygen vacancies might be metastable and easily moved in the as-deposited Y2O3

film under the influence of the electron beam.
In the spectrum taken from the intermediate layer (cf. Fig. 5.9), the intensity of peak A

is significantly decreased with respect to the stoichiometric or reduced Y2O3. The intensities
of peaks B’ and C are also significantly decreased in the intermediate layer. It is believed
that this spectrum corresponds to the oxygen K edge of yttrium silicates. The O K edge of
yttrium silicates will be calculated later by the FMS method.

5.4 Electron Beam Induced Chemical Reactions

Electron beam induced chemical reactions between the Y2O3 film and the interfacial SiO2

layer have been found when the beam current was increased. The intention of increasing the
beam current is to enhance the signal-to-noise ratio of the oxygen K edge. For this purpose,
a larger objective aperture with a radius of 50 µm has been selected, and the field emission
extraction voltage is also increased. Under these conditions, the beam current illuminated on
the specimen increases about one order of magnitude with respect to the previous conditions.
The focused electron beam is posited at the Y2O3 film near the interfacial SiO2 layer. The
bright-field images before and after the beam irradiation are shown in Fig. 5.11(a) and (b).
The first position has been illuminated for 5 s, and the second one for 30 s. One can see that
the interfacial SiO2 layer becomes darker, and bright regions around the beam positions are
formed on the Y2O3 side after the beam irradiation.
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Fig. 5.11: Bright-field STEM image (a) before and (b) after the beam radiation
at the position 2. The dashed double lines indicate the interfacial SiO2 layer.

In Fig. 5.12, a HRTEM image has been acquired at the bright regions after the beam
irradiation. One can see that the interface layer is reconstructed under the influence of
electron beam. The reconstructed layer has the same periodic phase contrast as the silicon
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Fig. 5.12: Bright-field HRTEM image acquired from the bright regions after the
beam irradiation. The dashed double lines indicate the reconstructed interface
layer.

substrate. This finding is well consistent with the results of Paumier et al. [107]. The Si L23

and O K edges acquired from the interface layer before and after the beam irradiation are
shown in Fig. 5.13. In the Si L23 edges, the presence of peak A1 after the beam irradiation
indicates the existence of silicon in the reconstructed interface layer. This portion of silicon
might diffuse from the substrate under the influence of the electron beam. The variation of
the O K edge before and after the beam irradiation is very small.

As shown in Fig. 5.12, the bright regions become amorphous after the beam irradiation,
and the Y2O3 (111) planes slightly bend to the interface layer. In order to analyze the
chemical composition, the Si L23 and O K edges acquired from the bright region 2 are shown
in Fig. 5.14. One can see that the Si L23 and O K edges of the bright region are very similar

Fig. 5.13: (a) Si L23 edges, and (b) O K edge acquired from the interface layer
before and after the beam irradiation.
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to those of the intermediate layer between the deposited Y2O3 film and the interfacial SiO2

layer. Therefore, yttrium silicates are formed in the bright regions. In fact, the O K edge of
the bright region becomes well consistent with that of the SiO2 after a long-term irradiation,
and the chemical composition of the bright region becomes SiO2. These findings reveal
the diffusion of SiO2 from the interface layer into the Y2O3 film under the influence of
the electron beam. One possible explanation of this electron-beam-induced reaction is the
aggregation of high-density oxygen vacancies around the electron beam illuminated region,
which makes the rigid [SiO4]4− tetrahedra diffuse into the Y2O3 film. This chemical reaction
can also be represented by the formula 5.1. As discussed above, the presence of high-density
oxygen vacancies has been revealed by comparing the oxygen K edge spectra of the Y2O3

film with the reference spectra of the reduced and stoichiometric Y2O3 in Ref. [16]. The
aggregation of oxygen vacancies might be related to the surface charging in the insulating
specimen.

Fig. 5.14: (a) Si L23 edges, and (b) O K edge acquired from the bright region
2 (cf. Fig. 5.12 after the beam irradiation.

5.5 FMS Calculations of Yttrium Silicates

In order to confirm the formation of yttrium silicates in the intermediate layer, the Si L23 and
O K edges of yttrium silicates are calculated by the FMS method. The interfacial yttrium
silicates might be a mixture of Y2SinO2n+3 with different n. There are two well-established
yttrium silicates at the Y2O3/Si interface, Y2SiO5 (Y-oxyorthosilicate) and Y2Si2O7 (Y-
pyrosilicate) [108, 109]. Theoretical investigations of yttrium silicates are rarely reported in
the literature due to scarcely published crystal data of yttrium silicates and the computa-
tional bottleneck for such complicated systems. Although the electric structures of Y2SiO5

and Y2Si2O7 have been recently calculated by the OLCAO (orthogonalized linear combina-
tions of atomic orbitals) method [109], the partial density of states are not given, so it can
not be compared with the EELS experiments. The crystal data of Y2SiO5 and Y2Si2O7 are
taken from Ref. [110] and Ref. [102], respectively. The lattice parameters are summarized
in Table 5.1. The unit cell structures of this two yttrium silicates are sketched in Fig. 5.15.

The space group of Y2SiO5 is (I 2/a). One unit cell contains 64 atoms in total. There
are 8 inequivalent positions in a unit cell: two yttrium sites labeled Y1 and Y2, one silicon
site and five oxygen sites labeled O1-O5. The Y1 site bonds to six oxygen atoms with the
bond lengths ranging from 2.231 Å to 2.321 Å. The Y2 site bonds to seven oxygen atoms
with the bond lengths ranging from 2.152 Å to 2.594 Å. The Si site tetrahedrally bonds to
four oxygen atom (O1-O4) with the bond lengths of 1.623 Å, 1.629 Å, 1.633 Å, and 1.655 Å.
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Table 5.1: Lattice parameters of Y2SiO5 and Y2Si2O7 taken from Ref. [110]
and Ref. [102], respectively.

Y2SiO5 Y2Si2O7

Space group I 2/a P 21/c
a (Å) 10.41 4.694
b (Å) 6.721 10.856
c (Å) 12.490 5.588

β′ 102.65° 96.01°

O2
O1

O4

O3

O5

O2

O1

O4

O3

Fig. 5.15: Unit cell structures of (a) Y2SiO5 and (b) Y2Si2O7. The crystal data
are taken from Ref. [110] and Ref. [102], respectively.

The O1 site bonds to three yttrium atoms and one silicon atom. Each of O2-O4 sites bonds
to two yttrium atoms and one silicon atom. The O5 site bonds to four yttrium atoms.

The space group of Y2Si2O7 is (P 21/c). One unit cell contains 22 atoms in total. There
are 6 inequivalent positions in a unit cell: one yttrium site, one silicon site and four oxygen
sites labeled O1-O4. The yttrium site bonds to six oxygen atoms with the bond lengths
ranging from 2.250 Å to 2.328 Å. The Si site tetrahedrally bonds to four oxygen atoms (O1-
O4) with the bond lengths of 1.631 Å, 1.622 Å, 1.616 Å, and 1.637 Å. The O1 site bonds to
two silicon atoms, which connects the two silicon-oxygen tetrahedron. Each of O2-O4 sites
bonds to two yttrium atoms and one silicon atom.

In this work, the Si L23 and O K edges of both yttrium silicates have been calculated
by the Ab-Initio FMS code Feff8.20 [80]. All the FMS calculations are performed in a
sufficiently large cluster with a radius of 7.1 Å which contains 115 atoms. The convergence
of the calculations has been verified by calculating the near-edge structures shell by shell.
The silicon L3 and L2 edges result from the electron transitions from the 2P3/2 and 2P1/2

states to the unoccupied density of states above the Fermi energy, respectively. Due to the
small energy splitting (about 1.0 eV) and the spectral broadening, the silicon L3 and L2

edges are strongly overlapped. In the FMS calculations of the Si L23 edges, the L3 and
L2 edges were individually calculated with the core-hole effect. They were weighted by
the corresponding number of states (L3:4, L2:2). The summation of the weighted L3 and L2

edges were used to compare with the experimental spectrum. The comparison is given in Fig.
5.16(a). The calculated spectra have been broadened by 0.4 eV to simulate the instrumental
broadening. One can see that the calculated Si L23 edges of Y2SiO5 and Y2Si2O7 are fairly
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Fig. 5.16: Si L23 edges (a) and O K edge (b) of yttrium silicates simulated by the FMS
method (Feff8.20) in comparison with experimental spectra acquired from the intermediate
layer between the deposited Y2O3 film and the interfacial SiO2 layer.

Fig. 5.17: The K edge of each inequivalent oxygen in (a) Y2SiO5 and (b) Y2Si2O7.
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well consistent with the EEL spectrum acquired from the intermediate layer between the
deposited Y2O3 film and the interfacial SiO2 layer.

As described above, there are five inequivalent oxygen sites (labeled O1-O5) in Y2SiO5

and four (labeled O1-O4) in Y2Si2O7. In the FMS calculations, the K edge of each inequiva-
lent oxygen site has been individually calculated with a 0.4 eV broadening, as shown in Fig.
5.17. Then they are weighed by the corresponding number of atoms in the unit cell. The
summation of the oxygen K edges is used to compare with the EEL spectrum taken from
the intermediate layer. The comparison is given in Fig. 5.16(b). The calculated oxygen
K edge of bulk Y2O3 is given for comparison. The details of the FMS calculations of bulk
Y2O3 will be given later. The experimental spectrum is revealed to be very close to the
theoretical spectrum of Y2Si2O7. This is very likely to mean that the chemical compositions
of the intermediate layer are mainly dominated by Y2Si2O7 due to a lower synthesis energy.
In fact, the synthesis of crystalline Y2Si2O7 has been achieved at a temperature as low as
365°C [111].

5.6 Ab-Initio Calculations of Y2O3

The partial density of states of Y2O3 has been calculated in comparison with the EEL
spectrum. Prior to the calculations of the partial density of states, atomic positions in the
unit cell were optimized by minimizing the total energy of the unit cell. The optimized
crystal data are given in Table 5.2. As shown in Fig. 5.18, the bulk Y2O3 has a bixbyite
structure with the space group Ia3̄(206). There are two inequivalent positions for yttrium
atoms, labeled Y1 and Y2, respectively. Y1 sites are surrounded by six oxygen atoms in a
strongly distorted octahedral symmetry. The lattice parameters of bulk Y2O3 were taken
from the Ref. [112]. The Y1-O bond lengths are in the range of 2.225–2.323 Å. The Y2 sites
are also surrounded by six oxygen atoms but in a slightly distorted octahedral symmetry.
The O-Y2-O angles are 80.2° and 99.8°. The Y2-O bond lengths have an equal value, 2.294
Å. The crystal structure of Y2O3 is fairly complicated. One unit cell contains 80 atoms in
total including 24 Y1, 8 Y2, and 48 oxygen atoms.

In band structure calculations, 1000 k-points were taken into account in the irreducible
Brillouin zone. The local density of states of the Y1, Y2 and O sites are summarized in Fig.

Fig. 5.18: Unit cell structure of bulk Y2O3. The two inequivalent positions for
yttrium atoms are labeled Y1 and Y2.
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Table 5.2: Optimized crystal structure data of bulk Y2O3 by minimizing the
total energy of the unit cell. The crystal data were originally taken from from
Ref. [112]. The lattice parameter is a=10.604 Å. The muffin-tin radii RMT used
in the FLAPW calculations are given in units of the Bohr radius.

x y z RMT

Y1 0.9668 0.0 1/4 2.2
Y2 1/4 1/4 1/4 2.2
O 0.3907 0.1522 0.3802 2.0

Fig. 5.19: Partial density of states of (a) Y1, (b) Y2 and (c) O calculated by
the FLAPW method in Y2O3. The total density of states are given in (d).
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5.19(a), (b) and (c), respectively. The total density of states is given in Fig. 5.19(d). The
calculated band gap of bulk Y2O3 is about 5.0 eV, which is a little less than the experimental
value of 5.6 eV [113] due to the one-electron approximation in the DFT method. In spite
of the band structure method usually gives the higher accuracy with respect to the FMS
method, the relationship between the fine structures and the crystal structure can not be
given directly. For this reason, the FMS calculations of Y2O3 have been performed for the
Y M5 and O K edges.

5.6.1 Y M45 Edges

Band-Structure Method

The electron configuration of yttrium is 1s22s22p63s23p63d104s24p65d16s2. In Y2O3, the
three 5d16s2 valence orbitals are hybridized to bond with the six oxygen atoms. According
to the dipole-selection rule, the Y M45 edges arise from the 3d → 4f transition. In com-
parison with the EEL spectrum of Y M45 edges acquired from the deposited Y2O3 film, the
unoccupied yttrium fDOS is shown in Fig. 5.20. The Y1 and Y2 fDOS have been broad-
ened by 0.4 eV to simulate the intrinsic and instrumental broadenings. The total yttrium
fDOS is composed by summing up the contributions of Y1 and Y2 atoms, weighted by the
corresponding number of atoms (Y1:Y2=3:1) in the unit cell. The main features are labeled
A, B, C, and D. One can see that the total yttrium fDOS is fairly well consistent with the
experimental Y M45 edges. The slightly increased intensity of peak B in the EEL spectra
might be related to the presence of oxygen vacancies in the Y2O3 film. Peaks C and D of Y1
fDOS are much broader than those of Y2 DOS due to the stronger distortion of the oxygen
coordination (cf. Fig. 5.19(a) and (b)). The pre-edge of Y fDOS in the range of 5-15 eV
has be magnified in the inset. Some weak features are found, and the theoretical fDOS is
in a good agreement with the ELNES spectrum. This part of spectrum may be important
in view of dielectric properties of deposited Y2O3 film since it is close to the Fermi level.

Fig. 5.20: Comparison between the calculated yttrium fDOS and the ELNES
of the yttrium M45 edges acquired from the deposited Y2O3 film. The main
features are labeled A, B, C, and D. The magnified pre-edge (5-15 eV) of the
yttrium M45 edges is shown in the inset.
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FMS Method

In order to associate the fine structures of the Y M45 edges with the crystal structure, full
multiple-scattering calculations need to be performed. FMS calculations for the core-loss
edges of the M series have been scarcely reported, because the atom-size effect usually leads
to a bad accuracy. In this work, the Y M45 edges have been calculated by the Feff8.20 code
which is based on the curved-wave theory [34], in which the effect of the atom size has been
taken into account. Due to the distortion of the oxygen octahedron around the Y2 site,
which is much smaller than that of the Y1 site, the crystal structure analysis by the Y2 M45

edges is a little easier. The Y2 M5 edge is calculated in the shell-by-shell model. For the M4

edge, the fine structures are same as the M5 edge except a small shift towards higher energy.
The FMS calculations have been performed up to five shells around the Y2 atom. The five
FMS shells containing 37 atoms are sketched in Fig. 5.21. The definitions of the five shells
are described as follows. The first shell contains six nearest-neighbor oxygen atoms. The
six oxygen atoms are octahedrally coordinated around the Y2 site. The distance from this
shell to the central Y2 atom is 2.294 Å. The second shell contains 6 yttrium atoms in the
(111) plane. Each yttrium bonds to two oxygen atoms of the first shell. This means that the
Y-O bonding in the (111) plane is a little stronger than in other planes. This is the reason
why the growth direction is usually along the [111] direction. The distance from the second
shell to the central Y2 atom is 3.512 Å. The third shell also contains six yttrium atoms.
Each yttrium atom bonds to one oxygen atom of the first shell. The distance from this shell
to the central yttrium atom is 4.003 Å. The fourth shell contains six oxygen atoms with a
distance of 4.190 Å to the central atom. The fifth shell contains 12 oxygen atoms, among
them six oxygen atoms with a distance of 4.30 Å and the other with a distance of 4.735 Å
to the central yttrium atom.
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Fig. 5.21: (The definitions of the five-shell cluster containing 37 atoms around
the Y2 site.

The calculated results are given in Fig. 5.22. The features are labeled A-F which have
been defined in Fig. 5.8. The FMS calculations are summarized in the following. Peak A
and the strongest peak F are well reproduced in the 7-atom spectrum. These two peaks are
related to the nearest-neighbor oxygen atoms, i.e., the Y-O chemical bonding. Peaks B and
C relate to the backscattering at the fifth shell. As mentioned above, the fifth shell contains
two subshells. One subshell has a distance of 4.30 Å and the other one has the distance of
4.735 Å to the central atom. The two subshells correspond to the splitting of peaks B and
C. Peak D is mainly related to the backscattering at the third shell. The Y2-Y1 interaction
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is normal to the (111) plane. A small part of peak D arises from the backscattering at the
second shell. The six yttrium atoms are lying in the (111) plane. It indicates that the Y2-Y1
interaction in the (111) plane is weak due to the screening of the strong Y-O interaction in
this plane. Peak E is related to the backscattering at the fourth shell.

Fig. 5.22: Y2 M5 edge calculated by the FMS method in the shell-by-shell
model. The label of spectrum indicates the total number of atoms in the FMS
cluster.

5.6.2 O K Edge

Band-Structure Method

Fig. 5.23 shows the calculated oxygen pDOS together with the experimental spectra taken
from the deposited Y2O3 film in this work and the stoichiometric bulk Y2O3 redrawn from
Ref. [16]. The calculated pDOS has been broadened by 0.4 eV for taking into account
intrinsic and instrumental broadenings. The spectra have been aligned at the peak B. The
theoretical oxygen pDOS is excellently consistent with the experimental spectra even with
the very weak peak A’. Peaks A and B correspond to the t2g and eg orbitals of the yttrium
atoms. According to the orientation-projected DOS of oxygen in Fig. 5.19(c), the oxygen
pDOS is not isotropic in the X, Y, and Z directions. Peak A in the PY DOS is slightly
stronger than in the PX and PZ DOS. Peak A’ is a little stronger in the PY DOS. Peak B is
stronger in the PX and PZ DOS than in the PZ DOS. Peak B’ is slightly stronger in the PY
DOS. Due to the different orientations of the oxygen octahedra in bulk Y2O3, the features
A-E are present in all the PX, PY, and PZ DOS. The well separated t2g and eg orbitals can
be seen in the Y2 dDOS because the Y2 atom is lying in the center of the nearly perfect
oxygen octahedron. In the Y1 dDOS, this separation is slightly smeared out by the strong
distortion of the oxygen octahedron. Peaks A’ and B’ correspond to the energy splitting
induced by the distortion of the oxygen octahedron.
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Fig. 5.23: Comparison between ground state oxygen pDOS, ELNES of the oxy-
gen K edge in the deposited Y2O3 film and stoichiometric bulk Y2O3 redrawn
from Ref. [16].

FMS Method

The oxygen K edge has been also calculated by the FMS method in the shell-by-shell model.
In this work, the cluster surrounding the oxygen atom with a radius of 5.0 Å has been divided
into four shells. The atomic structure of FMS shells is not sketched here due to the difficult
separation. The definition of the shells is described as follows. The first shell contains three
Y1 and one Y2 atoms which are tetrahedrally coordinating around the oxygen atom. The
distance from this shell to the central oxygen atom is varying from 2.225 Å to 2.323 Å. The
second shell contains 12 oxygen atoms with a distance range of 2.903-3.889 Å. The third
shell contains 12 yttrium atoms with the distance from 4.019 Å to 4.976 Å. The forth shell
contains 9 oxygen atoms with a distance range of 4.285-4.858 Å to the central oxygen atom.

In comparison with the oxygen pDOS, the FMS calculation results are given in Fig.
5.24. The oxygen pDOS has been aligned at the peak B. All of the fine structures are well
reproduced in the 38-atom cluster. The degenerated peaks A-A’, B-B’ and C-D are already
reproduced in the 5-atom cluster. These degenerated peaks are split into two peaks in the
crystal field of the second shell (12 oxygen atoms). Peaks A and B are attributed to the
tetrahedral environment of the oxygen atoms. That is the reason why the oxygen K edge
structures of Sc2O3 and La2O3 are similar to that of Y2O3 [114]. The two peaks are caused
by the 2p − 4d hybridization between the O and Y atoms. Peak A corresponds to the t2g
orbitals which point to the center of the tetrahedral surfaces. Peak B is related to the
eg orbitals which point to the ligand yttrium atoms. Since the four surrounding yttrium
atoms are inequivalent in the multiple scattering model, the t2g and eg orbitals split into
two components corresponding to peaks A-A’ and B-B’. The splitting of eg orbitals is much
stronger than that of the t2g orbitals. Peak E dominantly arises from the backscattering at
the fourth shell.
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Fig. 5.24: The results of FMS calculations in the shell-by-shell model.

5.7 Summary

The fine structures of the Y M45, Si L23 and O K edges have been investigated across the
Y2O3/SiOx/Si interfaces by high-resolution EELS. The interfacial SiOx layer between the
deposited Y2O3 film and the silicon substrate is nearly pure amorphous SiO2. This SiO2

layer is attributed to native SiO2 formed at the initial stage of deposition. In the region close
to the SiO2/Si interface, small contribution of silicon is detected. It has been assigned to the
diffusion of silicon from the silicon substrate during the deposition. An intermediate layer
between the deposited Y2O3 film and the interfacial SiO2 layer has been found in the HRTEM
image. The chemical compositions of this intermediate layer are revealed to be yttrium
silicates. The formation of yttrium silicates in the intermediate layer has been interpreted
by the direct chemical reactions between the deposited Y2O3 film and the interfacial SiO2

layer during deposition. Chemical reactions between the Y2O3 film and the interfacial SiO2

layer are found to be induced by the electron beam irradiation. According to the EELS
and HRTEM results, it is revealed that the interface SiO2 can diffuse into the Y2O3 film to
form yttrium silicates under the influence of the electron beam. The interfacial SiO2 layer
is reconstructed into silicon after the beam irradiation. The formation of yttrium silicates is
confirmed by the FMS calculations of the Si L23 and O K edges. Additionally, in comparison
with the reference spectrum from bulk Y2O3, the as-deposited Y2O3 film is oxygen deficient.

The interpretations of these fine structures have been given according to Ab-Initio calcu-
lations. In the Ab-Initio calculations, the combination of the band-structure method and the
full multiple-scattering method has been performed to give clear interpretations for these fine
structures. Both the band-structure calculations and the FMS calculations are in excellent
agreement with the ELNES of the core-level edges. The relationship between the fine struc-
tures and the crystal structure has been revealed by comparing theoretical and experimental
results. In general, the lower-energy region in the EEL spectrum of the oxide compounds is
dominated by the chemical bonding along with the cation-anion orbital hybridization. The
higher-energy region in the ELNES is dominated by the oxygen-oxygen interactions. For the
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oxygen K edge, the ground-state partial density of states is in excellent consistency with the
ELNES up to at least 40 eV above the Fermi level. The core-hole effect is strongly screened
by the valence electrons. Moreover, the ground state yttrium fDOS shows a fairly good
agreement with the ELNES of the Y M45 edges. This result means that the core-hole effect
of the Y M45 edges can also be neglected. FMS calculations for the Y M45 edges have been
accomplished, and a good agreement with the ELNES spectrum is obtained.

Moreover, according to theoretical calculations, the Y-O interactions in the (111) plane
are revealed to be stronger than in the other planes. This finding gives a reasonable expla-
nation of the generally reported [111] growth direction with a native SiO2 layer presented in
the initial stage of the deposition. However, the [110] growth direction should be related to
the lattice matching when the native SiO2 layer is absent.

In principle, Ab-Initio calculations of reduced Y2O3 can be performed. Due to the high
density of the oxygen vacancies in reduced Y2O3, several oxygen vacancies may be present
in one unit cell. The relaxation of the atomic structure can be done by minimizing the
atomic force acting on each atom. However, due to the complexity of the of Y2O3 unit cell,
the introduction of one oxygen vacancy will reduce the space group from (I A 3) to (P 1).
That causes plenty of inequivalent positions, which makes the accurate Ab-Initio calculations
very time-consuming. Otherwise, several oxygen vacancies have to be introduced into one
unit cell of Y2O3 when the density of oxygen vacancies is high. For example, five oxygen
vacancies need to be introduced for modeling the 10%-oxygen-reduced sample. There are lot
of choices to build the atomic model for the reduced Y2O3. The computational bottleneck
is mainly caused by the optimization of the oxygen vacancy structure. Molecular dynamics
calculations might be helpful to overcome the computational bottleneck by semi-empirical
potentials [106, 115], but the accuracy will be sacrificed.
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Chapter 6

Summary and Conclusion

Ferroelectric thin films (BaTiO3/SrTiO3 multilayers and Y2O3/Si films) have been investi-
gated by high-resolution electron energy-loss spectroscopy. The EELS experiments mainly
concentrate on the interface between the deposited thin film and the substrate. Various
experimental parameters, which have strong effects on the acquisition of reliable electron
energy-loss spectra from the interface, were discussed and evaluated. Three Ab-Initio meth-
ods (full multiple-scattering, band-structure, and ligand field atomic-multiplet) for the calcu-
lation of the energy-loss near edge structures have been compared to show their advantages
and shortages. These theoretical methods were combined to give the relationship between
the fine structures and the crystal structure. The main experimental and theoretical results
are given in the following description.

(1) The effects of various experimental parameters on the electron energy-loss spectra
acquired from interfaces have been theoretically and experimentally discussed. The electron
beam convergence angle and the orientation of the interface are revealed to be very impor-
tant for the acquisition of reliable spectra from the interfaces or very thin layers. A large
convergence angle and/or incident angle between the electron beam and the interface plane
would smear out some fine structures in the high-resolution EEL spectrum. These effects
on the EELS fine structures have been estimated by simple models.

(2) The high-resolution EELS has been applied to investigate BaTiO3/SrTiO3 multilay-
ers. The aggregation of oxygen vacancies has been found at the upper interface of the BaTiO3

layer, which is caused by oxygen vacancy ordering under the influence of misfit strain. This
finding proved helpful to interpret the dielectric properties of the BaTiO3/SrTiO3 multilay-
ers. The lower interface of the BaTiO3 layer is found to be defect free due to the strong misfit
strain induced by the lattice mismatch. The crystal-splitting in the Ti L23 edges is suggested
as an indicator of the strength of the misfit strain at the interface. Moveover, the lattice pa-
rameters of the BaTiO3 thin layer have been determined by selected area diffraction, which
confirms the presence of strong misfit strains.

(3) The high-κ gate dielectric Y2O3/Si(001) structure has been investigated by the high-
resolution EELS and HRTEM. The findings reveal that the chemical composition of the
interface layer between the deposited Y2O3 film and the silicon substrate is nearly pure
amorphous SiO2. Evidences for the formation of yttrium silicates at the Y2O3/SiO2 interface
have been given by the electron energy-loss near edge structures. The formation mechanism
of yttrium silicates has been revealed to be caused by direct chemical reactions between the
deposited Y2O3 film and the interfacial SiO2 layer. The as-deposited Y2O3 film was revealed
to be oxygen deficient.
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(4) The electron-beam-induced diffusion of interfacial SiO2 has been found in the Y2O3/Si(001)
structure. The interfacial SiO2 was revealed to diffuse into the Y2O3 film to form yttrium
silicates under the influence of the electron beam irradiation. The diffusion of SiO2 has been
interpreted by the aggregation of the high-density of oxygen vacancies around the electron
beam illuminated region. This aggregation makes the rigid [SiO4]4− tetrahedra diffuse into
the Y2O3 film.

(5) The formation of yttrium silicate has been confirmed by the FMS calculations. The
Si L23 and O K edges of Y2SiO5 and Y2Si2O7 have been calculated, respectively. The
theoretical spectra are consistent with the experimental spectra.

(6) In bulk Y2O3, FMS calculations revealed the Y-O bonding in the (111) plane to be
stronger than in other planes, which reduces the surface free energy of this plane and makes
the growth easier. This finding gives a reasonable explanation of the generally reported [111]
growth direction when a native SiO2 layer is present in the initial stage of the deposition.
The [110] growth direction is explained by the lattice match with the silicon substrate when
the native SiO2 layer is absent at the interface.

(7) According to the full multiple-scattering calculations, the backscattering from oxygen
atoms along chemical bonding directions is found to be much stronger than that from the
other oxygen atoms. This finding has been found in several oxide compounds, such as
SrTiO3, BaTiO3, and Y2O3, etc., by the shell-by-shell FMS calculations of the oxygen K
edge.

(8) The core-loss near edge structures of the rutile TiO2, SrTiO3, BaTiO3, α-SiO2, β-
SiO2, and Y2O3 have been simulated by both the full multiple-scattering and band-structure
methods. In the former method, shell-by-shell calculations have been performed. Using the
latter method, the site-projected partial density of states above the Fermi level have been
calculated. The combination of the full multiplet-scattering and band-structure methods has
been applied to give a clear relationship between the fine structures of the ELNES spectrum
and the crystal structure surrounding the absorbing atom.

(9) In the oxide compounds, the low-energy region of the ELNES spectrum was shown
to be dominated by cation-oxygen interactions, and the high-energy region is interpreted by
oxygen-oxygen interactions. The Ab-Initio calculations reveal that the core-hole effect on
the oxygen K edge is neglectable duo to the screen of valence electrons.
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