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Chapter 1

Introduction

Metal oxides, especially transition metal oxides comprise a very diverse and fasci-

nating class of compounds with properties covering almost all aspects of material

science and physics [1]. The bonding characteristics may be classified as covalent

for one system and highly ionic for the other. For the electrical conductivity, they

cover the entire range from metals to semiconductors and insulators. For exam-

ple, they can be insulators (CoO, NiO, BaTiO3), semiconductors (Fe0.9O), metals

(CrO2, ReO3) and superconductors (YBa2Cu3O7) [2]. They can be ferromagnetic

(CrO2), anti-ferromagnetic (CoO, NiO), ferrimagnetic (Fe3O4, Y3Fe5O12) and ferro-

electric (BaTiO3). Many oxides have different oxidation stats, e.g. vanadium oxide

(VO, VO2, V2O3 and V2O5). For the crystal structure, they can be simple binary

monoxides (NiO, CoO) with NaCl structure or ternary oxides (BaTiO3, SrTiO3) with

perovskite structure. They also can form complicated structures such as Co3O4 or

Fe3O4 with the normal and/or inverse spinel structure [3].

Due to the diverse physical and chemical properties, transition metal oxides find

applications in many fields of technical interest, from nonlinear optics to sensors and

catalysis. In some cases the bulk properties are important, as for example very often

in nonlinear optics. In other cases the surface properties play a major role, as in

catalysis [4]. The bulk properties of simple binary oxides are pretty well understood.

In contrast, rather little is known about the surfaces of oxides, even the most simple

ones. The present knowledge has been comprehensively reviewed by Henrich and Cox

in their book The Surface Science of Metal Oxides [1].

Applications of Transition Metal Oxides. One of the most important ap-

plications of transition metal oxides is heterogeneous catalysis. They are used for

synthesizing many organic compounds via selective oxidation, dehydrogenation, iso-

merization and other chemical processes. Not much is known about atomic scale

mechanisms of catalytic reactions on transition metal oxides, and our understanding

of basic transition metal oxide surface chemistry greatly lags behind that of semi-

conductors and metals. This basic understanding, in particular the relationships

between the catalytic function of transition oxide materials and their crystallographic

structures and chemical compositions in the surface region, is needed for a targeted

catalyst development. On pure metal catalysts the delocalized electrons can easily
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be transferred resulting in redox chemistry reaction mechanisms. Transition metal

oxides are ionic compounds exposing acidic and basic sites, which may control their

surface chemical properties. At the same time, the redox chemistry loses in impor-

tance, because the electronic states are separated by the bandgap and become less

accessible. Metallic and semiconducting oxides with small bandgaps allow a combina-

tion of redox and acid base chemistry, whereas highly ionic oxides with large bandgaps

become pure acid base catalysts. In this context, a large amount of work has been

performed over polycrystalline oxide catalyst samples, resulting, for example, in the

important concept of surface coordinatively unsaturated sites. But since electronic

surface structures and acid base properties of oxides may vary greatly with the sur-

face orientation, the conclusions to be drawn from studies on polycrystalline samples

are limited. Therefore, a direct elucidation of atomic structural elements involved

in chemisorption processes and catalytic conversions requires samples exposing one

defined surface orientation. This has led to an increasing number of surface science

studies on single crystal metal oxide samples within the last decade, accompanied by

theoretical work [1, 5].

While transition metal oxides proved to be important in heterogeneous catalysis

for decades, their application in the field of magnetic electronic came to be a subject of

research only recently. For example, barium titanate (BaTiO3) is a typical represen-

tative of ferroelectric materials with the useful properties of high spontaneous electric

polarization and permittivity. In non-volatile ferroelectric computer memories both

of these properties, the high permittivity and the permanent electrical polarization,

are utilized [6]. Owing to the permanent polarization the charge of the capacitor of

the memory cell circuit is maintained, even if the power is switched off, which makes

the memory a nonvolatile one. Furthermore, the high permittivity helps to reduce the

size of the capacitor, which is a rather large circuit element on computer chips. Since

the material will be deposited as thin films in these applications, there is an increasing

interest in the growth of such films. They have been grown on (100) and (111) oriented

substrates using a variety of growing techniques, e.g. r.f.-sputtering [7,8], pulsed laser

deposition/ablation [9, 10], reactive evaporation [11, 12] and metallo-organic chemi-

cal vapor deposition [13, 14]. Most of these investigations concentrate on the ’bulk’

properties of such films. To an increasing extent, the films however are characterized

using surface sensitive methods, such as Low Energy Electron Diffraction (LEED).

The scope of interest has mainly been grain size, faceting and surface roughness on

the scale of micrometers and nanometers. Structure on an atomic scale is still lacking,

though.

Another application of BaTiO3 is the use of polycrystalline n-doped material in

thermistors of thermal overload protection circuits, where the specific resistivity of

BaTiO3 increases with temperature by several orders of magnitude in the range from

110 to 140 ◦C. The increase of resistivity with temperature results in a positive tem-

perature coefficient of resistivity (PTCR). The PTCR effect in BaTiO3 is obviously
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related to the phase transition of BaTiO3 at the Curie point (Tc ≈ 120◦C), where the

ferroelectric tetragonal room temperature phase converts to the paraelectric cubic

one [15]. The permittivity undergoes dramatic changes during this phase transition.

It has been widely accepted that the PTCR effect can be interpreted by a grain bound-

ary barrier layer model proposed by Heywang [16]. According to his model, the PCTR

effect is caused by an increase in the potential height of double Schottky-type barrier

layers formed at the grain boundaries associated with the ferroelectric-paraelectric

phase transition at Tc. The existence of two dimensional surface acceptor states is

indispensable to the formation of the barrier layers. He assumed that a rapid decrease

of the dielectric constant of the material above Tc, according to the Curie-Weiss law,

causes an increase in the potential barrier height, consequently, a PTCR anomaly

results. The Heywang model was improved by Jonker to account for a low resistance

below the Curie point by taking account of the compensation effect of surface acceptor

states by the spontaneous polarization [17]. However, the origin of acceptor states

has not been firmly identified yet. Supposedly, they are due to segregation of impuri-

ties or changes in stoichiometry at the grain boundaries. The low resistivity at lower

temperatures is more controversial. The barriers at grain boundaries could either be

lowered by the large permittivity or by special ferroelectric domain boundaries. A

more recent detailed discussion of this topic can be found in Refs. [18,19].

In spite of these important applications and the progress in structure character-

ization of the ferroelectric domains by secondary electron microscopy [20], atomic

force microscopy [21] and optical microscopy [22], our knowledge on the structure

of single crystalline BaTiO3 surfaces is still rather incomplete. While a number of

publications exist for the (100) surface of BaTiO3 and the related material SrTiO3,

only a few papers on the (111) surface of a perovskite oxide have come to our at-

tention. Regarding the structure determination by LEED analysis, only one paper

on the SrTiO3(100) surface has been published [23], no quantitative LEED I − V

(Intensity vs Voltage) analysis has been performed on any BaTiO3 surface. Our work

has originally started with the BaTiO3 system, where we made attempts to image and

to characterize grain boundaries of polycrystalline samples as they may be visualized

in the surface plane. It soon became clear during the experiments that a character-

ization of low index single crystalline surfaces of BaTiO3 was also necessary for our

understanding of polycrystalline material.

Preparation of Thin Oxide Films. The question of oxide preparation is central

to all surface science investigations, and herein lies, what is possibly the greatest

difficulty of all [1]. Compared to elemental solids, the preparation of any stoichiometric

compound surface, in particular oxides, is extremely difficult, especially if we consider

the preparation of different crystallographic orientations of oxide surfaces [1, 24]. In

the cases of binary monoxides with NaCl structure (e.g. CoO and NiO), the polar

(111) surfaces are more reactive than the non-polar (100) surface [25, 26]. Non-polar

and polar surfaces of ionic binary oxides exhibit fundamentally different behaviors
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as far as cleavage, which is one of the desirable preparation methods. The reason

for this was pointed out long time ago and is intimately connected with the surface

potential [27]. For non-polar surfaces, such as the CoO(100) and NiO(100) surfaces,

the surface potential is finite [28]. Therefore, CoO and NiO can easily be cleaved

along the (100) direction. However, the surface potential per unit charge diverges for

polar surfaces (e.g. the NiO(111) or CoO(111) surfaces) so that cleavage of a rocksalt

structure in this direction is not possible. Thus, if we are interested in preparing

surfaces of different surface orientation, cleavage is not the most favorable method of

preparation for an ionic polar oxide surface.

There are alternative methods of preparation of stable non-polar surfaces. One is

to cut a crystallographic plane mechanically or by spark erosion and then polish the

surface [1]. This technique is similar to procedures known for the preparation of metal

surfaces. Once the sample resides in the vacuum chamber, these surfaces are sputtered

and consecutively annealed in oxygen in order to replace oxygen vacancies induced

via sputtering. This method has been successfully applied to bulk samples. TiO2 is

an example, where this method has been frequently used with apparently satisfactory

results. Again, the preparation of polar surfaces is difficult, because these surfaces

have the tendency to facet during the preparation process.

Another, rather different method of preparation is, that oxide films of varying

thickness may be grown on metallic substrates [29]. The geometry of the metallic

substrate then determines the structure of the oxide film to a large extent. It is this

technique that allows preparation of non-polar as well as polar surfaces. Of course, the

structural quality of the film depends very strongly on the epitaxial relation between

the lattice constants of the metallic substrate and the oxide film. In other words, we

can to a certain extent control the defect structure and defect density of the layers

grown by controlling the lattice mismatch. Three techniques have been mainly used

for this purpose. The most simple one makes use of the fact that a metal single crystal

may be oxidized and a more or less well ordered oxide film is formed. In the case of

NiO and CoO, ordered thin oxide films can be grown by oxidation of Ni or Co single

crystal surfaces. The growth of NiO(100) layers on Ni(100) has been described in

ref. [30]. The LEED pattern of oxidized Ni(100) surfaces, however, mostly indicates

the presence of a rather imperfect NiO(100) film on top of Ni(100), which might

result from the large lattice mismatch of nearly 20% between Ni and NiO. Although

the use of highly oriented Ni(100) as substrate leads to considerable improvement of

the LEED pattern from the oxidized surface [25], the large lattice mismatch always

remains a problem, with the possible consequence of defect structures in the oxide

film. An different approach to prepare well ordered NiO(100) films was used by Marre

and Neddermeyer, who evaporated Ni onto a Ag(100) surface in an O2 atmosphere.

LEED and UV photoelectron spectroscopy have shown that a well ordered and smooth

NiO(100) can indeed be obtained in this way [31]. The reason for this more perfect

growth of NiO(100) layers by using a Ag(100) substrate is the smaller lattice mismatch
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(only 2%) between NiO and Ag. These results were confirmed by Scanning Tunnelling

Microscopy (STM). It has been demonstrated that deposition of Ni onto Ag(100) in an

O2 atmosphere leads to much better NiO(100) films than oxidation of Ni(100), at least

regarding surface orientation, which is accessible by standard Laue techniques [32].

The third technique is the oxidation of alloy surfaces. The advantage here is that

the physical properties of the alloy may be advantageous for the preparation process.

Using this technique, a well ordered Al2O3 film on NiAl(110) [33] and Ni3Al(111)

[34, 35] has been prepared. The Al2O3 film can be heated to above 1000 ◦C without

melting the substrate. This is of crucial importance to order the layer. On Al metal

such a heat treatment would lead to melting of the substrate before the oxide layer

could order.

It is the purpose of the present work to provide some details on the growth of

CoO(100) films on Ag(100) and to compare the results from NiO(100) films with those

from CoO/Ag(100) prepared and measured in the same way. The lattice mismatch be-

tween CoO(100) and Ag(100) is slightly larger (4.3%) than that of NiO(100)/Ag(100)

and it might be interesting to look for defect structures associated with the differ-

ences in lattice mismatch. It should be mentioned that Castell et al. have observed,

at elevated temperatures (nearly 500 K), atomic defect states on the (100) cleavage

planes of bulk NiO [36]. Similar defect states had already been detected in our pre-

vious study of NiO(100) film, but had not been described explicitly. We have also

concentrated on the presence of such defect states in CoO(100) films.

The present work will demonstrate that the growth phenomena and the structural

changes of the CoO film, when changing from a precursor structure to a well ordered

(100) oxide layer, are very complicated and are also dependent on the layer thickness.

Only for thicker films a rather uniform appearance of the surfaces was detected. In the

very thin film limit (1-2 ML) the surprising variety of structures and island shapes in-

dicates an unexpectedly large interaction between the growing film and the substrate.

As already shown in the example of the NiO films grown on Ag(100) and Au(111),

the substrate temperature during evaporation and the O2 partial pressure are very

important to determine the quality of the NiO films [31, 32, 37]. Heiler et al. sys-

tematically examined the growth of CoO films on Ag(100) and Au(111) as a function

of these two parameters by means of Angle Resolved Ultraviolet Photoelectron Spec-

troscopy (ARUPS), Auger Electron Spectroscopy (AES), Auger Electron Diffraction

(AED), LEED and show similar results [38]. The emphasis of that investigation was

to determine the electronic structure of the CoO films. The present investigation is

concerted on the geometric structure characterization of thin CoO films, which com-

bines STM and Spot Profile Analysis LEED (SPA-LEED) methods. The emphasis of

the investigation is to characterize the surface of the CoO films as a function of the

growth parameters on an atomic scale.

The structure of the thesis is organized as follows: Chapter 2 gives an introduc-

tion to general properties of transition metal oxides and surfaces. Chapter 3 gives the
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theoretical basis of LEED, both kinematic and dynamic theory are described. Chap-

ter 4 deals with the Ultra High Vacuum (UHV) equipment used in this study and the

details of sample preparation, with the data acquirement techniques applied to the

LEED. In Chapter 5, the CoO film growth on Ag(100) is analyzed by SPA-LEED, and

the results are discussed. The tensor LEED analysis is described in Chapter 6, with

results of three systems, the clean Ag(100) surface, the 4 ML CoO/Ag(100) film and

the BaTiO3(111)(
√

3×√3)R30◦ reconstruction are presented and discussed. Finally,

the conclusions are given in Chapter 7.



Chapter 2

Metal Oxides Surfaces

2.1 Cobalt Oxides

1. CoO

CoO (cobalt monoxide) with rocksalt structure (NaCl structure) consists of two

interpenetrating fcc sublattices of Co2+ and O2−. These two sublattices are shifted

along the body diagonal by half of its length. Thus each ion has six of the other ions

as its nearest neighbors as shown in Fig. 2.1. Each cubic unit cell (not the primitive

unit cell) has four Co2+ and four O2− ions. The lattice constant of CoO is 4.260 Å [3].

4.260 A

Co

O

O

Fig. 2.1: Unit cell of CoO, which
consists of two O and Co fcc sublat-
tice lattices. Each ion has 6 of the
other kind of ions in a distance of
(1/2)a0 = 2.130 Å as its nearest neigh-
bors, 12 ions of the same kind in a dis-
tance (

√
2/2)a0 as its second nearest

neighbors and again 8 ions of the other
kind in a distance of (

√
3/2)a0 as its

third nearest neighbors.

2. Co3O4

CoO with Co and O atoms in a stoichiometric relationship of Co:O=1:1 is not the

only binary oxide phase that forms under readily attainable oxygen partial pressures.

Under common ambient conditions, the thermodynamically favored form of the cobalt

oxide often is the normal spinel structure Co3O4 (Fig. 2.2) with a lattice constant

a0 = 8.080 Å [39].
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8.08 A

Co(II)

O

O

Co(III)

Fig. 2.2: Unit cell of Co3O4

with normal spinel structure.
The unit cell consists of 32 O2−

ions, 8 Co2+ ions and 16 Co3+

ions.

Despite the simple stoichiometry of Co:O=3:4, Co3O4 with the normal spinel struc-

ture is considerably more complicated than CoO with the rocksalt structure. Unlike

CoO, there are two kinds of Co ions in Co3O4, tetrahedrally coordinated Co2+(II) and

octahedrally coordinated Co3+(III). The number of Co2+ and Co3+ have a ratio of

1:2 (Co2+Co3+
2 O2−

4 ). The distance of Co-O is 1.929 Å and 1.916 Å for the tetrahedral

and the octahedral site respectively, compared to 2.130 Å in CoO. The unit cell of

Co3O4 has 8 Co2+, 16 Co3+ and 32 O2− ions, which gives a very large unit cell with

a total of 56 atoms [40,41].

3. Co2O3

Besides the two cobalt oxide forms mentioned above, the metastable form Co2O3

has been reported in the literature. However, whether the binary oxide Co2O3 really

exists as stable solid crystal is still uncertain. In the literature [39,42], Co2O3 is given

as hexagonal hcp structure with lattice parameters a = 4.640 Å, and c = 5.750 Å.

Similar result were obtained by Aggarwal et al. in 1961 for Ni2O3 (a = 4.610 Å,

c = 5.610 Å) [43]. In contrast, Brundle et al. [44] have studied the interaction of

oxygen and air with clean cobalt surfaces, through X-ray Photoelectron Spectroscopy

(XPS) experiment and they couldn’t prove the existence of Co2O3.

2.2 Barium Titanate

BaTiO3 with perovskite structure is cubic for 1460◦ C > T > 130◦C. The crystal

has an Oh symmetry with a lattice constant a0 = 3.996 Å and is nonpiezoelectric.

Fig. 2.3 shows the cubic bulk unit cell of BaTiO3. The Ti4+ ion sits at the center of

a cube with Ba2+ ions at the corners and O2− ions at the centers of the faces. An

equivalent description places Ba2+ at the center, Ti4+ at the corners, and O2− at the
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3.996 A
O

O

Ti

Ba

Fig. 2.3: Unit cell of cubic
BaTiO3 with Ti4+ sitting at the
body center, Ba2+ at the corners,
and O2− at the centers of the
faces. The lattice parameter of
BaTiO3 is 3.996 Å. In the tetrag-
onal room temperature phase the
Ti and O ions are shifted in the c
direction by small amounts.

centers of the edges. The ionic radii are 1.35 Å, 0.68 Å, 1.40 Å for Ba2+, Ti4+, O2−

respectively. In the tetragonal room temperature phase the Ti and O ions are shifted

in the c direction by small amounts.

2.3 Properties of Oxide Surfaces

Compared to metal or semiconductor surfaces, the field of oxide surfaces has only

developed within the last fifteen years, due to the difficulties in preparing well con-

trolled single crystal surfaces and implementing spectroscopic experiments to access

the local atomic and electronic structures. This is the well known charging problem

met in Ultra High Vacuum (UHV) based spectroscopies, which involve the emission

or scattering of charged particles, such as electrons. Most of these difficulties are

nowadays overcome.

Currently, the controlled fabrication of ultrathin oxide layers is opening additional

new perspectives. First, it gives a solution to the charging problem, since it allows

tunnelling of neutralizing electrons or holes from the substrate. More fundamentally,

in growing thin films through the deposition of metal atoms and subsequent oxidation,

it becomes possible to produce more open or unstable surface orientations and polar

orientations than by cutting a single crystal. One can also synthesize metastable

phases, or substrate stabilized phases, in regions of the bulk phase diagram, where

they would be thermodynamically unstable.

Diverging Electrostatic Surface Energy. According to classical electrostatic

criteria, the stability of a compound surface depends on the characteristics of the
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type1 surface type2 surface type3 surface

anioncation

Z
-A

x
is } } }µ=0

Q=0
µ=0

Q=0

µ=0

Q=0

Fig. 2.4: Classification of insulating surface according Tasker [45], Q and ~µ are the layer
charge density and the dipole moment in the repeat unit perpendicular to the surface,
respectively.

charge distribution in the structural unit, which repeats itself in the direction perpen-

dicular to the surface as schematized in Fig. 2.4. Type 1 or 2 surfaces, which differ

in the charge Q born by their layers, have a zero dipole moment ~µ in their repeat

unit and are thus potentially stable. In contrast, type 3 surfaces are polar and have a

diverging electrostatic surface energy. This is due to the presence of a non-zero dipole

moment not only on the outer layers but also on all the repeat units throughout the

material [46].

The simplest representation of a crystalline compound cut along a polar direction

is given in Fig. 2.5a. Two inequivalent layers of opposite charge densities equal

to ±σ alternate along the normal to the surface, with interlayer spacings R1 and

R2. Each repeat unit bears a dipole moment density equal to µ = σR1, and, as

a result, the electrostatic potential increases monotonically across the system by an

amount δV = 4πσR1 per double layer. δV is large, typically of the order of several

tens of an eV in an ionic material. The total dipole moment M = NσR1 of N

bilayers is proportional to the slab thickness, and the electrostatic energy amounts

to E = 2πNR1σ
2. It is very large, even for thin films. In the limit N → ∞, the

electrostatic contribution to the surface energy per unit area diverges. This is the

origin of the instability of such surfaces.

Classification of Surfaces. The classification of surfaces relies on the charac-

teristics of the polarization in the bulk unit cell, on the surface orientation, and on

the nature of the crystal termination.

In most cases, simple models for the electronic structure may easily indicate,

whether a surface is polar or not. In binary compounds, for example, the difference in

electronegativity of the constituents readily points to the sign of the charge transfer

between the ions. The presence of a dipole moment in the repeat unit is unques-

tionable, whatever the charge values provided, they are non-zero. These surfaces are
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Fig. 2.5: Spatial variations of the electrostatic field E and potential V in a slab cut along
a polar direction [47].

undoubtedly polar surfaces. The same is also true for some surfaces of ternary com-

pounds, such as the (111) faces of ABO3 perovskites. In BaTiO3, for example, the

(111) repeat units contain alternating BaO3 and Ti layers, which are undoubtedly

charged, because, in each case, one of the layers in the repeat unit contains a single

ionic constituent.

There are less obvious cases, among which is the (100) perovskite surface. In

BaTiO3, it presents alternating layers of BaO and TiO2 composition. If formal charges

are assigned to the ions (Ba2+, Ti4+, and O2−), then each layer is charge neutral, the

repeat unit bears no dipole moment, and the orientation is considered as non-polar.

This is the assertion most often encountered in the literature. However, BaTiO3 is

not fully ionic. It is on the borderline between semiconductors and insulators, and the

Ti-O bond presents a non-negligible part of covalent character. The actual charges are

thus probably not equal to the formal ones and there is little chance, that QBa+QO

and QTi+2QO vanish. BaTiO3(100) should thus be considered a polar surface.

Electrostatic Conditions for Cancelling the Polarity. According to classical

electrostatics, ideal polar surfaces are unstable. However, specific modifications of the

charge density in the outer layers may cancel out the macroscopic component of the

dipole moment and cancel the polarity. Within the geometry displayed in Fig. 2.5b,

this can be achieved, for example, by assigning a value σ
′
= σR2/(R1 + R2) to the

charge density on the outer layers of the slab, and this results in a total dipole moment

M = σR1R2/(R1 + R2), which is no longer proportional to the slab thickness. The
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monotonic increase of the electrostatic potential is also suppressed. More generally,

when m outer layers are modified (|σj| 6= σ for 1 ≤ j ≤ m and |σm+1| = σ), the

condition for the cancellation of the macroscopic dipole moment reads [47]

m∑

j=1

σj = −σm+1

2
[(−1)m − R2 −R1

R2 + R1

] (2.1)

A polar surface can thus be stabilized provided that the charge compensation

dictated by equation (2.1) is fulfilled. This implies, that either the charges or the

stoichiometry in the surface layers are modified with respect to the bulk, and thus,

several scenarios are conceivable that would cancel the polarity:

• One or several surface layers have compositions that differ from the bulk stoi-

chiometry. This may lead to a phenomenon of reconstruction or terracing depending

upon how the vacancies or adatoms order. However, if no ordering takes place, surface

diffraction patterns exhibit a (1 × 1) symmetry and, unless quantitative analysis is

performed, give no information on the surface stoichiometry.

• On stoichiometric surfaces, charge compensation may result from an electron

redistribution in response to the polar electrostatic field. This is well exemplified in

self-consistent electronic structure calculations.

• Foreign atoms or ions, coming from the residual atmosphere in the experimental

setup, provide the charge compensation.

Which process actually takes place depends firstly upon energetic considerations.

If stoichiometric ideal polar surfaces are not observed, this is never because their sur-

face energy diverges. There always exist enough electronic degrees of freedom in a ma-

terial to reach charge compensation through the third mechanism. However, in most

cases, the resulting surface energy is high and other processes may be more efficient.

If experiments are performed in thermodynamic equilibrium conditions, the observed

surface configuration is that with the lowest relevant thermodynamical potential. If

thermodynamic equilibrium is not reached, the observed surface configuration is that

of lowest kinetically accessible energy [48].

Surface Termination and Structural Distortion. In complex oxide struc-

tures, it is generally not sufficient to know the surface orientation, because there exist

several inequivalent bulk terminations. The actual termination of a surface is gener-

ally fixed by stability criteria and by the conditions of preparation, when experimental

conditions are varied. For example, in the process of fabrication of ultrathin films,

or under bombardment, or reducing or oxidizing conditions, some variations of sto-

ichiometry in the surface layers may take place and polarity arguments have to be

reexamined.

Among all possible terminations, some are associated with a high surface energy.

This is the case for polar terminations, such as the (111) faces of rocksalt and per-

ovskite crystals etc. Surface energies of type 1 or type 2 terminations are generally

lower. Aside from this electrostatic consideration, an additional criterion of stability is
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Fig. 2.6: Relaxation, rumpling and reconstruction effects. In the first two cases, the
surface cell is identical to the projection of the bulk three dimensional cell but the inter-
atomic distances between the surface and the underlying planes are modified. When a
reconstruction takes place, the size of the surface cell changes.

provided by the number of oxygen-cation bonds that have been broken during surface

formation. Since energy is required to break these bonds, the most stable surfaces are

those with the smallest number of broken bonds. They are also the most compact

surfaces, on which the coordination number of the atoms is not greatly reduced. For

the rocksalt structure, the (100) surface, with one broken bond per surface atom, is

the most stable, while the (111) orientation, with three broken bonds, has a higher

surface energy and is difficult to obtain defect free.

The bond breaking process in the surface formation induces forces that push the

atoms out of their bulk positions. When a two dimensional periodicity is kept in

the surface layers, structural distortions will happen, which are called: relaxation,

rumpling or reconstruction as shown in Fig. 2.6.

Relaxation - A relaxation is associated with a change in the spacing between

the surface top layer and the underlying plane. An inward relaxation corresponds

to a spacing contraction. In the opposite case, an outward relaxation takes place.

Relaxation effects may, and generally do affect several layers.

Rumpling - Layers, which contain at least two types of atoms , may also rumple.

For example, when the oxygen anions and the cations move in opposite vertical direc-

tions. The oxygens are often displaced outwards and the cations inwards. This effect

is not induced by specific properties of the oxygen atom.

Reconstruction - A reconstruction is characterized by a change in the periodicity

of the outer layer.

A lowering of the surface energy is induced by all the structural distortions, which

have just been described. It must be taken into account when comparing the relative

stability of different faces of a given material.
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Fig. 2.7: (a) Model of the CoO(100) surface. (b) Side view of a <100> step on this surface,
both ions are six-fold coordinated in the bulk of the crystal while the coordination number
on (100) terraces is five and only four at step edges.

2.4 Cobalt Oxide Surfaces

CoO(100) surface. The CoO(100) surface structure model is represented in Fig. 2.7a,

the primitive surface unit cell contains a Co2+ and an O2− ion. Each surface atom is

five-fold coordinated, while they occupy octahedral sites in the bulk. The alternating

layers are equidistant (R1 = R2) containing an equal number of Co2+ and O2− ions.

Thus, they are neutral and belong to type 1 surfaces.

The CoO(100) surface can be easily prepared by cleavage. STM investigations

of the (100) cleavage surfaces of CoO single crystals reveal atomically flat terraces

separated by monatomic steps that run in <001> directions. A model of the steps in

<001> directions show in Fig. 2.7b. The terraces generally have a low defect density

and are arranged in a bulk terminated (1× 1) structure as determined by STM. The

terrace widths generally are between 50 Å and 300 Å [49].

A LEED I − V analysis was performed on a UHV cleaved CoO(100) surface and

the surface looked like a termination of the bulk [50]. Sample charging limited the

incident electron energy that could be used to above 170 eV, thereby restricting the

data base and hence the accuracy of the determination. The surface atomic plane was

found to be at the ideal bulk location to within ±3% of the interlayer spacing [50].

The bulk termination result was also confirmed by Helium Atom Scattering (HAS).

A step height h of 2.15(±0.05) Å was evaluated, in good agreement with the ideal

bulk layer spacing of 2.13 Å [51].

The same type of experimental and LEED I −V analysis was performed on UHV

cleaved NiO(100), MgO(100) and CaO(100) surfaces, which all have rocksalt structure

(100) surfaces. The conclusions are similar to those for CoO(100). Within ±5%

rumpling of the surface plane occurs on a scale detectable by LEED analysis, and

the outermost plane of ions is relaxed inward within 3% of the interlayer spacing.
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Fig. 2.8: (a) Schematic representation of unreconstructed CoO(111) surface. (b) Side view.

These conclusions are supported by shell model calculations of the surface structure.

The atomically flat character of CoO(100), CaO(100), MgO(100) and NiO(100) is

somewhat surprising in view of the variations in ionicity and cation polarisability

between these materials. It is conceivable, that they may have in common an enhanced

covalency of the surface O ions, which leads to a very similar ionic arrangement for

these surfaces as discussed by Prutton et al. [52].

Concerning the electronic structure of the CoO surface, the theoretical description

is still a matter of discussion mainly due to the importance of the correlation of the

cobalt 3d electrons. Another difficulty is the mixing of cobalt and oxygen states in

the valence band region. In both of the theoretical approaches (local density approx-

imation band structure calculations and ab initio cluster calculations) it is difficult

to take all of these aspects into account appropriately. Previous experimental inves-

tigations of the electronic structure of CoO were mainly performed on single crystal

CoO surfaces by means of photoemission [53, 54]. Recently, we have prepared or-

dered thin films of CoO by evaporating cobalt in an O2 atmosphere on to a heated

(500 K) Ag(100) substrate. The geometric and electronic structures of the films were

characterized by means of AED and ARUPS, respectively. The experimental AED

results were compared with simulated data, which showed that the film grows in (100)

orientation on the Ag(100) substrate. ARUPS investigations confirmed the chemical

identity of CoO and the bulk like electronic structure of the film [55].

CoO(111) surface. Fig. 2.8 schematically shows the (111) surface of CoO. This

surface is not a natural cleavage plane of CoO with rocksalt structure. It is shown

idealistically, as no reconstruction or surface charge reduction to stabilize the surface

has been taken into account here. The surface atoms are threefold coordinated. A

crystal cut along (111) presents alternating layers of Co2+ and O2− composition,

which are equidistant (R2 = R1). In an ionic picture, the two-dimensional unit cell

bears a charge of ±2, so a reduction of charge by a factor of 2 is required in the

outer layers, according to equation (2.1). When charge compensation is provided by
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changes in stoichiometry, simple electrostatic arguments suggest two stable surface

configurations. One is obtained by removing every other atom in the outermost layer,

which yields a missing-row surface structure with a p(2 × 1) reconstructed unit cell.

This configuration may be thought of as a stacking of non-dipolar Co/2O/Co repeat

units, with zero inter-unit distance. The second stable surface configuration, called

the octopolar p(2 × 2) reconstruction, is obtained by removing 75% of the atoms in

the outermost layer and 25% in the layer beneath, in a way which produces (100)

nano-facets [28].

The NiO(111) surface, which is chemically quite similar to CoO(111) surface, is

relative intensively studied in literature. Single crystal NiO(111) surfaces [56, 57]

as well as thin NiO(111) films grown on various substrates such as Ni(100) [58],

Ni(111) [25,26], and Au(111) [59,60] have been studied. No reconstruction was found

for NiO(111)/Ni(100). LEED I − V analysis has suggested that the terminal layer

is made of oxygen atoms and is strongly relaxed inwards (14.8%) [58]. All other

NiO(111) surfaces considered present p(2× 2) LEED patterns, usually attributed to

the octopolar reconstruction. This finding was independent of whether the films were

grown by oxidation of a Ni(111) surface or on Au(111). The lattice mismatch between

NiO(111) and Au(111) is smaller than with Ni(111), and the films are of better quality.

STM experiments furthermore suggested that the surface is terminated by a single

type of atoms, due to the presence of steps of a single unit cell height [59,60].

Grazing Incidence X-ray Diffraction (GIXD) experiments have been performed

on single crystal NiO(111) samples [57]. For air annealed samples, the structural

refinement indicates that the p(2 × 2) surface is terminated by Ni atoms, as pre-

dicted by molecular dynamics simulations of the surface [61]. In contrast, as shown

recently, both metastable O and thermodynamically stable Ni terminations may co-

exist, separated by single steps, on NiO(111)/Au(111) films 5 ML thick [62]. After

in situ annealing and oxidation, however, the p(2× 2) single crystal surface is better

described as a Ni3O4 inverse spinel structure.

The p(2 × 2) surface reconstruction of NiO(111)/Ni(111) disappears in the pres-

ence of water [26]. This effect was attributed to the stabilizing presence of hydroxyl

groups adsorbed on the outer layers, which provides exact charge compensation. A

reversible transition between the reconstructed and the non-reconstructed surfaces

was evidenced [25]. These results support the idea that the polar orientation of NiO

is more reactive than the (001) cleavage face. However, on NiO(111)/Au(111) sur-

faces, no reconstruction takes place when the film is exposed to a water atmosphere.

Recent attempts to decompose water on a single crystal NiO(111) surface also failed

and suggest that water decomposition only takes place on defective surfaces [62].

Several studies on CoO(111) surfaces have been published. An early dynamical

LEED analysis of a single crystal CoO(111) surface interprets the experiment in terms

of the bulk structure with a terminating O plane [63]. While the reasons for the

existence of the (111) films have been discussed controversially, this surface must
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be stabilized by a more complex defect structure or by the thinness of the oxide

layer. This interpretation has been criticized by Prutton and Welton-Cook. Their

explanation lies in the reduction of the dipolar electric field due to the image charge

induced in the metal substrate [52, 63]. Thin cobalt oxide films have been obtained

through oxygen chemisorption on Co(0001) and heating. Epitaxial CoO(111) layers

have been produced. However, beyond some critical temperature and at high oxygen

exposures, Co3O4(111) layers are formed [64]. The same sequence occurs when a Pt

alloy containing about 20% of cobalt is oxidized [65].

Recently, ultrathin CoO(111) films have been synthesized either by oxidation of

Co(0001) [66, 67] or by deposition and oxidation of metallic atoms on Au(111) sub-

strates [68, 69]. The CoO surface displays a (1× 1) LEED diagram, probably due to

the presence of hydroxyl groups. Attempts to remove them without damaging the

film were not successful. The combined use of High Resolution Electron Energy Loss

Spectroscopy (HREELS) and Near Edge X-ray Absorption Fine Structure (NEXAFS)

to probe NO adsorption on CoO(111) has suggested that the surface is metal termi-

nated, in contrast to NiO(111), which can have O-terminated terraces, a difference

tentatively attributed to the more covalent character of the metal-oxygen bond in

CoO [67].

Co3O4 Surface. As revealed by GIXD experiments, the (111) surface of a CoO

single crystal is covered with an epitaxial Co3O4(111) layer of spinel structure, with

the epitaxial relationships Co3O4(111)‖CoO(111) and Co3O4(100)‖CoO(100). Air

annealing of the surface, as well as UHV annealing and Ar+ bombardment, lead to

the creation of metallic Co islands but cannot restore the CoO stoichiometry [70].

Valence-band photoemission studies have been performed on a CoO(100) single

crystal as it is slowly oxidized under 1 × 10−4 Torr O2 at 623 K, eventually forming

a Co3O4 epitaxial film. The most significant changes occur in 3d related features,

with the peak located at the top of the valence band sharpening and shifting to

lower binding energies as the spinel oxide forms. Constant initial-state measurements

indicate that Co3O4 contains an admixture from neighboring O 2p to its 3d band, as

observed for CoO and other monoxide charge-transfer insulators. The peak at the top

of the Co3O4 valence band results from the 3d6L final state of the octahedral Co3+

3d band. The Co3+ 3dn−1 satellite is much less intense in Co3O4 than in CoO, as is

observed for the analogous structure in the cobalt 2p core spectra [71].

2.5 Barium Titanate Surfaces

BaTiO3(100) surface. Fig. 2.9 presents an ideal model of the BaTiO3(100) surface.

The surface can exhibit either a BaO or a TiO2 termination, the alternating layers are

equidistant (R1 = R2), and as already mentioned they are not neutral. This surface is

the prototype of what is called ’weakly polar surfaces’ [72]. The electrostatic condition



18 Chapter 2. Metal Oxides Surfaces

[100]

[010]

O Ba Ti

(b)(a)

2
.8

2
5

 AO

2
.8

2
5
 A O

Fig. 2.9: Model of perovskite BaTiO3(100) surface. (a) BaO termination. (b) TiO2

termination. On the BaO surface, the large Ba cations have eight O ligands, compared with
twelve in the bulk. On the TiO2 surface, the smaller Ti cations are five-fold coordinated
with O ions.

for surface stability is σ
′
= σ/2. In practice, any real cleaved surface would consist

of equal areas of terraces having each of the two compositions, separated by steps.

The BaO and TiO2 surfaces may, however, have different surface energies, so surfaces

prepared by ion bombardment cleaning and annealing might have different ratios of

the two types of surfaces. On the BaO surface, the large Ba cations have eight O

ligands, compared to twelve in the bulk. On the TiO2 surface, the smaller Ti cations

are five-fold coordinated with O ions.

Investigations of the BaTiO3(100) surface using STM and LEED revealed (2× 1)

and (
√

5 × √
5)R26.6◦ superstructures [73–75]. Measurements on annealed natural

growth faces showed complex, streaked patterns for annealing temperatures below

1100 K. Annealing at 1123 K produced (1 × 1) patterns characteristic of the bulk,

but when the annealing temperature was increased to 1273 K, a (
√

5 × √5)R26.6◦

structure appeared. Some samples that were treated to give the (1 × 1) pattern

exhibited hysteresis of some of the beam intensities as a function of temperature

between 300 and 923 K, and it was suggested that this might be explained by the

existence of two surface layer geometries, one cubic and one tetragonal, as a function

of temperature [76].

LEED observations have also been made on BaTiO3(100) samples that were bom-

barded with O+ ions and subsequently annealed at 1273 K. Such surfaces showed

good quality (1× 1) patterns. Samples that were bombarded with Ar+ ions and then

annealed at 1273 K exhibited fractional order spots indicating two mutually perpen-

dicular (2×1) LEED patterns [73]. It was found that the BaTiO3 surface was readily

reduced by ion bombardment and that subsequent annealing did not necessarily result

in the restoration of a stoichiometric surface [77].

Based on an investigation of the SrTiO3(100) surface using Reflection High Energy

Electron Diffraction (RHEED) and STM, the superstructures observed were assigned



2.5. Barium Titanate Surfaces 19

O TiBa

[101]

[101]

(a) (b)
5
.6

5
1
 A

O

5
.6

5
1
 A O

Fig. 2.10: The BaTiO3(111) surface consists of alternating BaO3 and Ti layers. The
surface unit cell is 5.65 Å long, which is the distance between neighboring Ba and Ti atoms
on the BaO3 and Ti terminated surfaces. The left (a) exhibits the BaO3 termination, where
each Ba atom is coordinated by six O atoms in the top layer. The right (b) shows the
Ti termination with Ti atoms only. Each Ti atom is coordinated by three O atoms of the
underlying BaO3 layer. Note the close packed structure of the BaO3 terminated surface and
the rather open structure of the Ti terminated one.

to a TiO2 terminated surface [78]. With UPS and STS investigations these super-

structures and corresponding midgap states on both the BaTiO3(100) and the related

SrTiO3(100) surface were attributed to an ordering of Ti3+ ions and O vacancies

complexes [73,75]. These complexes are produced by annealing samples at high tem-

peratures under UHV conditions, which is the usual procedure to obtain conducting

samples, suitable for investigations with charged particles or STM. However, the geo-

metrical arrangement of atoms in these complexes of Ti3+ atoms and O vacancies has

not been determined, yet.

Several ab initio theoretical calculations were performed to study the relaxation of

BaTiO3(100) surfaces [79–81]. In all these works, the TiO2 top layer is slightly more

stable than the BaO one, and a large polarization of ions in the first two layers of the

surface was found. Even if the TiO2 terminated surface is more stable than the BaO

terminated surface, the two types of surfaces could still coexist. This is confirmed

experimentally on SrTiO3(100) surfaces by means of a LEED I − V analysis [23].

BaTiO3(111) Surface. Fig. 2.10 shows a BaTiO3(111) surface with its two bulk-

like terminations. The left (a) is Ba-O terminated, with Ba ions in a surface unit cell

mesh. In the top layer each Ba ion is coordinated by six O ions, which in turn

form bridges between neighboring Ba ions. This structure leads to an O-rich BaO3

composition in the top surface layer and a negatively charged surface. The right (b) is

Ti terminated and consists of Ti ions only, again in a unit cell mesh. This termination

is O-deficient and positively charged. The Ti ions do not bond to other ions of the top

layer, because the distance (5.651 Å) to the next ion (a Ti ion) is too large. Therefore,
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Fig. 2.11: The local density of states of a SrTiO3 slab containing stoichiometric SrO3 and
Ti layers: (a) the Ti-termination projected DOS; (b) the bulk DOS; (c) the SrO3-termination
projected DOS; all DOS have been convoluted with a 0.5 eV wide Gaussian function. Note
the enhanced contribution of the valence DOS on the outer Ti on the Ti termination and
on the sub-surface Ti on the SrO3 termination, and the overall insulating character of the
surface layers (the Fermi level is indicated by an arrow) [82].

they are coordinated only by three O ions of the Ba-O layer below. Both terminations

are polar with equidistant layers (R1 = R2) in their repeat unit, of the Ti-BaO3 type.

The layers formally bear charge densities equal to ±4 per surface unit cell and require

compensating charges equal to ±2. It is to be expected that the excess charge on

either bulk-like terminated surface and the mismatch in stoichiometry of oxygen and

the respective metal lead to high surface energies for both such surface terminations

which makes surface reconstructions very likely. Another striking difference between

the two terminations is that the Ti terminated surface with only one ion per surface

unit cell is more open than the Ba-O terminated one with four ions per unit cell.

BaTiO3(111) and SrTiO3(111) surfaces have been produced and studied. A well

ordered (1 × 1) SrTiO3(111) surface was prepared by Ar+ bombardment and subse-

quent annealing below 1100 ◦C [83, 84], with the top layer being of either SrO3−x or

Ti composition. There is no evidence of surface states in the bulk projected band

gap. In references [83,85], surface atoms with anomalous charge states were detected

by core level spectroscopy. It is a remarkable finding that the SrTiO3(111) surface

does not reconstruct, although one might expect a large enough ’driving force’ for
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reconstructions, since both of the two bulk-like terminated (111) surfaces are polar

and not charge compensated.

The atomic and electronic structures of SrTiO3(111) (1 × 1) surfaces have been

investigated using a total-energy, semi-empirical Hartree-Fock method [82, 86]. Ter-

minations of various stoichiometries, whether compensated or not, exhibit strong

electron redistributions, which suppress the macroscopic component of the dipole

moment (see Fig. 2.11). For stoichiometric non-compensated surfaces (e.g. SrO3

or Ti(111) layers), this is an expected result, but redistributions are also present

on stoichiometry-compensated surfaces (e.g. SrO2 or TiO(111) layers), leading to

an anomalous filling of surface states and anomalous charge states for some surface

atoms. All terminations were found to be insulating, a result attributed to the specific

value ±2 of the compensating charges, which allows the complete filling of one surface

state per unit cell. The average surface energies were found to be rather low, con-

sistent with the possibility of the fabrication of planar (1× 1) SrTiO3(111) surfaces.

The relative stabilities of terminations of different stoichiometries were calculated as a

function of oxygen chemical potential and it was anticipated that non-stoichiometric

reconstructions are not necessarily efficient mechanisms for stabilizing the surface.

On BaTiO3(111) surfaces, we found various superstructures depending on the

preparation procedure. In detail, vacuum annealing resulted in a (
√

3 × √
3)R30◦

superstructure and annealing in oxygen lead to a mixture of (1× 1) and (2× 2) [87].

Subsequent vacuum annealing produced a mixture of (
√

3 × √
3)R30◦ and (2 × 2)

structures. This indicates that conclusions about the SrTiO3(111) surface are not

necessarily valid for the BaTiO3(111) surface: the surface stoichiometry, and hence

the geometrical structure, depends more critically on preparation parameters, like

annealing temperature and oxygen partial pressure, than that of the SrTiO3(111)

surface.
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Chapter 3

Theory of Low Energy Electron

Diffraction

Low Energy Electron Diffraction (LEED) is one of the first and one of the most

successful surface science techniques for structure determination ever invented. For

more than 50 years it has been the dominant method to study the structure and

morphology of two dimensional plane surfaces. From its invention in 1927 by Davison

and Germer [88] until today a vast variety of very different techniques and extremely

sophisticated applications have been developed.

For the structure analysis of atomic positions in the surface unit cell, LEED I− V

analysis has been developed with an accuracy of less than a few hundreds Å. Fur-

thermore, the determination of complex surface structures has been automated [89].

Besides the intensities of the diffraction spots also the profile and position contain

important information about the surface morphology, which can be analyzed by Spot

Profile Analysis LEED (SPA-LEED) [90]. In the following, both the kinematic and

dynamic theory of LEED will briefly be described since the SPA-LEED analysis is

based on the kinematic theory whereas the tensor LEED analysis based on the dy-

namic theory and both will be used in this thesis.

3.1 Kinematic LEED Theory

The diffraction from surfaces may be described as a sum of electron wave functions

scattered from the initial wave vector ~ki of the incoming electron to the final wave

vector ~kf by all surface atoms at positions ~r(~n)

Ψ( ~K,~ki) =
∑
n

f(~n, ~K,~ki)e
i ~K~r(~n) (3.1)

where ~K = ~ki−~kf is the scattering vector and f(~n, ~K,~ki) the structure factor, which

depends both on the initial ~ki and final electron wave vector ~kf . The structure factor

combines the electron waves coming from the surface atom at ~r(~n) and all underlying

atoms in the column perpendicular to the surface.
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The diffraction phenomena with the diffraction spot intensity

I( ~K,~ki) = |Ψ( ~K,~ki)|2 =
∑
n,m

f(~n, ~K,~ki)f
∗(~m, ~K,~ki)e

i ~K(~r(~n)−~r(~m)) (3.2)

are mainly determined by the scattering cross section, i.e. the values of the structure

factor f(~n, ~K,~ki).

The infinite periodicity parallel to the surface results in extremely well defined

reciprocal lattice vectors ~K‖. On the contrary, in the direction perpendicular to the

surface, electrons in a LEED experiment are elastically scattered within a depth of

only a few atomic layers due to strong electron-electron interactions. The lack of

a well defined periodicity perpendicular to the surface relaxes the selection rule for
~K⊥, almost any value of ~K⊥ is possible. Therefore the reciprocal lattice in a LEED

experiment is well described by a periodic arrangement of lattice rods.

The finite penetration depth of the electrons together with the dominating multiple

scattering effects influences the intensity via the structure factor f(~n, ~K,~ki) as a

function of the initial ~ki and the final scattering vector ~kf .

Dynamic LEED theory is necessary to describe the dependence between the geo-

metric atomic structure in the unit cell and the intensities I( ~K, ~ki) of the diffraction

spots as a function of electron energy and incidence angle. This whole field of atomic

structure determination by LEED I−V analysis for smooth and homogeneous surface

will be described in section 3.2.

For simplicity reasons the kinematic approximation is used for the spot profile

analysis of rough or stepped surfaces. Pendry et al. [91] have discussed multiple

scattering effects of disordered surfaces. However, up to now, it is still too complicated

to consider different structure factors f(~n, ~K,~ki) for the diffraction from disordered

step edges of rough surfaces.

All structure factors are replaced by their spatial average (3.3)

f = f( ~K,~ki) =< f(~n, ~K,~ki) >n (3.3)

independent on the site of a particular unit cell and the arrangement of the neighboring

unit cells. This approximation is strictly valid for a smooth and flat surface. However,

small deviations may be expected at crystal positions without translational symmetry,

i.e. at step edges. Considering the unit cell columns just at the step edge, it becomes

clear that the surrounding atomic configurations are different as shown in Fig. 3.1.

Electrons scattered directly from below and above the step edge undergo different

structure factors. Due to the very limited electron penetration depth of less than

5 Å only such a small band around a step edge may show up a different structure

factor. Electrons scattered from unit cells further away than 5 Å from the step edge

are simply insensitive to it and exhibit all the same structure factor f . Therefore, this

approximation is the better, the larger the separation between steps. With decreasing
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Fig. 3.1: At a step edge the structure factor f deviates from its average value. fu and fd

may show different scattering amplitudes and scattering phases.

step density also the areas with a different structure factor decrease and consequently

their influence on the spot profile.

The intensity splits up

I( ~K,~ki) = F ( ~K,~ki)G( ~K) (3.4)

into the dynamical form factor, which depends on the initial and final wave vector

F ( ~K,~ki) = |f( ~K,~ki)|2 (3.5)

and the well known lattice factor, which is only determined by the surface morphology

and the scattering vector ~K

G( ~K) = |∑
n

ei ~K~r(~n)|2 (3.6)

The lattice factor G( ~K) does not modify the integral intensity of the spots, it influ-

ences the intensity distribution in reciprocal space. A perfectly smooth, flat surface

shows up with perfectly sharp diffraction spots, which are only instrumentally broad-

ened. However, any deviation from a perfect translational symmetry such as a step

edge or an island results in a redistribution of intensity from the sharp fundamental

diffraction spots into diffuse intensity between the LEED spots [92, 93]. For a rough

surface spot broadening is observed, for a regular step train spot splitting, and for

facets new fundamental spots [94].

The total intensity of the diffuse and peaked part of a particular spot i, j is con-

served and normalized to 1 by the number N of surface unit cells and is independent

on the surface morphology and independent on K⊥:
∫

Bz
d ~K‖Gij( ~K) = 1 (3.7)
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This is of very special importance for the spot profile analysis and is essential for

the practical data evaluation. The lattice factor Gij( ~K) is obtained from the intensity

Iij( ~K) of LEED spot i, j. The absolute value of the spot intensity is not evaluated,

only the variation of the spot profile with ~K. The lattice factor Gij( ~K) is obtained by

normalization of the experimentally measured intensity profile Iij( ~K) with the total

integral intensity of the spot i, j

Ii,j( ~K)
∫

d ~K‖Iij(K‖)
=

F ( ~K,~ki)G( ~K)
∫
Bz d ~K‖F ( ~K,~ki)G( ~K)

∼= F ( ~K,~ki)G( ~K)

F̄i,j(~ki)
∫
Bz d ~K‖G( ~K)

(3.8)

=
F ( ~K,~ki)G( ~K)

F̄i,j(~ki)
∼= G( ~K) (3.9)

This intensity profile is also modulated by the dependence of the dynamic form factor

F ( ~K,~ki) on the electron energy E, the angle of incidence ϕ of the electron beam and

the scattering vector ~K. Recording a spot profile usually only the scattering vector ~K

is varied. For the analysis it is usually assumed that the variation of F ( ~K,~ki) with ~K

is much smoother than that of the lattice factor Gi,j( ~K), i.e. that F ( ~K,~ki) = F̄i,j(~ki)

is constant with respect to ~K around the spot i, j in reciprocal space, where diffuse

intensity is observed.

This approximation is the better, the larger the observed morphological features

are, because the diffuse intensity will be confined to a smaller region around the

spot i, j. The kinematic approximation works best for large morphological struc-

tures. However, the observation of such large structures requires a high resolution

instrument.

Of special importance are conditions, when the structure factor equals zero: the

different scattering amplitudes from atoms of the unit cell annihilate each other (com-

plete destructive interference). Small changes of the initial or final wave vector will

immediately disturb the cancellation: intensity is observed and may strongly vary by

orders of magnitude for small variations of the scattering vector ~K. This effect does

not happen for strong intensity conditions, when the scattering amplitudes of most

atoms of the unit cell interfere constructively. Changes of the energy and scattering

vector will also affect this situation and may also modify the intensity. However,

the relative changes of the structure factor with ~K or ~ki will be small, and will only

become large, if the structure factor varies strongly or is close to zero.

The lattice factor could also be expressed by the absolute square of the two di-

mensional Fourier transform

G( ~K) =
1

2π
|∑

n

eiaK‖~nϕ(K⊥, ~n)|2 (3.10)

of the surface phase function

ϕ(K⊥, ~n) = eidK⊥h(~n) (3.11)
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This equation highlights the maximum obtainable morphological information: The

surface height function h(~n) is in principal not accessible, only its projection on the

unit circle of complex numbers could be determined. Due to the modulo properties

of the complex exponential with 2π this causes some ambiguous results, if the spot

profile is determined only for a single value of K⊥. For an unambiguous determination

of the surface morphology h(~n) the lattice factor G( ~K) must be known for different

values of K⊥.

The scattering phase S replaces the vertical scattering vector as dimensionless

value (independent on the particular material)

S = K⊥/2π (3.12)

ϕ(S,~n) = ei2πSh(~n) (3.13)

The scattering phase S describes the phase difference in numbers of the electron wave-

length λ, when electrons are scattered from adjacent terraces with a height difference

of one atomic step d.

λ = (h2/2meeE)−1/2 (3.14)

Electrons interfere constructively for integer S, i.e. the Bragg or ”in-phase” condition

of scattering. For this conditions they are not sensitive to any surface roughness.

Therefore, a sharp LEED spot is expected for electrons with an energy corresponding

to a Bragg condition.

For the ”out-of-phase” or anti-Bragg condition the electrons interfere destructively

and are most sensitive to surface roughness. The electrons are not annihilated from

the sharp LEED spot, but redistributed into a diffuse part surrounding the sharp

spot. The shape or profile of such a broadened spot is determined by the lattice

factor G( ~K).

For the (00) spot, i.e. ~K‖ = 0, and an arbitrary incidence angle the scattering

phase S depends as follows on the electron wavelength

S = 2d cos(ϑ)/λ (3.15)

or electron energy

S = 2d cos(ϑ)
√

E(eV )/150.4 (3.16)

Though the electrons gain energy during the scattering process due to the inner

potential V0. of the crystal, the interference conditions described by the scattering

phase S are not affected. Each electron undergoes the same constant phase shift due

to the inner potential.

Therefore, the accurate and absolute determination of vertical layer distances is

possible for a rough surface via the position of the ”in-phase” conditions, i.e. the

three dimensional Bragg conditions [94].
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Fig. 3.2: Hierarchy of dynamical LEED intensity evaluation. [95].

3.2 Dynamic LEED Theory

Standard Dynamic Intensity Calculation. As mentioned above, dynamic LEED

theory is necessary for the determination of atomic structures. The computation of

diffraction intensities must consider multiple scattering due to the large cross section

for electron-atom scattering. Though the total of scattering events is complex the

calculations can he organized in a clear way by following the hierarchical scheme

as displayed in Fig. 3.2: First, the scattering of the electrons by a single atom is

calculated. Then the atoms are arranged to form an atomic layer for which layer

diffraction matrices are computed. Finally, the layers are stacked to a crystal to yield

the total reflection matrix of the surface.

The single atom scattering results from solving the Schrödinger equation assuming

an atomic potential of spherical symmetry and finite spatial extension. The radius of

the sphere is usually defined so that neighboring spheres touch each other. Electron

orbitals extending over the sphere are redistributed inside the sphere. In the area

between atomic spheres the potential is kept constant described by the real part of

the inner potential V0r. It adds to the electron energy when the electron enters the

solid, so its total kinetic energy within the surface is Ei = E + V0r. For an atomic

layer the potential looks like an arrangement of a muffin tin, from which the expression

muffin-tin potential arises. Of course, the spherical symmetry of the atomic scattering

potential is an approximation only, as the atom is embedded in an arrangement of

non-spherical symmetry. However, this approximation works well for LEED energies,

because they are so much above the Fermi energy that scattering is dominated by

the spherically symmetric inner electron shells and the nucleus of the atom. Due to

the spherical symmetry the scattering is best described in the angular momentum
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presentation resulting in a set of phaseshifts δl with l cut off at a certain maximum

value lmax. For higher values of l the phaseshifts are assumed to be negligible, thus

lmax ≈ kR (3.17)

with R the radius of the atomic sphere is usually a good approximation. By solving

the Schrödinger equation, the phaseshifts fully describe the multiple scattering within

the atom.

The scattering within an atomic layer is also described in the angular momentum

presentation. Scattered spherical waves outgoing from a certain atom are expanded to

spherical waves with respect to the atomic position of a neighboring atom in order to

account for multiple scattering. As this neighbor may scatter back to the original atom

a self-consistent solution of the total sum of the scattering processes is required. This is

equivalent to the inversion of a matrix whose dimension scales with l2max. Calculation

and inversion of this matrix usually requires the major part of the computing time.

For the total diffraction from a layer of atoms a representation in momentum space is

appropriate because of translational symmetry. Therefore, the sum over all dynamical

atomic scattering amplitudes is developed in a set of plane waves with surface parallel

momenta ( ~ki‖ + ~g) producing layer diffraction amplitudes M±±
gg′ where the ± signs

indicate the direction of incoming and outgoing plane waves. Eventually, the matrices

M±±
gg′ are used to stack the layers in order to produce the full surface diffraction.

Multiple diffraction between layers has to be accounted for, which again leads to the

inversion of a matrix. It is sufficient, to couple neighboring layers step by step so that

by each matrix inversion the number of layers can be doubled (layer doubling scheme).

The dimension of the matrix is determined by the number of propagating plane waves,

for which a natural cut-off is the Ewald sphere, so that |~g| < k results. However,

as attenuated waves also couple between neighboring layers, more beams have to be

considered. When the layer spacings are well above about 1 Å one can avoid the matrix

inversion and profit from the fact that forward diffraction of a layer (described by M++
gg′

or M−−
gg′ ) normally dominates over back diffraction (described by M+−

gg′ or M−+
gg′ ). The

corresponding approximative procedure is known as Renormalized Forward Scattering

(RFS) [96].

While travelling within a solid an electron undergoes inelastic processes dominated

by plasmon excitation by which it disappears from the elastic channel. This can be

described by the imaginary part of the inner potential, the so called optical potential

V0i, which is of the order of 4-5 eV at 100 eV and is slightly energy dependent (V0i ∝
E1/3 is usually a good approximation [97]). So, the total inner potential is complex

V0 = V0r + iV0i (3.18)

This with
1

2
k2 = E + V0 (3.19)
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results in an imaginary part of the wavenumber,

ki ≈ V0i/kr (3.20)

with

kr ≈ (2E + 2V0r)
1/2 (3.21)

for V0i ¿ (E + V0r). Consequently, spherical and plane waves described by exp(ikr)

and exp(i~k · ~r), respectively, are attenuated whilst travelling. Quasielastic scattering

by phonons also removes electrons from the coherent elastic channel. This can be

described by a Debye-Waller factor, which reduces the atomic scattering factor for a

finite temperature to

t(E, T ) = t(E, 0) exp(−1

2
∆k2 < u2 >) (3.22)

with ∆k the modulus of the electron’s momentum transfer and

< (u(T ))2 >=< u2 > (3.23)

the mean square atomic displacement due to atomic vibrations at temperature T .

The simple relation between t and δl

t(E, T ) = (k)−1
∑

l

(2l + 1) sin δl exp(iδl)Pl(cos ϑ) (3.24)

with ϑ the scattering angle, allows simulation of the Debye-Waller factor by complex

phaseshifts δl(T ). This is a simple way to consider thermal vibrations also for multiple

scattering processes, although this description is not fully exact.

Reliability Factor. In order to measure the agreement between curves quan-

titatively, so called reliability factors (R-factors) are widely used today. Due to the

complex structure of the spectra, different concepts for the construction have been

followed in the past leading to a variety of different R-factors [88]. Today, the relative

mean square deviations of intensities (R2) or the Pendry R-factor (RP ) are mostly

used. In both cases the summation is over all intensities Ig(Ei) taken for different

beams g and at different energies Ei. So R2 simply results by

R2 =
∑

i,g

(cIcal − Iexp)
2/

∑

i,g

(Iexp)
2 (3.25)

where c is the average normalization constant between experimental and calculated

spectra. The Pendry R-factor [98] is more sophisticated and follows the idea that

maxima and minima in the spectra are the important features. Their positions come

by constructive or destructive interference, which depends both on the electron wave-

length and the pathlength difference between different interfering diffraction processes.

Therefore, emphasis is on the positions of maxima and minima rather than on the
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absolute height of intensities. So, instead of the intensities their logarithmic derivative

with respect to energy is used

L = (∂I/∂E)/I (3.26)

As for small intensities this is very sensitive to experimental errors, the bounded

function

Y = L/[1 + (LV0i)
2] (3.27)

is used instead of L. The Pendry R-factor then simply results as the mean square

deviations of Y functions rather than of the intensities as in the case of R2. i.e.

RP =
∑

i,g

(Ycal − Yexp)
2/

∑

i,g

(Y 2
cal + Y 2

exp) (3.28)

Ideal agreement corresponds to RP = 0, uncorrelated spectra yield RP = 1 and

anticorrelated curves produce RP = 2. The variance of the Pendry R-factor

var(RP ) = RP,min(8V0i/∆E)1/2 (3.29)

with ∆E the energy width of the total data base, allows estimation of the error limits

for the model parameters determined [98].

Tensor LEED Approximation. As described above the theory of dynamical

low energy electron diffraction has been well developed since the 1970s. It allows the

reliable calculation of intensities for structures in principle of any complexity. How-

ever, though for clean and low index surfaces the calculation can even be performed

on a minicomputer, the necessary computer efforts grow considerably with increasing

complexity. They scale, depending on the approximations used, with n2−n3 where n

is the number of atoms in the unit cell. Though the calculations could be speeded up

by the use of symmetry adapted functions in angular momentum expansion [99, 100]

this remained fatal for the retrieval of the correct values of structural parameters

when a scan of the parameter space is used to find the best theory-experiment fit

in a trial-and-error procedure. This is because the number of trial structures grows

exponentially with the dimensionality of the parameter space, i.e. the complexity of

the structure.

Therefore, the strategy to solve complex structures by LEED must be twofold. On

one hand the computer efforts to calculate the intensities for a certain structure have

to be reduced. On the other hand, the scan of the parameter space has to be given

up in favor of directed search procedures or direct methods. In fact, both strategies

were followed during the last decade. The substantial reduction of computer time for

the intensity calculation was made possible by the introduction of the perturbation

method tensor LEED.

Of course, any reduction of computer time for the calculation of intensities of a

trial structure must use certain approximations instead of applying the full dynamical

theory. In the latter approximations are also used, which, however, can be iterated
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Fig. 3.3: Scattering of a plane wave by an atom into a spherical wave centered at the
atom’s origin (left) and by a displaced atom (right) with the scattering expressed in terms
of spherical waves centered at the original position. [102].

to yield accuracy. Such approximations have been tried since the early days of LEED

calculations [88]. All of them consider only a subset of the total of the multiple

scattering processes, which is, of course, at the cost of accuracy. Nevertheless, these

approximate schemes proved to be useful in a number of cases. However, they were

made largely superfluous with the development of the powerful tensor LEED method.

The underlying theory was developed by the London Imperial College group. It

marks the most important progress in LEED theory made during the 1980s [91,101].

Its essentials are presented below.

Assume that a full dynamical calculation has been carried out for a certain struc-

ture, i.e. a reference structure, and that the electron wave field |Ψ(k‖) > inside the

surface has resulted according to an incident electron beam with surface parallel mo-

mentum k‖. Now some atoms at positions ~rj with scattering t-matrix tj are displaced

by δ~rj to form a certain trial structure. If the atomic scattering of the displaced atom

is still to be described by a t-matrix t
′
j located at its former position ~rj one has to

modify the old matrix according to

t
′
j = tj + δtj(δ~rj) (3.30)

the new matrix t
′
j can no longer be diagonal because, as illustrated in Fig. 3.3, the

displacement introduces a non-spherical distortion of the scattering potential. In

angular momentum basis using the abbreviation L = (l, m) the change of the matrix

can be calculated by

δtjLL′ =
∑

L′′
GLL′′ (δ~rj)tL′′GL′′L′ (−δ~rj)− tjlδll′ (3.31)

whereby G represents the spherical wave propagator, which converts a spherical wave

centered at ~rj to a set of spherical waves centered at ~rj+δ~rj. The atomic displacements
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cause a change of the diffraction amplitude, which for the final direction with parallel

momentum kf‖ can be calculated by first order perturbation

δA =
∑

j

< Ψ(kf‖)|δtj|Ψ(k‖) > (3.32)

In angular representation this can be expressed by

δA =
∑

j

∑

LL
′
TjLL′δtjLL′ (3.33)

which eventually allows the calculation of the intensity of the new trial structure by

I = |A0 + δA|2 (3.34)

with I0 = |A0|2 the intensity of the reference structure. The quantity T is a tensor

in angular momentum representation and this explains the name tensor LEED or,

more precisely, as geometrical displacements cause the t-matrix changes, geometrical

tensor LEED. The tensor depends only on the reference structure and this mirrors the

main advantage of the method: Once the tensor has been computed the intensity of

any trial structure results very quickly using equations (3.31)-(3.34). This is similar

to a kinematic description of diffraction: in equation (3.33) the tensor represents the

form factor and the δt stand for the structure factor. In fact, scattering processes

involving more than one δt, i.e. multiple scattering at changes of potentials, are

neglected in tensor LEED. In other words, the change of scattering due to the atomic

displacements is calculated kinematically.

Limitations of tensor LEED must exist with respect to the amount of δ~rj, by

which atoms can be displaced. Unfortunately, because of the complexity of multiple

scattering, no strict rules can be derived, though tensor LEED is exact in the kinematic

limit of diffraction. Experience tells that for displacements up to 0.2-0.5 Å tensor

LEED works well. This limit and the accuracy reached depend largely on the extent

of multiple scattering correlations of displaced atoms. In turn, this depends on the

scattering strengths of the atoms, the number of atoms displaced, the direction of

displacement and the electron energy. Consequently, tensor LEED retrieve the correct

structural data if the corresponding atomic displacements are not too large.

We have the impression that displacements of up to only a few tenths of an

Angstrom are not very helpful to scan a substantial part of the parameter space.

In fact it is true, that a good initial guess, i.e. the reference structure chosen being

near the true structure, is always of great advantage. If the perturbation of a chosen

reference fails to produce a satisfying fit to the experiment, one must try a new model

and start a new reference calculation. This procedure is advisable anyway, in order

to avoid landing in a local minimum of the R-factor and is applied in demanding

structure determinations.
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Once the reference structure calculation has been carried out, tensor LEED is

extremely fast to compute the intensities for neighboring structures. If there are

n atoms per unit cell, the CPU time to calculate any new structure simply scales

with n, rather than with n2 − n3 in the full dynamical procedure. If only a small

number of structures has to be calculated the overhead burden to perform the reference

calculation might favor the full dynamical calculation. However, as soon as a large

number of trial structures has to be checked, as is usually the case, dependent on the

complexity of the structure tensor LEED is faster by orders of magnitude [103].

Automatic Structure Search. After the measurement the calculation of inten-

sity spectra for a certain model is only the second step of the structural analysis. A

task of substantial difficulty is still left, namely to find the correct model. This always

starts with finding a reasonable model on the basis of some pre-knowledge about the

surface under consideration. So, one generally knows the crystallographic face and

the elemental composition of the substrate. In most cases the latter is also known

for the adsorbate or it can be deduced from independent Auger measurements and/or

from thermal desorption spectroscopy. Vibrational loss spectroscopy can be used to

provide information about the orientation and bonding of molecules, and images ob-

tained by the tunnelling microscope may even suggest a single atomic model or rule

out models, which would be possible in principle. Last, but not least, experience from

structure determination of related surface systems can be of great help, too.

Once a reasonable and promising model is established, the parameters of this

model need to be adjusted. There are several ways for this procedure, which are

based on a trial-and-error procedure, whereby scanning the parameter space is the

most basic procedure. When a large number of parameters on a dense grid has to

be scanned, the necessary computational efforts grow dramatically and an automated

search to find the best fit structure is needed, i.e. a numerical procedure, which

by built-in criteria finds the minimum of the R-factor automatically by a directed

search. A number of such procedures were developed in recent years differing in

requirements, strategies and efficiency, where experience from x-ray crystallography

was very helpful [89]. Requirements can differ by the need to use derivatives of

the R-factor with respect to parameters rather than only the intensities themselves.

Derivatives in most cases are calculated numerically and so suffer from experimental

noise and approximations used for the calculation of intensities [102]. Strategies differ

by the numerical method to find the R-factor minimum and by the type of R-factor

used.

The use of automated search procedures was frequently proposed [88] but first

realized by the York group applying a form of steepest descent [105]. Starting with

a certain reference structure the behavior of the R-factor in the surrounding part of

the parameter space is explored to find the direction in which the R-factor decreases

most and this procedure is iterated. Soon after, and in parallel, different other groups

developed procedures of their own. The Munich and Berlin groups [106] use a non-
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Fig. 3.4: Flowchart for the R-factor optimization using tensor LEED [104].

linear least-squares fit procedure whereby the expansion method is combined with the

method of steepest descent [107].

Though the number of trial structures is dramatically reduced with the automated

search mentioned above, there is a clear drawback. When the parameters are varied

systematically in a grid search, one can make multiple use of costly energy-dependent

quantities, such as, e.g., layer diffraction amplitudes, before this quantity is calcu-

lated for the next energy. This advantage has to be given up in the automated search

because for a new set of parameters the data at all energies are needed for the com-

parison to experiment and for the decision, where to move next in parameter space.

A way out of this situation is the use of tensor LEED together with a directed search

as was accomplished by the Berkeley group [89,104] and is displayed by the flowchart

given in Fig. 3.4. For a certain reference structure, which is chosen in a promising

area of the parameter space, the tensor is calculated and stored for each energy and

beam needed as well as for each atom to be displaced from the reference position.

The intensities for a trial structure are calculated and compared to experiment by the

Pendry R-factor. A steepest descent method is used to reach the next trial structure

point in parameter space. For this the Rosenbrook algorithm is used, which does

without derivatives. The procedure described is iterated until an R-factor minimum

is reached. If on the way to the minimum the validity range of tensor LEED is left, a

new reference calculation becomes necessary. Also, as the minimum eventually found
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need not to be the global minimum, it is recommended to repeat the entire search pro-

cedure starting with different reference structures well separated in parameter space.

The deepest minimum found is believed to correspond to the correct model as long

as the R-factor level reached is satisfactory.

One can never be sure, that the best fit model found corresponds to the global best

fit. This is an intrinsic feature, because there is no mathematical criterion, whether a

minimum is local or global. Even with a grid search one can land in a local minimum,

if the span of the parameter space chosen was too small. Efforts to get around this

problem, e.g., by application of a simulated annealing procedure [108], which allows

large random jumps in parameter space, have only started. It should be emphasized,

that none of the automated search procedures described or in sight is push-button safe.

In spite of their high degree of automation, they need the investigator’s experience

with respect to the selection of the parameter space and proper starting points as well

as to the critical judgment of intermediate and final results.



Chapter 4

Experimental

4.1 Experimental Equipment

4.1.1 UHV System A

The sample preparation and measurement of LEED spot-profiles were performed in an

Ultra High Vacuum (UHV) chamber with a SPA-LEED system, a room temperature

STM system and some additional facilities (ion sputtering gun and sample heating)

for sample preparation.

The chamber is pumped by a turbo molecular pump TPU 510 (Balzers), which

was connected to a rotary pump 10 BHV (Leybold). In addition, a Ti sublimation

pump ST 22 (Vacuum Generator) and an ion pump IZ 270 (Leybold) were installed.

The base pressure in the chamber was below 1 × 10−10 mbar. A Bayard-Alpert ion-

ization gauge (hot cathode) was used to permanently supervise the pressure of the

chamber. The composition of the background gas in the chamber was analyzed using

a quadrupole mass spectrometer.

For sample preparation, the following components were used in the UHV chamber.

Sample Cleaning. An Ar+ ion sputtering gun IQE 11/35 (Specs) was used in the

chamber with kinetic energies up to 5 keV and an emission current of approximately

10 mA. Typical emission currents between 3 to 10 µA were choosen in practice with

the kinetic energies in the range from 600 eV to 1 keV.

Sample Heating. The sample was heated indirectly by a W-filament, kept in

a distance of approximately 2 mm from the backside of the sample. 2.8 A filament

current corresponds to a temperature of 320 ◦C. More than 1000 ◦C can be achieved,

when increasing the filament current.

Co Evaporator. The Co evaporator is a self-made conventional Knudsen cell

(K-cell) with an Al2O3 crucible used for evaporating the Co [109].

Gas Inlet System. The gas inlet system used for the oxygen, which is needed to

prepare oxide films, was evacuated by a separate smaller, air-cooled turbopump TPU

062 (Balzers).
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4.1.2 SPA-LEED System

The SPA-LEED system is a commercial Omicron optics, similar to the one Henzler

et al. developed in 1986 [110].

Principal Elements. Fig. 4.1 shows the principal elements of the SPA-LEED

system. The system has a glass phosphor screen, which is observed from the back side.

The screen gives a quickly available overview of the reflex pattern. Due to the large

distance between the crystal and the screen the spatial resolution is higher than with a

normal optics, so that more details can be recognized. On the other hand, the visible

area of the reflex pattern is smaller. Behind holes in the screen the electron gun and

the channeltron are mounted. In the main mode the intensity at a given position of the

pattern is detected by the channeltron. Using two sets of electrostatic deflection plates

the whole diffraction pattern is scanned over the channeltron aperture. A crystal lens

focuses the electron source with an imaging ratio of 1 : 1 onto the channeltron aperture

of 0.1 mm diameter.

Electrostatic Deflection. The main concept of the system is to handle the re-

flex scanning with electrostatic deflection. No mechanical movement of the sample

or of the detector is needed during scanning, which would reduce accuracy and speed

considerably. Without voltages applied, the direct beam is reflected into the chan-

neltron aperture for a crystal with its surface inclined by 4◦ relative to the axis of

the system. The mechanical construction determines the angle between the incoming

beam ~ki and the outgoing beam ~kf . For electrostatic scanning the opposite deflection

plates are supplied with equal voltages of contrary polarity. The ratio of voltages

between the screen plates and the crystal plates is choosen close to -1 so that the

position of the primary beam does not shift on the crystal. The angle between ~ki and
~kf remains constant during scanning. Therefore, the absolute value of the scattering

vector ~K = |~ki − ~kf | stays constant, only its orientation with respect to the surface

varies during scanning. Therefore, a modified Ewald-construction with the center of

the sphere at 000 as shown in Fig. 4.2 for the Si(111) surface has to be used. Here,

the scattering vector ~K is the radius of the sphere instead of the incidental vector
~ki, in the usual Ewald-construction. Due to the doubled radius the scanning range

in reciprocal space is doubled for a given energy and a given deflection angle of the

beam.

Electron Gun. The electron gun supplies an emission current up to 10−6 A for

the screen display although a fraction of it would be sufficient. If working with the

channeltron a current of 10−10 to 5 × 10−8 A is needed. For that low current the

electron source diameter is less than 0.1 mm down to an electron energy of about

30 eV. The electron gun uses a commercial directly heated tungsten filament with a

tip. For that small diameter special efforts are needed with adjustment and design of

cathode, Wehnelt cylinder and anode region.

Data Acquisition and Control of the Experiment. Voltages may be applied
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Fig. 4.1: . Schematic set-up of the SPA-LEED system.
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Fig. 4.2: . Scattering geometry for the SPA-LEED instrument, the angle between the wave
vectors ~ki and ~kf remains constant at 4◦; the situation is equivalent to a sample rotation
with fixed positions of the detector and the source. [90]
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to the deflection plates under computer control. At a fixed primary electron energy the

count rate of every scan position is recorded. The computer generates one dimensional

line scans or two dimensional area scans. In the case of area scans the intensity can be

presented as contour levels or a surface plot with different magnifications. Dependent

on the scale the area scan gives either an overview of the whole Brillouin zone or

detailed information of one or a few spots only. Mainly for area scans the aspect

of measurement time becomes important. The total measurement time depends on

the total number of channels and for each channel on the desired accuracy. With a

number of 104 channels an area of 100× 100 points may be recorded. Linear scans of

at least 1000 channels are used for accurate measurements throughout the Brillouin

zone to enable reliable quantitative evaluation.

With this instrument the transfer width was increased up to 100 nm, i.e. periodic

structures with a separation up to this length can be resolved. Due to channeltron

detection, the intensity can be measured over a range of six orders of magnitude.

An important information which can be directly extracted from the spot profile is

the average terrace length of a atomically rough surface. In this case, the important

quantity is the Full Width at Half Maximum (FWHM) measured at an ”out-of-phase”

scattering condition. Under the assumption that coherent scattering between different

terraces is negligible, the half width yields the average terrace width Γ = 2π/∆k‖.

4.1.3 UHV System B

The LEED I−V measurement for the structure determination part of this work were

performed in another commercial multi-functional UHV system (Omicron Full Lab)

shown in Fig. 4.3.

The system consists of a preparation chamber, an analysis chamber and a fast entry

lock for sample transfer. The analysis chamber is equipped with an electron analyzer,

a partial yield electron detector, a Mg/Al dual anode X-ray gun, a rare gas UV lamp,

an electron gun, a reverse view LEED system and a combined AFM/STM set-up.

This enables investigations with following methods: Photoemission Spectroscopy with

UV or X-ray excitation (UPS, XPS), Auger Electron Spectroscopy (AES), Scanning

(Auger) Electron Microscopy (SEM, SAM), Low Energy Electron Diffraction (LEED),

Atomic Force Microscopy (AFM) and Scanning Tunneling Microscopy (STM). The

preparation chamber is equipped with an ion sputtering gun for sample cleaning and

a quadrupole mass spectrometer for the analysis of processing gases and the residual

gas in the chamber. The sample can be heated by radiative or electron bombardment

heating of the sample plate. The temperature of the sample is measured using an

optical pyrometer. Base pressures in both chambers are below 5 × 10−11 hPa. XPS

investigations were performed using Al Kα excitation. The reverse view LEED system

can be expanded to a video LEED system, which is essential for the present work and

will be described in more detail in the following section.
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Fig. 4.3: . Multi-functional UHV system (Omicron Full Lab), top view.

4.1.4 LEED I − V Measurement System

The LEED Optics. The setup of the LEED experiment consists of three main

components: an electron gun, a sample holder for the single crystal, and a detec-

tor. Usually the detector is a luminescent screen, which together with the electron

gun forms a commercially available set, called the ”LEED optics”. This is shown

schematically in the right part of Fig. 4.4. The electrons are thermally emitted from

a cathode of low work function, e.g. a LaB6 source, and are accelerated by a variable

voltage according to the energy desired. A system of electrostatic lenses within the

gun forms an almost parallel beam and directs it onto the sample. Electrons are both

elastically and inelastically scattered back from the surface, whereby they are allowed

to propagate in a field-free space between the sample and a transparent metallic grid.

Before entering a detector the elastically scattered (i.e. diffracted) electrons have to

be separated from all others. This ”energy analysis” is realized by a retarding field

applied by means of additional hemispherical grids. Usually the last grid is followed

by a fluorescent screen, on which the diffracted electrons are postaccelerated by a

voltage of several kilovolts. According to the direction of the beams a LEED pattern

of bright spots appears on the screen. If the luminescent screen is made of glass it

can be viewed from behind (reverse view optics).

Video Based Data Acquisition. The direct way for the measurement of in-
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Fig. 4.4: Schematic diagram of video LEED system for LEED I − V spectra measurment.

tensities would be to measure the beam currents by a Faraday cup. However, with

varying energy the diffraction angles change enforcing the delicate handling of a cup

movable in UHV. For this reason nowadays access to intensities is indirectly and from

outside the UHV equipment, namely by the measurement of the light the diffraction

beams create on the luminescent screen. Originally, spot photometers were used,

but today they are almost exclusively replaced by video cameras as final detectors.

Various modifications of this technique have been used to date since the first imple-

mentation of the method. They can differ by the speed of the camera, the speed of

digitization and/or the evaluation method of the digitized data. Here we concentrate

on one of the commercially available version, which was used in the present work in

the following.

In Fig. 4.4 the way the system works is shown schematically: The LEED pattern

is viewed by a CCD video camera from outside the LEED chamber. By this way

the data acquisition system is independent from the restrictions put by the UHV ap-

paratus and, even more, the camera can be moved to any equipment wanted. The

video signal is digitized by an 8 bit converter using a frame grabber card (Video 1000

S/W) with a selectable resolution for the full video frame. The digitized intensities

are stored in computer memory. If only data within a certain area of the screen are

of interest, this area can be preselected by the corresponding setting of an electronic

window, which is displayed on the monitor for visual inspection and control. Up to

eight such areas can be chosen in parallel under program control using a PC. The

areas are of rectangular shape and the digitized intensities inside can be transferred

to the PC memory. Further data processing like summing up the intensities to yield

the integrated intensity within the window, background correction or averaging over
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several windows in order to improve the signal/noise ratio can be carried out under

software control. The digitized intensities and the result of data processing are dis-

played on-line on the PC monitor. In addition, the video signal can be saved in the

PC for storage and/or later off-line evaluation. Besides the video signal, a voltage pro-

portional to the primary electron beam current is digitized by an A/D converter and

stored separately for later use, in particular for proper normalization of the measured

intensities. For the measurement of I − V spectra the control of electron energy is

important. This is realized by a computer generated voltage, which drives the power

supply of the electron gun via a 16 bit D/A converter (ISODAC16) and a digital I/O

interface (RTX-02D). All functions of the video system are controlled by mouse or

keyboard driven menus.

I−V Spectra Measurement. In order to determine the position of atoms within

the surface unit cell, i.e. the surface structure, the integrated intensities of spots have

to be measured and evaluated. The precision of the structure determination depends

on the quality and width of the data. The latter increases with the number of beams

and the energy range measured. With the sweeping of the energy both the positions

and intensities of the spots change. Therefore, any measurement technique has to

track the spot moving with energy and simultaneously integrate the intensity over

the spot’s extension. Additionally, background intensities superimposed on the spot

have to be subtracted. The whole procedure should be fast in order to avoid the

influence of residual gas adsorption or sample damage by the electron beam.

The video technique perfectly meets all these requirements. Under software control

an electronic window is set to frame the spot wanted. The intensity of the pixels

digitized within the window are added up under simultaneous determination of the

maximum position as well as of the background level at the window’s edges. The

integrated intensity is corrected for the background level and the result is stored

into the PC’s memory. Then the energy is stepped forward (typically by 1.0 eV),

the window is centrad around the spot maximum and the procedure described is

repeated. So the I − V spectra develop step by step until the preselected energy

range is covered. If the spot intensity decreases below a certain minimum, so that the

intensity maximum cannot be determined, the position of the window is extrapolated

from the track recorded so far. The whole procedure proceeds in real-time. In order

to improve the signal/noise ratio the intensities can be multiply measured at each

energy and subsequently averaged. This increases the total time of measurement

correspondingly.
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4.2 Sample Preparation

4.2.1 Ag(100) Substrate

Sample Orientation and Polishing. The Ag crystal with a misorientation smaller

than 0.5◦ was checked by the Laue-method. First, the sample was mechanically

polished by Al2O3, which reduces the granulation of the sample from 1 µm at the

beginning to 0.05 µm finally. Afterwards, the crystal was chemically polished outside

the UHV chamber in an Argon-Hydrogen-mixture (95% Ar, 5% H2) at 700 ◦C, in

order to eliminate the mechanical strains, which have been introduced during the

polishing process.

Further Treatment before Transfer into the UHV Chamber. The Ag

single crystal is fixed on a tantalum sample holder very carefully in order to avoid

mechanical strain. Small tantalum leaf springs press from the top gently on the edge

of the sample.

Since Ag reacts very sensitively to the wrong choice or contaminated solvent, the

sample and the sample holder were washed with 2-Propanol (C3H8O) prior to the

transfer into the UHV chamber. 2-Propanol (besides ethanol) was also be used for

cleaning all other vacuum components in this work. The commonly used acetone (also

used for leak detection) must not be used, because the lifetime of the LaB6 cathode

of the SPA-LEED system is drasticly reduced by contact with acetone.

Preparation under UHV Conditions. After transfer into the UHV chamber,

the sample was sputtered with Ar+ at first without any annealing, otherwise possibly

existing impurities generated during the polishing and assembling process will form

dislocations. If heating the sample, the movement of these dislocations will be stimu-

lated. They can spread to the whole crystal and lead to the formation of steps on the

surface. Under certain circumstances, the surface becomes too disordered for surface

physical measurement and must be polished again.

The preparation of Ag substrates in UHV has been described in Ref. [111, 112].

Typical steps of preparation are sputtering by 600 eV Ar+ with a partial pressure of

1× 10−6 mbar followed by annealing at temperatures between 300 ◦C and 350 ◦C.

Sputtering and Annealing. About three atoms will be removed by every im-

pinged Ar+ in the sputtering process ( [113], p65). Teichert et al. [111] have found

that with 600 eV Ar+, an Ar partial pressure of about 8× 10−5 torr and an ion cur-

rent of 2.4 µA/cm2 at 300 K, the erosion rate is about 2.2 ML/min. In the present

experiment, the erosion rate should not differ significantly from this value, since the

selected sputtering parameters were very similar.

Initially, the surface was sputtered with 600 eV Ar+ (Ar partial pressure: 1×10−6

mbar, in the ionization area of the sputtering gun approximately 1×10−4 mbar) at 300

K in each preparation cycle. For newly transferred sample, the sputtering time was

about 60 min each time. After several preparation cycles the sample surface was clean
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and no impurities could be detected by STM measurements. At this stage, a shorter

sputtering time (about 15 min each time) is enough, even after vapor deposition

experiments.

In further attempts, the sample was successively sputtered at higher temperatures

(about 500 K), whereby the yield per impinged ion will increase. By annealing at

600 K, the sample again shows a smooth surface. The optimal sputtering conditions

can be found from the recent work by Costantini et al. [114]. They showed that

the Ag(100) surface will be removed in a layer by layer way during sputtering at a

temperature above 440 K. The sample was always sputtered at 300 K followed by

annealing within several minutes. Thus, diffusion of the vapor deposited material

into the bulk of the Ag single crystal could be avoided.

Other authors chose 550 ◦C [115] or 480 ◦C [31] as sputtering temperatures. How-

ever, sputtering at high temperatures causes unwanted diffusion of impurities from

the bulk to the surface. Furthermore, the heating of the Ta sample holder and the

other environment in the UHV chamber was considered as sources of unexpected ad-

sorbates. An additional problem is the different expansion coefficients of Ag and Ta.

After high temperature annealing and cooling, the sample is no longer fixed firmly

to the mounting plate, which makes the analysis by means of STM and SPA-LEED

impossible. Such problems arise frequently (for example) with Si and Ru since the

necessary preparation temperatures are 1250 ◦C [116] and 1330 ◦C [117], respectively.

Therefore, it is advantageous, if short annealing times at low temperatures can be

chosen.

4.2.2 CoO Films

For the preparation of CoO films, we used the same approach as Marre and Nedder-

meyer, who evaporated Ni onto an Ag(100) surface in an O2 atmosphere [31]. Before

deposition, the Ag(100) substrate temperature is either increased to the desired tem-

perature or kept at room temperature (300 K). Simultaneously, the Co evaporator is

heated to the necessary evaporation temperature, which was about 1300 ◦C. If these

two temperatures are stable, the desired O2 partial pressure (purity: 99.998%) in the

UHV chamber is adjusted. Then the substrate surface is moved into the Co steam

jet and left there. The time of the sample in the beam gives the desired deposition

quantity. An experiment is generally terminated by moving away the sample from

the Co steam jet, stopping the O2 supply, switching off the heating, and cooling the

sample at 300 K for up to 30 min.

The calibration of the evaporator was performed during the evaporation of Co

on Ag(100). The 0.2 ML/min Co deposition rate was determined from the STM

image. Repeated calibrations showed good reproducibility of the deposition rate. The

temperature of the evaporator is determined by a WRe3-WRe25 thermocouple [109].

The required temperature of 1300 ◦C for evaporation corresponds to a thermovoltage
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of 23.5 mV. It took about 8 min to stabilize the thermovoltage, after which the

evaporating experiment can be started.

4.2.3 BaTiO3(111) Surface

The BaTiO3 crystal with a (111) surface (Crystec GmbH, Berlin) was clamped onto a

tantalum sample plate using tungsten strips. Liang and Bonell [118] have reported on

a systematic change of the composition of the surface layer with annealing. It has also

been described in the literature that annealing the samples in UHV produces a surface

with O deficiency [119]. In the present experiments, we have therefore attempted to

follow the influence of various surface treatments in more detail. Different preparation

procedures were applied in order to obtain clean and ordered surfaces. The initial

procedure consisted of sputtering with Ar+(1 keV, 10 min, 2 µA cm2) and annealing

by heating up to 1470 K. It turned out that sputtering of the samples with Ar+

produced large height variations on the surfaces. In accordance, the LEED spots

became broader. Obviously, annealing was not able to restore surface order after

sputtering. Therefore, the surface treatment was restricted to annealing in vacuum

or O atmosphere (10−6 and 10−4 mbar) without sputtering. This treatment normally

leads to clean surfaces, where surface contaminations by C or other impurities (except

for Ca, which was sometimes seen as local precipitate) could not be detected by

AES and XPS. Taking into account the corresponding cross-sections, the intensity

ratios of the emission lines in XPS are in sufficient agreement with a stoichiometry of

BaTiO3. The Ti 2p and Ba 3d emission lines exhibit shoulders on the lower and higher

binding energy side, respectively. Corresponding shoulders on the (100) surface have

previously been assigned to Ti3+ centers [120] and to a surface core level shift [121].

The sample was vacuum annealed at 1470 K for 20 minutes, then cooled down to

room temperature. The temperature of the sample is measured using an optical py-

rometer. The BaTiO3(111) (
√

3×√3)R30◦ reconstruction was obtained after several

cycles of annealing and cooling. LEED spots indicated the formation of long range

order as concluded from their sharpness.
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SPA-LEED Analysis of CoO on Ag(100)

One main interest of surface physics is to analyze structural defects of surfaces and

films (atomic steps, inhomogeneities, grain boundaries, anti-phase domains, non-

crystalline areas, randomly displaced atoms, etc.), because they may drastically influ-

ence physical and chemical processes occurring at surfaces. In the meantime, there are

many experimental techniques available to study surface defects on an atomic scale.

For this purpose, microscopic (STM, AFM, SEM, TEM) and diffraction techniques

(electron, X-ray and atomic beam diffraction) are well established complementary

techniques. Microscopy provides a lot of information about details of defects. Diffrac-

tion techniques, on the other hand, are better suited if one is more interested in

obtaining statistical information about the distribution of defects, because structural

defects strongly influence spot profiles (depending on the scattering condition).

Up to now the spot profile analysis is only possible within the kinematic approxi-

mation, where the dynamic scattering process is divided into an average form factor

describing the multiple scattering of the electrons at several surface atoms and a lattice

factor governed by the arrangement of the surface atoms. It has been demonstrated

by a huge number of investigations, that this kinematic approximation mostly holds

for LEED, if one confines oneself to the spot profile analysis.

5.1 Characterization of the Ag(100) Surface

The exact knowledge of the substrate is an elementary condition for understanding

the growth of thin films on the substrate. Therefore, large effort has been given to

the characterization of the Ag(100) substrate. Two different Ag single crystals sample

have been used in our experiment, one crystal was relatively badly oriented with a

misorientation > 0.5◦, in addition its surface was insufficiently polished. Another

crystal shows high quality with a misorientation of less than 0.5◦.

5.1.1 Instrument Response Function

At first, LEED patterns and one dimensional spot profiles measured from the high

quality sample will be shown, because spot profiles measured from this surface give the
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Fig. 5.1: LEED patterns (in a logarithmic intensity scale) of the high quality Ag(100)
surface after sputtering at room temperature and annealing at 500 K, Energy: (a) 110 eV.
(b) 143 eV.

instrument response function of the SPA-LEED system. The corresponding transfer

width, defined as the Full Width at Half Maximum (FWHM) of the Fourier transform

of the instrument response function, can be evaluated. In a quantitative spot profile

analysis, the instrument response function must be deconvoluted from the measured

profile.

Before the measurement, the Ag(100) surface was prepared by several sputter-

ing and annealing cycles. STM measurements show the surface covered by large

smooth terraces, with terrace widths between 500 Å and 1500 Å. LEED patterns

were recorded for several different energies. Two typical LEED patters are shown in

Fig. 5.1a, b. These patterns are displayed with a logarithmic intensity scale. The

LEED spots are very sharp at both energies.

Spot profiles along the <110> direction through the (00) spot were recorded for

different values of the vertical scattering phase S = K⊥d/2π, where d is the interlayer

spacing. In the case of Ag(100) d = 2.045 Å, K⊥ is the component of the electron wave

vector perpendicular to the surface. Integer values of S correspond to constructive

interference of waves diffracted from adjacent terraces (”in-phase” condition), while

half-integer values of S correspond to destructive interference (”out-of-phase” condi-

tion), so that a maximum sensitivity to surface defects such as the steps is achieved.

In the following, the parallel scattering vector K‖ will be expressed in percent units

of the first Brillouin zone (% Bz) along the <110> direction.

Fig. 5.2 shows two spot profiles of the (00) spot recorded at the ”in-phase” (S =

5.0) and the ”out-of-phase” condition (S = 4.5), both profiles are very narrow and
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Fig. 5.2: (00) spot profiles (in a linear intensity scale) recorded along <110> direction, at
the ”in-phase” condition (S = 5.0) and the ”out-of-phase” condition (S = 4.5)

can be fitted well by Gaussian functions with a FWHM of about 0.70% Bz for the

”in-phase” condition and 0.74% Bz for the ”out-of-phase” condition. The FWHM of

profiles measured at other scattering conditions are nearly the same (See Fig. 5.7)

and no broadening induced by steps can be detected. The effective transfer width of

the instrument is estimated to be larger than 410 Å.

5.1.2 Defects on the Ag(100) Surface

Surface defects strongly influence LEED. Atomic steps on regularly or randomly

stepped surfaces are the most intensively studied surface defects. The influence of

regularly arranged steps on the LEED pattern has been discussed since the 70ths by

Park and Famsworth [122]. The first thorough LEED analysis is given by Schwoebel

et al. [123]. Here, some results obtained for surface steps will be recalled. The LEED

pattern observed from a surface covered with steps of a single orientation, regular spac-

ing and height shows some integral order spots split into doublets. With changing

voltage all spots appear alternately as doublets and single spots. The characteris-

tic voltages, at which single spots or doublets (at equal brightness) appear, may be

calculated from the step height and are independent of both orientation and terrace

width. These voltages differ from spot to spot. The spacing of the doublets depends
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Fig. 5.3: LEED pattern (in a logarithmic
intensity scale) recorded from the relatively
poor quality Ag(100) surface. It shows dif-
ferent defect features (see text), E=100 eV
(S=3.4).

on the terrace width and the doublets direction is perpendicular to the step direc-

tion. The equation for the calculation of the characteristic voltages has been derived.

The voltages of the (00) spot are independent of bulk structure and crystallographic

face. For random distributed terraces all LEED spots vary their width periodically

between a sharp and a diffuse appearance with increasing electron energy. A broad-

ening caused by random distributed steps is easily distinguished from other defects

like irregular superstructure domains or lattice distortions due to the characteristic

oscillations with energy, which is only possible for step structures.

A typical LEED pattern recorded from the relatively poor quality sample is dis-

played in Fig. 5.3. It shows very prominent parallel streaks along the [-110] direction,

additional spot splitting (A) present near these streaks as well as satellites along the

<110> direction (B). The streaks change their shape with energy and at some en-

ergies they become sharp. The satellite spots are very weak. It is difficult to see

them in the two dimensional pattern, hence are not detectable with a conventional

LEED instrument, but they are clearly resolved in the one dimensional spot profiles,

as shown in Fig. 5.4.

As already mentioned, the streaks in Fig. 5.3 are caused by random distributed

terraces, while the spot splitting (A) is due to regular arranged step arrays. The

observed characteristic spot splitting is about 15.0% Bz, which corresponds to a width

of about 18 Å (6-7 atomic distances).

The satellite spot (B) corresponds to a Ag(111) facet on the Ag(100) surface, since

its position shifts continuously towards the (00) spot, when the vertical scattering

phase is decreased from a noninteger value towards the Bragg condition. This is

clearly illustrated in the upper panel of Fig. 5.4, where a set of spot profiles recorded

along the <110> direction through the (00) spot is shown. The lower panel shows the



5.1. Characterization of the Ag(100) Surface 51

Fig. 5.4: (00) spot profiles obtained for
Ag(100) along [110] direction at different
vertical phases S (upper panel) and phase-
dependent positions of the satellite spots
(lower panel).

phase dependent shift of the spot positions in detail. This behavior is characteristic

for a periodically faceted surface with a regular up-and-down staircase and has been

observed for various systems [90]. The phase dependent spot position shifts that

results from such a surface topography are visualized with the help of the Ewald

construction: the spot positions are determined by facet rods inclined with respect to

the (00) rod.

5.1.3 Ion Sputtered Ag(100) Surface

Spot Shape Analysis. Ion sputtering was used to produce well defined surface

step densities. Furthermore, direct imaging methods have revealed that ion sputter-

ing results in the formation of terrace structures with defined step directions, which

are essentially determined by the substrate geometry. For example, on noble gas

bombarded Au(111) and Pt(111) surfaces triangular and hexagonal vacancy islands

were observed by STM, whereas another STM study for 600 eV Ar+ bombardment

of Cu(100) exhibited fourfold terraces mainly bounded by close-packed <110> step

edges.

The LEED spot shape analysis yields information on the lateral extension of co-

herent scattering regions such as anisotropic periodicity of the unit cell, the shape of



52 Chapter 5. SPA-LEED Analysis of CoO on Ag(100)

the finite domains or the step arrangement. Fig. 5.5a shows the (00) spot contour

recorded at 100 eV (close to the ”out-of-phase” condition) from a Ag(100) surface,

which has been sputtered with 600 eV Ar+ ions at room temperature. Without fur-

ther annealing, it shows a diamond like shape. Only at the ”in-phase” condition,

an isotropic spot shape is observed, because the atoms on all terraces separated by

surface steps scatter ”in-phase”, which reflects an apparently ”perfect” surface.

As it was already illustrated in the literature, the diamond LEED spot shape on

Ag(100) surface is caused by perpendicularly arranged terraces, whose edges are along

the <110> directions. Fig. 5.5b shows a typical STM image measured from the same

surface with the pitlike structures. All step edges are forming square pits, all well

aligned to the <110> direction. Monte Carlo (MC) simulations in connection with

experimental data revealed the individual atomic processes involved, in analogy to

the treatment of epitaxial growth [111].

The step arrangement of an ion sputtered Ag(100) surface is temperature depen-

dent. When Ag(100) surfaces are sputtered by Ar+ at low temperature (below about

180 K), the resulting step edges are along the <100> direction and the corresponding

LEED pattern shows a square like shape. The key parameter determining the surface

morphology by ion sputtering turns out to be the mobility of adatom clusters and

vacancy clusters produced by ion sputtering. Temperature dependent surface mor-

phology models have been proposed for the surface sputtering, in which two reference

temperatures are present: an activation temperature for adatom cluster diffusion,

Tad ≈ 180 K, and one for vacancy cluster diffusion, Tvac ≈ 250 K. In particular,

for Tad < T < Tvac the surface morphology will be dominated by the diffusion and

coalescence of adatom clusters (the vacancy ones being practically neglected because

of their immobility). For T > Tvac, the diffusion and coalescence of vacancy clusters

will be the dominating process, because the adatom clusters are quickly incorporated

at step edges. In this case, pitlike structures like those of Fig. 5.5b (T = 300 K)

characterize the surface morphology.

Spot Profile Analysis. By analyzing the spot shape we can determine the step

orientation on a ion bombarded surface. However, we couldn’t get the detailed in-

formation about the terrace width distribution, average terrace width, surface lateral

and vertical roughness, etc. In SPA-LEED, the spot profile of a crystalline surface

contains wealthy information about the size distribution of domains in the surface

region, i.e. about the distribution of terrace lengths, step heights, or island sizes. The

detailed knowledge of such distribution functions is of great interest for example for

the characterization of the surface morphology during epitaxial growth. Parameters

as the critical size of a stable nucleus or diffusion constants of the adatoms can be de-

rived from the island size distribution in dependence on the evaporation rate and the

substrate temperature. For stepped surfaces step heights and terrace length distribu-

tions give information about the interaction between the steps. Systems, for which a

detailed knowledge of domain size distributions is particularly useful, are those, which
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Fig. 5.5: Ag(100) surface sputtering by 600 eV Ar+ at 300K. (a): Two dimensional contour
plot of the (00) spot close to the ”out-of-phase” condition, 100 eV (S = 3.35). (b): STM
image taken from the same surface shows the pitlike structures (1500×1500 Å), The sample
bias is -1.0 V and the tuuneling current 0.1 nA. note the different sample orientation of two
measurements.

form domains in order to reduce surface stress.

Fig. 5.6 shows a spot profile recorded at the ”out-of-phase” condition (S = 5.5)

from the same ion bombarded Ag(100) surface. It has been shown that such a one

dimensional spot profile can be described by three contributions. A central spike with

only instrumental broadening. An ideally flat surface would produce just that type of

spot profile. The second contribution is a shoulder described by a Lorentzian function:

1 ∝ 1/(1 + a2k2
‖) (5.1)

where k‖ is the lateral component of the scattering vector and a is determined by the

correlation length of the defects. This part of the profile depends on the scattering

phase S periodically. Its intensity has always a maximum for half integer values of the

scattering phase: S = 0.5, 1.5, ... (”out-of-phase” condition) and disappears for integer

values of S (”in-phase” condition). The third contribution is a constant background

caused by point defects and thermal diffuse, inelastic scattering, which is subtracted

before further evaluation. The Lorentzian shoulder is explained by a stepped surface,

the ratio of the intensity of the central spike and the intensity of this shoulder plus the

central spike gives the lattice factor G(S), from which the asperity height and layer

distribution are derived. The separation of the three parts of a profile is demonstrated

in Fig. 5.6 with the background as dashed line.
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Fig. 5.6: Ag(100) (00) spot profile (in a logarithmic intensity scale) measured at the ”out-
of-phase” condition, 270 eV S = 5.0, the profile can be accounted for by three contribution.

The (00) profile widths are plotted as a function of electron beam energy in Fig. 5.7,

along with the corresponding instrument response function for the SPA-LEED system,

which represents the width of profiles that would be measured from a perfect surface.

As already shown, we have measured the well annealed Ag(100) surface to determine

the instrument response function (low curve in Fig. 5.7). Arrows are guides to the

eye point and to where the characteristic energies for ”in-phase” and ”out-of-phase”

condition appear. The prominent oscillatory behavior of the dependence of the widths

on energy is a clear indication of the presence of atomic steps. Since the form of the

oscillations in the fig is roughly sinusoidal, and the FWHM is more or less constant

at the ”out-of-phase” conditions, we can exclude the presence of a significant amount

of multiple steps of height n × d, since these would lead to further minima. The

amplitude of modulation of the FWHM with energy is related to the average terrace

width, or equivalently, to a step density.

In general, this information is obtained by usual fitting procedures of theoretical

spot profiles, calculated for model structures to the experiment data. However, some

effort must be made to obtain the terrace width distribution directly from the mea-

sured spot profile. In the present situation, a model called geometric distribution has
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b

a

Fig. 5.7: FWHM of (00) spot profiles for Ag(100) surface, the FWHM is plotted versus
the beam energy. (a) well annealed after room temperature sputtering (b) after room
temperature sputtering without further annealing. The positions of constructive interference
(”in-phase”) and destructive interference (”out-of-phase”) expected for single layer steps are
labelled by the index S, the arrows are guide to the eye.

already been developed, which results in a Lorentzian profile. The average terrace

width can be calculated from the equation

< Γ >=
2

π

K10

K1/2

(5.2)

where K1/2 is the FWHM of the fitted Lorentzian profile. We obtain an averaged

terrace of about 3± 1 atoms, which means a very high step density.

5.2 CoO Films on a Ag(100) Surface

In Ref [124], an STM study demonstrated that by reactive deposition Co in an O2

atmosphere on a hot (450 K-500 K) Ag(100) substrate, CoO films in (100) orientation

can be grown. Also it has been mentioned that the overall morphology, the nature

of the deposited films and of the substrate drastically depend on the deposition and

annealing temperature. For room temperature deposition, an O/metal precursor state

is identified, which appears with a height of one atomic layer on top of the substrate

as well as within vacancy islands of the substrate, which are generated during the
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deposition process. A stoichiometric oxide film can only be obtained at elevated

temperatures and grows with a minimum thickness of a double layer. In the initial

stage a two dimensional growth of the oxide is found, which changes to a more three

dimensional growth mode for thicker films. In the following section we will analyze

SPA-LEED experiment data, which have been taken parallel to STM experiments.

The result will be discussed and compared with the STM measurements.

90 eV

[110]

[-110] Fig. 5.8: LEED pattern (in a logarithmic
intensity scale) of CoO with a (2 × 1) su-
perstructure after evaporating 2 ML Co on
Ag(100) at 300 K and further annealing in
an O2 atmosphere at 470 K.

5.2.1 Growth at 300K

Here, we describe results on oxidic layers deposited at room temperature (RT), which

have subsequently been annealed in UHV and in an O2 atmosphere, respectively.

It has already been demonstrated, that only annealing of the films or deposition at

elevated temperature gives rise to surface structures, which can be assigned to the

formation of the oxide. It has to be mentioned, that RT deposition in the 1 ML range

gives rise to large rearrangement effects of the substrate. Four different structures

were identified: the Ag substrate, vacancy islands in the substrate surface, Ag islands

on the substrate surface and islands of a CoO precursor.

CoO Film of 2ML Thickness. First, we the describe results on a 2 ML Co

film, which has been deposited on the Ag(100) surface at RT. It has already been

shown that without the participation of O2, Co forms three-dimensional clusters on

the Ag(100) surface. The size of the clusters is between 60 to 70 Å and the height

about 15 Å. This result can be explained by the large lattice misfit (13.3%) between

Ag and Co (Ag: a0=4.085 Å, Co: a0=3.54 Å).

Annealing the Co film at 470 K in an O2 atmosphere produces drastic changes

of the surface morphology. Square islands are formed with distinct edges along the

<100> direction. Meanwhile, a (2×1) superstructure was found in LEED experiment.
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Fig. 5.9: Spot profile (in a logarithmic intensity scale) of 2ML CoO by depositing 2ML Co
at 300 K, further annealing in O2 atmosphere at 470 K. Compare with profiles recorded on
bare Ag(100) substrate and pure 2 ML Co on Ag(100).

A typical LEED pattern, which has been taken after annealing, is shown in Fig. 5.8.

The appearance of the (2×1) superstructure spots indicate that CoO has already been

formed on the Ag substrate. However, the superstructure spots are rather diffuse.

Fig. 5.9 shows the spot profile taken along the <110> direction at 100 eV, which

corresponds to the ”out-of-phase” condition for the (00) spot. The (00) peak shows a

FWHM of 8.0% Bz, which corresponds to an average island size of 36 Å. The (-10),

(10) spots show exactly the same positions as the reference Ag substrate. This means,

that the CoO film was pseudomorphic at this stage.

CoO Film of 5ML Thickness. We have already shown that CoO can be formed

by annealing the pre-deposited Co film in O2 atmosphere at high temperature. How-

ever, the film is rather rough and no smooth film can be obtained. In the following,

CoO films will be prepared by the evaporation Co in an O2 atmosphere at RT and

further annealing in UHV or in an O2 atmosphere.

At the beginning, 5 ML of Co have been evaporated in an O2 atmosphere at RT

without further annealing. The STM image in Fig. 5.10a shows a rough surface,

which is covered by islands with a typical lateral width of 50 Å and a corrugation

in the order of 15 Å. The corresponding spot profile is taken at 100 eV and shown in
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(a) (c)(b)

Fig. 5.10: (a) 5 ML Co in an O2 atmosphere on Ag(100) at RT. 1500× 1500 Å2. (b) The
same sample with additional annealing at 470 K in an O2 atmosphere for 10 min. 150×150
Å2. (c) The same sample after annealing at 470 K for 20 min, the hexagonal CoO islands
are identified by the orientation of their edges. 1000× 1000 Å2.

Fig. 5.11. Again, profiles taken from the Ag(100) substrate and the 5 ML Co film

are shown for comparison. The profile shows a (1 × 1) structure, no superstructure

spot are observed. However, the (10), (-10) peaks are shifted about 2.9% Bz to the

center spot compared at the bare Ag substrate. This is a strong indication of a lattice

relaxation of the film. The lattice constant of the film calculated to be 4.22 Å, which

is nearly the same value as of bulk CoO.

Annealing the film for 20 min at 470 K produces drastic changes of the morphology,

as can be seen in Fig. 5.10b. A considerable smoothing of the film is the main effect.

CoO as well as residual metallic Co clusters coexist on the surface. Although the oxide

film has been produced under excess of O2 at room temperature, the Co oxide film

grows with a certain O deficiency. This has also been confirmed by Auger electron

spectroscopy of similar films. After annealing of such a film, stoichiometric CoO

is formed, whereby excess Co condenses and can be observed in form of additional

clusters.

We have continued our experiments using the same sample and subsequently an-

neal it for 10 min at 470 K in an O2 (10−6 mbar) atmosphere. Again, drastic changes

of the surface morphology are observed. In Fig. 5.10c an atomically resolved STM

image is reproduced. Large parts of the surface show an ordered (1 × 1) pattern of

CoO(100), in other parts, however, p(2× n) and p(2× 2) superstructures prevail.

It is well known that defects and the stoichiometry of Co oxide surfaces depend

strongly on O2 partial pressure and temperature. The p(2 × n) superstructures ob-

served after annealing the sample in an O2 atmosphere at 470 K must be caused by the

addition of O2 during annealing, since they have not been observed after annealing in

UHV conditions. By annealing the film in an O2 atmosphere, the O2 concentration in

the film has certainly increased. Such an increase may give rise to the transformation
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Fig. 5.11: Spot profile (in a logarithmic intensity scale) of 5ML Co deposited in an O2

atmosphere at 300 K, compared with the bare Ag(100) substrate and a pure 5 Co film on
Ag(100). The positions of the (-10), (10) spots of the (1× 1) structures still show the same
spot positions compared to a Ag surface. E=100 eV.

of the CoO(100) to Co3O4(100) structure with a correspondingly higher O concentra-

tion. The formation of Co3O4 layers on CoO(100) at 5×10−7 torr O2 partial pressure

and 625 K has been reported [125].

On the same surface, we have recognized islands of hexagonal shape by STM,

which might correspond to (111) surface structures of Co3O4 or CoO. Whether islands

correspond to Co3O4 or CoO can’t be decided.

CoO Film of 10 ML Thickness. At the beginning, 5 ML of Co have been

evaporated in an O2 atmosphere at RT and spot profiles were taken. The LEED

pattern shows that all spots were broadened with weak intensity but without any

additional spots. Then, further 5 ML CoO were deposited on the film. The LEED

pattern shows even more diffuse spots, but still a four fold (1× 1) structure. Finally,

the film was annealed for 10 min at 500 K in an O2 atmosphere (p(O2) = 1 × 10−6

mbar). Thus, the quality of the CoO film is expected to improve, which was checked

by recording the LEED pattern. Surprisingly, the LEED pattern is quite complex as

shown in Fig. 5.12a. Besides the expected (1× 1) LEED pattern from the CoO(100)

structure, ring like spots corresponding to a CoO(111) structure are observed.
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Fig. 5.12: (a) LEED pattern of 10 ML CoO which was deposited in O2 atmosphere at 300
K with further annealing in O2 atmosphere at 500 K. Arrows point to the position where the
spots come from the (2 × 1) domains. (b) Model of the LEED pattern on the assumption
that two p(2 × 1) domain rotated each other by 90◦ and two CoO(111) (

√
3 × √

3)R30◦

domains are present. The filled circles represent the first domain A and open circles the
second domain B. The respective unit cell are shown in blue and red color.

The spots corresponding to CoO(111) domains are azimuthally broadened. This

broadening corresponds to a rotational misorientation of the CoO(111) domains with

respect to the crystallographic orientation of the supporting Ag(100) substrate. This

rotational alignment seems to be caused by a better fit of the CoO(111) layer to the

underlying Ag(100) substrate. One dimensional azimuthal scans of the first order

spots that belong to CoO(111) domains show a FWHM about 10 % Bz. No extra

spots or splitting were observed. This indicate that there is no preferential angle, by

which the CoO(111) domains are rotated. All rotational angles within a range of 5◦

are possible, probably due to the different sizes of the CoO(111) domains.

The analysis of the LEED pattern lead to the following structural model: Two

CoO(111) domains of a (
√

3×√3)R30◦ superstructure, which are rotated to each other

by 30◦, form the ring like spots. Additional weak spots belong to a (2× 1) CoO(100)

superstructure. To illustrate this model, a simulated LEED pattern is shown in Fig.

5.12b. It fits quiet well to the experimental LEED pattern. Open circles represent one

single CoO(111) domain and closed circles the other. The weak (2×1) superstructure

spots are represented by crosses. It is difficult to identify all these simulated spots

in the experimental LEED pattern, because some spots are very close to each other.

However, through the one dimensional spot profile analysis all weak intensity spots
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Fig. 5.13: Structure model of 10 ML CoO disposited at RT with further annealing in
O2 atmosphere (p(O2) = 1 × 10−6 mbar) at 470 K. The (

√
3 ×√3)R30◦ superstructure of

CoO(111) on Ag(100). The small unit cell represent the (1 × 1) structure, the large unit
cell represent the (

√
3×√3)R30◦ superstructure. (a) Domain A. (b) Doman B rotated by

30◦ with Domain A.

can be resolved, close spots can be identified and assigned correctly. We will show

the one dimensional spot profile later.

Concerning the orientation of the CoO(111) domains in reciprocal space, we found

spots coming from the (
√

3×√3)R30◦ CoO(111) domains lie along the same direction

as the (10), (01) spots of the Ag(100) substrate (see Fig. 5.12a). This relationship

indicates that one of the unit vector directions of the (
√

3 × √
3)R30◦ CoO(111)

structure must be along the <110> direction of the underlying Ag substrate. In real

space, on the Ag(100) surface the close packed atomic rows with an atomic distance

of 2.88 Å lie in the <110> direction. On the CoO(111) surface rows of closed packed

atoms lie in three different directions, the distance of neighboring Co atoms (and/or

O atoms) is 3.01 Å. If we put close packed atomic rows of the CoO(111) along a close

packed direction of the Ag(100), the misfit is only 4.3% in this direction. Therefore,

such an orientation of the domains relating to the Ag substrate is quite possible. The

model structure based on this analysis is shown in Fig. 5.13. For simplicity the lattice

misfit was not considered in this model.

The structure model and the resulting LEED pattern can be further confirmed by

the analysis of one dimensional spot profiles. Fig. 5.14 shows two spot profile taken

at 173 eV and 220 eV, respectively. By comparing these two profiles, all spots were

identified and assigned in the Fig. The capital letter A and B mean that the CoO(111)
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Fig. 5.14: line scan (in a logarithmic intensity scale) along [110] substrate direction of 10
ML CoO disposition at RT with further annealing in an O2 atmosphere at 470 K.

domains and C belong to (2× 1) CoO(100) domain. The spot positions of B(1,0) and

C(1,0) in Fig. 5.14 show the lattice mismatch between CoO(100) and CoO(111). The

prefixes A, B, and C mean that the spots belong to the two (
√

3×√3)R30◦ CoO(111)

domains and the (2 × 1) CoO(100) domains, respectively. Spot C(1,0) at 95.7% Bz

Ag(100) corresponds to a lattice constant of 4.26 Å, which is exactly the bulk value

of CoO. However, spot B(1,0) at 99.3% Bz corresponds to a 3.5% compression of the

(111) structure compared to the bulk value.

It is not uncommon, that hexagonal oxide structures can be formed on metal

surfaces of cubic structure. Wang et al. have reported that by oxidation of Ni(100) at

different temperature both NiO(111) and NiO(100) can be developed [126]. Hexagonal

layer epitaxy of V2O3(0001) on the four fold Cu3Au(100) substrate has also been

published [127]. Obliviously, the energies of these systems is such that the structure is

mainly determined by the bonds within the films and the bonds between the structure

and the and the film are of secondary importance.
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Fig. 5.15: Deposition of 1.2 ML Co in an O2 atmosphere onto Ag(100) at a substrate
temperature of 390 K. (a) (00) spot profile (in a logarithmic intensity scale) measured at
different vertical scattering phase. (b) STM image obtained from the same sample. U=-3
V, I=0.1 nA, 400× 400 Å2.

5.2.2 Growth at 390K

The preceding part has shown that the way of how the thin film is treated by subse-

quent annealing in UHV or in an O2 atmosphere plays a dominant role for the resulting

structure. This means that the formation of a uniform Co oxide film is difficult to

achieve and that the preparation conditions have to be investigated in great detail.

For example, when the deposition was performed at a slightly elevated temperature

(390 K), the resulting surface morphology was changed completely.

1.2 ML Co have been evaporated in an O2 atmosphere (p(O2) = 1 × 10−6 mbar)

at 390 K without further annealing. Fig. 5.15a shows a set of (00) spot profiles taken

along the <110> direction as a function of the vertical scattering phase S. Surpris-

ingly, satellites at a distance ± L to the center spot were observed. It is well known

that such scattering phase independent satellites come from a well defined lateral

correlation length. The correlation length < Γ > can be calculated by the equation

< Γ >= 2π/L. In the present case, it is easy to get < Γ >=14.4 Å, (L=20% Bz).

Fig. 5.15b shows a typical STM image measured from the same sample. It clearly

shows the row structure that corresponds well to the satellite in the spot profile. The

row structure turns out to be some kind of O/Co precursor and not of atomic origin,

More likely, it due to a moiré structure of the substrate and the precursor lattices.
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Fig. 5.16: Spot profile (in a logarithmic intensity scale) of the (00) spot at the ”out-of-
phase” condition at 100 eV for 5 ML CoO films grown at different substrate temperature.
The FWHM of the spot profile has reduced significantly at 470 K.

5.2.3 Growth at 470K

The influence of the deposition temperature on the CoO film morphology is of special

important to prove the micro roughness as energetically driven strain relief mecha-

nism. The growth temperature has been changed from 300 K up to 570 K.

The spot profiles of the (00) spot are compared in Fig. 5.16 for two different

growth temperatures. Both profiles can be described by Lorentzians, which reflect

the geometric terrace width distributions. At the higher deposition temperature of

470 K the profile shows a narrow FWHM of about 6.5% Bz, corresponding to an

average terrace width of 30 Å. The FWHM of the film deposited at 300 K is much

larger (19.9% Bz) and corresponds to an average terrace width of 10 Å. The improved

lateral roughness of the film by increasing the disposition temperature is evident. At

both temperatures the spot profiles of the (00) spot vary with the vertical scattering

phases.

The kinetics of the flattening of macroscopic film structures during thermal anneal-

ing has been used extensively to determine atomic diffusion coefficients at surfaces.

At temperatures below the surface roughening transition, faceting has been observed

as a macroscopic profile is annealed. The influence of the annealing temperature on

the CoO film morphology is also important.
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Fig. 5.17: Spot profiles (in a logarithmic intensity scale) of the (00) spot at the ”out-of-
phase” condition at 100 eV for 6 ML CoO films. The FWHM of the spot profile decrease
with annealing temperature, the annealing time is 30 min for each temperature.

Spot profiles of the (00) spot at the ”out-of-phase” condition at 100 eV for 6

ML CoO (p(O2) = 1 × 10−6 mbar) films grown at 470 K and annealing at different

temperature are shown in Fig. 5.17. The annealing temperature has been chosen at

470 K, 600 K, and 660 K and the annealing time is 30 min. The Lorentzians fit the

profiles well. The broadening becomes sharper and more intense at higher annealing

temperatures, which reflects the increasing size of the terraces or islands. The FWHM

of the profiles decrease from 16.7% Bz at 470 K to 7.6% at 660 K. Correspondingly,

the average terrace size increased from 17 Å at 470 K to 38 Å at 660 K.
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Chapter 6

Tensor-LEED Analysis of Oxide Surfaces

6.1 The Ag(100) Surface

6.1.1 Introduction

The use of LEED as a technique for surface structural determination began with

the study of clean surfaces. Low index unreconstructed surfaces of metallic single

crystals were commonly chosen, because they have the lowest surface energy, hence,

they are the most stable ones. The (100), (110), and (111) surfaces of face-centered

cubic (fcc) and body-centered cubic (bcc) crystals as well as the (0001) surface of

hexagonal close-packed (hcp) crystals have frequently been the subject of structure

determinations. Although the structure of low index faces of metallic single crystals

is generally well understood, especially from prior studies using quantitative LEED,

studies of their surface crystallography remain of interest. They are, for example, good

initial candidates for testing new structural methods, including new computational

approaches for simulating LEED I−V curves. A good description of the clean surface

is also an important starting point to any LEED study of adsorbate covered surfaces.

Deviations of surface atomic positions from those expected for a simple termination

of the bulk structure are due to the reduced coordination of the surface atoms and can

involve major reconstructions. Early theoretical work [128] predicted that on most

metal surfaces layer distances should increase. However, the current view is that in

an ideally bulk-terminated surface, the surface layer of atoms is in a lower average

valence charge density than in the bulk, and typically, the outer most layer distance

contracts to reduce this effect. Investigations show that there is a correlation between

the magnitude of these relaxations and atomic layer density [88], the effect being more

pronounced for the more open surfaces. For example, the relatively open fcc(210) and

bcc(210) surfaces show a contraction of the top layer distance by approximately 20%,

whereas close or nearly close packed surfaces like Ni(111), Ru(0001) or Fe(110) are

only slightly contracted or practically bulk terminated [95]. As interlayer distances are

parameters normal to the surface, they can be determined with high accuracy using

LEED. Error limits given frequently are in the range of ±1% of the top interlayer

distance and in favorable cases they are even smaller than ±0.01 Å on the absolute
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scale. This in turn allows the check of first-principle total-energy calculations, which

in most cases are in line with experimental results [129].

Ag(100) surface is one of the typical close packed metal surface with a fcc crystal

structure. A small contraction or a bulk terminated surface could be expected ac-

cordingly. In fact, one experimental observation by LEED suggested no relaxation of

this surface [130]. On the other hand, different theoretical calculation have been per-

formed to study the structure of this surface. All theoretical results show an inward

relaxation of the top layer. The disagreement between the theory and the experiment

study might come from the experiment result, since the RP factor of 0.39 obtained

in this experimental study was quite high regarding the simple structure of Ag(100)

surface and compared to other LEED studies of simple metal surfaces. Therefore, we

have reinvestigated this surface by a tensor LEED analysis, which might provide a

test of the theoretical prediction.

The LEED experiments in this chapter were performed by means of a four-grid

rear view LEED optics installed in the UHV B system. The single crystal Ag(100)

surface was cleaned in the usual way. I − V curves of the diffracted beams were

collected by the video LEED system. Six non-equivalent beams with beam indices

(1, 0), (1, 1), (2, 0), (2, 1), (2, 2), (3, 0) and an energy range from 30-370 eV were

measured. The measured LEED I − V curves were normalized to constant incident

electron current, smoothed, and corrected for the background. Normal incidence was

considered to be achieved when reliability factors RP (Pendry R-factor) between I−V

curves of symmetrically equivalent beams of 0.1 or below were obtained. All LEED

I − V curves in this chapter were collected at room temperature. Further details of

the UHV chamber, sample preparation and the LEED data acquisition system have

been described in Chapter 4.

6.1.2 TLEED Calculations

The theoretical analysis was performed assuming a muffin-tin potential model for the

crystal. A muffin-tin radius of 1.446 Å was used for the Ag atoms. Clementi atomic

wave functions were used as a starting point for determining the scattering potential,

and a Slater exchange parameter of 2/3 was assumed [131]. The scattering phase

shifts needed for the LEED calculations were derived from the Barbieri-Van Hove

phase shift package [132] which were evaluated by numerical integration of the radial

part of the Schrödinger equation in the muffin-tin spheres. A set of 10 (lmax = 9) phase

shifts and a sample temperature of 300 K were assumed. A value of V0 = −(10 + 4i)

eV was assumed for the optical potential. Different values for the imaginary part of

the complex inner potential, simulating damping due to inelastic scattering processes,

were tried. Thermal effects were represented by augmenting the phase shifts by a

Debye-Waller factor. The Debye temperatures of both surface and bulk layers were

kept constant and equal to the bulk value (ΘD = 225 K) [88].
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Fig. 6.1: Top view (at left) and side view (at right) of the Ag(100) surface.

For the analysis of the I−V curves, the Barbieri-Van Hove symmetrized automated

tensor LEED package (SATLEED) [132] was used in order to fit theoretical I − V

curves derived for suitable reference structures in a semiautomatic manner to the

experimental data [89]. In the calculations, vertical relaxations of the atoms were

allowed for the two upper layers. Lateral displacements could be excluded due to

the high symmetry of the fcc(100) surface structure observed in the LEED patterns.

Atoms in deeper layers were considered as fixed to the bulk positions. The layers

were stacked in an alternating manner until the amplitude of the wave field was low

enough to reach convergence in the renormalized forward scattering approximation

(RFS scheme).

The analysis of the Ag(100) surface structures was started with the ideally ter-

minated, unrelaxed surface as reference structure, for which in the first step of the

automated tensor LEED (ATLEED) procedure the dynamical LEED calculation pro-

vides the spherical wave amplitudes, which are necessary for the rapid computation

of synthetic I − V curves. In the following steps, these are calculated for surface

geometries deviating moderately from the reference structure and fit to the experi-

mental curves. The procedure is based on the minimalization of the Pendry R-factor

RP which compares modified logarithmic derivatives of experimental and theoretical

I − V curves [89,98]. The Powell scheme was chosen as optimization algorithm.

In the last stage of the I−V analysis the best-fit structures obtained were taken as

new reference structures for further optimizations. These calculations led to only very

subtle changes in the atom positions. Finally, the dependency of the R-factor on the

structural parameters in the vicinity of the best-fit geometry was analyzed in order to

judge the error bars on the obtained surface structures. Following Pendry’s approach

to measure the reliability of the R-factor, the standard deviation was estimated con-

servatively from the curvature of the R-factor curves at the optimized geometry, the
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Fig. 6.2: (a) RP as a function of the first interlayer distance d12. (b) RP as a function of
the second interlayer distance d23.

minimum R-factor and the overall energy range of the experimental data [89,98].

6.1.3 Results and Discussions

As summarized above, the first step of the LEED structure determination for the

clean Ag(100) surface was to calculate the I − V curves for the ideally terminated

surface. At present, this is the only reasonable reference structure model. In the

calculation a lattice constant of 4.085 Å was used so that the layer distances for

both surface and bulk layers were set to 2.043 Å. In the second step of the structure

determination, both the first (d12) and second (d23) interlayer distances were varied

but the third interlayer distance (d34) was kept constant and equal to the bulk value.

This seems to be a reasonable constraint in view of the very small relaxations found

in previous studies of fcc(100) surfaces, even for the outermost layer. The muffin tin

zero was the only nonstructural parameter refined.

The final best-fit structure has a RP = 0.15 with ∆d12 = −0.025 ± 0.02 Å and

∆d23 = −0.006 ± 0.03 Å, which correspond to −1.2 ± 1.0% and −0.2 ± 1.5% of the

bulk layer distance (2.043 Å) for d12 and d23 respectively as shown in Fig. 6.1. A

more quantitative view of the minimum seen is provided in Fig. 6.2, which shows two
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Fig. 6.3: Comparison of the experimen-
tal (solid) LEED I − V curves with those
calculated (dashed) for the best fit model
of the clean Ag(100) surface.

orthogonal projections of the parameter space, chosen to pass through the minimum.

Fig. 6.2a shows the variations of RP respect to d12, keeping d23 fixed at its optimum

value, and Fig. 6.2b shows RP as a function of d23 while keeping d12 fixed at its

optimum value. Fig. 6.2 also provideds the basis for estimating the precision of

our structure determination. The standard error in the minimum value of RP was

calculated to be 0.02, leading to corresponding uncertainties in the interlayer spacing

of 0.02 Å for d12 and 0.03 Å for d23 respectively.

Fig. 6.3 shows a comparison of six of the experimental I − V curves used in

this work with the theoretical curves obtained from the SATLEED code for the best

structural model. Clearly, there is very good agreement between the experimental

and theoretical data. These experimental results are in good agreement, within the

quoted accuracy, with a first principles calculation of the lattice relaxation on Ag(100)

done by Bohnen, Rodach, and Ho [133]. This calculation finds ∆d12 = −0.027Å (-

1.3%), ∆d23 = 0.02 Å (1.0%). Calculations based on the embedded atom method find

larger relaxations of the first interlayer spacing, namely ∆d12 = −0.06 Å (-3.0%) [134]

and ∆d12 = −0.04 Å (-1.9%) [135]. Other measurements of relaxations of fcc(100)

metal surfaces show mainly small relaxations with ∆d12/dbulk ≤ 1%, for Cu(100),

∆d12/dbulk = −1.1± 0.4% [136], for Ni(100), ∆d12/dbulk = −1.0± 1.0% [137].

In general, theoretical treatments of multilayer relaxations at metal surfaces pre-

dict small relaxations of the first fcc(100) layer [88]. A simple, moderately successful,
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electrostatic model of relaxation predicts universal curves for relaxations at surfaces of

bcc and fcc lattices against openness [138,139]. These curves show a 1% compression

of the first layer spacing of fcc(100) with respect to the bulk, and a 4% compression

of the more open bcc(100) first layer spacing. Hence, the relaxation found here for

Ag(100) is consistent with this model.

6.2 CoO/Ag(100) Surface

6.2.1 Introduction

Ordered thin films of transition metal oxides (NiO, CoO, MnO etc.) are general im-

portant but not much is known of their formation or structure and morphology. In

the case of NiO, ordered thin oxide films can be grown by the oxidation of metal

single crystal surfaces. The LEED pattern of oxidized Ni(100) surfaces, however,

mostly indicates the presence of a rather imperfect NiO(100) film on top of Ni(100),

which might result from the large lattice mismatch (of nearly 20%) between Ni and

NiO [30]. Although the use of highly oriented Ni(100) as substrate leads to consid-

erable improvement of the LEED pattern from the oxidised surface, the large lattice

mismatch always remains a problem, with the possible consequence of defect struc-

tures in the oxide film [25].

A different approach to prepare a well ordered NiO(100) film is to evaporate Ni

onto an Ag(100) surface in an O2 atmosphere. LEED and UV photoelectron spec-

troscopy have shown that a well ordered and smooth NiO(100) surface can indeed be

obtained in this way [31]. The reason for this more perfect growth of NiO(100) layers

by using an Ag(100) substrate is the smaller lattice mismatch (only 2%) between NiO

and Ag. These results were confirmed by scanning tunnelling microscopy. It has been

demonstrated that deposition of Ni onto Ag(100) in an O2 atmosphere leads to much

better NiO(100) films than oxidation of Ni(100), at least for surface orientations which

were accessible by standard Laue techniques [32].

CoO films grown on the Ag(100) substrate have been prepared in the same way.

The growth mechanism and structure of CoO films have been investigated by different

surface science methods in our previous studies [38,124]. Despite Ag(100) appears to

be an ideal substrate for the epitaxial growth of CoO, those studies show that the

CoO/Ag(100) system is rather complex probably due to the larger lattice mismatch

(4.3%) between CoO and Ag(100). Deposition on a slightly heated substrate at a

temperature of 470 K resulted in more perfect CoO films in (100) geometry and

in registry with the substrate. Owing to the large lattice mismatch between CoO

and Ag(100), a layer-by-layer-like growth mode could not be expected. Indeed, we

observe the tendency towards a more three-dimensional growth mode for thicker films

(for example, a 10 ML of CoO film with (100) orientation). However, at the initial

stage, the films show a layer-by-layer growth mode [124]. Since no moiré pattern is
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(a) 75 eV (b) 75 eV

Fig. 6.4: LEED patterns for (a) CoO(100)-(1 × 1) on Ag(100) and (b) a clean Ag(100)-
(1× 1) surface, showing that the CoO film grows along the <110> direction of the Ag(100)
unit cell. Both images were recorded at the same sample position and an incident energy of
75 eV.

detected at small coverage, we assume that the CoO(100) film first grows in a slightly

compressed form. We also have concluded that the initial CoO(100) film atop the

substrate grows in the form of a double layer and continues in the form of single

layers at low coverage. A 2 ML thickness film then should correspond to the height

of the CoO rocksalt unit cell of 4.26 Å.

It is the purpose of the present work to provide some additional structure infor-

mation of CoO films grown on Ag(100) at low coverage by the LEED I − V analysis,

which have not been described previously. Although the single crystal CoO(100) sur-

face has been studied by LEED I−V analysis, an early full dynamic LEED structure

determination revealed this surface is a simple termination of the bulk lattice without

any relaxation [50]. However, this result cannot be considered as reliable, because

the dataset is quite limited in this study. The CoO(100) surface becomes charged

below 170 eV at room temperature and the LEED I − V curves were recorded from

just above this energy for three beams only. Another deficiency in this study is that

the possibility of surface rumpling has not been considered. Furthermore, the surface

structure of the film with low coverage might be different compared to a single crystal

surface, since the substrate will influence the structure details of film.

A 4 ML CoO film was prepared in the present LEED I−V analysis. It was grown

by deposition of cobalt on Ag(100) in an O2 atmosphere with 1× 10−6 mbar partial

pressure. During the deposition, the Ag(100) substrate temperature was kept at 470

K, this growth condition proved to be the optimized growth condition in our previous

investigation. For LEED I −V measurement, five inequivalent beams with an energy

range from 30 to 400 eV were measured.
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Fig. 6.5: LEED I − V curves comparison. (a) Clean Ag(100) and 4 ML CoO on Ag(100).
(b) 4 ML CoO on Ag(100) and single crystal CoO(100) surface. (The I−V curves measured
for the single crystal CoO(100) surface are taken from ref. [50])

6.2.2 TLEED Calculations

The analysis of LEED I − V curves was again performed by the Barbieri-Van Hove

Symmetrized Automated Tensor LEED package (SATLEED) [132]. Following Roberts

et al. [140] and Barbieri et al. [141], phase shifts of neutral atoms instead of ions were

derived from the Barbieri-Van Hove phase shift package [132] in order to treat elas-

tic scattering at the ion cores. Ten phase shifts lmax = 9 were used in the LEED

calculations. The phase shifts for Ag and CoO were calculated from the muffin-tin

potentials of Ag and CoO single crystal respectively. An additional set of phase shifts

of Co and O was calculated from the muffin-tin potential of a 4 ML film of CoO(100)

on a Ag(100) surface (to avoid problems with different values of the inner potential

of Ag and CoO). Test LEED calculations performed with the two sets of phase shifts

lead to results that do not differ significantly. The LEED calculations were performed

between 30 and 400 eV. The imaginary part of inner potential was set to 5 eV, whereas

the real part was set to 10 eV and optimized in the search procedure. The Debye

temperatures were initially set to 385, 500 and 225 K for Co, O and Ag respectively.

In the automated structure search, 5 non-equivalent experimental I − V curves with

a total energy range of about 1025 eV were measured for analysis.

6.2.3 Results and Discussions

After deposition a 4 ML thick CoO film at a temperature of 470 K and annealing

at 500 K, a sharp LEED pattern was produced, which is represented along with the

clean Ag(100) substrate LEED pattern in Fig. 6.4a and 6.4b respectively. The square
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diffraction pattern of the CoO film confirms the identity of CoO with its (100) ori-

entation. Additional proof can be seen in the direct comparison of the LEED I − V

curves. In Fig. 6.5a the LEED I − V curves of (1, 0), (1, 1), (2, 0) beams measured

for a clean Ag(100) surface and a CoO film on Ag(100) are compared. The curves

are substantially modified by the presence of the 4 ML thickness CoO film. On the

other hand, the curves of the (1, 1), (2, 0), (2, 1) beams are very similar to those

measured for a single crystal CoO(100) surface as shown in Fig. 6.5b. These I − V

curves possess the same maxima and minima, within a variation of 1 eV. Fig. 6.5

corroborates the proposition that the CoO film on the Ag(100) substrate has the same

structure as the single crystal CoO(100) surface.

Table 6.1 Minimum values of the Pendry R-factor RP obtained from calculations

performed for pseudomorphic CoO(100) films of various thickness. For each thick-

ness, the calculations were performed for three registries of the CoO film with respect

to the Ag(100) substrate. A: Co atoms directly above Ag atoms and O atoms in

hollow sites. B: O atoms directly above Ag atoms and Co atoms in hollow sites. C:

Co and O atoms in bridge positions.

Registry 2ML 3ML 4ML 5ML

A 0.47 0.35 0.31 0.30

B 0.45 0.31 0.27 0.30

C 0.65 0.64 0.63 0.63

The (100) surface of CoO consists coplanar crystal layers with alternating cation-

anion pairs. Similar to the Ag(100) surface, lateral displacements could be excluded

due to the high symmetry of the rocksalt structure and the (1× 1) surface structure

observed in the LEED patterns.

As a reference structure model we considered a pseudomorphic CoO(100) film

as revealed by the SPA-LEED analysis. In this structure model the in-plane lattice

parameter is compressed by about 4% with respect to the bulk CoO value(3.012 Å),

i.e, the same lattice parameter as bulk Ag single crystal (2.888 Å). The interlayer

distance between the CoO layers was set equal to that of bulk CoO (2.13 Å). For

the CoO-Ag(100) interface structure, three possible registries of the CoO film with

respect to the Ag(100) substrate were considered: Co atoms on-top Ag atoms and O

atoms in hollow sites (model A), O atoms on-top of Ag atoms and Co atoms in hollow

sites (model B), and both O and Co atoms in bridge sites (model C). For all models,

CoO layers were treated as composite layers, for which a single scattering T-matrix

was calculated. For vertical relaxation of the ions, the two upper CoO layers were

allowed. The deeper CoO layers as well as the Ag substrate layers was fixed. The

atoms in the Ag substrate were fixed to their bulk positions. Since we have no O-Ag

and Co-Ag bond length information of the CoO/Ag(100) system, for all models, the

interlayer distance at the CoO/Ag interface was varied from 1.93 to 2.93 Å in steps



76 Chapter 6. Tensor-LEED Analysis of Oxide Surfaces

of 0.10 Å, each value corresponding to a new reference structure. For each registry,

the calculations were performed for two, three, four and five layers of CoO.

Fig. 6.6: Comparison of the experimen-
tal LEED I − V curves with those cal-
culated for the best fit model of the 4
ML CoO/Ag(100) structure. Experimen-
tal (solid) and theoretical (dashed).

The minimum values of the RP obtained for the models described above are re-

ported in Table 6.1. The best fit is obtained for a CoO film having a thickness of four

layers with O atoms on top of Ag atoms at the interface (model B).

Table 6.2 Description of the refined 4 ML CoO(100)/Ag(100) structure. The sub-

scripts on the atom labels correspond to the subscripts used in the text and Fig. 6.7.

The surface region refers to the atoms at the vacuum-solid interface that were allowed

to be refined in the calculation. Absolute lateral positions of the atoms are given in

two dimensional Cartesian coordinates. The perpendicular lattice positions are de-

fined relative to the previous atom’s position as ∆dz.

Region Atomic species Atom number X(Å) Y(Å) ∆dz (Å)

Surface O1 1 1.444 1.444 0.000

Surface Co1 2 0.000 0.000 0.060±0.04

Surface O2 3 1.444 1.444 2.251±0.04

Surface Co2 4 0.000 0.000 0.013±0.04

Bulk O3 5 1.444 1.444 2.179±0.04

Bulk Co3 6 0.000 0.000 0.000

Bulk O4 7 1.444 1.444 2.130

Bulk Co4 8 0.000 0.000 0.000

Bulk Ag1 9 1.444 1.444 2.400

Bulk Ag2 10 0.000 0.000 2.043
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Fig. 6.7: Top view (at left) and side view (at right) of the optimized CoO(100) surface
grown on Ag(100) (the surface termination is on top). The values of the interlayer and
intralayer spacings are shown.

The difference of the RP factors between model A and B is small but significant. As

expected, the differences amongst the registries decrease upon increasing the thickness

of the film. The results of the analysis are consistent with the nominal thickness of the

film, since the best fit is obtained for a film 4 ML thick. Starting from the optimized

coordinates, a new reference structure calculation was performed. In addition to the

structural parameters, also the imaginary part of the inner potential and the Debye

temperatures of the atoms were optimized in the analysis. After refining, a minimum

RP of 0.20 was obtained. It was found that ΘCo = 440 K, ΘO = 480 K and ΘAg = 245

K improved RP by 0.003 with no effect on the structural parameters. The optimized

CoO/Ag(100) interface distance (O-Ag bond) was found to be 2.40 Å. The optimized

inner potential is V0 = −(9 + 4i) eV. Fig. 6.6 compares the theoretical I − V curves,

which resulted from this last stage of refinement, to the experimental curves. The

final structure for model B with an RP = 0.20 is described in Table 6.2 and illustrated

in Fig. 6.7. This represents the structure as determined for the 4 ML CoO(100) film

on Ag(100).

The largest deviations from the CoO film structure occurred in the surface layer,

where the O anions, which in the bulk would be coplanar with the Co cations, relaxed

outwards and introduced a surface layer corrugation of ∆1 = 0.060±0.04 Å, The

d(Co1-O2) distance, where the indices number the layers, was expanded to 2.251±0.04

Å from the bulk value of 2.13 Å. No buckling of anions or cations was found in the

second layer, where the intralayer spacing was ∆2 = 0.013±0.04 Å. As with d(Co1-
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O2), the second interlayer spacing d(O2-Co3) was expanded from the bulk value 2.13

Å to 2.18±0.04 Å. Since the inplane lattice parameter of the CoO film is compressed,

an expansion of the interlayer spacing would be expected. Indeed, an expansion of

the interlayer distances (1.9±0.4%) for a pseudomorphic NiO film 3 ML thick grown

of Ag(100) was found by means of Primary-beam Diffraction Modulated Electron

Emission (PDMEE) [142]. This technique, which is similar to X-ray Photoelectron

Diffraction (XPD) [143], was applied successfully to study the MgO/Ag(100) interface

[144]. The expansion of the interlayer distance determined by PDMEE is compatible

with LEED results [145]. It was decided that another possible reference structure

can be made by expanding the unit cell from a pseudomorphic Ag lattice constant of

4.09 Å to 4.26 Å, i,e expanding the lattice parameter to the exact CoO bulk value.

The same structural and nonstructural parameters were refined in this model as in the

previous one. For this model, however, the obtained RP factor of 0.43 was higher than

for the pseudomorphic (compressed) model. Therefore, this model can be excluded.

Taking into account the SPA-LEED results, the critical thickness for the strain relief

transition might happen between 4-6 ML.

In summary, CoO has been successfully prepared in its (100) orientation on Ag(100).

For the 4 ML thickness film, the film’s in-plane unit cell vectors were compressed by

4.3% of the bulk value. Deviations from the bulk CoO(100) atomic positions were

5.6% and 2.4% expansion of the first and second interlayer spacings, respectively.

The difference in outward movement of the surface O anions and Co cations cause a

buckling of 0.06 Å.

6.3 BaTiO3(111) (
√

3×√3)R30◦ Surface

6.3.1 Introduction

There is increasing interest in the surface properties of metal oxides because of their

important technological applications as catalysts, corrosion resistant coatings as well

as in electronic devices. Barium titanate (BaTiO3), for example, is a ferroelectric wide

band-gap semiconductor and is used in many applications such as non-volatile ferro-

electric memory and varistors in protection circuits in order to prevent thermal over-

load. The knowledge of the structure and energetics of oxide surfaces is essential for

an understanding of their physical and chemical properties. In the case of polar metal

oxide surfaces, the atomic structures of these surface orientations can deviate strongly

from their corresponding bulk truncations. This is predicted by many theoretical stud-

ies, but only a few experimental surface structure determinations exist so far. The

(111) surfaces of oxides with the perovskite structure such as BaTiO3 become stabi-

lized by severe reconstructions by different preparation conditions. Other surfaces do

not reconstruct but become stabilized by strong interlayer relaxions in their surface re-

gions. The topmost interlayer spacings of Cr2O3(0001) [146], α-Al2O3(0001) [147,148]
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and α-Fe2O3(0001) [149] surfaces are reduced by up to 86% of the corresponding bulk

spacings. These distortions are much larger than those found for metal and semicon-

ductor surfaces, including weakly polar compound semiconductors, and they strongly

influence the surface chemical properties of these materials. The reasons for the large

relaxations still are subject of current research. A dominating driving force for them is

electrostatic potentials that can build up at such surfaces, because the atomic planes

along polar crystal directions consist only of either positively charged cations or neg-

atively charged anions. These electrostatic potentials can be compensated or reduced

by surface reconstructions or interlayer relaxations.

The large relaxations make a reliable structure determination with LEED crystal-

lography very time consuming. They usually exceed the convergence radius of LEED

calculation algorithms, and therefore a large number of structural searches with dif-

ferent reference structures as starting points have to be performed. For oxides with

complex crystal structures a large number of different surface terminations are pos-

sible and have to be taken into account. Structure models with missing atoms or

adatoms in the topmost layers further increase this number. On the experimental

side the preparation of oxide surfaces with defined structures and chemical compo-

sitions turned out to be very difficult and to depend critically on the preparation

procedure [1]. For a number of oxides the formation of different surface structures

that coexist on the sample surface has been observed under certain preparation con-

ditions [149–151]. Therefore, the possible coexistence of different surface structures

as well as the surface defect concentrations should be clarified by suitable techniques

such as STM before a LEED analysis is performed.

In our previous STM and LEED studies on the BaTiO3(111) surface, it turned

out that unlike the unreconstructed SrTiO3(111) surface, various superstructures were

found depending on the preparation procedure. In summary, vacuum annealing at

1470 K resulted in a (
√

3×√3)R30◦ superstructure and annealing in oxygen lead to

a mixture of (1×1) and (2×2). Subsequent vacuum annealing produced a mixture of

(
√

3×√3)R30◦ and and (2×2) [87,152]. However, no experimental quantitative struc-

ture determination has been reported so far for these surfaces. The (
√

3 ×√3)R30◦

reconstruction is more interesting because it is always observed after annealing the

sample up to 1470 K and is usually obtained on new samples. The previous STM and

LEED studies motivated the present LEED I − V analysis aimed to determine the

surface structure of the (
√

3×√3)R30◦ reconstructed BaTiO3(111) surface.

6.3.2 Surface Structure of BaTiO3(111)

Fig. 6.8a shows the top view of a bulk terminated BaTiO3(111) surface with BaO

termination. Fig. 6.8b shows the side view of the layer structure when cut through

the dashed line as indicated in Fig. 6.8a. The BaO-Ti double layers form a ...AB-

CABC... stacking sequence along the [111] direction, which is indicated by the capital
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Fig. 6.8: Top view (a) and side view (b) of the BaTiO3 structure exposing a (111) surface
plane without interlayer relaxations. Two types of notation for the layer stacking along the
[111] direction are given on the left and right side of (b), for explanation see text. In the
top view in (a) the BaTiO3-(1 × 1) surface unit cell with a lattice constant of 5.651 Å is
indicated. The layer spacing between the single BaO and Ti layer is 1.154 Å.

letters A, B, and C on the right of Fig. 6.8b. Here, each letter denotes the lateral

registry of the surface unit cell. Considering the lateral registry A, B, or C of the

surface unit cell, six inequivalent bulk terminations can be obtained by cutting the

BaTiO3(111) stacking sequence. Each termination can be described by the stacking

sequence notation indicated in the left of Fig. 6.8b. The layer spacing between the

single BaO and Ti layers is 1.154 Å. The two dimensional (1 × 1) unit cell (double

layer unit cell) contains five atoms (Three O atoms, one Ba atom and one Ti atom,

see Fig. 6.8a). For the BaO terminated surface, three O atoms in the top layer are

symmetrically equivalent and coordinated to one top layer Ba atom and one Ti atom

in the second layer. Each Ba atom is coordinated by six O atoms, which in turn form

bridges between neighboring Ba atoms. This structure leads to an O-rich BaO3 com-

position in the top surface layer and a negatively charged surface. The Ti-terminated

surface consists of Ti only in the topmost layer. This termination is O-deficient and

positively charged. The Ti atoms in the top layer do not bond to each other, because

the distance (5.651 Å) between them is too large. Therefore, they are coordinated

only by three O atoms of the BaO3 layer below.

Another striking difference between the BaO termination and Ti termination is

that the Ti-terminated top layer is more open than the BaO-terminated one. It is

to be expected that the excess charge on either bulk-like terminated surface and the

mismatch in stoichiometry of oxygen and the respective metal lead to high surface

energies for both such surface terminations, which makes the (
√

3×√3)R30◦ surface

reconstruction.
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(√3 × √3)R30

(b)

(1x1)

(10)(01)

(a)

(1/3 1/3)

(2/3 2/3)

O

Fig. 6.9: (a) LEED pattern of the (
√

3×√3)R30◦superstructure of BaTiO3(111) measured
at room temperature after vacuum annealing the single crystal up to 1470K, the size of
(
√

3 × √
3)R30◦ unit cell is outlined, (normal incidence, E = 16 eV). (b) STM image

(160× 160 Å2) of the BaTiO3(111) (
√

3×√3)R30◦ superstructure. The image corresponds
to the tip height at Ugap = −1 V and Itunnel = 0.016 nA. The mark shown in the image
represents the (

√
3×√3)R30◦ superstructure unit cell but not the individual atoms. This

image is obtained at similar preparation conditions as the LEED experiment

6.3.3 TLEED Calculations

Another tensor LEED package, which was derived from the Erlangen Tensor LEED

package (TensErLEED) [153] and written by Dr. Ch. Ammer, was used to analyze

the I − V data in this investigation. In this package, the layer doubling approxima-

tion was implemented to calculate the interlayer multiple scattering, which was not

available in SATLEED package. This feature is critical in computations of systems

with short interlayer distances such as the BaTiO3(111) surface, because the layers

in the BaTiO3(111) surface (only 1.154 Å) might be too close to ensure convergence

of the multiple scattering within the renormalized forward scattering (RFS) approxi-

mation as implemented in SATLEED package. In fact, we have tried to perform such

calculations with the SATLEED package, but the convergence problem showed up.

Non-relativistic scattering phase shifts were calculated for Ba, Ti and O in the

cubic perovskite BaTiO3 structure. Due to the short layer spacing, we defined com-

posite layers, consisting of two layers for all models considered. For example, the

BaO termination was separated into BaO-Ti slabs as the surface composite layer.

Two composite layers were defined as surface region, where the coordinates of the

atoms within these composite layers can be displaced in the structure search. Con-
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BaO9A BaO9B BaO9C

TiA TiC

BaO6A BaO6B BaO6C

TiB

Ba O O Vacancy Ti

Fig. 6.10: Structure models of BaTiO3(111) (
√

3 × √
3)R30◦ surface proposed in the

present analysis. Both Ba terminated and Ti terminated surface structures were consid-
ered. BaO9A−C represent stoichiometric BaO terminated surfaces with a BaO9 composition
of the (

√
3 ×√3)R30◦ surface unit cell in the topmost layer. BaO6A−C represent nonstoi-

chiometric BaO terminated surfaces with 3 symmetry equivalent O atoms removed in each
surface unit cell in the topmost layer. TiA−C are ideal Ti terminated surface structure
models without removal of O atoms in the BaO layer below the topmost Ti layer. Capital
letters A, B, and C denote the lateral registry.

sequently, we had to consider 30 atoms. Other slabs represent the bulk repeat unit

(see Fig. 6.8b). Multiple scattering within each composite layer was treated exactly

by the Beeby inversion scheme, the interlayer scattering was described by the layer

doubling approximation. The search for the best-fit structure model was performed

by a modified random sampling algorithm, which compromises between global and

local search features [154]. Eight phase shifts (lmax = 7) were used in the LEED

calculations. A temperature of 300 K and Debye temperatures of 308 K, 521 K, and

900 K were assumed for Ba, Ti, and O, respectively. The imaginary part of the inner

potential V0i was fixed to a value of 5 eV. The real part V0 was fitted within each

calculation starting from a value of 10 eV.
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(a) (b)

Fig. 6.11: Comparison of the experimental and theoretical I − V curves for the best fit
structure obtained for the BaTiO3(111) (

√
3×√3)R30◦ surface. The data set covers a total

energy range of 800 eV and reveals a Pendry R-factor of 0.40.

6.3.4 Results and Discussions

Fig. 6.9a shows the (
√

3 × √
3)R30◦ LEED pattern of the BaTiO3(111) surface at

an electron energy of 16 eV. The image shows the (1, 0) and (0, 1) spots of the

bulk unit cell as well as the (1/3, 1/3) and (2/3, 2/3) fractional order spots of the

superstructure. A qualitative visual analysis of the energy dependence of the hexag-

onal pattern reveals the actual threefold symmetry of the pattern. However, only the

integer order spots of the pattern show two distinct groups of symmetry equivalent

spots. This indicates three additional mirror axes, leading to a p3m1 symmetry. Fig.

6.9b shows a typical STM image (160× 160 Å2) of the BaTiO3(111) (
√

3×√3)R30◦

superstructure measured from the same sample. The (
√

3×√3)R30◦ superstructure

with a unit length of 9.788 Å can clearly be identified, with each bright feature on the

image corresponding to one unit cell of the superstructure. With the (
√

3×√3)R30◦

reconstruction, the BaTiO3(111) surface unit cell becomes three times larger than the

unreconstructed (1× 1) unit cell. Each double layer unit cell now has nine O atoms,

three Ba atoms and three Ti atoms in the case of a bulk termination.

For a detailed LEED I−V analysis, structure models have to be assumed at first.

Due to the large unit cell of the reconstruction, the possible structure models are

large and are very time consuming to perform the calculation if we just consider the

unit cell symmetry. However, some structure models could be excluded convincingly,

based on our previous experimental analysis. For example, we have assumed that

the (
√

3 × √3)R30◦ superstructure is related to a Ba-O termination and suggested
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Ba O Ti O-Vacancy

(a) (b)

BaII

BaIBaI BaI

BaII

TiITiI TiITiII TiII

OI OI OI

Fig. 6.12: (a) Top and (b) side view of the BaTiO3(111) (
√

3×√3)R30◦ surface structure
with the interlayer relaxations, the details of the structure parameter are list in table 6.4,
dashed line indicate the bulk position, the unit cell of (

√
3 × √3)R30◦ superstructure are

indicated in the top view.

a structural model of this surface, where one-third of the Ba atoms of the top layer

was removed along with their six neighboring O atoms [87]. However, the STM image

shows no indication that the reconstruction involves the removal of large groups of

atoms. Obviously, the surface seems to be stabilized in a much more subtle way. The

superstructure might be due to small lateral and/or vertical shifts of atoms/groups

from their positions in the (1×1) mesh. On the other hand, a theoretical investigation

for the related SrTiO3(111) surface shows that charge compensation and the corre-

sponding energetic stabilization of the surface could be achieved without the removal

of O atoms simply by symmetry breaking through moving one O atom out of three

further away from the Ti atom below [152]. Based on this consideration we restricted

our search to models for the BaTiO3(111) surface with bulk termination (Both BaO

or Ti terminated) and BaO terminations with one-third of the O atoms removed in

the top layer (
√

3 × √
3)R30◦ unit cell. All models considered in the first step of

full dynamic reference structure calculations are shown in Fig. 6.10. Models with

two-thirds of the O atoms removed in the first layer were not considered, because of

their charge compensation problem.

Table 6.3 Pendry R-factor RP obtained from calculations performed for all mod-

els considered in this investigation as shown in Fig. 6.10.

Models RP Models RP Models RP

BaO9A 0.42 BaO9B 0.41 BaO9C 0.42

BaO6A 0.41 BaO6B 0.46 BaO6C 0.40

TiA 0.54 TiB 0.52 TiC 0.50

In the second step of the structure search, 8 beams with a total energy range of
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800 eV was used. The vertical coordinates of the topmost 27 to 30 atoms (within the

two topmost composite layers) were varied under the restriction to keep the p3m1

symmetry. Although lateral displacements were possible regarding the structure sym-

metry, for simplicity and computation time consideration, only vertical displacement

were allowed, since LEED is not very sensitive on lateral displacements in normal

incidence geometry. Due to this restrictions, the search is reduced to 9-11 variables

for the different models.

Table 6.4 Details of the best-fit structure (model BaO6C) of the BaTiO3(111) (
√

3×√
3)R30◦ surface. X, Y, Z are the coordinates of bulk positions used in the calcula-

tion. The displacement ∆dz in the Z direction is defined relative to the original bulk

position, negative displacements mean outward relaxation.

Layer Atomic species X(Å) Y(Å) Z(Å) ∆dZ (Å)

1 BaI 0.000 0.000 0.000 -0.24

1 BaII -2.826 4.894 0.000 -0.20

1 BaII 2.826 4.894 0.000 -0.20

1 O -1.413 2.477 0.000 0.02

1 O 1.413 2.477 0.000 0.02

1 O -5.651 4.894 0.000 0.02

1 O 5.651 4.894 0.000 0.02

1 O -1.413 7.341 0.000 0.02

1 O 1.413 7.341 0.000 0.02

2 Ti -5.651 3.262 1.153 0.04

2 Ti 0.000 3.262 1.153 0.04

2 Ti 5.651 3.262 1.153 0.04

3 Ba -2.826 1.631 2.307 0.38

3 Ba 2.826 1.631 2.307 0.38

3 Ba 0.000 6.525 2.307 0.38

3 OI 0.000 1.631 2.307 -0.08

3 OI -7.064 4.078 2.307 -0.08

3 OI 7.060 4.078 2.307 -0.08

3 OII -4.238 4.078 2.307 -0.20

3 OII -1.413 4.078 2.307 -0.20

3 OII 1.413 4.078 2.307 -0.20

3 OII 4.238 4.078 2.307 -0.20

3 OII -2.825 6.525 2.307 -0.20

3 OII 2.825 6.525 2.307 -0.20

4 TiI 0.000 0.000 3.460 -0.06

4 TiII -2.825 4.894 3.460 0.02

4 TiII 2.825 4.894 3.460 0.02
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Table 6.3 lists the RP factors for each model considered as shown in Fig. 6.10.

For Ti terminated models, all RP factors are above 0.50, for BaO terminated models,

the RP factors are smaller than for Ti terminated models but the minimum RP factor

is still above 0.40. The best-fit model is the BaO6C model, for which an R-factor of

RP = 0.40 is obtained.

The best-fit structure is shown in Fig. 6.12. For this structure, one-third of the

oxygen in the topmost BaO terminated surface was removed. This result is reasonable

if we consider the charge compensation problem of the polar surface. Details of the

best-fit structure are given in table 6.4. It includes the coordinates of atoms in the

upper four layers of the reference structure plus the vertical displacement obtained for

the best-fit structure. The I − V curves comparison between theory and experiment

for the best-fit structure is shown in Fig. 6.11a and Fig. 6.11b for the integral and

fractional order beams, respectively. The integral order beams have an averaged RP

factor of 0.37. They fit better than the fractional order beams, which have an averaged

RP factor of 0.52. The higher RP factor for the fractional order beams is partly due to

their weak intensity. This limits the measurable energy range of the fractional order

beams and increases their noise level. Even though the fractional beams were visible

on the video screen, the software was not always capable to measure the intensity due

to problems with subtracting the background intensity.

The best-fit structure shows strong relaxations of the first (-0.24 Å and -0.20 Å)

and the third (0.38 Å) Ba layers, which correspond to -19% (averaged two planes in

the first layer) and 33% of the bulk layer distance. The relaxations are relatively weak

for the second and fourth Ti layers, which are within ±5% of the bulk layer distance.

Unfortunately, the scattering strength of Ti and Ba is much larger than that of oxygen.

This entails that the I − V curves are dominated by the strong scatterer positions,

while the positions of oxygen atoms cause only minor modifications.

The minimum RP factor of 0.40 is acceptable in view of the complexity of the

structure and the atomic approximation used for the scattering potential. Neverthe-

less, the level of the minimum R factor indicates that the structure found can be

refined by additional structural variations, which we could not consider because of

limited computer time. For example, the reconstruction may extend also to deeper

layers or include the lateral displacement within the p3m1 symmetry. The level of

the minimum R factor is rather high compared to single component systems. It is

well known, however, that in general the agreement becomes worse with increasing

complexity of the surface. In the present case the complexity comes from several

features, the presence of three different atoms, the existence of six terminations, the

large superstructure unit cell (15 atoms for each composite layer), and the appear-

ance of surface rumpling. It is hard to find an equivalent system in the literature for

comparison. Perhaps the most similar system in this respect is the relatively simple

SrTiO3(100) surface, for which an R factor of 0.53 was reported [23].

Since all six BaO terminated models have the same level of minimum RP factor, we
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further check the results of all these models. We found for all these models, that the

optimized structures shown some common features: The Ba planes in the first layer

are expanded by about 0.20±0.10 Å, the Ba planes in the third layer is contracted

by about 0.40±0.06 Å. The Ti planes in both second and fourth layers are nearly

unchanged, within a range of 0.00±0.10 Å. However, the oxygen planes among the

different models show no common features, some are expanded, others are contracted,

the magnitude of the relaxations is also different and depend on the specific model.

This confirms again that the investigation with the present I−V curves is not sensitive

enough to determinate the positions of the oxygen atoms. However, the relaxation of

the Ba atoms in the first and third layers as well as the bulk positions of Ti atoms in

the second and fourth layers appear to be reliable.
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Chapter 7

Conclusions

In this thesis, two types of transition metal oxide systems were investigated by means

of low energy electron diffraction. The aim of these investigations is to obtain more

detailed structure information of these systems. One type is CoO films grown on

a Ag(100) substrate. They were characterized by both kinematic (SPA-LEED) and

dynamic (Tensor LEED) methods. In addition, the SPA-LEED results were comple-

mented by STM results obtained in previous investigation. The other type of system is

the (
√

3×√3)R30◦ reconstructed BaTiO3(111) surface. The structure of this surface

was studied by tensor LEED.

Regarding the CoO/Ag(100) system, it has been shown that surface defects on

the Ag(100) substrate have a strong influence on the growth of CoO films. Therefore,

considerable effort was put into the analysis of the defects of clean Ag(100) surfaces.

The various surface defects have been characterized using high resolution LEED (SPA-

LEED). The splitting of LEED spots reveals the presence of regular step arrays on

the surface, whereby the splitting direction indicates the step edges along the <110>

direction. On an annealed Ag(100) surface, surface facets with (111) orientation

were identified using an Ewald construction. For an ion sputtered Ag(100) surface,

two dimensional LEED spots exhibit an anisotropic square shape at the ”out-of-

phase” conditions, in complies with square pit-like structures in the corresponding

STM images. The large FWHM of the one dimensional spot profile measured at the

”out-of-phase” conditions indicates a high step density on this ion sputtered Ag(100)

surface, with a average terrace width of 3± 1 atom distances. The anisotropic square

shape disappears after annealing.

A tensor LEED analysis has been performed in order to determine the atomic

structure and relaxation of the clean Ag(100) surface. By this analysis, a small inward

relaxation in the top layer of Ag(100) surface was observed, the relaxation of the

second layer is negligible. This result compliance with the general behavior of surface

relaxations on low index fcc or bcc metal surfaces as well as theoretical investigations.

The progress of this analysis compared to the former one is that the agreement between

experiment and theory improved considerably. The RP factor went down from 0.39

to 0.15 with the same total energy range.

Before growing CoO films on the Ag(100) substrate, pure Co films have been grown
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and analyzed by SPA-LEED. The substrate peak intensities were found to decrease

with the thickness of the Co film. Morever, no LEED pattern was observed for high

thickness films (5 ML). Due to the large lattice constant mismatch between Co and

the Ag(100) substrate, Co films obviously grow in a three dimensional cluster mode

on the Ag(100) surface without any long rang order.

CoO films were grown by depositing Co in an O2 (p (O2) = 1× 10−6 mbar) atmo-

sphere at different substrate temperatures (300-500 K) and annealing temperatures

(300-700 K). The SPA-LEED analysis demonstrates that either by subsequent an-

nealing (450-500 K) or by deposition of the films on a hot (450-500 K) substrate,

ordered CoO films form on Ag(100). The overall morphology and the structure of the

deposited films, however, drastically depend on the deposition and annealing tem-

perature as well as on the film thickness. With room temperature deposition of a

low thickness (2 ML) film, a (2 × 1) superstructure was observed. Middle thickness

(5 ML) films give a (1 × 1) structure. The strain of the film was released at this

film thickness as shown by a one dimensional spot profile analysis. At a thickness of

10 ML, a (111)(
√

3 × √3)R30◦ superstructure together with a (100) (2 × 1) super-

structure has been obtained. An atomic structure model for the (111)(
√

3×√3)R30◦

superstructure has been proposed.

When 1.2 ML CoO films were deposited at 390 K, an O/metal precursor state was

identified, again in compliance with the STM image. This precursor state is supposed

to be due to a moiré pattern of the substrate and precursor lattices. By deposition

of the CoO film at 470 K with a 5 ML thickness the film shows a (1 × 1) structure.

Annealing this film up to 660 K further improves the order of the film as deduced

from the sharpening of the LEED spots. The substrate temperature between 450-500

K proved to be the optimal temperature for the growth of a smooth and ordered CoO

film on Ag(100).

A 4 ML thick CoO film grown by depositing of Co in an O2 atmosphere (1 ×
10−6 mbar) at elevated temperature (470 K) was analyzed by tensor LEED. The

result shows that at the CoO/Ag(100) interface, the O atoms are located on top of

Ag atoms, while the Co atoms occupy hollow sites. In the lateral direction, this

CoO film on Ag(100) is pseudomorphic, which implies an in-plane lattice compression

by 4.3% of the bulk value. In the vertical direction, the first and second layers

distance are expanded by 5.6 % and 2.4 % of the bulk layer distance, respectively.

Different relaxations of the Co cations and the O anions in the top layer cause a

surface rumpling by 2.8 % of the bulk layer distance, the surface rumpling in the

second layer is negligible.

The BaTiO3(111)(
√

3×√3)R30◦ surface has been analyzed by the tensor LEED

method. Nine different models for both BaO and Ti terminations were considered

as initial structures for a structure determination. The result shows that the BaO

termination with one-third of the O atoms of the top layer removed was the best-fit

structure. For this optimized structure, a strong relaxation was observed in the first
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and third BaO layers while the second and fourth Ti layers remain at bulk positions.

However, other models could not be excluded, because of comparable Pendry RP

factors. Although it has not been possible to uniquely identify the structure of the

BaTiO3(111)(
√

3×√3)R30◦ surface, this investigation has enabled us to exclude the

Ti terminated models. Furthermore, strong relaxations of similar size were found for

the Ba atoms in the first and third layers in all models. Therefore, they are regarded

as significant contrary to the relaxations of the O atoms.
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Abbreviations

AED Auger Electron Diffraction

AES Auger Electron Spectroscopy

AFM Atomic Force Microscopy

ARUPS Angle-Resolved UPS

FWHM Full Width at Half Maximum

GIXD Grazing Incidence X-ray Diffraction

HAS Helium Atom Scattering

HREELS High-Resolution Electron Energy Loss Spectroscopy

LEED Low-Energy Electron Diffraction

NEXAFS Near-Edge X-Ray Absorption Fine Structure

PDMEE Primary-beam Diffraction Modulated Electron Emission

RFS Renormalized Forward Scattering

RHEED Reflection High-Energy Electron Diffraction

SPA-LEED Spot Profile Analysis LEED

SATLEED Symmetrized Automated Tensor LEED

SEM Scanning Electron Microscopy

SAM Scanning Auger Microscopy

STM Scanning Tunneling Microscopy

STS Scanning Tunneling Spectroscopy

TEM Transmission Electron Microscopy

UHV Ultra-High Vacuum

UPS Ultraviolet Photoelectron/Photoemission Spectroscopy

XPS X-ray Photoelectron Spectroscopy

ML Monolayer

XPD X-ray Photoelectron Diffraction

K Kelvin

a.u. arbitrary unit

Bz Brillouin zone
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