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A B S T R A C T   

Introduction: Dementia syndromes can be difficult to diagnose. We aimed at building a classifier for multiple 
dementia syndromes using magnetic resonance imaging (MRI). 
Methods: Atlas-based volumetry was performed on T1-weighted MRI data of 426 patients and 51 controls from 
the multi-centric German Research Consortium of Frontotemporal Lobar Degeneration including patients with 
behavioral variant frontotemporal dementia, Alzheimer’s disease, the three subtypes of primary progressive 
aphasia, i.e., semantic, logopenic and nonfluent-agrammatic variant, and the atypical parkinsonian syndromes 
progressive supranuclear palsy and corticobasal syndrome. Support vector machine classification was used to 
classify each patient group against controls (binary classification) and all seven diagnostic groups against each 
other in a multi-syndrome classifier (multiclass classification). 
Results: The binary classification models reached high prediction accuracies between 71 and 95% with a chance 
level of 50%. Feature importance reflected disease-specific atrophy patterns. The multi-syndrome model reached 
accuracies of more than three times higher than chance level but was far from 100%. Multi-syndrome model 
performance was not homogenous across dementia syndromes, with better performance in syndromes charac-
terized by regionally specific atrophy patterns. Whereas diseases generally could be classified vs controls more 
correctly with increasing severity and duration, differentiation between diseases was optimal in disease-specific 
windows of severity and duration. 
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Discussion: Results suggest that automated methods applied to MR imaging data can support physicians in 
diagnosis of dementia syndromes. It is particularly relevant for orphan diseases beside frequent syndromes such 
as Alzheimer’s disease.   

1. Introduction 

Dementia syndromes represent a major burden for aging societies 
around the globe. They are related to the neurodegenerative disease 
spectrum, which includes various forms of dementia. This study spe-
cifically focuses on Alzheimer’s disease (AD) (Warren et al., 2012; 
McKhann et al., 2011), frontotemporal lobar degeneration (FTLD) with 
behavioral variant frontotemporal dementia (bvFTD) (Rascovsky et al., 
2011), and primary progressive aphasias (PPA) reflected as three sub- 
forms, i.e., semantic variant (svPPA), nonfluent-agrammatic variant 
(nfvPPA), and logopenic variant (lvPPA) (Gorno-Tempini et al., 2011), 
atypical parkinsonian syndromes also associated with dementia such as 
corticobasal syndrome (CBS) and progressive supranuclear palsy (PSP) 
(Meeter et al., 2017). Neurodegenerative diseases primarily affect 
several functions from memory (AD) to behavior/personality (bvFTD), 
language (PPAs), and motor functions (CBS, PSP). 

Recently, imaging as well as molecular biomarkers have been 
incorporated into the diagnostic criteria for AD, bvFTD, and PPAs 
(Gorno-Tempini et al., 2011; McKhann et al., 2011; Rascovsky et al., 
2011). Comprehensive quantitative and systematic meta-analyses vali-
dated and confirmed disease-specific atrophy patterns in the afore-
mentioned neurodegenerative diseases (Schroeter et al., 2007; Schroeter 
et al., 2008; Schroeter et al., 2009; Schroeter et al., 2014; Schroeter and 
Neumann, 2011; Bisenius et al., 2016; Albrecht et al., 2017; Whitwell 
et al., 2017). While this conceptual change aids to diagnose distinct 
syndromes more accurately, imaging biomarkers specifically can be a 
challenge for the radiologist lacking specific training (Klöppel et al., 
2008). The atrophy patterns of different dementia syndromes are com-
plex and are easily overseen by non-specialists (Schroeter et al., 2007; 
Schroeter et al., 2008; Schroeter et al., 2009; Schroeter et al., 2014; 
Schroeter and Neumann, 2011; Bisenius et al., 2016; Albrecht et al., 
2017; Whitwell et al., 2017). Less common ‘orphan’ dementia syn-
dromes can lead to misdiagnosis. Clinicians use imaging results and 
embed them into further information from clinical history, neuropsy-
chological testing, and other biomarkers to diagnose disease and initiate 
adequate treatment (Gorno-Tempini et al., 2011; McKhann et al., 2011; 
Rascovsky et al., 2011). Neglecting differential diagnosis can, on the one 
hand, hamper selective treatment, and on the other hand, preclude the 
individual and their families from obtaining specialized support. In 
times of low density of expertise and medical care in rural regions, aging 
populations are confronted with higher rates of misdiagnosis and limited 
capabilities to provide appropriately tailored treatment for patients 
(Goins et al., 2005). 

Computerized methods involving artificial intelligence have proven 
to be well suited for complex multivariate data and could be a valuable 
addition in the diagnostic process by providing decision support (Dwyer 
et al., 2018). In fact, machine learning approaches for pattern recogni-
tion have already been successfully applied to consistently detect skin 
cancer (Esteva et al., 2017), lung cancer (Yu et al., 2016), and eye dis-
eases (De Fauw et al., 2018) or predict cognitive decline from multi-
modal imaging data in AD (Franzmeier et al., 2020). Since some of these 
automated methods even out-performed specialists (Klöppel et al., 
2008), they could be a valuable addition to support physicians in finding 
the right differential diagnosis as early as possible in the disease course. 

Recently, our lab has developed such approaches to disentangle 
diagnosis and differential diagnosis and predict therapeutic efficacy for 
several of these neurodegenerative diseases based on multimodal im-
aging (Dukart et al., 2011; Meyer et al., 2017; Mueller et al., 2017; 
Bisenius et al., 2017; Anderl et al., 2021; Koutsouleris et al., 2022). To 
pave the road for translation of these approaches into clinical routine, 

classifiers containing multiple syndromes should be explored as feasible 
options (Arbabshirani et al., 2017). While binary classifiers separating 
healthy individuals from demented patients have yielded high perfor-
mance measures (Magnin et al., 2009; Arbabshirani et al., 2017), the 
next step is to include multiple dementia syndromes to differentiate 
them from each other (Lampe et al., 2022). This differential diagnostic 
stance has to be regarded as the most challenging and most appropriate 
if translation to clinical routine is the primary aim. Recently, Huppertz 
and colleagues (2016) have demonstrated the feasibility of such an 
approach in distinguishing neurodegenerative parkinsonian syndromes. 
Other studies have compared two dementia disease groups against each 
other, such as AD vs bvFTD (Zheng et al., 2016; Tahmasian et al., 2016) 
or two out of three PPA subtypes (Bisenius et al., 2017). 

Here, we explore the application of support vector machines (SVM), 
a multivariate supervised learning algorithm, on structural volumetric 
magnetic resonance imaging (MRI) data to differentiate multiple de-
mentia syndromes first from healthy individuals, and secondly from 
multiple other dementia syndromes in a differential diagnostic 
approach. We hypothesize that both binary classifiers as well as the 
multi-syndrome classifiers can reach high accuracies in differentiating 
syndromes based on the assumption of disease-specific atrophy finger-
prints. This assumption is supported by recent meta-analyses/reviews 
revealing high classification accuracies for neurodegenerative diseases 
in contrast to psychiatric disorders (Arbabshirani et al., 2017; Woo et al., 
2017). We focus on structural MRI as it is the most common and widely 
available method. 

2. Methods 

2.1. Participants 

Our study included a large multicenter cohort with 426 patients and 
51 healthy controls from the German Research Consortium of FTLD 
(Otto et al., 2011). The patient cohort consisted of 72 patients with AD, 
146 patients with bvFTD, 26 patients with CBS, 30 patients with lvPPA, 
58 patients with nfvPPA, 48 patients with PSP, and 46 patients with 
svPPA. All patients were thoroughly examined clinically according to 
standardized operating procedures (SOPs) and were classified based on 
established international diagnostic criteria (Otto et al., 2011). Diag-
nosis was primarily based on clinical criteria, supported by imaging 
(structural MRI, molecular imaging for amyloid / tau) and biomarkers 
from cerebrospinal fluid (amyloid, tau, phospho tau), i.e., for increasing 
validity; see for instance for AD, bvFTD, and PPAs (Gorno-Tempini et al., 
2011; McKhann et al., 2011; Rascovsky et al., 2011; Warren et al., 
2012). Histopathological information was available for single subjects 
only. Genetic analysis results had been not available for single subjects 
in our study. However, a recent study (Wagner et al., 2021) involving 
partly overlapping 509 patients with bvFTD and PPA from the FTLD 
consortium study revealed by exome sequencing as well as C9orf72 
repeat analysis that 18.1 % did show pathogenic variants, without any 
impact of distribution of APOE alleles. Note that necessary fulfillment of 
operationalized clinical criteria as a precondition for inclusion in our 
study prevented from circular approaches regarding imaging. Table 1 
gives an overview over age, disease duration, and cognitive test results. 
We did not collect information about the participants’ race or ethnicity. 
Participants were belonging mainly to central European ethnicity. Dif-
ferences between distributions were tested with the Kruskal-Wallis test 
and post hoc with a Wilcoxon rank-sum test between all pairs of samples 
(Bonferroni-corrected). 
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Ethical approval 

The study was conducted according to the Declaration of Helsinki. It 
was approved by the local ethics committees of all participating centers 
(University of Ulm: #39/11, 8th March 2011). Patients, participants, 
caregivers, or legal representatives gave written informed consent for 
the study. 

2.3. Acquisition of imaging data 

Structural MRI head scans were acquired multi-centrically at uni-
versity hospitals in Bonn (33), Erlangen (40), Goettingen (36), Hamburg 
(42), Homburg (54), Leipzig (68), Munich – Ludwig-Maximilians-Uni-
versität (LMU) (50); Munich – Technische Universität (TU) (137), 
Rostock (42), Tuebingen (17), Ulm (191) and Wuerzburg (25). Every 
subject obtained a T1-weighted three-dimensional (1 mm isovoxel res-
olution) magnetization prepared rapid gradient echo (MPRAGE) head 
MRI brain scan (Brant-Zawadzki et al., 1992). The MPRAGE sequences 
were converted to ANALYZE 7.5 format. 

2.4. Analysis of imaging data 

Atlas-based volumetry (ABV) was applied to the MPRAGE sequence 
data to determine volumes or areas of 64 brain regions. ABV classifies 
the image on voxel level into gray matter, white matter, and cerebro-
spinal fluid compartments and warps the resulting tissue probability 
maps into a template space using elastic image registration. Subse-
quently, it employs an atlas of predefined regions of interest in the same 

space to extract regional brain volumes or areas. For this study, the LONI 
Probabilistic Brain Atlas (LPBA40) (Shattuck et al., 2008) and further 
masks derived from it were utilized. A detailed description of all image 
processing steps and atlas regions included can be found in Huppertz 
et al. (2016). Before being used as prediction features, all ABV results 
were normalized to total intracranial volume. 

For SVM classification, we used the freely available e1071 package 
implemented in the caret package in the R environment (Vapnik, 1995). 
SVM is based on libsvm, an open-source machine learning library 
(Vapnik, 1995). In SVM classification, optimal separating hyperplanes 
are defined, which maximize the distance between subjects belonging to 
different classes (here syndromes). These hyperplanes are set in a virtual 
vector space, resulting in a non-linear classification function. This 
eliminates the need for static tests such as testing the normal distribution 
(Schölkopf et al., 1999). Classifiers were trained on the ABV results of 
the 64 brain regions listed in Fig. 1. During training the classifiers, 
feature importance for classification was determined for every brain 
region as done in similar studies (see for instance Klöppel et al., 2008; 
Bron et al., 2015; cf. also “How could I generate the primal variable w of 
linear SVM?” in https://www.csie.ntu.edu.tw/~cjlin/libsvm/faq. 
html#f804). A cross-validation of the method was performed by using 
the leave-one-(subject)-out method (so called leave-one-out cross-vali-
dation, LOOCV). This procedure iteratively leaves out the information of 
one subject at a time and trains the SVM classifier on the remaining data 
for subsequent class assignment of the left-out subject respectively. This 
validation allows for the generalization of the trained SVM classifier to 
unknown data and mitigates the possibility of falsely inflated accuracies. 
A linear kernel was used for each SVM, and the tuning ’cost’ parameter 

Table 1 
Clinical and demographic characteristics for patients and controls.  

Diagnosis n Age in years Disease duration in years CDR FTLD-CDR MMSE 

AD 72  66.67 ± 9.59 
69.0 (49.0; 33–82) 
(8.33 %) 

3.1 ± 2.84 
2 (16; − 1–15*) 
(15.27 %) 

5.78 ± 3.36 
5 (17.5: 0.5–18) 
(13.89 %) 

6.98 ± 4.22 
6 (23.5; 0.5–24) 
(15.27 %) 

21.29 ± 5.86 
22.5 (30; 0–30) 
(8.33 %) 

bvFTD 146 61.68 ± 9.67 
61 (50; 31–81) 
(0.68 %) 

3.77 ± 4.55 
2 (25; − 1–24*) 
(3.42 %) 

5.74 ± 3.97 
5 (17.5; 0.5–18) 
(9.59 %) 

7.87 ± 5.13 
6.5 (23.5; 0.5–24) 
(9.59 %) 

24.63 ± 4.96 
26 (30; 0–30) 
(8.22 %) 

CBS 26 65.96 ± 6.91 
67 (24; 55–79) 

3.17 ± 2.57 
2 (9; 0–9) 
(11.54 %) 

4.88 ± 3.46 
4 (13; 0–13) 
(23.08 %) 

6.05 ± 4.07 
5.75 (15.5; 0.5–16) 
(23.08 %) 

22.81 ± 5.37 
23 (21; 9–30) 
(19.23 %) 

lvPPA 30 67.33 ± 5.60 
68 (18; 56–74) 

3.89 ± 4.25 
2 (17; 0–17) 
(3.33 %) 

3.28 ± 2.94 
2.5 (10; 0–10) 
(10 %) 

5.31 ± 3.58 
4.5 (12.5; 1–13.5) 
(10 %) 

21 ± 5.45 
21.5 (18; 10–28) 
(3.33 %) 

nfvPPA 58 68.46 ± 8.32 
70 (36; 44–80) 
(1.72 %) 

2.14 ± 1.54 
2 (8; 0 – 8) 
(3.45 %) 

2.40 ± 2.47 
2 (13; 0–13) 
(15.52 %) 

4.63 ± 3.11 
4 (17.5; 0.5–18) 
(15.52 %) 

23.22 ± 6.09 
25 (23; 7–30) 
(3.45 %) 

PSP 48 69.06 ± 7.31 
68 (34; 50–84) 

3.02 ± 1.87 
2.75 (16; 0–8) 
(8.33 %) 

4.28 ± 3.88 
2.75 (16; 0–16) 
(33.33 %) 

5.61 ± 4.87 
4 (20.5; 0.5–21) 
(35.42 %) 

25.38 ± 3.96 
27 (16; 14–30) 
(6.25 %) 

svPPA 46 62.14 ± 8.31 
61.0 (31; 44–75) 
(4.34 %) 

3 ± 2.08 
2.5 (10; 0–10) 
(4.34 %) 

4.02 ± 3.13 
3.5 (15; 0–15) 
(10.86 %) 

6.41 ± 4.15 
5.0 (19.5; 1.5–21) 
(10.86 %) 

21.02 ± 7.96 
24.0 (30; 0–30) 
(4.34 %) 

Controls 51 64.36 ± 12.7 
68 (62; 24–86) 
(1.96 %) 

n.a. 0.06 ± 0.195 
0 (1; 0–1) 
(15.69 %) 

0.09 ± 0.294 
0 (1.5; 0 – 1.5) 
(15.69 %) 

29 ± 0.881 
29 (3; 27–30) 
(1.96 %)  

Statistical differences 
Controls vs patients n.s. n.a. t = − 23.96; 

p < 2.2e− 16 
t = − 26.707; 
p < 2.2e− 16 

t = 18.213; 
p < 2.2e− 16 

Kruskal-Walis 
(patients and controls) 

χ2 = 44.744; 
p = 1.533e− 7 

n.a. χ2 = 153.97; 
p < 2.2e− 16 

χ2 = 136.72; 
p < 2.2e− 16 

χ2 = 119.85; 
p < 2.2e− 16 

Kruskal-Walis 
(patients) 

χ2 = 45.561; 
p = 3.621e− 8 

χ2 = 6.336; 
p = 0.3867 

χ2 = 57.452; 
p = 1.48e− 10 

χ2 = 28.351; 
p = 8.068e− 5 

χ2 = 37.179; 
p = 1.625e− 6 

Note: Data are reported as mean ± standard deviation, median, range with min and max. If values were missing, the percentage of missing values is given in brackets. 
Abbreviations: AD Alzheimer’s disease; bvFTD behavioral variant frontotemporal dementia; CBS corticobasal syndrome; CDR clinical dementia rating scale; FTLD-CDR 
Frontotemporal lobar degeneration-modified CDR; lvPPA logopenic variant primary progressive aphasia; MMSE mini mental state examination; n.a. not applicable; 
nfvPPA nonfluent variant primary progressive aphasia; n.s. non-significant; PSP progressive supranuclear palsy; svPPA semantic variant primary progressive aphasia. 
*Note that for two participants (one with AD, the other with bvFTD) disease duration was − 1 year, because diagnostic criteria for respective diseases were completely 
fulfilled one year after imaging, although partly at date of imaging already. 
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was held constant at a value of 0.25. Class-probabilities were calculated 
with Platt scaling as discussed by the authors of LibSVM (Lin et al., 
2007). 

The SVM is applied using the default parametrization without 
hyperparameter tuning to avoid overfitting. Furthermore, this setup is 
reproducible for comparable classification problems and encourages the 
field to use machine learning algorithms. The diagnostic performance of 
the binary SVM models (patients with one syndrome vs healthy controls) 
was assessed by calculating sensitivity, specificity, positive predictive 
value, negative predictive value, model accuracy, and balanced accu-
racy (Brodersen et al., 2010). Balanced accuracy is a combined measure 
of sensitivity and specificity. Additionally, for the binary SVM models 
the Matthew’s correlation coefficient was calculated to assess the clas-
sification performance accounting for imbalanced group sizes and 
chance prediction for binary classifiers (Matthews, 1975). 

For multi-class prediction we focused on the sensitivity, the positive 
predictive value, and the F-score, which is a combined measure of 
sensitivity and positive predictive value. Note that model metrics for 
multi-class predictions are often described with precision (which is the 
positive predictive value here), recall (which is sensitivity here), and the 
F-score. We further calculated model accuracy for the multi-class SVM. 

3. Results 

3.1. Descriptive characteristics 

Table 1 illustrates clinical and demographic characteristics for pa-
tients and controls including age, disease duration, and global neuro-
cognitive scores, i. e., Clinical Dementia Rating (CDR), FTLD-Modified 
CDR (FTLD-CDR), and Mini Mental State Examination (MMSE) scales. 
There were significant differences for age for patients with bvFTD being 
younger than patients with AD (p < 0.05), PSP (p < 0.001), lvPPA (p <
0.05), and nfvPPA (p < 0.001). Furthermore, patients with svPPA were 
significantly younger than patients with PSP (p < 0.05) and nfvPPA (p <
0.05). Note that there were no significant differences for mean age be-
tween controls and the several disease cohorts, excluding age as a bias, 
at least in the binary syndrome classification. There was no significant 
difference in disease duration between all patient groups. 

As expected, all patient groups had significantly higher CDR scores 
than healthy controls (p < 0.001). Patients with AD had significantly 
higher CDR scores than patients with lvPPA (p < 0.05), nfvPPA (p <
0.001), and svPPA (p < 0.05). Patients with bvFTD scored significantly 
worse in the CDR than patients with lvPPA (p < 0.05) and nfvPPA (p <
0.001). Again, as expected all patient groups had significantly higher 
scores in the FTLD-CDR than healthy controls (p < 0.001). Patients with 
bvFTD had significantly higher FTLD-CDR scores than patients with 

Fig. 1. Importance of brain regions for separating each dementia syndrome from healthy controls. Note: The scale on the right shows the importance for classifi-
cation from 0 to 100 color coded from white to dark purple. Abbreviations: AD Alzheimer’s disease; bvFTD behavioral variant frontotemporal dementia; CBS 
corticobasal syndrome; GM gray matter; L left; lvPPA logopenic variant primary progressive aphasia; nfvPPA nonfluent variant primary progressive aphasia; PSP 
progressive supranuclear palsy; R right; svPPA semantic variant primary progressive aphasia. 
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nfvPPA (p < 0.001). Additionally, patients with AD had significantly 
higher FTLD-CDR scores than patients with nfvPPA (p < 0.05). All pa-
tient groups had significantly lower scores in the MMSE than healthy 
controls (p < 0.001). Patients with AD had significantly lower MMSE 
scores than patients with PSP (p < 0.001) and bvFTD (p < 0.001). Also, 
patients with lvPPA had significantly higher MMSE scores than patients 
with PSP (p < 0.05) and bvFTD (p < 0.05). There was no significant 
difference of gender distribution across patient groups (χ2 = 9.4671, p =
0.22). 

3.2. Binary syndrome classification 

Results for binary syndrome classification, i.e., identifying dementia 
in patients vs healthy controls, are illustrated in Table 2. The binary SVM 
yielded high prediction accuracies between 71 and 95 % (chance level 
50 %). To maximize the amount of training data, all patients, and 
healthy subjects available were used, which might have led to unevenly 
distributed samples. The Matthews Correlation Coefficient helps to 
assess the quality of the prediction after accounting for uneven sample 
sizes. It can be interpreted as [0.70–1.00] very strong prediction, 
[0.40–0.69] strong prediction, [0.30–0.39] moderate prediction, 
[0.20–0.29] weak prediction, and [0.01–0.19] negligible relationship. 
The classification of patients with AD, PSP, and svPPA respectively 
produced very strong prediction results, while bvFTD, lvPPA, nfvPPA 
returned strong prediction results. Only CBS generated moderate pre-
diction results. While CBS yielded generally the lowest prediction re-
sults, the prediction performance of svPPA was highest (see Table 2) 
despite the comparatively small sample size of 46 patients. 

3.3. Importance of brain regions for binary classification 

Different brain regions contribute to the differentiation of the 
respective dementia syndromes from healthy subjects. Fig. 1 provides an 
overview over all brain regions that were used in the classifier with their 
importance for the prediction of each respective syndrome from 0 to 100 
(color coded with white to dark purple). Regions overlapped particu-
larly in the frontal and temporal cortex as expected for FTLD subtypes. 
While brain regions such as the brainstem or the midbrain had low 
predictive value for most dementia syndromes, they were of high rele-
vance for PSP, in accordance with meta-analyses and the literature 
(Whitwell et al., 2017). Also in accordance with well-known atrophy 
patterns, left temporal regions were essential for svPPA, the hippo-
campus was most crucial for AD and the frontal cortex for bvFTD 
(Schroeter et al., 2007; Schroeter et al., 2014; Bisenius et al., 2017). As 
expected, left hemispheric regions were more important than their right 
hemispheric counterparts for classification of PPAs (Gorno-Tempini 
et al., 2011; Bisenius et al., 2017). Regions identified as classifier- 
relevant coincided with atrophic regions identified as disease-specific 
in meta-analyses and diagnostic criteria in svPPA, lvPPA and nfvPPA 
(Gorno-Tempini et al., 2011; Bisenius et al., 2017). Note that for CBS 
several rather regionally unspecific regions were identified as relevant 

for classification in accordance with recent meta-analyses (Albrecht 
et al., 2017). 

3.4. Multi-syndrome classification 

For multi-syndrome classification, all seven dementia syndromes 
were classified against each other with SVM using LOOCV. Note that, in 
this sample, no healthy subjects were included because the aim was to 
simulate the process of radiological differential diagnosis between 
syndrome-associated atrophy patterns. The sample comprised 426 pa-
tients, classified based on 64 predictors (see atlas-based brain regions as 
described in Fig. 1). Table 3 provides the overview performance mea-
sures of the model. The overall accuracy of the multi-syndrome classifier 
was 47.4 %. Note, that chance level would be here not 50 % like in bi-
nary classification, but mathematically 100 % / seven groups, i.e., 14.29 
%. Note, however, that this value is given for orientation only as it is 
modified by several factors such as group size of disease and numbers of 
respective (disease) controls. Highest performance measures were ach-
ieved for classifying svPPA, bvFTD, and PSP, while classification of CBS 
was weak. For AD, lvPPA, and nfvPPA performance reached reasonable 
values. Note that specificity, negative predictive value, and balanced 
accuracy are not informative for multi-class predictions and hence are 
not given here. 

Placeholder Table 3. 

3.5. Syndrome probabilities of multi-syndrome classification 

Based on the multiclass prediction of different dementia syndromes, 
probabilities of every patient were calculated for each individual syn-
drome. The probability values are the transformed output of the SVM. 
The class division and the subdivision of the vector space of the SVM 
were transformed into a probability value using a probability calibration 
method. Fig. 2 visualizes the distribution of probabilities per dementia 
syndrome in the form of spider plots. Syndromes with highly specific 

Table 2 
Binary classification of respective clinical syndrome vs healthy controls.   

Sensitivity Specificity Positive Predictive 
Value 

Negative Predictive 
Value 

Model 
accuracy 

Balanced 
Accuracy 

Matthew’s Correlation 
Coefficient 

AD vs controls  0.89  0.90  0.93  0.85  0.89  0.90  0.79 
bvFTD vs controls  0.88  0.63  0.87  0.64  0.81  0.75  0.51 
CBS vs controls  0.54  0.80  0.58  0.77  0.71  0.67  0.35 
lvPPA vs controls  0.80  0.88  0.80  0.88  0.85  0.84  0.68 
nfvPPA vs 

controls  
0.74  0.88  0.83  0.74  0.78  0.78  0.56 

PSP vs controls  0.81  0.88  0.87  0.83  0.85  0.85  0.70 
svPPA vs controls  0.93  0.96  0.96  0.94  0.95  0.95  0.90 

Abbreviations: AD Alzheimer’s disease; bvFTD behavioral variant frontotemporal dementia; CBS corticobasal syndrome; lvPPA logopenic variant primary progressive 
aphasia; nfvPPA nonfluent variant primary progressive aphasia; PSP progressive supranuclear palsy; svPPA semantic variant primary progressive aphasia. 

Table 3 
Model metrics for multi-syndrome classification.   

Sensitivity 
(Recall) 

Positive predictive value 
(Precision) 

F-score 

AD  0.42  0.43  0.42 
bvFTD  0.60  0.51  0.55 
CBS  0.08  0.18  0.11 
lvPPA  0.20  0.40  0.27 
nfvPPA  0.36  0.34  0.35 
PSP  0.54  0.51  0.53 
svPPA  0.65  0.61  0.63 

Abbreviations: AD Alzheimer’s disease; bvFTD behavioral variant fronto-
temporal dementia; CBS corticobasal syndrome; lvPPA logopenic variant pri-
mary progressive aphasia; nfvPPA nonfluent variant primary progressive 
aphasia; PSP progressive supranuclear palsy; svPPA semantic variant primary 
progressive aphasia. 
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atrophy patterns such as svPPA, bvFTD and PSP show the best distinc-
tion from other syndromes. Non-specific atrophy patterns, such as the 
pattern associated with CBS, show a high variability in probability dis-
tribution over different syndromes, potentially reflecting the non- 
specificity of the pattern. Note the probabilistic gravitation towards 
the groups with larger sizes as illustrated in Table 4. 

Placeholder Fig. 2. 

3.6. Syndrome probabilities in relation to duration and severity of disease 

Probabilities of every patient for the specific clinical syndrome, 
which the patient was actually suffering from, was related to severity 
(here FTLD-CDR) and duration of the respective disease (years). This 

analysis aimed at identifying the impact of disease duration and disease 
severity on correct syndrome classification based on volumetric MRI. 
This analysis was performed for both, binary classification, i.e., disease 
vs controls, and for multiclass prediction, i.e., disease vs disease. Fig. 3 
illustrates the results. Remarkably, the analysis revealed associations 
between probability classified as correct disease and duration and 
severity of this disease. For binary classification, we hypothesized that 
one disease can be detected better with stronger disease severity and 
longer disease duration based on increasing global atrophy. Indeed, 
generally probability of correct disease classification increased with 
stronger disease severity and longer disease duration. Fig. 3 shows re-
sults of linear regression analysis with significant effects for disease 
severity in bvFTD and AD (p < 0.05; for bvFTD still significant after 
Bonferroni correction for multiple comparisons), presumably due to 
high statistical power in these large patient groups. 

Another analysis was conducted for multi-syndrome classification. 
Here, we hypothesized an optimal window with disease-specific clinical 
symptoms and disease-specific regional brain atrophy, where clinical 
disease symptoms and related atrophy were strong enough to be 
detected in comparison to earliest stages, but not that strong involving 
all cognitive functions and whole-brain atrophy as expected in later 
disease stages. As we did not expect a linear relationship, we approxi-
mated a trend line using local polynomial regression. Results are shown 
in Fig. 3 again. In agreement with our assumption, best classification 
was achieved for approximately 2.5 years disease duration in AD, 
bvFTD, CBS, nfvPPA and svPPA. For lvPPA, we did not observe clear 
peaks. For PSP, classification probability showed an u-curve pattern, i.e., 
best classification probability with short disease duration, lowest clas-
sification probability with 3 to 5 years, and later increase of probability. 
For disease severity, as measured with the FTLD-CDR, best classification 
probabilities were obtained with a score between 2.5 and 5, here for AD, 
PSP, nfvPPA, svPPA, and lvPPA. CBS was classified best (but still rather 
incorrect) with an FTLD-CDR score of around 7.5. In bvFTD, classifica-
tion probability was homogeneously strong with a FTLD-CDR from 0 to 
10, and increased further later on. Of note, range of disease duration and 
disease severity varied remarkably between syndromes, and longer 
disease duration and higher FTLD-CDR scores were observed in smaller 
numbers of subjects only. Accordingly, we focus on the range available 
for almost all syndromes. 

Fig. 2. Spider plots with probability (in %) for different syndromes. Groups of patients are plotted together, and the respective correct diagnosis based on clinical 
criteria is written in red bold letters and framed within a box. Abbreviations: AD Alzheimer’s disease; bvFTD behavioral variant frontotemporal dementia; CBS 
corticobasal syndrome; lvPPA logopenic variant primary progressive aphasia; nfvPPA nonfluent variant primary progressive aphasia; PSP progressive supranuclear 
palsy; svPPA semantic variant primary progressive aphasia. 

Table 4 
Mean probabilities in % with standard deviation for every syndrome.   

Probability 

Diagnosis AD bvFTD CBS lvPPA nfvPPA PSP svPPA 

AD 28 ± 
15.6 

31.6 
± 14 

5.2 
± 4.6 

8.1 ±
5.9 

11.5 ±
6.7 

5.6 ±
5 

10 ±
13.5 

bvFTD 14.4 
±

16.1 

44.4  
± 11 

6.22 
± 8 

5.4 ±
3.7 

13.5 ±
8 

9.9 ±
11 

6.1 ±
9.5 

CBS 14.7 
±

13.6 

35.6 
± 11.1 

11 ± 
5.1 

7.3 ±
3.5 

16 ±
6.5 

13.2 
±

11.4 

2.2 ±
1.5 

lvPPA 23.5 
±

14.2 

26.1 
± 13.1 

5.8 
± 4 

12.7  
± 7.4 

17.8 ±
9 

4.6 ±
5.2 

9.6 ±
8 

nfvPPA 13.2 
± 8.7 

34.6 
± 13 

6.7 
± 4 

8.8 ±
6.6 

19.5 ± 
8.8 

9.1 ±
9.4 

8 ±
12.9 

PSP 7.9 
± 6.9 

36.9 
± 13.9 

9 ±
5.5 

3.8 ±
2.6 

11.8 ±
7.2 

28.8 
±

19.2 

1.9 ±
1.8 

svPPA 18.1 
±

12.7 

18.3 
± 13.5 

2 ±
2.3 

8.3 ±
4.7 

12.4 ±
9.6 

2.8 ±
2.5 

38.2  
± 24.3 

Note: Data are reported as mean ± standard deviation. Abbreviations: AD Alz-
heimer’s disease; bvFTD behavioral variant frontotemporal dementia; CBS cor-
ticobasal syndrome; lvPPA logopenic variant primary progressive aphasia; 
nfvPPA nonfluent variant primary progressive aphasia; PSP progressive supra-
nuclear palsy; svPPA semantic variant primary progressive aphasia. 
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Fig. 3. Syndrome probabilities for correct disease classification in relation to severity and duration of disease. Scatterplots are shown for binary classification, i.e., 
respective disease vs controls (left), and differential diagnostic multiclass prediction, i.e., disease vs other diseases (right). Linear regression (left) or local polynomial 
regression (right). Abbreviations: AD Alzheimer’s disease; bvFTD behavioral variant frontotemporal dementia; CBS corticobasal syndrome; FTLD-CDR fronto-
temporal lobar degeneration-modified clinical dementia rating scale; lvPPA logopenic variant primary progressive aphasia; nfvPPA nonfluent variant primary 
progressive aphasia; PSP progressive supranuclear palsy; svPPA semantic variant primary progressive aphasia. 
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4. Discussion 

To the best of our knowledge this is one of the first studies assessing 
computerized methods to differentiate multiple (here seven) dementia 
syndromes based on atrophy patterns with MRI-derived volumetric data 
of the brain and SVM. One other study applied comparable methods to 
distinguish several motor syndromes (here three to four typical and 
atypical Parkinsonian syndromes) (Huppertz et al., 2016), another 
rather technical recent study from our group compared the performance 
of different machine learning algorithms in differential diagnosis of 
neurodegenerative diseases (Lampe et al., 2022). Furthermore, binary 
classifiers were constructed to differentiate each of the seven dementia 
syndromes against healthy controls. Our study included multicenter 
data from 426 well characterized patients suffering from AD, bvFTD, 
CBS, lvPPA, nfvPPA, PSP, svPPA, and 51 healthy controls. To simulate 
real-world circumstances, we used the LOOCV approach, where the 
patient to be predicted was unknown to the classifier, which was trained 
on the remaining data of the sample. This assured the generalizability of 
the model performance measures to out-of-sample data. 

The binary syndrome models reached high prediction accuracies 
between 71 and 95 % with a chance level of 50 % as a mathematical 
comparator. Results suggest that differentiation between dementia 
syndromes and healthy controls is ready for translation to clinical 
routine, if validated in external prospective cohorts in the future. The 
multi-syndrome model reached accuracies of more than three times 
higher than chance level as a mathematical comparator but was far from 
100 %. Accordingly, our results for multi-syndrome classification are 
promising as a proof-of-principle study but not translatable to clinical 
settings yet. Multi-syndrome model performance was not homogenous 
across dementia syndromes. Overall, results suggest that automated 
methods could support early diagnosis and facilitate appropriate ther-
apy. Furthermore, orphan diseases can be considered by computerized 
methods, which would avoid indicative imaging biomarkers to be 
overseen due to a lack of specialized knowledge. In the following we 
discuss, firstly, results for binary syndrome classifiers, and, secondly, 
results for multi-syndrome classifiers in more detail. 

4.1. Disease-predictive brain regions 

The calculation of variable regional importance of a binary SVM 
classifier that discerned patients with a dementia syndrome from 
healthy controls coincided with the regions extracted in meta-analyses 
as disease-specific (Fig. 1). Remarkably, well-known canonical atrophy 
patterns were reproduced as predictive markers such as lower volume of 
hippocampal and temporal structures for AD (Henneman et al., 2009), 
lower volume of the midbrain for PSP (Oba et al., 2005), lower volume 
in the frontal lobe for bvFTD (Rascovsky et al., 2011, Schroeter et al., 
2014), and lower volume of left-sided disease-specific structures for the 
three PPAs (Rascovsky et al., 2011). Interestingly, a previous meta- 
analytical study suggested the overlap of left hippocampal structures 
as a shared regional atrophy between patients with svPPA and AD 
(Schroeter et al., 2011), which is now reflected in the suggested atrophy 
patterns in Fig. 1. Results confirm the suggested diagnostic imaging 
biomarkers for these diseases, i.e., AD, bvFTD and PPAs, where inte-
gration into diagnostic criteria is still a desideratum for PSP in the 
future. On the other hand, CBS seems to be a disease not characterized 
by focused brain atrophy in agreement with meta-analyses (Albrecht 
et al., 2017), making the development of diagnostic imaging markers a 
challenge. More information on the included CBS cohort in our study 
can be found elsewhere (Albrecht et al., 2019; Ballarini et al., 2020). 

4.2. Multi-syndrome prediction 

While binary SVM classifications (patients vs controls) rendered very 
high performance measures consistent with previous studies, multi- 
syndrome classification is necessary for differential diagnosis. In the 

daily routine, the radiologist is confronted with more than the question 
of whether a brain image indicates healthy aging versus atrophy. More 
importantly, the atrophy pattern should be viewed in the context of 
different neurodegenerative atrophy patterns that might serve as a 
morphological indicator for specific dementia syndromes. This is 
particularly challenging when dealing with rare forms of dementia such 
as the subtypes of PPA, which have been redefined recently (Gorno- 
Tempini et al., 2011). While pathognomonic changes such as hippo-
campal atrophy associated with AD are easily detected, more subtle 
patterns require a holistic assessment of every brain region to find the 
best matching diagnosis. The latter is challenging, and computational 
algorithms might provide valuable diagnostic aid here (Klöppel et al., 
2008). 

The multi-syndrome classifier used in this study rendered good 
classification results. Dementia syndromes with more specific atrophy 
patterns were classified best i.e., svPPA, bvFTD, and (the primary motor 
syndrome) PSP. This finding is relevant for clinical diagnostics as these 
syndromes are related to rare orphan diseases that might be missed by 
physicians in clinical routine. However, not every entity rendered high 
performance measures. Prediction measures for CBS, a form of neuro-
degeneration with less region-specific atrophy pattern and divergent 
underlying histopathology (Albrecht et al., 2017), were weak. Note that 
the weak classification results of CBS despite a nonspecific atrophy 
pattern might be also related to the small sample size in our cohort of 
only 26 patients. On the other hand, it was not the largest patient group 
available that reached the best classification results. BvFTD and AD 
comprised the largest groups of patients, yet classification of svPPA and 
PSP outperformed the classification of bvFTD and AD, indicating that 
group size might not be the most important factor. 

Multi-syndrome prediction not only aids the process of differential 
diagnosis, it also provides the opportunity to compare probabilities of all 
included syndromes per individual. We created spider plots to visualize 
the distribution of syndrome probabilities per groups of patients. While 
we treated syndromes as categorical concepts during classification, the 
reality blends different syndromes together. LvPPA for example most 
often is a subform of AD (Bonner et al., 2010). Remarkably, patients with 
lvPPA had high probabilities for AD, suggesting a resemblance of atro-
phy patterns. Moreover, the clinical syndrome CBS might be related 
histopathologically to AD beside corticobasal degeneration, PSP and 
other diseases, which might have diminished accuracy in identification 
of CBS in our study (Franzmeier et al., 2022; Koga et al., 2022). NfvPPA 
in turn has been associated mainly with tau pathology that is also 
relevant for bvFTD (Bonner et al., 2010), which is reflected in the 
probability distribution of patients with the diagnosis nfvPPA. Multi- 
syndrome prediction with probability distribution allows for detecting 
cross-syndrome atrophy patterns that might be related to the same un-
derlying pathology. For example, patients with the diagnosis PSP had 
high probabilities for bvFTD, both syndromes being associated with 
tauopathies (Meeter et al., 2017). However, note that the probability 
distribution shows a gravitation towards those patient groups that were 
most abundant (i.e., bvFTD), a problem that could be overcome with 
even groups sizes. Histopathological / etiological overlap between 
clinical syndromes and uncharacteristic atrophy patterns might have led 
to suboptimal results for the multi-syndrome classifier hampering 
translation to clinical settings. Furthermore, SVM only allows for post- 
hoc probability calculation; other machine learning methods should 
be considered in the future to determine whether they are more suited to 
calculate accuracy, such as deep neural networks or ensemble methods 
(Lampe et al., 2022). 

Other studies with MRI used combined features quantifying volu-
metric and morphometric characteristics from T1, and vascular char-
acteristics from fluid-attenuated inversion recovery (FLAIR) images 
(Koikkalainen et al., 2016). Multi-class classifiers based on disease state 
index methodology could distinguish between AD, FTD, vascular de-
mentia, dementia with Lewy bodies, and control subjects with a cross- 
validated classification accuracy of 70.6 % and a balanced accuracy of 
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69.1 %, better than classification accuracies obtained with visual MRI 
ratings (accuracy 44.6 %, balanced accuracy 51.6 %). Another study by 
the same group and based on the same data (Tong et al., 2017) 
confirmed this finding by using random undersampling boosting. Here, 
additionally a group with subjective memory complaints and measures 
from cerebrospinal fluid had been included. The authors achieved a high 
accuracy of 75.2 % and balanced accuracy of 69.3 %. These results 
underline the translatability of machine learning on MRI to clinical 
settings and the importance of multimodal approaches, tailored to 
clinical needs. 

Moreover, we investigated – for both, binary classification vs con-
trols, and multiclass prediction across diseases – optimal time and 
severity windows for disease identification with structural MRI. Here, 
we related classification probabilities of every patient for the specific 
clinical syndrome the patient actually was suffering from, to severity 
and duration of the respective disease. This analysis aimed at identifying 
the impact of disease duration and disease severity on correct syndrome 
classification based on volumetric MRI. For binary classification, we 
confirmed our hypothesis that one disease can be detected better with 
stronger disease severity and longer disease duration based on 
increasing global atrophy. 

For multiclass classification, i.e., disease vs disease, we detected for 
most of the syndromes an optimal diagnostic window with already 
disease-specific clinical symptoms, and, presumably disease-specific 
regional brain atrophy, where clinical disease symptoms and related 
atrophy were strong enough to be detected in comparison to earliest 
stages, but not that severe such as in later disease stages, where all 
cognitive functions are involved and atrophy already has spread across 
the whole brain. The optimal diagnostic window for classification based 
on MRI was approximately 2.5 years for disease duration. In contrast, 
PSP showed best classification probability with short disease duration, 
lowest classification probability with 3 to 5 years, and later again an 
increase of probability. For disease severity, best classification proba-
bilities were obtained mainly with a score between 2.5 and 5, for CBS 
7.5, whereas for bvFTD classification probability was homogeneously 
strong. In sum, this analysis revealed specific time and severity windows 
for specific diseases, where the MRI-based classifier can best detect the 
specific disease, which is of particular importance if the classifier if 
applied in clinical settings. 

4.3. Limitations & future perspectives 

A limitation of this dataset is the uneven distribution of the different 
groups. Because we wanted to include the maximum amount of data, we 
used every available patient, which resulted in an unbalanced dataset (e. 
g., 146 patients with bvFTD contrasting only 26 patients with CBS). 
Distribution of subjects included in each diagnostic group mirrors the 
clinical incidence / prevalence of the different neurodegenerative syn-
dromes. Undersampling the larger groups bore the risk of leaving out 
important information to build the classifier, while oversampling of the 
smaller groups would have led to overfitting the model. Nonetheless, 
imbalanced training datasets might lead to classifiers biased towards the 
majority class. To account for these limitations, we calculated model 
performance measures considering this imbalance such as the Matthews 
correlation coefficient for binary classification. Ideally, there will be 
more evenly distributed and especially larger datasets in the future, 
enabling even validation in independent cohorts. 

Moreover, one might discuss a potential age bias in our results. 
Although disease cohorts differed in mean age, the several disease co-
horts were age-matched with healthy controls, i.e., both respective 
groups did not differ in age significantly. The binary classification also 
identified brain regions as classification-relevant that are well known as 
disease-specific from the literature. Accordingly, we consider an age bias 
as not relevant in our study, at least for the binary syndrome classifi-
cation. Although mean age differences between groups potentially 
might have biased results for the multiple syndrome classification, mean 

age differences were small (ranging from 62 to 69 years) and mean 
disease duration was balanced between groups. Beside age, one might 
discuss sex as a potential bias. Of note, a recent study has investigated 
the impact of the covariates total intracranial volume, age and sex on 
voxel based morphometry results in another neurodegenerative disease, 
Parkinson’s disease (Crowley et al., 2018). Remarkably, total intracra-
nial volume had an impact on results, whereas the covariates age and sex 
were negligible. Remarkably, normalizing for total intracranial volume 
has been reported to abolish the majority of sex-related volume differ-
ences (Kijonka et al., 2020; Sanchis-Segura et al., 2020). Although, 
based on these studies, we regard controlling for total intracranial vol-
ume as most important, future studies shall investigate the potential 
impact of age and sex / gender more cautiously. Differences in disease 
severity measures such as MMSE, CDR and FTLD-CDR might be related 
to the well-known fact that a measure might be more sensitive for one 
specific disease, such as the CDR and MMSE for AD. Developing disease- 
spanning tools for disease severity is a desideratum for the future, which 
will be hampered by disparate symptom-profiles. 

One might also criticize the relatively small size of some patient 
cohorts and the control sample. Particularly low group numbers of 
lvPPA, CBS and PSP might be related to differences in prevalence / 
incidence between diseases as discussed above. As healthy controls had 
to be investigated with the same scanners / parameters to guarantee 
comparability we could not extend this cohort by including external 
data. Note that the controls’ sample size is only relevant for the binary 
classifiers, which yielded excellent accuracies. In the multi-syndrome 
classifier controls were not included. To adjust for this possible in-
homogeneity bias, we also used statistical approaches to account for 
uneven sample sizes (Matthews Correlation Coefficient). Future data 
sets shall contain larger numbers of controls as low numbers of healthy 
subjects might generally penalize results. 

Although different MRI machines and parameters for data acquisi-
tion per center might yield another bias, we assume that the method 
applied, i.e. atlas based volumetry, controlled for this difference, at least 
partly, by normalizing the volumes of the atlas structures to total 
intracranial volume. However, this assumption has to be validated in 
another study. Furthermore, elderly patients have age-related comor-
bidities that might affect brain structure independent of the underlying 
neurodegenerative disease adding to the complexity of the data. While 
patients with major brain pathologies such as stroke or brain tumors 
were excluded, vascular changes such as white matter hyperintensities 
possibly affecting both cognition and brain structure might be a con-
founding factor as well (Lampe et al., 2019). 

Machine learning classification depends on the quality of data to 
detect relevant patterns. We treated dementia syndromes as singular 
independent entities that exclude each other. Even though this is 
conceptually possible in an ideal clinical world, in the real world this is 
not the case. In fact, clinical dementia syndromes with the same mani-
festation can be related to different underlying pathologies (Meeter 
et al., 2017). While this complex relationship can be acknowledged with 
the syndrome probabilities, it necessarily corrupts the performance 
measures of the classification itself. These factors shall be controlled for 
in future studies. As our classifier’s performance might be overestimated 
with the current approach it has to be proven in an independent vali-
dation cohort. Furthermore, a successful transition of the classifier to 
prospective clinical data has yet to be tested. The model remains to be 
validated on data from different field strengths and lower quality, in 
cases, where diagnosis had been histopathologically validated, and in-
dependent datasets including also other neurodegenerative diseases 
such as Lewy body dementia/disease and posterior cortical atrophy. 
Besides building classifiers for differentiation between multiple de-
mentia / neurodegenerative syndromes, as done in our study, specif-
ically tailored classifiers for differential diagnosis might be designed 
adapted to clinical needs by including clinically related syndromes only, 
such as differential diagnosis of the three PPA subtypes (Bisenius et al., 
2017) or of typical and atypical Parkinsonian syndromes (Huppertz 
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et al., 2016). 
Conceptually, we were interested in using MRI data for disease 

classification only. Future studies might evaluate the additional benefit 
of imaging data if parameters from neuropsychological / patholinguistic 
tests and behavioral questionnaires investigating, for instance apathy or 
behavioral changes, are used for disease classification. Then, classifi-
cation accuracies of multiple syndrome models shall be compared with 
other comparators also beside mathematical ones as done in our study, 
such as classification accuracies by clinicians including all available 
clinical / biomarker information or radiologists’ reads. Finally, multi-
modal imaging data might much better reflect the multimodal nature of 
neurodegeneration and might lead to better classification results (Pie-
vani et al., 2011). Therefore, other imaging modalities, such as con-
nectivity measures or molecular imaging, shall be included beside 
structural MRI, which might yield higher classification accuracies 
(Dukart et al., 2011). Importantly, histopathology underlying neurode-
generative diseases and systematic genetic analyses shall be taken into 
account in following studies. These measures might include surrogate 
markers from cerebrospinal fluid or positron emission tomography, such 
as amyloid, tau, phospho tau, and neurofilaments, or genetics and post 
mortem validation. Herewith, accuracy might be increased beyond 
simple atrophy patterns, where obviously some dementia types might 
show overlapping patterns. 
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et al., 2009. Support vector machine-based classification of Alzheimer’s disease from 
whole-brain anatomical MRI. Neuroradiology 51, 73–83. 

Matthews, B.W., 1975. Comparison of the predicted and observed secondary structure of 
T4 phage lysozyme. BBA 405, 442–451. 

L. Lampe et al.                                                                                                                                                                                                                                  

http://refhub.elsevier.com/S2213-1582(23)00009-8/h0005
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0005
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0005
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0005
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0010
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0010
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0010
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0020
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0020
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0025
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0025
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0025
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0030
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0030
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0030
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0035
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0035
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0035
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0040
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0040
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0040
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0045
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0045
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0045
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0055
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0055
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0055
https://doi.org/10.1007/s11682-016-9656-9
https://doi.org/10.1038/s41591-018-0107-6
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0070
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0070
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0070
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0075
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0075
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0080
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0080
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0080
https://doi.org/10.1002/alz.12032
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0090
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0090
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0090
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0095
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0095
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0095
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0100
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0100
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0100
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0105
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0105
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0105
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0110
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0110
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0110
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0110
https://doi.org/10.3389/fnins.2020.00278
https://doi.org/10.3389/fnins.2020.00278
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0120
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0120
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0120
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0130
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0130
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0130
https://doi.org/10.1001/jamapsychiatry.2022.2075
https://doi.org/10.1177/0271678X17740501
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0145
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0145
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0145
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0150
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0150
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0155
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0155
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0155
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0160
http://refhub.elsevier.com/S2213-1582(23)00009-8/h0160


NeuroImage: Clinical 37 (2023) 103320

11

McKhann, G.M., Knopman, D.S., Chertkow, H., Hyman, B.T., Jack, C.R., Kawas, C.H., 
et al., 2011. The diagnosis of dementia due to Alzheimer’s disease: 
Recommendations from the National Institute on Aging-Alzheimer’s Association 
workgroups on diagnostic guidelines for Alzheimer’s disease. Alzheimers Dement. 7, 
263–269. 

Meeter, L.H., Kaat, L.D., Rohrer, J.D., van Swieten, J.C., 2017. Imaging and fluid 
biomarkers in frontotemporal dementia. Nat. Rev. Neurol. 13, 406–419. https://doi. 
org/10.1038/nrneurol.2017.75. 

Meyer, S., Mueller, K., Stuke, K., Bisenius, S., Diehl-Schmid, J., Jessen, F., et al., 2017. 
Predicting behavioral variant frontotemporal dementia with pattern classification in 
multi-center structural MRI data. Neuroimage Clin 14, 656–662. 

Mueller, K., Jech, R., Bonnet, C., Tintěra, J., Hanuška, J., Möller, H.E., et al., 2017. 
Disease-specific regions outperform whole-brain approaches in identifying 
progressive supranuclear palsy: A multicentric MRI study. Front. Neurosci. 11, 100. 

Oba, H., Yagishita, A., Terada, H., Barkovich, A.J., Kutomi, K., Yamauchi, T., et al., 2005. 
New and reliable MRI diagnosis for progressive supranuclear palsy. Neurology 64, 
2050–2055. 

Otto, M., Ludolph, A.C., Landwehrmeyer, B., Förstl, H., Diehl-Schmid, J., Neumann, M., 
et al., 2011. German consortium for frontotemporal lobar degeneration. Nervenarzt 
82, 1002–1005. 

Pievani, M., de Haan, W., Wu, T., Seeley, W.W., Frisoni, G.B., 2011. Functional network 
disruption in the degenerative dementias. Lancet Neurol. 10 (9), 829–843. 

Rascovsky, K., Hodges, J.R., Knopman, D., Mendez, M.F., Kramer, J.H., Neuhaus, J., 
et al., 2011. Sensitivity of revised diagnostic criteria for the behavioural variant of 
frontotemporal dementia. Brain 134, 2456–2477. 
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