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Abstract: The machine learning models for classification are designed to find the best way to separate two or more
classes. In case of class overlapping, there is no possible way to clearly separate such data. Any ML algorithm
will fail to correctly classify a certain set of datapoints, which are surrounded by a significant number of
another class data points at the feature space. However, being able to find such hardcases in a dataset allows
using another set of rules than for normal data samples. In this work, we introduce a KNN-based detection
algorithm of data points and subspaces for which the classification decision is ambiguous. The algorithm
described in details along with demonstration on artificially generated dataset. Also, the possible usecases are
discussed, including dataset quality assessment, custom ensemble strategy and data sampling modifications.
The proposed algorithm can be used during full cycle of machine learning model developing, from forming
train dataset to real case model inference.

1 INTRODUCTION

In various machine learning tasks a size and an qual-
ity of training data have a huge impact on its per-
formance. For general case, the more data, the best
model. But the data quality is important, we can’t
just duplicate our data or continuously sample it from
the same source or object. Data must be diverse to
cover the biggest possible volume at the feature space.
This lead us two the second important requirement
for training data: its quality. Speaking about classifi-
cation task, the dataset must be separable, e.g. there
must exist a surfaces which clearly separate data point
and which are smooth enough to avoid overfitting.
That means that data point forms some kind of clus-
ters, each of which contains same-class data points
only.

However, for the class overlapping problem the
clear and unambiguous dividing surfaces can not be
composited. Similar, the data point can not be dis-
tributed to the separate clusters. As result, a part of
data point can not be clearly distinguished at the fea-
ture space and there are some subareas which contains
a mix of different class points without any logic or
structure. So typically the researcher faces the tasks to

determine if given dataset fits for given classification
task, to correct data acquisition process and, in case
of classes overlapping problem still exists, to achieve
the best possible result using given dataset.

For deeper problem understanding lets answer an
question, why does the classes overlapping problem
raise? It could be caused by an inaccurate data collec-
tion and/or labeling; or by improper data representa-
tion (lack of data complexity). In the last case, adding
more dimensions to the feature space could greatly
improve the data fitness for the given task. As a re-
sult, the researchers need an algorithm to determine
weak points of the datasets, hard case percentage and
subspaces with ambiguous data. Having such an al-
gorithm, it becomes possible to make a decision to
modify data gathering process, to append new feature
or sample more numerous and accurate data points
within and around questionable subspaces.

The most simple dataset investigation method is
its visualization on two-dimensional plot. Large-scale
datasets with numerous features can not be visualized
directly without additional transformations. In this
case, algorithms like PCA [1], tSNE [2] can be used
for converting a large number of original features into
a smaller set of converted features, and plotting it in
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2D figure. Those methods have its weak points, such
as human subjectivity and inability to effectively vi-
sualize and analyze high dimensional data due to high
losses during the conversion.

However, in most cases researcher can not influ-
ence the dataset collection process and forced to work
with partially overlapping data. In this case he also
needs an algorithm, which will predict potential clas-
sification accuracy on given dataset and define unreli-
able data samples to correct model learning process.

At last, defined at the previous steps questionable
subspaces at the feature space could be used at the
inference time, making prediction using another set
of rules, than for data which fall in reliable part of
feature space.

So, hard case detection in feature space is very
important scientific problem for image recognition
quality. Reliable hard case extraction would improve
quality of image recognition with convolutional neu-
ral networks (CNN). Typically CNN feature extrac-
tor converts image to embedding, which is a vector at
the feature space. Then, the classification using this
vector is performed. The problem there is that CNN
is subject to change and class separation depends not
only on data quality but on feature extractor quality.

It this study we propose a novel algorithm for hard
case detection based on KNN classifier and discus its
possible usages during machine learning model devel-
opment.

2 RELATED WORKS

There are numerous researches conducted on dataset
overlapping problem. Most of them are focused on
the training stage enhancing providing methods to
smooth the influence of dataset imperfectness. In gen-
eral, class imbalance issue can be moderated by com-
pletely ignoring the data at the overlapping region, ig-
noring a majority class at the overlapping region or by
making a separate rules for trusted and untrusted data
[3]. This demonstrates us the importance of reliable
method of overlaping area detection.

There are researches on KNN algorithm perfor-
mance on overlapping and imbalanced datasets [4].
During the experiments generated datasets were used.
The imbalance and overlapping percentages were
main hyper-parameters for its generation as well as
classes ratios at the overlapping zone.

Work [5] describes a method to deal with both
class overlapping and imbalanced dataset problems
using data undersampling. A result of two issues
combinations is as follow: if class overlapping prob-
lem exists in imbalanced dataset, the machine learn-

ing model tends to classify all the data point in a con-
troversial zones to the majority class, while ignoring 
the minority classes. Authors propose to determine 
data points of majority class which are lying near the 
data points on minority classes using KNN-based ap-
proach. Later those point are removed from the train-
ing dataset in order to balance minority and majority 
classes. This way model is trained to pay almost equal 
attention to all represented classes.

Authors of [6] also investigate the case of simulta-
neous class overlapping and class imbalance problem. 
In a similar way to the previous work they propose 
to delete majority class at the overlapping zone. The 
next stage is generating of the new datasets for several 
ensemble models by random balanced data sampling. 
The final model makes prediction based on a number 
of simple classifiers, among which each one has been 
learned on its own unique dataset.

Another way to deal with a class imbalance prob-
lem is to make a separate classification for different 
areas in the feature space. In [7] researchers propose 
to train two classification model, first one makes a 
binary decision about belonging to non-overlapping 
zones and second one based on SVM makes a clas-
sification decision in case of non-overlapping region. 
Several researches introduce two models, first one for 
overlapping area and second one for non overlapping.

Similar approach can be also used for dynamic 
model selection from an ensemble during the infer-
ence time [8]. Aside from class overlapping zones 
there are ”local unfair” zones where most models fail 
to make a correct prediction and as a result the fi-
nal model fails also. However there are still models 
which make correct prediction. Thus, authors of [8] 
have proposed solution to detect such ones and select 
a subset of models that suit this zone. This way final 
model will have better metrics and comparable per-
formance across the all feature space.

3 PROPOSED ALGORITHM OF
       HARD CASE DETECTION

Two possible problems that can arise during solving a 
classification task are classes overlapping and outliers 
(Figure 1). We propose algorithm which addresses 
with both problem simultaneously by detecting hard 
cases in dataset: data points, which any classifica-
tion model will fail to recognize correctly with high 
probability. Finding such untrusted data points in 
the dataset will make great help for researcher during 
whole cycle of machine learning model developing.
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Figure 1: The outliers problem (up) and class overlapping 
problem (bottom).

3.1 Dataset Generation

In our study an artificially generated dataset is be 
used (Figure 2). It has two-dimensional features and 
three classes with a significant overlapping. Also 
several outliers are present. Three classes were 
sampled using random normal distribution 
N(0.5,0.2), N(0.3,0.3) and N(0.2,0.5). Values in 
range [0.0,2.5] are ignored.

For demonstration purpose we utilize two-
dimensional dataset. Despite the small number of 
dimensions, the proposed algorithm works with any-
dimensional data.
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Figure 2: The generated dataset, that consists of three
classes with class overlapping.

3.2 Hard Case Detection Algorithm

Let us define X̂ as a set of data samples and x⃗i ∈ X̂
as a single data sample from this set. Similarly, lets
define Ŷ as a set of all possible classes and yi ∈ ŷ as a
ground truth class for data sample x⃗i.

We need to answer the question if it is possi-
ble for some data sample x⃗i to be correctly classi-
fied as class yi. To do so we will use an ensemble
of KNN classifiers with different neighbor number
n = [0,1, . . . ,N],n ∈ N. For each x⃗i ∈ X̂ we get a
vector m⃗i where m j

i element is the result of classifi-
cation of m⃗i by KNN classifier with neighbor number
j which was trained using dataset X̂ \ x⃗i.

m⃗i : m j
i = KNN (⃗xi, j, X̂ \ x⃗i) (1)

This way each x⃗i will have its corresponding vec-
tor m⃗i and it is possible to construct a matrix M from
this vectors:

M : Mi j = {m j
i } (2)

Now we can compare each vector m⃗i with
groundtruth class yi.

There are several cases:

most elements of m⃗i match the true class yi;

first elements of m⃗i match the true class yi, rest
don’t;

most elements of m⃗i don’t match the true class
yi;

the predicted class m j
i constantly changes de-

pending on j, so-called class jumping;

To set a data sample as reliable we regard first two
situations as obligatory. In fact the first one always
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true when the second one is true, so there is one con-
dition remains.

The data sample can’t be reliable if third or fourth
situation is present. The first case means that this sam-
ple is probably an outlier and the last one mean that
data sample is surrounded with other sample with an-
other class labels and probably within an overlapping
zone.

Thus, the first condition C1: from first k elements
of vector m⃗i at least r must be equal to the right class
yi. k and r are hyperparameters and quite small. In
general case, best values depends on dataset density.

The second condition C2: data sample is unreli-
able if the most frequent class from first k elements of
vector m⃗i isn’t yi.

The last condition C3: if frequent class switching
is present, data sample is unreliable. To put in algo-
rithmic form lust check it with 1D convolution along
the vector with kernel K = [−1,1] If two element are
same, the convolution result will be zero. And for
each case of class switching convolution result will
be non-zero. Sum of the convolution result must not
exec some value q which must be low.

The final rule for data sample classification is as
follow:

C1 ∧C̄2 ∧C̄3 (3)

There are hyperparameters: k, r and q. Varying its
values we can make some condition more important
then another. As a general rule q < r and q < k.
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Figure 3: Detected hardcases, marked with a red color.
Given a fraction of normal and hardcase data point in re-
lation to a whole dataset size.

The example algorithm output is shown on Fig-
ure 3. It correctly detect most of questionable data
points, although it has some problems with extreme
data points.

4 PRACTICAL APPLICATION
POSSIBILITIES

An algorithm of finding unreliable data samples is
able to become one more tool at the researcher’s tool-
box and can be used during whole cycle of machine
learning model development, from data collection to
model deployment.

At the next subsections possible usecases f the
proposed algorithm are discussed in details.

4.1 Dataset Quality Assessment

Introduced algorithm can prove its usefulness during
both dataset collection and dataset research processes.

Most of modern machine learning problems re-
quire a huge datasets with high feature dimension and
tremendous number of samples. Often there is no
dataset that fits to current task. So many researchers
are forced to create it, for example via outsourcing
or crowd-sourcing. At this situation a tool to control
the dataset quality is extremely important, because it
can detect a problems at an early stages and give a
possibility for a researcher to correct data gathering
process.

Another situation take place when there are mul-
tiple datasets for a given problem. Usually the best
ones are chosen or their combinations. Being able to
determine a percentage of hardcases at given datasets,
researcher can choose the dataset with the best qual-
ity. Also it possible to construct a new dataset from
several ones with lowest hard case number aiming
to minimize a fraction of unreliable data samples at
united dataset.

4.2 Training Data Sampling Correction

As soon as it is possible to determine reliable and un-
reliable data sample at the training dataset, a lot of
possible training enchantments are arisen. The first
and the most oblivious one is to modify data sampling
strategy.

During the model training, one can use reliable
data for training input more frequently then unreli-
able ones. Balancing the frequency allow to feed the
model is desired proportion, up to completely remov-
ing hard cases data. The resulting model will make
decision more (heavily) based on reliable data sam-
ples rather than on unreliable ones. This allows it to
make correct prediction with a high confidence at the
non-overlapping zones and pay less attention to over-
lapping zones, because it is no way to correctly deter-
mine class at such areas anyway.
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4.3 Custom Ensemble Strategy

Being able to clearly distinguish different data sam-
ple types by its quality gives an opportunity to train
several models, each of which runs at its own areas of
the feature space. This way the classification rules for
zone with reliable data samples will be different from
unreliable ones. Moreover, the models can be set to
demand less confidence from the point at overlapping
area during the training stage. The final model will
consist of two subsets: first one for trusted data, and
second one for data, which lies nearly the unreliable
data points at the feature space.

However, the unreliable data sample can either lie
at an overlapping zones, or to be an outlier. It is clear
that the last case we can’t threat with second set of
classifiers and we need to filter such cases, so there is
a room for improvements.

4.4 Dataset Modifications

Many methods of dealing with dataset imbalance and
overlapping problems propose to delete majority class
data sample at the overlapping zones [9]. To the con-
trary it is possible to make a class label modification
without data deletion.

We need change class labels at the overlapping
zones. To which class do we need to change labels
is a subject for discussion and the answer is highly
depends on current goals. For best possible metrics it
make sense to change all class labels at the overlap-
ping zone to the most frequent one. To fight an imbal-
ance problem all class labels at questionable zone can
be changed to the most underrepresented class.

As in the previous subsection, we need to filter
outliers, which class labels can be changed to the la-
bels of surrounding data points.

5 CONCLUSIONS AND FURTHER
WORK

This work is dedicated to investigation of a class over-
lapping problem along with other possible hard cases
such as outliers. There are many reasons for such a
problem and the most important are inaccurate data
sampling and lack of data dimension (e.g. there is a
need to increase the dimension of feature space). Re-
gardless of the reasons, there are some points which
simply can’t be classified correctly, because they have
similar features with another data samples with dif-
ferent class label. As an example we can consider
thematic segmentation problem to determine land use
based on satellite data [10]. Due to similar spectral

characteristics of such crops as wheat and barley, it is
impossible to separate them at the crop specific map.
Such data points interfere the model training process
and could become a source of incorrect prediction on
real data.

At this study a novel algorithm has been intro-
duced, which allows any researcher to have more
clear understanding of datasets quality and it does not
depend on feature space dimension. Apart from vi-
sual estimation methods based on dataset decomposi-
tion, this method is able to produce a clear numeric
data quality metrics such as the percentage of trustful
data. More over, it allows to distinguish reliable data
samples and unreliable ones, opening an opportunity
to adjusting.

The proposed algorithm could make an enchant-
ment during the whole cycle of machine learning
model development. This include correction and ad-
justment of the dataset collection process, as well as
dataset choosing and mixing. Having hard case de-
tected, one can apply different rules for reliable and
unreliable data during training and inference runs.
The algorithm also opens room for dataset modifica-
tion, according to which class labels of untrustworthy
data samples are changed to match the current goals,
such as high metrics or class balance.

In this study we consider artificially generated
datasets, but our further steps will be related to uti-
lization of this algorithm for real world problem of
land use classification on satellite data.
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