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The work is devoted to the consideration and solution of the problems of object detection efficiency. This arti-
cle analyzes object detection methods. The existing methods and systems of object detection are considered. 
On the basis of the researched methods, prospects and further directions for the development of object detec-
tion programs are defined. This research is relevant in today’s world, because smart devices, robots and robotic 
systems are increasingly being used to improve life. Therefore, the object detection system is an important 
part of robotics and automation. The development of a real-time object detection algorithm on the Raspberry 
Pi platform is described. The method of automatic detection and recognition of objects is described. To check 
the effectiveness of the methods, a system was designed and implemented, which is a camera connected to 
Raspberry Pi using the algorithm developed during the work. The problem consists in creating algorithms and 
methods to improve the response time and accuracy of object detection in real time. The system was created 
on the basis of already existing research results, refinement and implementation of the methods proposed in 
them In the course of the study, the results of the development of the object detection system based on the 
developed algorithms were presented and their effectiveness was investigated.

1 INTRODUCTION

Modern life is becoming increasingly automated, ac-
celerating the pace of the economy and society in
general. However, some areas are still not fully de-
veloped, the desired results that can affect the life of
mankind have not been achieved. One of these areas
is the development of a real-time object detection sys-
tem.

Such systems are very popular in space develop-
ments and in public safety management bodies, in
particular, in places of mass gathering of people, with
the aim of preventing terrorism, as well as recog-
nizing persons who have committed crimes (airports,
train stations, banks, supermarkets and shopping cen-
ters, cultural, entertainment and sports facilities). It
is also important to control order on the city streets.
Most of such systems have many inaccuracies and
shortcomings, which complicates the process of de-
tecting objects in real time.

Object detection is a computer technology related
to computer vision[1] and image processing that deals
with detecting instances of semantic objects of a cer-
tain class (such as people, buildings, or cars) in digital

images and videos[2]. Object detection has applica-
tions in many areas of computer vision, including im-
age retrieval and video surveillance[3].

The main goal of the article is analyzing existing
solutions in the field of object detection in real time,
including their classification.

2 RESEARCH OF REAL-TIME
OBJECT DETECTION
METHODS

Object detection methods are usually based on either
machine learning or deep learning[4].

Deep learning is an industry of machine learning,
which is based on the set algorithms, which attempt
to model high-level abstractions in data by applying a
deep graph with several processing layers constructed
from several linear or nonlinear transformations[5].

The You Only Look Once (YOLO) method is less
accurate than regional convolutional neural networks,
but at the same time it is much faster, allowing you
to detect objects in real time[6]. The essence of this
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method is the initial division of the image into a grid
of cells. In addition, each cell defines the class of the
object in the area related to this cell[7]. The main idea
of this approach is to define an object as a problem of
regression to spatially separated bounding blocks and
associated class probabilities[8].

The Single-Shot MultiBox Detector method is
represented by two components: a neural network
for image classification and a convolutional layer for
detecting and classifying objects in the image. This
method, like YOLO, divides the image into a grid, but
also operates with the concept of an anchor region[9].
Multiple anchor regions can be assigned to each grid
cell. Each of them is determined and responsible for
the size and shape of the object inside the cell.

The SSD method is used to describe architectures
that use a single convolutional neural network to di-
rectly predict the location of regions and their classes,
without applying a second stage of classification. In
this entire method, at the output of the neural network,
several thousand forecasts are formed for the possible
regions of the location of objects of different shapes at
different scales, then with the help of suppression of
non-maximums, a selection of several most likely ar-
eas is made. Such a single structure, simultaneously
taking into account different image scales, provided
the SSD method with the highest indicators in terms
of speed and quality of object detection compared to
other modern approaches[10].

The operation of the SSD method is based on a
fixed set of rectangles, which check the presence of
an object on each of them[11]. Suppose we have
some m×n feature map, which is obtained from one
of the convolutional layers of a neural network. Let’s
go through it with a convolution with a 3×3 kernel,
which at the output produced 4+Cl channels, where
Cl is the number of classes.

That is, we divide our image with a grid, because
each feature at the output of the convolutional layer
absorbs information about the pixels of a square in
the original image and therefore can detect an object
located in this square. The earlier layer we use to ex-
tract the feature map, the larger its size (i.e., m and n)
and the smaller objects we will be able to detect.

Unlike R-CNN, where there is at least a minimal
probability of finding an object in candidate regions,
there is no region filtering step in SSD[12]. As a re-
sult, a much larger number of describing rectangles
at different scales is generated compared to R-CNN,
and most of them do not contain an object. In or-
der to solve this problem in SSD[13], firstly, the sup-
pression of non-maximums of combining similar rect-
angles into one is used. Secondly, the hard negative
mining technique is used, according to which only a

part of negative examples is used in each iteration of
training, in SSD the ratio of the number of negative
examples to positive is 3 to 1.

For each object marked on the image, there can be
several predictors from whom we are ready and want
to get a description of the object. Let’s introduce an
indicator function that is equal to one if the i-th anchor
has an IoU greater than 0.5 with the j-th object in the
image, and zero if not.

The overall target loss function is the weighted
sum of localization loss (loc) and confidence loss
(conf) (1):

1
L(x,c,k,g) = 

N 
(Lcon f (x,c) +αLloc(x, l,g)),    (1)

where N is the number of matching blocks by de-
fault. If N = 0, wet sets the loss to 0. The localiza-
tion loss is the smooth L1 loss between the predicted 
box parameters (l) and the ground truth field (g). We 
regress to offsets for the center (cx; cy) of the default 
frame (d), as well as for its width (w) and height (h).

Lclass - is responsible for the correct definition 
of the class of the object and is summarized by many 
anchors.

Lloc - is the sum of all anchors to which the object 
is mapped, i.e., Xi j ̸= 0 and fines for errors in defining 
the rectangle of the object are summed up.

If we have chosen m layers, then evenly spreading 
from the scales we get (2):

Sk = Smin +
Smax −Smin

m−1
(k − 1). (2)

k = 1, · · · ,m
Also, for each scale, in order to choose not only

square anchors, we will set a set of aspects (3):
A = {ar|r = 1, · · · ,T} (3)

Then the dimensions of the anchors will be calcu-
lated according (4):

wr
k = Sk

√
(ar), (4)

hr
k =

Sk√
(ar)

Anchor positions are chosen simply. If we attach
squares to a layer with a feature of size m×n, then the
centers of the squares will be at the points (5):(

i+0.5
m

) (
n

)
j + 0.5

, . (5)
i = 0.1, · · · ,m; j = 0.1, · · · ,n

The SSD architecture is the most suitable for real-
time image processing (especially when using Mobile 
Net networks)[3][13], but it must be taken into ac-
count that high accuracy requirements cannot always 
be met. This method has the following advantages:
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the speed of determining the object in real time;

one pass through a convolutional neural net-
work;

searching for objects on layers, which does not 
degrade the quality of the input image. That is, 
more bins by default results in more accurate 
detection, although it affects speed;

having MultiBox on multiple layers also results 
in better detection due to the fact that the detec-
tor works with multi-permit features;

SSD mixes objects with similar categories 
(e.g., animals). This is probably because the 
seats are shared by several classes;

the SSD-500 (the highest resolution variant us-
ing 512×512 input images) achieves the best 
MAP on Pascal VOC2007 at 76.8%, but at the 
expense of speed, where its frame rate drops to 
22 fps. The SSD-300 is thus a better 
compro-mise, with 74.3 mAh at 59 fps.

3 CONSTRUCTION OF THE
OBJECT DETECTION
ALGORITHM ON THE
RASPBERRY PI PLATFORM

The analysis of existing object detection methods al-
lowed us to highlight the main drawback: the SSD
method gives the worst performance for small objects,
because they may not be displayed on all object maps.
Increasing the resolution of the input image alleviates
this problem, but does not completely solve it.

To implement the task, the Raspberry Pi platform
was used. To implement object detection, the SSD300
method was used, whose algorithm was described
above. Since the recommended input image size for
this method is 300×300, a camera with the appropri-
ate image resolution was chosen.

Also, let me show you a diagram of the algorithm
for detecting objects on the Raspberry Pi platform.
The algorithm of this method is shown in Figure 1.

Step 1. We take the image out, if the object is in
the camera’s field of view.

Step 2. We pass the original image through a se-
ries of convolutional layers and obtain a set of feature
maps for different scales.

As a result of the analysis of the existing meth-
ods and the analysis of their advantages and disad-
vantages, we choose the SSD300 method for the im-
plementation of the system. The main advantage of
this version of the method is that the input image is

reduced to the size of 300×300 pixels. Which in turn
improves the processing time of this image[13].

Step 3. We apply a 3×3 convolutional filter to each
point of each feature map to obtain rectangles.

Step 4. For each rectangle, the spatial displace-
ment probability of finding the object is simultane-
ously estimated

Step 5. In the learning process, the real descrip-
tive objects of the rectangles are compared with the
predicted ones to exclude late detections.

Step 6. We compare the object class in the image
with the object class of the training model.

Step 7. Combine all layers of the image and sup-
press non-maximums.

Step 8. We display the result.

Figure 1: Block diagram of the object detection algorithm.
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4 OBJECT DETECTION SYSTEM
ON RASPBERRY PI

Based on the algorithm described above, we will de-
velop an object detection system using the Raspberry
Pi platform.

In order to test the theories regarding the effec-
tiveness of the methods of detecting objects defined
above, it is necessary to conduct a research experi-
ment. For this, a system of detecting objects using the
proposed method was developed.

The main functional capabilities of the system are:
detection of the centers of coordinates of the
position of the object;

object classification;

detection of the result of system operation.

The SSD method is implemented in the Python 3
programming language using the TensorFlow[14] and
Keras deep learning libraries.

This system consists of 3 elements: camera, Rasp-
berry Pi and display. During the execution of the pro-
gram, the camera constantly reads the image on the
video stream and processes it. It transfers the received
results to the terminal on Raspberry Pi, it is shown in
Figure 2.

Figure 2: The result of executing the program in the termi-
nal on Raspberry Pi.

At the same time, it is transmitted to the display,
which is shown in Figure 3.

Figure 3: The result of program execution on the display.

5 CHECKING THE EFFICIENCY
OF THE PROPOSED
SOLUTIONS

To evaluate the quality of object detection, such met-
rics as the measure of the intersection of the found and
reference rectangles that contain objects (Intersection,
I), completeness (Recall, R) and accuracy (Precision,
P) of object detection are used.

The measure of the intersection of the found and
reference rectangles I (6) show how clearly the con-
volutional neural network found rectangles relative to
the rectangle of the reference marking.

I =
Si

S j +Sgt −SI
, (6)

where Si - the area of intersection of the true and 
calculated rectangle;

S j - the area of the rectangle found by the algo-
rithm;

Sgt - the area of the reference rectangle 
(grounded truth).

The completeness of R (7) shows the sensitivity of 
the algorithm to errors of the 2nd kind, that is, omis-
sions, and is equal to the ratio of the number of cor-
rectly found objects to the number of these objects in 
the reference markup.

R =
tp

tp + fn
, (7)

where tp - true positives are those objects ex-
pected to be seen and received at the output;
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fn – false negatives – objects that we expected to see, 
but the algorithm did not identify them (misses).

Accuracy P (8) shows the sensitivity of the algo-
rithm to errors of the 1st kind, i.e., false positives, and 
the ratio is equal to the number of correctly found ob-
jects to the total number of rectangles found by the 
algorithm.

P =
tp

tp + fp
, (8)

where fp - false positives are objects that should not 
be at the output, but the algorithm erroneously re-
turned them at the output (false activations).

To test the effectiveness, we will take 3 methods:

the YOLO method;

the SSD300 method;

The above methods have been tested using a cam-
era and a computer.

the SSD300 method created on the Raspberry
Pi platform (SSD300 Raspberry).

This method has been developed and implemented
on the Raspberry Pi platform. The same camera as in
the previous methods was used to obtain the image.

The parameters for evaluating efficiency are cal-
culated according to formulas 6-8.

During the experiment, 100 images were pro-
cessed. To construct graphs, the threshold coefficient
in the object detection algorithm is changed in the
range from 0 to 1 with a step of 0.01. The threshold
coefficient is the minimum value of the probability es-
timate at which the decision to detect the object will
be made. Figures 4-6 show the graphs of dependen-
cies of accuracy, completeness, and crossing measure
on the given threshold.

Figure 4: Dependencies of the accuracy (P) of the methods:
YOLO, SSD300 and SSD300 Raspberry from the given
threshold.

Figure 5: Dependencies of the completeness of the
activation (R) of the methods: YOLO, SSD300 and
SSD300 Raspberry from the given threshold.

Figure 6: Dependencies of the measure of the intersection 
of the found and reference rectangles (I) when using the 
methods: YOLO, SSD300 and SSD300 Raspberry from the 
given threshold.

To assess the quality of the system, the mAP 
(mean average precision)[15] metric is calculated, 
which is the average value of AP across all classes 
of objects. AP (Average Precision)[15] is the average 
value of the maximum precision for different com-
pleteness values. The area under the graph of depen-
dence of accuracy on completeness (AUC – area un-
der curve) and mAP were used as integral estimates 
of the quality of the detectors. The named indicators 
are presented in the Table 1.

As a result of the assessment of the quality of 
the system, it was found that the SSD300 Raspberry 
method works faster by 0.2 ms, and detects objects 
more accurately by 3% than the SSD method on a 
computer. However, compared to the YOLO method, 
it is slower by 20 ms, but the accuracy is higher by 
8.7%. From this, it can be concluded that the system
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on the Raspberry Pi platform is better suited for the
implementation of a system that recognizes objects in
real time.

Table 1: Performance test results.

CharacteristicsMethod
AUC mAP, % Time, ms

YOLO 0.882 66.4 76
SSD300 0.573 72.1 58

SSD300 Raspberry 0.534 75.1 56

6 CONCLUSIONS

We hope you find the information in this template use-
ful in the preparation of your submission.

Detection of objects in real time is a complex task
that requires further improvement of existing or cre-
ation of new methods for the implementation of this
task. Using the SSD method, we have an advantage in
the speed of work, but the disadvantage is the quality
of object classification.

In the course of the research, already existing
methods of detecting objects in the image were an-
alyzed. Based on the results of the analysis, an opin-
ion was formed about the further development of this
topic. Based on the developed methods and algo-
rithms, with the help of tools and tools of Python pro-
gramming technology and the Raspberry Pi platform,
a real-time object detection system was designed.
Recommendations have been developed to improve
the operation of the methods, due to the improvement
of technical equipment. To conduct a study of the ef-
fectiveness of the methods of detecting objects on the
image, a comparative analysis was performed using
an integral assessment of the quality of the detectors,
using the area under the graph of the dependence of
accuracy on completeness and mAP. During the com-
parison, integral indicators were invented that confirm
the effectiveness of the developed accounting meth-
ods.
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