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Abstract

Explaining auditory event-related fields by a dynamical network of oscillators

emerging from the anatomical structure of auditory cortex

Author: M.Sc. Aida Hajizadeh

Auditory cortex (AC) is part of the auditory system where acoustic stimuli are represented and pro-

cessed. It plays a central role in different situations such as recognising threats, communication and

learning through vocalisation, and expressing emotions through music. One way of studying how hu-

man AC functions and how acoustic stimuli are represented in AC is using noninvasive brain imaging

techniques such as magnetoencephalography (MEG). Responses to stimuli measured by MEG are called

event-related fields (ERFs). Auditory ERFs are distinguishable in their characteristic morphology where

a series of deflections can be recognised by their temporal occurrence although there is a certain vari-

ability in ERFs across subjects where different deflections occur with different amplitudes and latencies.

Source localisation of MEG signals, however, is an ill-posed problem for which there is no unique so-

lution. In this regard, there is an ongoing debate about how ERFs are generated, what they signify,

and why they have this specific morphology. By computational modelling of AC, this thesis revisits the

generation mechanisms of auditory ERFs. Here, the dynamics of AC are characterised by independent

spatiotemporal oscillations, i.e., normal modes, spreading over the entire AC. In so doing, a new view

on the generation mechanisms of ERFs is offered and the question about the origin of the variability of

ERFs across subjects is addressed.

The computational units of the model are simplified cortical columns consisting of a mean-field ex-

citatory and a mean-field inhibitory cell population which are represented by their own state variables

in coupled first-order differential equations. Both cell populations are characterised by nonlinear firing

rates and their dynamics are coupled to the dynamics of short-term synaptic depression (STSD), which

is governed by its own first-order differential equation. The cortical columns are organised based on the

serial core-belt-parabelt network structure of AC, a feature which is central to the mammalian AC. In

this thesis, instead of solving the state equations by numerical solvers, where in each simulation only
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a snippet of the whole possible solution space is revealed, the model dynamics are analysed. This was

achieved by linearising the state equations and solving the STSD equation by time-scale separation. In

so doing, it could be shown that ERFs emerge from normal modes whose properties depend on the entire

AC network structure as well as the input. Unlike the prevailing view that ERFs arise out of the linear

combination of activity in discrete sources, in the normal mode view each deflection of an ERF waveform

is the result of the constructive or destructive interference pattern of superimposed normal modes. Also,

it could be shown that the adaptation of ERFs, i.e., the reduction of ERF magnitude with stimulus

repetition, is due to modulations of normal modes where, as a result of STSD, the modulation itself is a

function of the temporal pattern of the stimulus sequence.

Moreover, in a combined study with simulated and experimental ERFs it was investigated whether

the dynamics of AC, in addition to its gross anatomy, also play a role in the subject-specificity of ERFs.

Contrary to the prevailing view on the origin of variability in ERFs across subjects where this variability

is attributed to subject-specific cortical gross anatomy, it could be shown that the dynamics of AC

also account for the variability of ERFs across subjects. This means that network dynamics, which is

a function of the network structure of AC and the excitation-inhibition balance, is reflected in ERF

waveforms.
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Zusammenfassung

Beschreibung auditorischer ereigniskorrelierter Felder durch ein dynamisches

Netzwerk von Oszillatoren, das aus der anatomischen Struktur des audi-

torischen Kortex hervorgehen

Authorin: M.Sc. Aida Hajizadeh

Der Hörkortex oder auditorische Kortex (AC) ist Teil des auditorischen Systems, in dem akustische

Reize repräsentiert und verarbeitet werden. Er spielt eine zentrale Rolle in verschiedenen Situatio-

nen, wie das Erkennen von Gefahren, die Kommunikation und das Lernen durch Vokalisationen und

für das Ausdrücken von Emotionen mit Musik. Nicht-invasive Bildgebungsverfahren, wie die Magnetoen-

zephalographie (MEG), sind eine Möglichkeit, die Funktionsweise und die Repräsentation von akustischen

Reizen im menschlichen Hörkortex zu untersuchen. Die mit MEG gemessenen Reaktionen auf Reize wer-

den als ereigniskorrelierte Felder (
”
event-related fields“; ERFs) bezeichnet. Auditorische ERFs haben

eine charakteristische Morphologie, die sich durch eine zeitliche Abfolge von Ausschlägen auszeichnet.

Allerdings gibt es eine gewisse Variabilität der auditorischen ERFs zwischen Probanden, die sich in un-

terschiedlichen Amplituden und Latenzen der verschiedenen Ausschläge niederschlägt. Außerdem ist die

Quellenlokalisierung von MEG-Signalen ein unterbestimmtes und schwieriges Problem, für das es keine

eindeutige Lösung gibt. Wie auditorische ERFs tatsächlich erzeugt werden, was sie bedeuten und warum

sie diese spezifische Morphologie haben, ist Gegenstand des laufenden wissenschaftlichen Diskurses. In

dieser Arbeit werden die Entstehungsmechanismen von auditorischen ERFs mithilfe von mathematischer

Modellierung des Hörkortex untersucht. Dabei wird die Dynamik des AC durch Eigenmoden, d. h. raum-

zeitlich unabhängige Oszillationen, charakterisiert, die sich über den gesamten AC ausbreiten. Dies führt

zu einer neuen Sicht auf die Entstehungsmechanismen auditorischer ERFs und auf den Ursprung ihrer

Variabilität bei verschiedenen Personen.

Die Recheneinheiten des Modells sind vereinfachte kortikale Kolumnen, die aus einer exzitatorischen

und einer inhibitorischen Zellpopulation im Mean-Field bestehen. Beide Zellpopulationen werden durch

ihre Zustandsvariablen in gekoppelten Differentialgleichungen erster Ordnung beschrieben. Sie sind
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gekennzeichnet durch nicht-lineare Feuerraten. Zusätzlich ist ihre Dynamik mit der Dynamik der kurzzeit-

igen synaptischen Depression (
”
short-term synaptic depression“, STSD) gekoppelt, die auch durch eine

eigene Differentialgleichung erster Ordnung beschrieben wird. Die kortikalen Kolumnen sind auf der

Grundlage der seriellen Core-Belt-Parabelt-Netzwerkstruktur des Hörkortex organisiert - ein Merkmal,

das für den AC der Säugetiere charakteristisch ist.

Bei der numerischen Lösung der Zustandsgleichungen stellt jede Simulation nur einen kleinen Auss-

chnitt des gesamten möglichen Lösungsraums dar. Daher wird in dieser Arbeit die Modelldynamik

analysiert. Dies wurde durch Linearisierungen der Zustandsgleichungen erreicht, sowie durch Zeitska-

lentrennung beim Lösen der STSD-Gleichung. Auf diese Weise konnte gezeigt werden, dass auditorische

ERFs aus Eigenmoden entspringen, deren Eigenschaften von der gesamten AC-Netzwerkstruktur und den

Eingängen abhängen. Im Gegensatz zu der vorherrschenden Ansicht, dass auditorische ERFs als Linear-

kombination von Aktivität in diskreten Quellen entstehen, ist nach diesem Modell jede Auslenkung einer

ERF-Wellenform das Ergebnis von konstruktiven oder destruktiven Interferenzmustern von überlagerten

Eigenmoden. Es konnte auch gezeigt werden, dass die Adaption der auditorischen ERFs, d. h. die Ver-

ringerung der ERF-Magnitude bei Reizwiederholung auf Modulationen der Eigenmoden zurückgeführt

werden kann. Dabei ist die Modulation selbst, und als Konsequenz von STSD, eine Funktion der zeitlichen

Reizabfolge.

Darüber hinaus wurde in einer kombinierten Studie mit simulierten und experimentellen auditorischen

ERFs untersucht, ob auch die Dynamik des AC, zusätzlich zu seiner Anatomie, einen Einfluss auf die

Probandenspezifizität der ERFs hat. Entgegen der vorherrschenden Ansicht, dass die Variabilität der

ERFs zwischen Probanden auf Unterschiede in der AC-Anatomie zurückzuführen ist, konnte gezeigt

werden, dass die Dynamik des AC auch für diese Variabilität der ERFs zwischen Probanden verantwortlich

ist. Diese Netzwerkdynamik hängt von der Netzwerkstruktur und dem Gleichgewicht zwischen Exzitation

und Inhibition ab.
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Chapter 1

Introduction

Our ability to hear sounds is one of the first senses which develops during the gestational age (Clark-

Gambelunghe and Clark, 2015). This allows communication between the fetus and the world outside

womb. It also seems that the sense of hearing is “the last to go” (Blundon et al., 2020), which gives the

loved ones an opportunity to comfort an unresponsive patient, specifically, those who are at the end of

their lives. Also, between the fetal age and the end of one’s life hearing plays a key role in survival as

well as enjoyment. From survivals perspective, it helps not only humans but also animals to recognise

dangerous situations in advance. Our body stays alert in the absence of light or when we are asleep by

relying on our sense of hearing together with senses of smell and touch. Hearing also helps us orienting

ourselves in space by recognising which objects at which distance and location are around us. Moreover,

audition allows communication in the form of vocalisation between different species. Specifically, we

humans with the sense of hearing are equipped with the ability to efficiently communicate via vocal

languages. Further, sense of hearing brings us colorful feelings by music. We tend to move our body to

the beats of a cheerful music even if we are exhausted at the end of a day. A piece of music can soothe

the pain at a time of despair or an other piece of music becomes a part of the collective memory and

cultural identity of a nation or multiple nations. It helps us feel power and unity with others when we

hear a crowd chants slogans during a demonstration or a competition.

There are, certainly, different and complicated brain circuitries involved in all the aforementioned

tasks. However, all these great abilities require a correctly functioning auditory system in the first place.

Nevertheless, these abilities which hearing endows us with is restricted by the structure of the human

brain, and, in the context of this thesis, the structure of the auditory system. For example, we do

not perceive the complete soundscape but a soundscape which the structure of our brain allows for. In

particular, we are only able to hear sound frequencies between 20 Hz to 20 kHz while we are deaf to the

other frequencies (Schnupp et al., 2011). Even for this frequency range, the sound should be audible so

that it would be processed further in different stations along the auditory pathway up to the auditory

cortex. Therefore, in order to find out how our hearing works, we need to understand the structure of the

auditory system and the way sounds, vibrations of molecules in terms of compression and decompression
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in a medium, are registered, processed, and represented in our brain. In this vein, there are different

tasks which the auditory system needs to solve in order to deal with an acoustic environment: (1) sound

localisation, (2) spectral analysis and integration, and (3) temporal integration of sounds (Schnupp et al.,

2011). Sound localisation takes place in the subcortical areas (Grothe et al., 2010) and the spectral

analysis of sounds starts already in the cochlea where on the basilar membrane the frequency content of

sounds are first mapped (von Békésy and Wever, 1960). This tonotopic organization is preserved along

the auditory pathway up to the auditory cortex (Kaas and Hackett, 2000; Saenz and Langers, 2013).

Unlike sound localisation and spectral analysis, the temporal and spectral integration of sounds seem to

occur in the auditory cortex where finally all the information from a sound source unites over time and

is represented in terms of cortical neural activity (Nelken, 2004).

In order to understand how the auditory cortex functions and how stimuli are represented in auditory

cortex, we can probe it in different conditions and measure its neural activity. One can study neural activ-

ity in the human auditory cortex by different measuring techniques. For example, electroencephalography

(EEG) and magnetoencephalography (MEG) are noninvasive techniques which, due to their high tempo-

ral resolution, are suitable for measuring neural activity in the cortex. However, these techniques only

reflect cortical neural activity which appear in terms of electromagnetic waves in the brain. Moreover,

source localisation of MEG and EEG signals is an ill-posed inverse problem. Therefore, we need to first

understand what we measure and how the neural activity is translated by our measuring techniques into

reflections which we call brain signals.

1.1 Measuring activity in auditory cortex

Electroencephalography and magnetoencephalography have a high temporal resolution and, therefore,

are ideal for studying cortical activity propagation which has a time scale of milliseconds. In addition

to a high temporal resolution, EEG and MEG are acoustically silent measurement devices which make

them superior for auditory experiments compared to functional magnetic resonance imaging. The cellular

and electrophysiological basis behind the EEG and MEG signals are well-established. In Sects. 1.1.1 and

1.1.2, I briefly review textbook knowledge on the basics of the neural communication and the general

biophysics behind the generation of the EEG and MEG signals with a focus on auditory cortex. For a

full treatment, see, for example, Williamson and Kaufman (1981); Hämäläinen et al. (1993); Mitzdorf

(1994); Buzsáki et al. (2012); Kandel et al. (2013); Ilmoniemi and Sarvas (2019). Specific knowledge on

certain topics, however, are cited accordingly.

1.1.1 Basics of auditory cortex anatomy and neural communication

Cerebral cortex is the outer layer of the brain which is characterised by its gyrification and has a laminar

structure. The grooves and folds are called sulcus and gyri, respectively. The cerebral cortex is mainly

divided into four lobes: frontal, parietal, occipital, and temporal lobe. The auditory cortex of humans

is part of the temporal lobe and is located inside the lateral sulcus, a deep cut in the cortex which is
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visible on the lateral view of the human brain. The auditory cortex includes Heschl’s gyrus, the planum

temporale, and, partly, the superior temporal gyrus (Hackett, 2011) and is subdivided into three main

areas which are the core, the belt, and the parabelt. The auditory areas are composed of tonotopically

organized fields (Kaas and Hackett, 2000). The core area, also known as the primary auditory cortex,

is surrounded by the belt area. The parabelt area is then neighboring the lateral fields of the belt area

(Kaas and Hackett, 2000; Nourski et al., 2014; Hackett, 2015). The core area directly receives information

from the medial geniculate complex of thalamus and it feeds the information forward serially to the belt

and the parabelt areas. In turn, the parabelt area feeds the information via the belt area back to the

core (Kaas and Hackett, 2000; Hackett, 2011, 2015).

The computational units of brains are neurons. Neurons are composed of three main parts: cell

body (soma), dendrite, and axon. The nucleus is located in the soma which connects the dendrites

and the axon. Dendrites and axons are like thin fibers which branch out from the soma. Neurons

receive inputs via their dendrites, whereas they send out an output via their axon to their neighbouring

neurons. Neurons make contact points with each other via synapses and communicate with each other

via chemicals, namely neurotransmitters, which are secreted from the synapses into the synaptic cleft, the

space between the synapses. Based on how neurons affect their neighboring cells, they divide into two

main groups: excitatory and inhibitory neurons. Excitatory neurons secret specific neurotransmitters

which lead to an excitation of the neighboring cells, whereas inhibitory neurons secret neurotransmitters

which inhibit the activity of the neighboring cells. Inhibitory and excitatory neurons are also different

in their shape. The main excitatory neurons are pyramidal cells which have a long vertical arborization,

with respect to soma, and are called apical dendrites. The main class of inhibitory neurons are stellate

cells whose shape, unlike the pyramidal cells, is symmetric and like a sphere.

Neurons are separated by their semipermeable membrane from the extracellular space which contains

different ions and proteins. The neuronal membrane keeps a potential difference between the inside and

the outside of a neuron which is known as the membrane potential. At rest, when a neuron does not receive

any input, the membrane potential is roughly at −70 mV. However, the membrane potential changes when

a pre-synaptic neuron receives inputs from post-synaptic neurons. The diffused neurotransmitters from

the sending neuron (i.e., pre-synaptic neuron) binds to channels which are located on the synapses of

the post-synaptic neuron (i.e., post-synaptic neuron). This action initiates certain dynamics in the post-

synaptic neuron which lead to sodium and potassium ions, Na+ and K+, flowing into and out of the

channels on its membrane. This causes a net current flow along the dendrite and, therefore, a transient

change in the membrane potential of the post-synaptic neuron which is known as post-synaptic potential.

1.1.2 Basics of electromagnetic activity of brain

It is believed that the main generator of the MEG and EEG signals are the dendritic currents known

as the primary current Jp. The ion flow in the dendrites also exerts a disturbance in the potential

of the extracellular space in the proximity of the neuronal membrane. This leads to a current flow

in the extracellular space which is known as the volume current Jv. Due to a change in the charge
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distribution ρ in the extracellular space together with the continuity equation of electromagnetism, i.e.,

∂ρ/∂t = −∇· (Jp + Jv), an electric field E according to the Gauss’ law ∇·E = ρ/ϵ0 is formed, where ϵ0 is

the constant of vacuum permittivity. Simultaneously, the electric field E, according to Jv = σE, leads to

a return current (i.e., the volume current) which closes the circuit. The magnetic field generated by the

primary and the volume currents is then picked up by the MEG sensors. The electric field E from which

a potential difference can be computed is the source of EEG signals. The MEG and EEG signals mainly

reflect the simultaneous synaptic activity of the pyramidal cells which are organized locally in parallel to

each other in the cortex. Note that the inhibitory neurons, due to their topology and three-dimensional

symmetric shape, form a closed field which the MEG and EEG sensors cannot detect (Williamson and

Kaufman, 1981; Freeman et al., 2009).

In the absence of external stimuli, EEG and MEG record the brain activity at the resting state which

appear as low-amplitude oscillations ranging from 0.5 Hz up to 500 Hz (Buzsáki and Watson, 2012). On

the other hand, in EEG and MEG brain responses to stimuli appear as a series of waves known as event-

related potential (ERP) and event-related field (ERF), respectively (Davis, 1939). ERPs and ERFs are

normally buried in ongoing brain oscillations (e.g., alpha oscillations), and other intrinsic noise (e.g., eye

blinks and heart beat), and external noise (any noise from the device itself and outside the magnetically

shielded chamber in the case of MEG). Therefore, the stimulus needs to be repeated several times in

trials with the assumption that the event-related activity is a time-locked deterministic response to the

stimulus in a background of stochastic noise with a zero mean (Dawson, 1954). With this assumption,

by averaging the continuous EEG and MEG signal with respect to stimulus onset the noise cancels out

and the “noise-free” event-related response remains. The final trial-averaged waveform, which is believed

to represent the stimulus characteristics and cognitive processes (Näätänen and Picton, 1987), consists

of a few landmarks whose occurrences are in common in most subjects. In EEG, these landmarks are a

series of peaks and troughs whose extrema appear roughly at 50 ms, 100 ms, and 200 ms after the stimulus

onset and are labeled P1, N1, and P2, respectively. The equivalent deflections in the MEG are P1m,

N1m, and P2m. Among these deflections, N1(m) is the most prominent one whose magnitude normally

is much larger than the P1(m) and the P2(m) (Näätänen and Picton, 1987). The occurrence of N1(m) is

common in the event-related response of most subjects and its latency and amplitude show the highest

sensitivity to stimulus properties compared to the P1(m) and the P2(m) (Näätänen and Picton, 1987;

Roberts et al., 1998).

1.1.3 Subject-specificity of event-related responses

Before making any inference from studying event-related responses, one important question here would

be whether event-related responses are reproducible rather than random. There have been several studies

showing that the subject-specific event-related responses in terms of ERPs and ERFs are reproducible

in time intervals from days to years (for example see; Kileny and Kripal, 1987; Segalowitz and Barnes,

1993; Dalebout and Robey, 1997; Atcherson et al., 2006; Ahonen et al., 2016). Nevertheless, the overall

morphology of event-related responses are quite variable from subject to subject so that human subjects
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can be distinguished by their event-related responses.

The grey waveforms in Fig. 1.1 represent the trial-averaged auditory ERF waveforms acquired from

25 subjects who passively listened to an identical tone presented with a constant stimulus onset interval

(SOI). Here, the SOIs are either 7 s or 10 s to avoid effects of amplitude reduction of ERFs due to stimulus

repetition (Lü et al., 1992; Sams et al., 1993). Each subject’s ERF was chosen from the MEG sensors

with the maximum N1m peak magnitude above the posterior part of the right hemisphere (for further

details of the experiment, see Hajizadeh et al. (2021)).

The pronounced deflections (i.e., P1m, N1m, and P2m) are identifiable in the ERFs of most subjects.

However, these deflections appear with different latencies and magnitudes. This is featured in the inset

of Fig. 1.1, where the latency of the N1m from each waveform is plotted against the corresponding

amplitude. Also, the rising and the falling flanks of the N1m response occur with different slopes. The

variability of the N1m peak across different subjects is also highlighted in the arithmetic mean (black) and

standard deviation (red) of the individual waveforms. The maximum value of the arithmetic mean (black)

has an amplitude of roughly 300 fT and occurs at around 100 ms post-stimulus. However, the individual

waveforms have their N1m peak amplitude ranging from less than 200 fT up to almost 800 fT. The latency

of the individual N1m peaks is also scattered between 80 ms and 125 ms. The standard deviation shows

variations only from 50 ms post-stimulus and reaches its maximum at around 80 ms where most of the

individual waveforms are at their rising flanks of the N1m response. The standard deviation gradually

decreases and stays almost constant after 200 ms.

0 50 100 150 200 250

-200

0

200

400

600

800

M
E

G
 r

e
sp

o
n

se
 [

fT
]

Individual subject
Grand mean
Standard deviation

0 500
Peak amplitude

80

100

120

P
e
a
k
 l
a
te

n
cy

Time [ms]

Figure 1.1: Subject-specificity and variability of auditory trial-averaged ERFs: Waveforms from 25 subjects
(grey) are shown together with their corresponding arithmetic mean (black) and standard deviation (red). In the
inset, the peak latency of the N1m is plotted against the corresponding peak amplitudes. Data and figure are
published in Hajizadeh et al. (2021).

In order to trace back where the variability of ERFs across subjects comes from, we can start with

Maxwell’s equations. The relationship between the current density and the electric and magnetic fields

are given in Maxwell’s equations whose quasi-static form provides a good approximation for describing the

electromagnetic brain activity (Hämäläinen et al., 1993). In this case, the forward solution for computing

magnetic fields B(r) resulting from a current density J(r′) at a location r is given by the Ampère-Laplace
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(Biot-Savart) law:

B(r) =
µ0

4π

∫
J(r′) × r− r′

|r− r′|3
dV ′. (1.1)

Here, µ0 is the magnetic permeability of the medium. The integral is computed over the volume V ′

containing the current density. The magnetic field measured outside the head by the MEG depends on

the total current density J(r′), which is the sum of the primary current Jp(r′) and the volume current

Jv(r′), and the distance between the current source density and the sensors. Based on Eq. (1.1) the source

of variability between ERFs of different subjects can be traced back to (1) dynamics of the electromagnetic

activity which is reflected in J(r′); and (2) the distance from the electromagnetic activity, distributed over

an anatomical structure, to the MEG sensors. The study of the anatomy of human brains confirms that

there is an inter-subject variability of anatomical structures (see, for example, Heschl, 1878; Rademacher

et al., 2001; Morosan et al., 2001; Fischl et al., 2008). Therefore, ERFs should reflect differences in

the anatomical structures across subjects. Theoretically, based on Eq. (1.1) dynamics of the brain region

under investigation should also contribute to shaping ERF waveforms. This is a topic which has remained

under-researched.

1.1.4 N1(m) reflects memory in auditory cortex

An inevitable part of designing experiments with EEG or MEG where event-related responses are mea-

sured is to repeat the stimulus. Stimulus repetition leads to a reduction of response magnitude which

is known as adaptation or habituation (Megela and Teyler, 1979; Lu et al., 1992; Lü et al., 1992). In

EEG and MEG measurements from the auditory cortex, adaptation manifests itself most clearly in the

reduction of the event-related potential N1 and its magnetic counterpart N1m peak amplitude which is

directly related to the stimulus onset interval between two consecutive stimuli (Hari et al., 1982; Lu et al.,

1992). This effect suggests that auditory cortex contains a memory mechanism (Näätänen and Picton,

1987; Lü et al., 1992; Lu et al., 1992; Zacharias et al., 2012); otherwise, the response to subsequent stimuli

should have remained invariant with stimulus repetition. When the block-wise stimulus presentation is

repeated for several SOIs, it could be shown that the N1(m) peak amplitude is a monotonically increas-

ing function of the time interval between two consecutive stimuli. Lü et al. (1992) and Lu et al. (1992)

showed that a single saturating exponential function with three parameters describes the dependency

between N1(m) and the SOI. Lü et al. (1992) also showed that the time constant governing the rate at

which this exponential function grows estimates the adaptation lifetime and is subject-specific. Also, this

time constant was correlated with the behavioural lifetime which indexed the auditory sensory memory

in human subjects (Lu et al., 1992; Sams et al., 1993).

A slight modification in the paradigm leading to adaptation of neural activity is when the periodic

stimulation of the standard stimulus is interrupted by a deviant stimulus, which is perceived significantly

different from the preceding stimuli. In this paradigm, known as oddball paradigm, neurons elicit an

enhanced response to the deviant stimulus rather than a diminished one. This concept was first introduced

by Butler (1968) who explained the enhancement in response to the deviant stimulus by the new units
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which are ready to respond, whereas the units responding to the standard stimuli are habituated and,

therefore, exhibit a diminished response. In the memory-based model, it was suggested that the mismatch

response reflects an endogenous cognitive process in the brain which solely encodes change detection (for

this view, see, for example, Squires et al., 1975; Näätänen et al., 1978). The oddball paradigm became

increasingly important and its link to various cognitive processes and disorders or neurodegenerative

diseases were tested (see, for exmaple, Näätänen and Escera, 2000). Also, in the memory-based model,

mismatch responses are thought to be generated by sources which are different from those generating the

N1(m) responses (Näätänen et al., 1978). Later, May et al. (1999) adopted the explanation by Butler

(1968) and reformulated it in terms of fresh afferent neurons. May and Tiitinen (2010) took an opposite

position to the memory-based model and, with computational modelling, showed that the tonotopic

organization of auditory cortex and the adaptation of neurons responding to standard stimuli account

for the enhanced response of the nonadapted neurons to the deviant stimulus. Unlike the memory-based

model, the adaptation model offered a physiological explanation for mismatch generation (May et al.,

1999; May and Tiitinen, 2010).

Sensitivity of auditory neural responses to stimulation history is not only reflected in the noninvasive

measurements. Invasive measurements from the auditory cortex of several mammals also show sensitivity

to stimulation history, that is, the responses of neurons are context sensitive. This was shown in the

auditory cortex of macaque monkeys (e.g., Brosch et al., 1999), cats (e.g., Brosch and Schreiner, 2000;

Ulanovsky et al., 2003, 2004), rats (e.g., Tasseh et al., 2011), and mice (e.g., Latimer et al., 2019).

Therefore, sensitivity of neuronal responses to the historical context seems to be a central feature of

the neurons in the mammalian auditory cortex. In this regard, the invasive counterpart of mismatch

responses in the single-unit measurements is known as stimulus-specific adaptation (Ulanovsky et al.,

2003). Stimulus-specific adaptation does not occur in the single cell recordings from the medial geniculate

body of thalamus which is the relay station between the inferior colliculus (IC) in the midbrain and

the auditory cortex. Therefore, stimulus-specific adaptation is thought to be a cortical phenomenon

(Ulanovsky et al., 2003). It has been shown that stimulus-specific adaptation occurs in different time

scales from milliseconds to tens of seconds (Ulanovsky et al., 2004). It was suggested that this property

of the neurons in the primary auditory cortex would allow them to dynamically vary their responses

and adapt to auditory stimuli with any time scale (Ulanovsky et al., 2004). Ulanovsky et al. (2003)

also suggest that stimulus-specific adaptation can be the neural correlates of the mismatch responses

measured with EEG and MEG. It is, however, not clear what kind of mechanisms account for stimulus-

specific adaptation and other forms of context sensitivity in the auditory cortex (see, for a review,

Pérez-González and Malmierca, 2014).

Among possible mechanisms underlying different forms of context sensitivity in the AC, short-term

synaptic depression (STSD), which is a form of synaptic plasticity has gained much credibility (Fioravante

and Regehr, 2011; Regehr, 2012). Every time a pre-synaptic neuron releases neurotransmitters from the

synapses in the synaptic cleft, its synapses undergo depression. There are multiple reasons for this,

from which I list the well-established ones here (for a detailed description, see, for example, Forsythe

et al., 1998; Zucker and Regehr, 2002; Regehr, 2012). First, there is a limited amount of releasable
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neurotransmitters and, second, the release site and the calcium channels undergo disensitization, namely

they become inactive after repeated stimulation (Regehr, 2012). The voltage-gated calcium channels

on the synapses of a pre-synaptic neuron play a central role in the process of neurotransmitter release.

They regulate influx of the calcium ions Ca2+ into the cell membrane. A complex interplay between

the calcium ions and several proteins modulates the neurotransmitter vesicles for docking and priming

processes which are essential for the exocytosis of the neurotransmitters into the synaptic cleft (Südhof,

2013). The recovery of the synapses from depression occurs at a similar time scale as the stimulus-

specific adaptation occurs (Ulanovsky et al., 2004). Several studies implemented dynamics of STSD in

their computational modelling approach and could explain different forms of context sensitivity in the

AC. One can name, for example, Loebel et al. (2007); Mill et al. (2011); Yarden and Nelken (2017)

who modelled context sensitivity in the AC shown in the invasive measurements and May and Tiitinen

(2010); Wang and Knösche (2013); May and Tiitinen (2013); Kudela et al. (2018) who described context

sensitivity in the human AC revealed by noninvasive measurements.

1.2 The generation mechanism of event-related responses

Although there is a good understanding and consensus about the biophysics and the physiological basis

of the event-related responses, what they represent is still under debate. There are two dominating views

on the generation of event-related responses: (1) Event-related responses arise out of the ongoing brain

oscillations. These models are either based on the phase-resetting of the ongoing oscillations at the time

of stimulus onset (Sayers et al., 1974) or it is based on the alpha oscillations where the stimulus introduces

a baseline shift to the ongoing oscillations (Nikulin et al., 2007), also known as amplitude asymmetry

(Mazaheri and Jensen, 2010). (2) Stimulus induces an activity in addition to the ongoing oscillations

(Dawson, 1954; Shah et al., 2004; Mäkinen et al., 2005). In this view, ongoing oscillations are considered

to be noise which cancel out after averaging multiple trials, whereas in the phase-reset and amplitude

modulation models ongoing oscillations are required for the generation of event-related responses. In the

context of the latter, where a stimulus generates independent activity from the ongoing oscillations, there

are computational models which try to explain how the stimulus-induced activity in the auditory cortex

forms.

A modelling approach which accounts for event-related responses is dynamic causal modelling (DCM)

(Friston, 2005). In explaining evoked responses by dynamic causal modelling, specific assumptions are

made which influence the interpretations of brain responses under investigation. These assumptions are

briefly summarized here; for a full treatment see Friston et al. (2003) and, for example, Kiebel et al.

(2007) and Garrido et al. (2009). The brain activity is modelled by a few sources whose number is an

a priori choice. These sources appear in terms of three distinct cortical layers, namely supra-, infra-,

and granular layers. The layers are connected with intrinsic connections. The sources are connected

via extrinsic excitatory connections of three types: feedforward or bottom-up, feedback or top-down,

and lateral. In DCM, the number of sources, the coupling strength between and within the sources

which appear in terms of intrinsic and extrinsic connections are free parameters. The best DCM is then
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the model with a certain number of sources and connections which, based on Bayes’ theorem, explains

the empirical data best. The event-related responses are then interpreted in terms of the bottom-up,

lateral, and top-down modulations between the sources. Wang and Knösche (2013) also implemented

DCM in order to describe habituation of activity in the primary auditory cortex in terms of its inter- and

intralaminar activity. However, they restricted their analysis to 70–130 ms post-stimulus range where the

N1m peak occurs.

Nunez (1981) and Katznelson (1981) have a more holistic approach in explaining spatiotemporal

activity of the brain measured by EEG. They suggest that EEG signals appear in terms of traveling

electromagnetic waves which originate from the synaptic activity. In their model, the topology of the

brain is approximated as spherical shell and the propagation of electromagnetic waves is confined to its

surface with periodic boundary conditions. This leads to an interference pattern of the traveling waves

resulting in standing waves. In so doing, they could explain the relationship between the cortical source

distribution and the scalp potential as a linear combination of spherical harmonics. From physics point of

view, spherical harmonics are the fundamental modes of vibration in three-dimensional space of a system

given its parameters. The significance of these modes of vibration is that they are independent from each

other, that is, excitation of one mode does not drive excitation in other modes. In mathematical terms,

these independent modes are a set of orthogonal basis functions. For example, these fundamental modes

of vibration also exist on a two-dimensional plane (e.g., a drum) or one-dimensional space (e.g., a string).

This general concept is termed normal modes whose properties (e.g., frequency, spatial wave pattern) are

functions of the physical features of the oscillating system.

May and Tiitinen (2001) also introduced a computational model which accounts for MEG signals. The

dynamics of the model are based on the leaky-integrator neuron and the short-term synaptic depression

as the only form of synaptic plasticity. They showed that the model dynamics in its linearised form

follow the equation of classical driven harmonic oscillator with damping. These systems are characterised

by their natural frequencies which depend on the system’s physical properties. In the presence of an

external periodic input, the system oscillates at the frequency of the input. The response amplitude,

however, depends on the input’s frequency. The response amplitude is largest when the frequency of the

external input matches with the system’s natural frequency. This phenomenon is known as resonance

behaviour and the frequency is termed resonance frequency. In this regard, May and Tiitinen (2001)

showed that the stimulation rate could be mapped on the neural field where each location (i.e., neural

population) is maximally responding to its resonance frequency. Furthermore, they were able to explain

omission responses in the MEG and their latency of occurrence which is a function of the stimulation

rate. As the name indicates, omission responses occur at the end of tone sequences where there is no

stimulus anymore, however, the system keeps oscillating and generating N1m-like responses. Later, May

and colleagues developed their computational model further which could account for a wide variety of

auditory event-related responses (May and Tiitinen, 2010, 2013; May, 2021).
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1.3 Motivation

In sum, there are several models for explaining event-related responses. Each of these models provides

different insights to the potential generation mechanisms of event-related responses. With respect to the

auditory cortex, however, some models are too global where the entire auditory cortex is represented by

just a node (Nunez, 1981; Friston et al., 2003; Ritter et al., 2013). Therefore, in these models the dynamics

of auditory cortex remain obscure because the detailed description of auditory cortex is not included. For

example, it would not to be feasible to understand and interpret the role of auditory cortex in the ERF

adaptation when the model description lacks the dynamics within the auditory cortex. Conversely, some

other models are too detailed where only the primary auditory cortex (i.e., core area) is included in the

model dynamics (Loebel et al., 2007; Wang and Knösche, 2013; Kudela et al., 2018). Source localisation

of auditory event-related responses, however, shows that not only the primary auditory cortex but also

the belt and parabelt areas are among the underlying sources of auditory ERP and ERF generation

(Näätänen and Picton, 1987; Yvert et al., 2005; Inui et al., 2006). Therefore, computational models

which only model the core area would not be able to capture the activity of the entire auditory cortex.

May and colleagues, on the other hand, did include the entire core-belt-parabelt structure of auditory

cortex in their modelling approach. They showed that the serial core-belt-parabelt structure together

with short-term synaptic depression account for a wide variety of phenomena observed in the auditory

cortex, that is, N1m adaptation, mismatch responses in different paradigms, forward suppression and

facilitation (May and Tiitinen, 2010, 2013; May et al., 2015). Forward suppression and facilitation are

related to responses of neurons to tone pairs, where the response to the second tone is either suppressed

or facilitated by the first tone. This observation in the auditory cortex is known also in terms of sequence

sensitivity (Brosch et al., 1999; Brosch and Schreiner, 2000). However, the model of May and colleagues

is highly nonlinear and, therefore, was so far treated by numerical solvers only. This gives just a snippet

of the whole possible solution space in each simulation and only a glimpse of what the model with a given

parameter setting is able to achieve. Additionally, due to the nonlinearities it would be very difficult to

deduce the impact of different parameters on the solutions. Therefore, the model as such provides little

insight on the dynamics of the auditory cortex.

This thesis revisits the generation mechanisms of ERFs. The starting point is the computational model

of auditory cortex which is originally developed by May and colleagues (May and Tiitinen, 2010, 2013;

May, 2021). However, instead of application of numerical solvers, in this thesis, the system’s dynamics

are analysed by linearising the state equations and solving the equation representing the dynamics of

short-term synaptic depression by time-scale separation. This allows for characterisation of AC dynamics

as a superposition of damped harmonic oscillators, so-called normal modes. It is shown that ERFs arise

from the interference pattern of superimposed normal modes whose spatiotemporal properties depend

on the entire network structure of the auditory cortex and the input. With this approach, new views

on the potential generation mechanisms of ERFs are offered and mechanistic explanations about their

subject-specificity and ERF adaptation are provided.
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This thesis is a cumulative dissertation based on the following publications:

1. Hajizadeh et al. (2019): Hajizadeh, A., Matysiak, A., May, P. J. C., König, R., 2019. Explaining

event-related fields by a mechanistic model encapsulating the anatomical structure of auditory

cortex. Biological Cybernetics 113, 321–345, DOI: 10.1007/s00422-019-00795-9

2. Hajizadeh et al. (2021): Hajizadeh, A., Matysiak, A., Brechmann, A., König, R., May, P. J. C.,

2021. Why do humans have unique auditory event-related fields? Evidence from computational

modeling and MEG experiments. Psychophysiology 58, e13769, DOI: 10.1111/psyp.13769

3. Hajizadeh et al. (2022): Hajizadeh, A., Matysiak, A., Wolfrum, M., May, P. J. C., König, R., 2022.

Auditory cortex modelled as a dynamical network of oscillators: understanding event-related fields

and their adaptation. Biological Cybernetics 116, 475–499, DOI:10.1007/s00422-022-00936-7

In Chapter 2, a brief summary of the computational model of auditory cortex and the analysis of its

dynamics is introduced. In Chapter 3, a collection of results which are central to the understanding of

the normal-mode view on ERFs are presented. In Chapter 4, a general summary and a brief discussion

of the results are provided.
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Chapter 2

Computational model of auditory

cortex

The dynamics of the computational model by May and colleagues were originally inspired by the works of

Wilson and Cowan (1972) and Hopfield and Tank (1986). The computational unit is incorporated in terms

of cortical columns, each of which consists of a mean-field excitatory and a mean-field inhibitory cell pop-

ulation. These cell populations are characterised by their own state variables u(t) = (u1(t), . . . , uN (t))
⊤

and v(t) = (v1(t), . . . , vN (t))
⊤

, respectively, where N is the number of columns. The columns do not

appear in isolation, but are coupled and arranged based on the well-studied anatomical structure of pri-

mates auditory cortex (Hackett, 2015). A schematic diagram of the primates auditory cortex is shown in

Fig. 2.1a (Kaas and Hackett, 2000; Hackett, 2015). The core area consists of three fields. It is surrounded

by the belt area which consists of eight fields and is laterally neighboring the parabelt area. Dense and

sparse connections between the fields are illustrated by the thick and narrow arrows, respectively. The

information about the connections between the fields and areas is summarized in a connection matrix

shown in Fig. 2.1b.

The activity of the excitatory state variables is modulated by the synaptic efficacy which is char-

acterised by its own variable q(t) = (q1(t), . . . , qN (t))
⊤

. The dynamics of the model are given by the

following set of differential equations:

τmu̇(t) = −u(t) + WeeQ(t) · g[u(t)] −Wei · g[v(t)] + iaff,e(t), (2.1)

τmv̇(t) = −v(t) + Wie · g[u(t)] −Wii · g[v(t)] + iaff,i(t), (2.2)

q̇(t) = −q(t)g[u(t)]

τo
+

1− q(t)

τrec
, Q(t) = diag(q(t)). (2.3)

Here, τm is the membrane time constant. The connection between the excitatory (e) and inhibitory (i)

cell populations are given by the four weight matrices Wee, Wei, Wie, and Wii. It is assumed that the

connections originating from inhibitory cell populations, i.e., Wei and Wii, are short-range and, therefore,

12



exist only within a column. However, the connections originating from excitatory cell populations, i.e.,

Wie and Wee, are long-range and, therefore, exist also between the columns. Further, Wee encapsulates

the connections across fields of the auditory cortex (Fig. 2.1b), which means the inter-field connections

have been assumed to be of excitatory type only. The firing rate function is defined as g[u(t)] = tanh[α(u− θ)], u(t) > θ

g[u(t)] = 0, u(t) ≤ θ
(2.4)

where θ is a constant threshold and α is a scalar. The same firing rate function represented in Eq. (2.4)

also holds for the inhibitory cell population v(t). The afferent input to the excitatory and inhibitory cell

populations are represented by iaff,e(t) and iaff,i(t), respectively. As Eq. (2.1) indicates, the dynamics of

the excitatory state variables are coupled with the dynamics of synaptic efficacy whereby the strength

of the excitatory-to-excitatory connections are modulated. Synaptic efficacy is regulated by short-term

synaptic depression which models the effects of neurotransmitter release and replenishment by the first

and the second terms in Eq. (2.3), respectively (Tsodyks and Markram, 1997; Loebel et al., 2007). τo

and τrec are the time constants of the release and the replenishment of neurotransmitters at each synapse;

and 1 is the 1-vector of size N . In Eq. (2.3), diag is the operator by which the diagonal matrix Q(t) is

constructed from q(t) as a vector.
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Figure 2.1: A schematic diagram of the anatomical structure of the model. a) There are in total three areas:
core, belt, and parabelt. The core area consists of three fields. It has direct strong connections to the eight belt
fields which are completely encompassing it. The belt area is the station between the core and parabelt areas as
there is no direct physical connection between the core and the parabelt. b) The connections in the structure
shown in a are summarized in an adjacency matrix. The matrix is symmetric representing that there is a feedback
connection for any feedforward connection. Strong and weak connections between any two fields are represented
by dark and light blue, respectively. White elements indicate no connection between two fields. The diagonal
elements represent the lateral (intrafield) connections. The elements above and below the main diagonal represent
the feedback and the feedforward connections.
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2.1 Unfurling the model of auditory cortex

2.1.1 Linearisation of the firing rate

By assuming that the firing rate function, given in Eq. (2.4), is without a threshold and, therefore, of the

form tanh(αx), one can approximate this sigmoid function around zero by a linear function of the form

g[x] = αx. Here, x stands for u(t) and v(t). In this case, the homogeneous part of Eqs. (2.1) and (2.2)

is given by the standard linear system

u̇(t)

v̇(t)

 = M

u(t)

v(t)

 with M =
1

τm

αWeeQ− I −αWei

αWie −αWii − I

 , (2.5)

where I is the identity matrix. As Eq. (2.5) indicates, the coefficient matrix M includes all the information

about the entire connection pattern and their strength in the network of auditory cortex. The general

solution to Eq. (2.5) is then given by the linear combinations of normal modesu(t)

v(t)

 =

2N∑
n=1

cnexp(λnt)

xn

yn

 . (2.6)

Here, λn ∈ C, n = 1, . . . , 2N are the eigenvalues of the coefficient matrix M in Eq. (2.5). The eigenvectors

(xn,yn)
⊤

are the normal modes, where xn and yn represent the collection of the u and v components

of the n-th eigenvector. The eigenvalues λn = γn + iωn determine whether M is stable or not. That

is, for the stable solutions for any angular frequency ωn, the corresponding decay rate γn has to be a

nonzero negative value. If the matrix M is not stable, the solutions are not of the form of damped

oscillations. That is, the solutions appear as huge increase in the amplitude (γn > 0) or oscillations

without damping (γn = 0 and ωn ̸= 0). If the matrix M is stable, the shape of the mode depends on the

values of angular frequency. That is, if ωn ̸= 0 or ωn = 0, the normal mode is of the underdamped or

overdamped type, respectively. Underdamped normal modes oscillate around the equilibrium and their

amplitude decays gradually to zero. Conversely, overdamped normal modes after excitation decay to the

equilibrium without oscillating. For a specific initial condition (u(0),v(0))
⊤

= (u0,v0)
⊤

, the coefficients

cn are given as scalar products

cn =

〈u0

v0

 ,

ξn

ηn

〉
, (2.7)

with the corresponding left eigenvectors (ξn,ηn)
⊤

of the coefficient matrix M . When the modes are of the

underdamped type, the eigenvalues and their corresponding eigenvectors appear as complex conjugate

pairs. Therefore, in this case for real initial values (u(0),v(0))
⊤

the corresponding pair of complex

coefficients cn has to be complex conjugate as well. The modulus of the complex coefficient cn is the

initial amplitude of the mode whilst its argument provides the initial phase.
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2.1.2 Non-general solution with symmetric connectivity

Equation (2.6) shows that the decay rate and the angular frequency of the normal modes depend on the

coefficient matrix M which expresses the connections between the neural population within the network.

Also, the initial amplitude by which normal modes contribute to the overall solutions are determined by

the initial conditions and the left eigenvectors of M (see Eq. (2.7)). However, the actual dependency

between the normal mode parameters and the model parameters is not clear. In a special case, we can

tease out this information in order to understand how the normal mode parameters depend on the network

parameters. To achieve this, together with the assumption of linearity of firing rates, we also assume

Q = I in Eq. (2.1). That is, we ignore the dynamics of the short-term synaptic plasticity. Therefore, we

can rewrite Eqs. (2.1) and (2.2) as

τmu̇(t) + u(t) −Wee · [αu(t)] + Wei · [αv(t)] = iaff,e(t), (2.8)

τmv̇(t) + v(t) −Wie · [αu(t)] + Wii · [αv(t)] = iaff,i(t). (2.9)

We then analyse the system dynamics given in Eqs. (2.8) and (2.9) by taking the derivative of both

equations and transforming them into a system of second-order differential equations given by

ü(t) + 2Γuu̇(t) + Ω2
0,uu(t) = h(t), (2.10)

v̈(t) + 2Γvv̇(t) + Ω2
0,vv(t) = j(t), (2.11)

where Γu and Γv represent the damping coefficients and the Ω2
0,u and Ω2

0,v represent the angular frequen-

cies of the excitatory and inhibitory state variables, respectively. h(t) and j(t) represent the driving force

to the excitatory and inhibitory state variables and are functions of the connection matrices as well as the

afferent inputs. The constant coefficients Γu, Γv, Ω2
0,u, and Ω2

0,v are functions of the connection matrices

shown in Eqs. (2.8) and (2.9) (for details, see Hajizadeh et al., 2019). In the general setting, these coef-

ficients are not diagonal. Therefore, the dynamics of the state variables are coupled to each other where

their trajectories can be revealed only by numerical solvers. However, if we can find a matrix, say Υ, by

which we simultaneously diagonalise Γu and Ω2
0,u, we can decouple the excitatory state variables from

each other. The same is true for the inhibitory state variables. This is a nontrivial problem. However,

under certain assumptions one can simultaneously diagonalise the damping coefficient and the angular

frequency, separately, in Eqs. (2.10) and (2.11). In brief, when Wei, Wie, and Wii are diagonal matrices

and Wee is a symmetric matrix, one can perform this simultaneous diagonalisation for both Eqs. (2.10)

and (2.11). For further details, see Appendix A2: Derivation of analytical solution in Hajizadeh et al.

(2019). In other words, by changing the coordinates we can transform our system into an equivalent

space in which the state variables are decoupled, that is, they are independent from each other. In this

case, the explicit solutions to the classic driven damped harmonic oscillators given in Eqs. (2.10) and

(2.11) are the normal modes ud and vd (Rayleigh, 1945; Caughey, 1960; Caughey and O’Kelly, 1965).
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The equation of one normal mode contributing to the excitatory and inhibitory cell populations is given

by

ud(t) = exp(−γdt)[aud
sin(δdt) + bud

cos(δdt)] + cud
, (2.12)

vd(t) = exp(−γdt)[avd
sin(δdt) + bvd cos(δdt)] + cvd . (2.13)

Here, the decay rate γd and the damping frequency δd are functions of the connection matrices. The

coefficients of the harmonic functions, aud
, bud

, avd
, bvd , and the constants, cud

and cud
, are functions

of the connection matrices and the afferent inputs (for further details, please see section 3: Modeling

auditory cortex dynamics with normal modes in Hajizadeh et al., 2019). Note that, the mathematical

formulations described in this section is only a special case of the general solution which is described in

Section 2.1.1. Both approaches are valid and lead to same solutions for the network dynamics. Also, this

approach is based on the symmetry of connections and can be used for one stimulus only because for

multiple stimuli the effect of short-term synaptic depression described in Eq. (2.3) should be taken into

account. In this case, the matrix as a result of WeeQ(t) in Eq. (2.1) is a nonsymmetric matrix even if the

initial Wee is symmetric. Therefore, the approach described in this subsection cannot be used to solve

Eqs. (2.10) and (2.11).

2.1.3 Dynamics of the short-term synaptic depression and the slow-fast ap-

proximation

So far, we have analysed the system’s dynamics in terms of normal modes only for one stimulus. In order

to expand this approach for multiple stimuli, we need to deal with the function describing the afferent

input and the dynamics of the short-term synaptic depression in Eq. (2.3).

We assume the afferent input to act as instant pulses which only occur to the excitatory cell population

of IC. That is,

iaff,e(t) = a

S∑
s=0

δ(t− ts) (2.14)

iaff,i(t) = 0, (2.15)

where a is a vector of size N whose nonzero elements represent the input strength (pulse strength) at

those given columns; and 0 is the zero-vector of size N which means that the inhibitory cell population

is not targeted by the afferent input. Approximating the input function by a delta function, the input

appears as instant jumps in the initial values (u(0),v(0))
⊤

in Eq. (2.7) which allows us to use Eq. (2.6)

to describe the dynamics of excitatory and inhibitory state variables in terms of the superposition of the

normal modes.

We also need to deal with the dynamics of the synaptic efficacy to complete this approach in order to
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be able to perform a stimulus-wise normal mode analysis of the network dynamics. We can take advantage

of the dynamics at the synapses which occur in two different time scales. The first term in Eq. (2.3)

corresponds to neurotransmitter release (i.e., synaptic depression) which is a fast process, whereas the

second term corresponds to the slow neurotransmitter replenishment (i.e., recovery from depression).

The fast and slow processes are regulated by their corresponding time constants τo and τrec. In the case

of τo ≪ τrec (Fioravante and Regehr, 2011), one can characterise the dynamics of short-term synaptic

depression by two separate processes which occur independently: A fast drop-off and a slow recovery

and, therefore, apply a slow-fast approximation to the dynamics of short-term synaptic depression. For

a general treatment of dynamical systems whose processes occur in slow and fast time scales, see, for

example, Kuehn (2015). In this case, we keep the synaptic efficacy time-invariant and at a constant value

Q(t) = Qs in each time interval t ∈ [ts, ts+1] between two consecutive stimuli and update it together when

the instant pulse occurs and causes jumps of u(t) and v(t) at the stimulation times ts. Subsequently,

the fast drop-off Fs(qs) which corresponds to the neurotransmitter release is obtained by integrating the

first term in Eq. (2.3)

Fs(qs) = qsexp

(
− 1

τo

∫ ts+1

ts

g[u(t′)]dt′
)
. (2.16)

Note that, in this way the neurotransmitter release occurs independent from the neurotransmitter re-

plenishment. Inserting Fs(qs) as an initial value into the slow recovery process and explicitly integrating

the second term, we obtain

qs+1 = 1− (1−Fs(qs)) exp

(
− ts+1 − ts

τrec

)
. (2.17)

Inserting the general solution from Eq. 2.6 in Eq. 2.16, the fast drop-off Fs(qs) can be rewritten in terms

of normal modes given by

Fs(qs) = qs

2N∏
n=1

exp

(−cn,s (exp (λn,s (ts+1 − ts)) − 1)

τoλn,s
xn,s

)
. (2.18)

This equation shows that the short-term synaptic depression depends on the normal modes. In sum,

the synaptic depression is approximated by the fast-drop off given in Eq. (2.16). The recovery from

depression is approximated by the slow recovery given in Eq. (2.17). The recovery occurs to the time

point where a new stimulus and, therefore, next drop-off occurs. This cycle repeats for each stimulus.

Note that, except τo, which is a global parameter, and time, the other parameters in Eq. (2.18) are a

function of normal modes and the stimulus. In order to perform normal mode analysis for each stimulus,

the synaptic efficacy variables are kept piecewise constant. In this way, the coefficient matrix M in

Eq. (2.6) is updated only when a stimulus occurs and stays time-invariant during the recovery of the

synapses from depression. This approximation is possible because, for suitable parameter settings, the

time interval between two stimuli can be assumed to be long enough for the state-variables to completely

decay to zero (for a detailed description, see Sects. 2.3 and 2.4 in Hajizadeh et al., 2022).
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2.2 Simulating MEG signals

The main contributors to the MEG signals are the primary currents running in the locally aligned apical

dendrites of the pyramidal cells in the cortex. The alignment of the apical dendrites depends on the

cortical gyrification. In addition to other topographical factors like the position or shape of the source of

activity (i.e., auditory cortex), the gyrification makes the primary currents within the apical dendrites to

have different orientations and distances with respect to the MEG sensors. Moreover, the orientation of

the primary currents are a function of the type of the synapses (i.e., excitatory or inhibitory) and where

the synapses make a connection along the apical dendrites (Ahlfors and Wreh, 2015). The excitatory

feedforward connections target the dendrites of the pyramidal cells close to the soma which leads to a

current away from the soma and towards to the cortical surface (Ahlfors et al., 2015). Opposite to the

feedforward connections, the excitatory feedback connections target the distal end of apical dendrites

and pump the current towards the soma and away from the cortical surface (Ahlfors et al., 2015). The

inhibitory connections have a similar effect as the feedback connections. These connections target the

apical dendrites near the soma which lead to a current pointing to the soma within the apical dendrites

(Douglas et al., 2004). In this model, there is no description for the primary currents in the dendritic

trees. However, one can approximate the primary currents to be directly proportional to the sum of their

synaptic input which, here, is the pre-synaptic activity multiplied to the synaptic weight (May, 2002).

Also, the Ampère-Laplace (Biot-Savart) law represented in Eq. (1.1) shows that the a magnetic field

from a current source distribution depends on the topology of the source as well as its distance to the

sensors where the magnetic field is being measured. Therefore, in addition to the synapse type which leads

to different directions of primary currents, the topology of the current source density and the distance

between the source and the sensors would also modify the signal which we measure outside the brain.

These information are summarized in three matrices K1, K2, and K3 which express specific multipliers

of each synaptic connection and contain the information about the topology of the auditory cortex (for a

more detailed description, see Hajizadeh et al., 2019, 2021). Therefore, the MEG signal is calculated by

R(t) =

N∑
j=1

[K1 ◦Weeu(t) + K2 ◦Weiv(t) + K3 ◦Wieu(t)]j , (2.19)

where j runs over the number of cortical columns in the model. The symbol ◦ denotes the element-wise

multiplication (Hadamard product) between each two given matrices. Figure 5 in Hajizadeh et al. (2019)

and Fig. 2a-b in Hajizadeh et al. (2021) represent the structure of the K-matrices for the large AC

network (N = 240). Figure 3 in Hajizadeh et al. (2022) represents the structure of the K-matrices for

the small AC network (N = 5).
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Chapter 3

Modelling results: novel views on

ERF generation

In this section, I show modelling results based on what is described in Sect. 2.1 and qualitatively compare

them with experimental results. In Sect. 3.1, it is shown how normal modes account for the generation

of ERFs and their adaptation. In Sect. 3.2, it is shown how an ERF can be decomposed to contributions

based on synaptic type and how these contributions adapt with stimulus repetition. For further details

and model parameters, see Hajizadeh et al. (2022).

In Sect. 3.3, ERFs are simulated in a systematic fashion whereby explanations for the sources of

subject-variability of auditory ERFs are provided. Moreover, simulation results suggest that inter-subject

variability of ERFs is reflected in their grand mean and standard deviation and in the latency, amplitude

and width of the N1m response. For further details and model parameters, see Hajizadeh et al. (2019)

and Hajizadeh et al. (2021).

3.1 ERF generation and its adaptation based on normal modes

Figure 3.1a shows trial-averaged ERFs which are acquired experimentally from one subject. The ERFs

are measured in an experimental paradigm where the subject is passively listening to a tone sequence

where tones were presented at a constant stimulus onset interval within a stimulus block (audio frequency

1.5 kHz, duration 100 ms, sound-pressure level 80 dB; data from Zacharias et al., 2012). The experiment

is repeated for five SOIs: 0.5 s, 1 s, 2.5 s, 5 s, and 10 s. The ERFs show that there is a monotonic increase

in the N1m peak amplitude and its latency with increasing SOI. The slope of the rising flank of the N1m

response is similar across the SOIs, whereas the slope of the falling flanks of the N1m response increases

with increasing SOI.

Figure 3.1b shows simulated ERFs of the same paradigm as in Fig. 3.1a. For ERF simulation, the

linearised firing rate and the slow-fast approximation of the short-term synaptic depression is used (see

Sect. 2.1). Here, a simple version of the anatomical structure of the auditory processing was utilised.
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That is, the network is comprised by two subcortical areas, namely IC and the thalamus and the cortical

areas core, belt, and parabelt. The dynamics of each area is represented by one column per area only

(N = 5). This means that the entire dynamics are represented by five columns each comprising an

excitatory and an inhibitory cell population. For further details, see Hajizadeh et al. (2022). In general,

the main features of the experimentally acquired ERFs with stimulus repetition and, in particular, the

variations of the N1m response as a function of SOI are captured in these simulations.
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Figure 3.1: Comparison of the experimentally measured ERFs and their adaptation with simulated ERFs. a)
Each waveform represents a trial-averaged ERF acquired experimentally from one subject who listened to a pure
tone presented with a constant SOI. The SOIs are 0.5 s, 1 s, 2.5 s, 5 s, and 10 s. The overall shape of the ERF is
SOI-dependent. This dependence is most clear in the N1m peak (data from Zacharias et al. (2012)). b) The ERF
generation and its dependence on SOI are replicated by the model described in Sect. 2.1.1 where the firing rate
is linear and the dynamics of the STSD is solved by a slow-fast approximation. Data and figure are published in
Hajizadeh et al. (2022).

Equation (2.19) shows that MEG signals are proportional to the excitatory and inhibitory state

variables. If we substitute Eq. (2.6) into Eq. (2.19), MEG signals can be viewed in terms of a superposition

of normal modes. Figure 3.2a-b represent the simulated ERFs for SOIs = 0.5 s (black) and 10 s (grey)

shown in Fig. 3.1b, decomposed into their underlying normal modes. The same decomposition for all five

ERFs shown in Fig. 3.1b is provided in Hajizadeh et al. (2022). The normal modes are characterised by

their frequency (ω/2π = ν) given in the legend of Fig. 3.2a-b. The corresponding dispersion relations

(ν-|γ|) of the normal modes are illustrated in Fig. 3.2c-d. Moreover, the initial amplitude |cn| of each

mode is represented by the size of the discs in Fig. 3.2c-d. There are several observations to be made:

(1) The normal modes all peak between the stimulus onset and 70 ms post-stimulus time which is much

earlier than when the N1m response occurs. (2) The high-frequency modes (blue and red) decay within

the first 50 ms time window after the stimulus onset, whereas the low-frequency modes (purple and green)

decay later and continue to be active up to almost 200 ms after the stimulus onset. (3) Therefore, all the

modes contribute to the generation of P1m although their interference pattern is of a destructive type

which leads to the small-magnitude P1m. However, the N1m is built upon the constructive superposition

of the low-frequency modes (purple and green) whose interference pattern leads to the large-amplitude

N1m response. (4) Normal modes, for both SOIs, are of the underdamped type because their frequency ν

are nonzero and their decay rate γ is negative. (5) The stimulus repetition affects not only the magnitude
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of the normal modes, but it also affects their decay rate and their frequency. The decay rate and the

frequency of the normal modes increase as the SOI decreases. (6) The initial amplitude of each mode is

also a function of SOI. For SOI = 0.5 s, the initial amplitude of the modes are quite variable, whereas for

SOI = 10 s, the initial amplitudes are of a similar size.

Figure 3.2: Decomposition of ERFs into underlying normal modes. a-b) ERFs of SOI = 0.5 s and 10 s (black
and grey) from Fig. 3.1b are shown together with their underlying normal modes. Normal modes are indicated by
their frequency in the legend. Irrespective of SOI, all normal modes peak earlier than the N1m peak. The main
contributor of the N1m are the low-frequency modes, whereas all the modes contribute to the P1m response. c-d)
The dispersion relation of the normal modes shown in a and b. All normal modes are of the underdamped type.
Stimulus repetition affects the properties of normal modes, i.e., frequency, decay rate, and the initial amplitude
which is represented by the size of the discs. Data and figure are published in Hajizadeh et al. (2022).

Normal modes are not only characterised by temporal oscillations, but also oscillations in space. This

information is given in the right eigenvectors of the coefficient matrix M in Eq. (2.5), i.e., (xn,yn)
⊤

.

Figure 3.3 shows the spatial wave patterns of the normal modes shown in Fig. 3.2. Here, only the real

part of the state variable u(t) is shown. The dark shades represent the modes contributing to the ERF

of SOI = 0.5 s and the light shades represent the modes contributing to the ERF of SOI = 10 s. The

high-frequency modes (blue and red) appear with large wave number, whereas the low-frequency modes

(green and purple) appear with low wave number. The same results can be observed with normal modes

contributing to the state variables v(t) which are not shown here.
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Figure 3.3: Spatial wave patterns of the normal modes shown in Fig. 3.2 identified by their corresponding colour
codes. The dark shades and the light shades of each color correspond to SOI = 0.5 s and 10 s, respectively. For
both SOIs, the high-frequency modes (blue and red) shown in a-b occur also with large wave number and the
low-frequency modes (purple and green) shown in d-e appear with low wave number. The y-axis in all five panels
has the same scale and it is given in panel e. Data and figure are published in Hajizadeh et al. (2022).

3.2 The topology of auditory cortex contributes to the shape of

ERF

Figure 3.4a-b shows the contribution of different areas to the ERFs (grey) of SOI = 0.5 s and 10 s shown

in Fig. 3.1b. Because the subcortical areas are deep sources, their corresponding multipliers in the Kl

l ∈ {1, 2, 3} matrix are zero. Therefore, they do not contribute to the ERFs (Hämäläinen et al., 1993).

The main generator of the P1m is the core area (purple). The core together with the belt (red) are the

main sources of the N1m. The parabelt area (green) contributes minimally to the ERFs. The serial

progression of activity from core to belt and parabelt is quite clear. The activity in the core area, as

the main target of the subcortical input, possesses the largest amplitude. Moreover, stimulus repetition

seems to affect the activity of all areas similarly. Note that, the activity of each area peaks differently,

but, in the proximity of 100 ms.
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Figure 3.4c-d represent the decomposition of the same ERF waveforms (grey) in terms of the primary

currents as a result of feedforward, feedback, and the lateral connections (see Sect. 2.2). In this view,

primary currents which are driven by the feedforward connections (purple) are the main contributors to

the P1m. On the other hand, primary currents which are the result of feedback (orange) and the lateral

(blue) connections contribute to the generation of the N1m and P2m deflections. Primary currents caused

by feedforward contributions are less affected by the stimulus repetition than the feedback and the lateral

contributions.

b

d

Figure 3.4: Decomposition of ERFs (grey) by different areas and connections. a-b) Decomposition of ERFs
of SOIs = 0.5 s and 10 s to the contribution of different areas. The subcortical areas as deep sources do not
contribute to ERFs. The core and the belt areas are the major generator of the ERFs for both SOIs. Parabelt’s
contribution is minimal and later in time compared to core and belt. c-d) Decomposition of ERFs based on the
primary currents driven by feedforward, feedback, and lateral connections. Primary currents resulted from the
feedforward connections are the main generator of the P1m, whereas the positive N1m deflection is mainly formed
by the primary currents driven by the feedback and the lateral connections. The same also holds for the P2m.
Data and figure are published in Hajizadeh et al. (2022).

3.3 Variability of ERFs across subjects

In this section, experimental and simulated ERFs are combined to test the following hypothesis (see

Sect. 1.1.3): Is the subject-specificity of ERFs only due to the gross anatomical differences across subjects

or is it due to the inter-subject variabilities of the dynamics of the auditory cortex, or both? In the model

which is presented in Sect. 2, there are parameters which are part of the dynamics of the auditory

cortex, namely the connection matrices and the membrane time constant (Wee, Wei, Wie, Wii, and τm in

Eqs. (2.1)-(2.2)). These parameters, termed here dynamical parameters and denoted by D, regulate the

dynamics within the auditory cortex network. On the other hand, there are parameters which represent

the topography of the auditory cortex and map its response to the MEG signal measured outside the

brain. These parameters, termed here anatomical parameters and denoted by A, are summarized in
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the K1, K2, and K3 matrices which enter in the simulation of MEG signals (Eq. (2.19)). By having

separate parameters for dynamics and topography of the AC, we have the tools at hand to test which

aspects of an ERF waveform vary by introducing variations in the dynamical parameters or in the

anatomical parameters. For this, ERF waveforms are simulated while the anatomical, dynamical, or

both simultaneously were randomly varied in multiple steps. These steps are described in detail in

Hajizadeh et al. (2021) and only one example per randomisation is shown in Fig. 3.5.

Figure 3.5a shows 25 trial-averaged ERF waveforms which are also shown in Fig. 1.1. Only the ERFs

of long SOIs were chosen to be compared with the simulated ERFs because 7 s and 10 s are enough time

for the auditory cortex to recover from adaptation due to stimulus repetition (Lü et al., 1992; Sams et al.,

1993). For further details about the experimental setup, see Hajizadeh et al. (2021). The modelling of

ERFs for the analysis of subject-specificity of ERFs in this study are performed without the effects of

short-term synaptic depression. That is, Q = I in Eq. (2.1). This figure is an example suggesting the

variability of ERFs across subjects. The deflections of the ERFs appear with different amplitudes and

latencies. This is also reflected in the inset where the N1m peak latencies plotted against their amplitudes.

The highest variability occurs at the rising flanks of the N1m response of individual waveforms where the

standard deviation peaks.

Figure 3.5b shows individual simulated waveforms (grey) and their corresponding arithmetic mean

(black) and standard deviation (red) where the anatomical parameters (i.e., Kl, l ∈ {1, 2, 3}) were

varied and the dynamical parameters (i.e., Wee, Wei, Wie, and Wii) were kept constant. Changes of the

anatomical parameters lead to variations mainly in the peak magnitude of the P1m, N1m, and P2m whilst

the overall shape of the waveforms stays almost invariant. This is also highlighted in the inset where the

N1m peak latency of individual waveforms is plotted against the N1m peak amplitude. In contrast, by

randomising the dynamical parameters and keeping the anatomical parameters constant another picture

emerges. In this randomisation shown in Fig. 3.5c, individual waveforms appear in different shapes and

are quite different in terms of N1m peak latency and amplitude. This is also reflected in the standard

deviation peaking after the N1m as well as in the inset where the N1m peak amplitude versus latency

is plotted. Figure 3.5d represents simulated individual waveforms where both anatomical and dynamical

parameters were simultaneously varied. In this case, the amplitude and the latency of the N1m are more

realistically distributed. These simulations suggest that for the subject variability of ERF waveforms,

both anatomical and dynamical parameters play a role.

In order to scrutinize the results shown in Fig. 3.5, in several steps randomisations of the anatomical

and dynamical parameters were carried out. These steps allowed to systematically increase or decrease

the contributions of the anatomical and dynamical parameters in order to probe their effect on the ERF

waveforms. For each randomisation, the distribution of the N1m peak amplitude and its latency as well

as the 3-dB width of the N1m deflection of simulated waveforms were compared with the same quantities

acquired from the experimental ERFs shown in Fig. 3.5a. These analyses, which are shown and described

in detail in Hajizadeh et al. (2021), indicate that the inter-subject variability of ERF waveforms stem

from both the dynamics and the anatomy of auditory cortex.
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Figure 3.5: An example of the effect of anatom-
ical parameters A and the dynamical parame-
ters D on simulated ERFs. Thin grey wave-
forms represent individual ERF waveforms. The
black and the red lines represent the arithmetic
mean and standard deviation, respectively. a)
Trial-averaged ERF waveforms from 25 different
subjects are shown. The ERFs appear with dif-
ferent latencies and amplitudes of P1m, N1m,
P2m deflections. Although these deflections are
identifiable in most subjects, the overall shape
of ERFs are markedly different. The arithmetic
mean (black) peaks with the amplitude of al-
most 300 fT at around 100ms after the stimulus
onset. However, the inset shows the variability
of the N1m peak latency and amplitude across
subjects which are scattered around 100ms and
300 fT, respectively. b) 50 examples of simulated
ERF waveforms and the corresponding grand-
averaged waveform and standard deviation were
generated by randomising the anatomical pa-
rameters while keeping the dynamical parame-
ters fixed. The individual waveforms are similar
in shape, however, with a large variation in the
peak amplitude of the N1m and a narrow vari-
ation of its peak latency. This is also reflected
in the inset where the N1m peak latency of the
individual waveforms is plotted against the N1m
peak amplitude. c) 50 examples of simulated
ERF waveforms and the corresponding grand-
averaged waveform and standard deviation were
generated by randomising the dynamical param-
eters while keeping the anatomical parameters
fixed. The individual waveforms are quite dif-
ferent in terms of amplitude, latency, and width
of the N1m response. As it is also shown in the
inset, there is a large variation in the peak am-
plitude of the N1m as well as in the peak latency.
d) 50 examples of simulated ERF waveforms and
the corresponding grand-averaged waveform and
standard deviation were generated by simulta-
neous randomisation of the dynamical and the
anatomical parameters. The ERF waveforms
look now more realistic (compare with the wave-
forms in panel a). The distribution of the N1m
peak amplitude and its latency shows a closer
resemblance to empirical data. Data and figure
are published in Hajizadeh et al. (2021).
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Chapter 4

Discussion

4.1 Main findings

In this thesis, a new view on ERF generation, adaptation, and inter-subject variability is introduced.

This was achieved with a focus on computational modelling of auditory cortex and auditory ERFs. The

anatomical structure of the model is based on the serial core-belt-parabelt organization of the auditory

cortex. The model dynamics are based on the leaky-integrate neurons with short-term synaptic depres-

sion being the only form of synaptic plasticity (Eqs. (2.1)-(2.3)). Due to the functions of firing rates

and synaptic efficacy, the state equations representing the dynamics of excitatory and inhibitory cell

populations are nonlinear. Here, the network dynamics were analysed by linearising the function of firing

rates (Eq. (2.4)) and solving the equation representing dynamics of short-term synaptic depression by

time-scale separation (Eqs. (2.16) and (2.17)). The result is a description of the auditory cortex network

dynamics in terms of damped harmonic oscillators, i.e., normal modes (see Eqs. (2.6), (2.12), and (2.13);

and Fig. 3.2). Auditory ERFs and their adaptation due to stimulus repetition were replicated (Fig. 3.1a)

based on the normal-mode description. In this view, ERFs are generated by an interference pattern of

independent spatiotemporal oscillations. Each normal mode is characterised by its decay rate γ, angu-

lar frequency ω, initial phase arg(cn) and amplitude |cn|, and spatial wave pattern (xn,yn)
⊤

. Normal

modes do not reside in any specific area or field of auditory cortex but, rather, are spread over the entire

auditory cortex network (Fig. 3.3). Therefore, the activity of different locations of AC should be seen as

unique combinations of this coexisting independent normal modes. In addition to decomposition of ERFs

into normal modes, it was shown that ERFs could be decomposed into activity of the cortical columns

and the primary currents (Fig. 3.4). These three different, but related, levels of decomposition of ERFs

offer a new view on the potential mechanisms of ERF generation which can lead to a paradigm shift in

understanding and interpreting ERF waveforms.

In line with previous studies (Loebel et al., 2007; Mill et al., 2011; Wang and Knösche, 2013; Yarden

and Nelken, 2017; Kudela et al., 2018), it was shown that short-term synaptic depression, which is

composed of a fast and a slow process, accounts for the adaptation of ERFs due to stimulus repetition.
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Synaptic depression is directly linked to the normal modes to which an ERF can be decomposed into

(see Eq. (2.18) and Figs. 3.2-3.3). Adaptation of ERFs were described in terms of changes of normal

mode properties where the reduction of amplitude in the state variables and the ERFs due to stimulus

repetition is only a by-product (Fig. 3.2). Therefore, adaptation of ERFs should be viewed in terms of a

complete change in the spatiotemporal oscillations throughout the auditory cortex rather than reduction

of response magnitude in discrete sources scattered over the auditory cortex.

Auditory ERFs are identifiable by three main characteristic negative and positive peaks P1m, N1m,

and P2m. However, these peaks in ERFs of individual subjects appear with different latencies and am-

plitudes. From structural brain scans, it is already known that there are differences in the gross anatomy

across individual subjects which contributes to the subject-specific ERFs (Rademacher et al., 2001; Mo-

rosan et al., 2001; Fischl et al., 2008). Nevertheless, the Ampère-Laplace law (Eq. (1.1)) indicates that

the current density distribution (i.e., the dynamics of the source of the magnetic field measured by MEG)

should also contribute to the inter-subject variability of the ERFs. Here, it was tested whether dynamical

variations across auditory cortex of different subjects also play a role in the inter-subject variability of

ERFs. This hypothesis was tested by linking simulated ERFs to the experimentally measured ERFs. In

the model presented here, there are parameters which directly regulate the dynamics of auditory cortex

(e.g., connection matrices in Eqs. (2.1) and (2.2)) and parameters which link the gross anatomy of audi-

tory cortex (Kl, l ∈ {1, 2, 3} in Eq. (2.19)) to the generation of ERFs. In order to find out which ERF

properties depend on the dynamics of the auditory cortex or its gross anatomy or both, ERF waveforms

were simulated by systematically varying the dynamical and the anatomical parameters. Simulated and

experimental ERFs were compared in terms of three quantities extracted from the N1m response: am-

plitude, latency, and 3-db width. The results show that the latency and the width of the N1m response

are predominantly determined by the dynamics of auditory cortex, whereas the amplitude of the N1m

peak is a function of both dynamics and the anatomy of auditory cortex (Fig. 3.5 and Figs. 4 and 6 in

Hajizadeh et al. (2021)). Therefore, these results suggest that both the anatomy and the dynamics of

auditory cortex are reflected in ERFs and both are needed to explain inter-subject variability of the ERF

waveforms.

4.2 Comparison to other models of ERF generation

There is an ongoing debate about the generation mechanisms of stimulus-evoked responses in the brain.

The phase-reset model advocates that evoked responses emerge from the ongoing brain oscillations (Sayers

et al., 1974; Nikulin et al., 2007; Mazaheri and Jensen, 2010), whereas the signal-plus-noise model indicates

that stimulus leads to an additional activity which is uncorrelated to ongoing brain oscillations (Dawson,

1954; Shah et al., 2004; Mäkinen et al., 2005). However, it has proven difficult to distinguish which of

the two mechanisms accounts for stimulus-evoked responses (Yeung et al., 2004; Sauseng et al., 2007;

Telenczuk et al., 2010).

In this thesis, it was shown that ERFs are of an oscillatory nature which emerge from the interference

pattern of superimposed damped harmonic oscillations (Hajizadeh et al., 2019, 2022). However, these
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results as such cannot be compared to ERFs arising out of ongoing brain oscillations (Sayers et al., 1974;

Nikulin et al., 2007; Mazaheri and Jensen, 2010) because the approach proposed here does not include

background oscillatory activity. Periodic background oscillations can be either separately introduced in

the model dynamics or the parameter settings of the weight matrices can be manipulated such that the

decay rate γ of, at least, one normal mode is zero. In this way, one normal mode keeps oscillating without

decaying to zero. It would be very interesting to see how this oscillating normal mode interacts with

other damping modes. How the network reacts to this oscillatory activity would then depend on, for

example, the amplitude, frequency and the phase relations between the damping normal modes and the

ongoing oscillation. If the ongoing oscillation consists of a frequency close to the frequency of one or

more normal modes and appears with a similar phase as of those normal modes, the ongoing oscillation

contributes as an enhancement. In contrast, if the ongoing oscillations and decaying normal modes happen

to have similar frequencies but appear in opposite phases, the ongoing oscillation leads to a destructive

interference pattern. In this regard, it might be possible to explain the persistent field observed in the

auditory cortex during a working memory task (Huang et al., 2016), when the dynamics of auditory

cortex is characterised by one or more low-frequency normal modes with zero damping rates and the rest

of the modes are of the damped type. The damped modes, in this case, can account for the transient

information processing of the stimulus properties during the stimulation phase and the oscillating modes

without damping can account for the persistent activity during the delay phase (Nachstedt and Tetzlaff,

2017). The addition of ongoing oscillation can lead to complex dynamics which, in any case, demands

proper testing and investigation.

Event-related responses as an additive activity to ongoing brain oscillations have been, mainly, con-

sidered to emerge from spatially discrete sources which are based on the source reconstruction results.

A problem which already arises here is that the source reconstruction of MEG and EEG signals is an

ill-posed inverse problem with no unique solution. The traditional way to estimate the sources of cortical

electromagnetic activity is by equivalent current dipoles (ECD). ECDs are theoretical constructs and

point-like sources which, in the source reconstruction models, approximate the simultaneous activity of

pyramidal cells which are aligned together in the cortex (Williamson and Kaufman, 1981; Scherg, 1990).

An ECD is characterised by its location, orientation, and amplitude (Williamson and Kaufman, 1981).

The number of ECDs for describing the source activity depends on the complexity of the experiment and

whether the source of cortical activation is focal or distributed (Mosher et al., 1992). In simple sensory

experiments, discrete source modelling is performed where single or multiple ECDs are used. In this case,

by an a priori assumption about the location of the electromagnetic source, single or multiple ECDs are

seeded whilst one or two parameters of ECDs are kept fixed and the rest of the parameter(s) of the ECDs

are determined by an optimisation algorithm. However, in an experiment when several cortical areas are

involved distributed source modelling is performed in order to estimate the sources of the electromag-

netic activity. Unlike discrete source modelling, in this method hundreds of ECDs on a tessellated cortical

surface are placed whose magnitude and orientation are free parameters of an optimisation problem.

In this thesis, modelling ERFs also bases upon discrete sources—cortical columns—which are orga-

nized and distributed according to the anatomical structure of the auditory cortex. The model as such
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confirms the source modelling results with single ECD (Lütkenhöner and Steinsträter, 1998) and multiple

ECDs (Inui et al., 2006) where it was shown that the source activity is nonstationary and travels over

the supratemporal plane in a medio-lateral direction. These results were regarded as the serial core-belt-

parabelt activation which were replicated in this thesis (Fig. 3.4a-b and Figs. 3 and 8 in Hajizadeh et al.

(2019)). Nevertheless, the activity of each cortical column is obtained by the superposition of indepen-

dent normal modes which are spread over the entire AC. There is indeed a mutual relation between the

normal modes and the activity of cortical columns. On the one hand, the activity of cortical columns are

determined by the normal modes (Eq. (2.6)). On the other hand, the normal mode properties depend on

the network structure according to which the cortical columns are organized (matrix M in Eq. (2.5)).

The results from the source modelling of ERP/ERF waveforms may imply that different peaks and

troughs of ERFs are the results of a real temporal succession of activation with different amplitude in

discrete locations of auditory cortex; and this leads to the low-amplitude P1m occurring first followed

by the large-amplitude N1m and the low-amplitude P2m. This view might be indeed misleading in a

sense that the activity in auditory cortex occurs in terms of spatially discrete and—independently—

active sources which are responsive only once at a time. This approach can be a downside of pure source

localisation of EEG and MEG signals where the focus shifts away from finding the relation and the

connection between the sources. Each field or area of auditory cortex is part of one entity and embedded

in a spatially extended object which is the entire auditory cortex. Therefore, while studying auditory

cortex activity we need to take the whole network into account. In this vein, the simulations of auditory

cortex activity presented here show that all the normal modes reach their global extremum earlier than the

N1m peak and they all coexist whilst some decay faster and some decay slower (Fig. 3.2). Subsequently,

the whole ERF waveform emerges out of the interference pattern of these normal modes. When the P1m

is occurring the interference pattern of the modes is more of a destructive type. In contrast, when the

N1m is occurring the interference pattern of the modes is more of a constructive type (see also Fig. 7 in

Hajizadeh et al., 2022). Therefore, in the normal mode view, the temporal succession of P1m, N1m, and

P2m at their corresponding time points appearing with different magnitudes is incidental.

In DCM, event-related responses also arise from several discrete sources (Friston, 2005), where it

is assumed that these sources are connected with extrinsic connections. Each source is composed of

excitatory and inhibitory cell populations which are connected via intrinsic connections. The strength

of the intrinsic and extrinsic connections are fitting parameters. The main difference between pure

source localisation of MEG and EEG signals with ECDs and DCM is that, DCM tries to estimate the

coupling strength between and within the sources (for example, see Kiebel et al., 2007; Garrido et al.,

2007, 2009), whereas in source localisation of electromagnetic waveforms the objective is only estimating

the electromagnetic source location as well as its orientation and magnitude. Finding out the coupling

strength between the sources is certainly an improvement to pure source localisation. Nevertheless, this

can turn into a big challenge because more sources and more connections lead to a high-dimensional

problem for a fitting algorithm.

Although DCM and the view offered in this thesis are similar in terms of modelling event-related

responses by discrete sources, they still deviate from each other in a few points. (1) As increasing
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the number of sources and, subsequently, the coupling strengths can lead to computationally expensive

fitting procedures in DCM, increasing the number of cortical columns can be implemented easily in our

approach with small computational costs. (2) In contrast to DCM where the description of auditory

cortex is limited to the primary and secondary auditory cortices, the focus of our work is to include as

much of the network structure of auditory cortex as possible. This includes the serial core-belt-parabelt

structure as well as the tonotopic organization of the auditory cortex. (3) In DCM and in our approach,

connections between the sources and the changes in the connections account for variations of event-

related responses. However, in DCM the coupling strength between the sources are determined in an

iterative process with an optimisation algorithm by which adaptation of N1m and mismatch responses are

explained. Conversely, in our approach the serial core-belt-parabelt structure together with the short-

term synaptic depression which, systematically, acts upon the connection matrices (equivalent to the

coupling strength in DCM) account for the ERF waveforms and their adaptation. (4) Despite modelling

event-related responses with discrete sources distributed over auditory cortex in DCM and our approach,

with the normal-mode explanation of ERFs we explain ERFs on a more fundamental level where ERFs are

functions of the whole network structure of auditory cortex and the temporal structure of the input. (5)

An advantage of the DCM over our modelling approach is that in DCM the event-related waveforms are

quantitatively explained by implementing optimisation algorithms. However, in our modelling approach

we only described the ERF waveforms on a qualitative level.

4.3 Normal modes in the brain

Normal modes are well-known concepts which have applications in many areas of sciences and engineering.

Although normal mode analysis of dynamical systems often requires simplifications and approximations

like linearisation, it is still a powerful technique which provides deep insights about the system’s dynamics.

Nunez (1981) and Katznelson (1981) used the concept of normal modes and described brain activity

recorded by EEG with spherical harmonics. However, they described the whole-brain EEG activity

where the dynamics of sensory cortices are embedded in the whole brain dynamics. In this regard, the

dynamics of each individual sensory cortex, including auditory cortex, remain in their modelling approach

rather obscure. Therefore, their results are not directly comparable to what is presented in this thesis

because, here, the dynamics within the auditory cortex has been studied and described in terms of normal

modes. However, the views of Nunez (1981) and Katznelson (1981) on how EEG signals are generated

is similar to what is offered in this thesis about the MEG signals. That is, the brain activity reflected in

the MEG/EEG signals could be described in terms of oscillations which are independent from each other

and extend in time and space.

It would be interesting to experimentally test the existence of normal modes and their functional

significance in the brain. One possible way of testing whether the electromagnetic activity of the brain

appears in terms of normal modes is to investigate the resonance behaviour in the brain due to a certain

stimulation paradigm. In this context, Katznelson (1981) predicted that the resonance frequencies of the

normal modes underlying the whole-head EEG signals shift to lower values when the synaptic coupling

30



between neurons decreases. This hypothesis was tested by computing the frequency spectrum of the

EEG signals of human subjects during the inhalation of halothane (Katznelson, 1981). Halothane is an

anaesthetic which reduces the neurons responsiveness by decreasing the synaptic coupling (i.e., synaptic

strength) between the neurons (Richards, 1973). Katznelson (1981) confirmed his hypothesis and showed

that the increase of halothane concentration gradually shifts the peaks in the EEG spectrum of the human

subjects under anaensthesia to lower values.

Short-term synaptic depression also leads to a weakness of synaptic coupling between neurons. How-

ever, this weakness is stimulus dependent, local, and transient compared to anaesthetics. In contrast to

what Katznelson (1981) based on his theoretical and empirical observations reported, the simulations in

this thesis indicate that with stimulus repetition of short SOIs (< 5 s), which leads to weaker synaptic

coupling between the excitatory cell populations, the dispersion relation of the normal modes shift to

higher values in frequency and decay rate (Fig. 3.2). This predicts that the underlying oscillations of

ERFs are of a higher frequency when the synaptic coupling due to STSD weakens. One can test this

hypothesis by applying Fourier transformation to the continuous MEG signal of subjects who passively

listen to a regularly-presented pure tone. As the simulations here suggest, the Fourier spectrum should

be inversely related to the stimulus onset interval.

Due to resonance behaviour, in the case of a periodic stimulation of neurons in the AC with short

SOIs we might observe enhanced responses instead of diminished responses. In this context, resonances

might be the reason why a single exponential function is not enough to capture the dependence of the

adaptation of N1m response due to stimulus repetition, specifically in the short SOIs (< 500 ms) (see

Fig. 10 in Hajizadeh et al., 2022). Also, resonances might be the reason of the N1m-like responses in

MEG signals occurring when the stimulus is omitted in a tone sequence (May and Tiitinen, 2001; May,

2021).

4.4 The network structure of the model and the input

In this thesis, the dynamics of the auditory cortex and its response to periodic stimulation by just one

frequency was studied. That is, the input targeted one column in the IC. A natural direction for future

is studying the dynamics of auditory cortex and its response to stimulus sequences which contain more

than one frequency. Implementing this requires expanding the model’s network structure to more than

one column per field/area in the AC. Although such a network structure was used in Hajizadeh et al.

(2019), where each field of the AC was characterised by 16 tonotopically organized columns, the functional

significance of the tonotopic organization of AC was not really examined because the input function was

only targeting one column in the IC. In Hajizadeh et al. (2022), the number of columns was reduced to

one per AC area. Despite the marked reduction in the dimensions, the model could still fully capture the

main features of the auditory ERF adaptation.

The first step towards more complex stimuli is studying the model dynamics in an oddball paradigm

where more than one frequency channel in the IC is targeted by the afferent input. Modelling ERFs

acquired in an oddball paradigm requires expanding the anatomical structure of the model to, at least,
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two columns per area. In this case, normal modes can also account for mismatch responses. In the normal

mode view, mismatch responses possibly appear because the standard tones excite one set of normal modes

which are different from those excited by the deviant tones. The reason is that the excitation of normal

modes depends on two factors: (1) The initial amplitude |cn| which is a function of the input (standard

or deviant) (see Eq. (2.7)). (2) The network structure and the connection pattern in the auditory cortex

(corresponding to the left eigenvectors (ξn,ηn)
⊤

of the coefficient matrix M in Eq. (2.7)). Also, normal

modes adapt differently with stimulus repetition (see Eq. (2.18)). Therefore, excitation of different normal

modes together with their differential adaptation due to stimulus repetition might provide new insights on

the possible generation mechanisms of mismatch responses. The normal mode explanation of mismatch

responses would then build upon the adaptation model proposed, originally, by Butler (1968) and refined

by May et al. (1999).

One of the basic principles of the anatomy of mammalian AC is the core-belt-parabelt structure (Kaas

and Hackett, 2000; Hackett, 2015), which is the underlying network structure of the simulations in this

thesis. However, the auditory cortex of mammals differ, for example, in the number of fields and the

connections between the fields (Hackett, 2015). One can implement the network structure of the AC from

different mammals in the model and investigate in which aspects different anatomical structures affect

the properties of normal modes. In this regard, it might be possible to better understand the functional

significance of the parcellation of the human auditory cortex and its connection pattern. In this context,

Fig. 9 in Hajizadeh et al. (2022) indicates that the lifetime of adaptation, τsoi, (Lü et al., 1992) is shaped

by the model’s underlying network structure and the excitation-inhibition balance. One can solve the

state equations in order to find the underlying normal modes of different structures and see if there is

a link between the normal mode properties and the τsoi. For example, the dynamics of an AC structure

of a mammal which allows for longer τsoi might be composed of more low-frequency and low-decay rate

normal modes rather than high-frequency modes which also decay faster.

The invasive measurements from the primary auditory cortex of Mongolian gerbils under anaesthesia,

where the local field potential was recorded, shows that the peak latency of the local activity is inversely

related to the stimulus onset interval (Ma, 2022). This is in contrast to what is observed in human MEG

signals where the latency of the N1m peak is directly proportional to the stimulus onset interval (see

Fig. 3.1a). The AC of Mongolian gerbils consists of less fields than the AC of humans and the connection

pattern between the fields is also quite different between the two species (Budinger et al., 2000; Kaas

and Hackett, 2000; Nourski et al., 2014). Therefore, It might be possible to explain the latency shift in

opposite directions as a function of SOI with the differences in the anatomy of AC between Mongolian

gerbils and humans (Kaas and Hackett, 2000). The decrease in the peak latency of the activity with

decreasing stimulation rates in the Mongolian gerbils might be also due to the effects of anaesthesia

which impacts on the excitation-inhibition balance (see, for example, Richards, 1973; Taub et al., 2013;

Deane et al., 2020). Moreover, the invasive measurements from the Mongolian gerbils shown in Ma (2022)

were performed locally and only from the core area. There is no evidence, yet, for the decrease of the peak

latency of the activity due to increase of SOI in the other areas of the AC beyond the core area and in

the global activity of the AC of the Mongolian gerbils. However, simulations presented in Fig. 8a1-a5 in
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Hajizadeh et al. (2022) show that the increase of the latency with increasing SOI occurs in the N1m peak,

as a global activity, as well as in the response peak of all three individual AC areas, as local activities.

4.5 Subject-specificity of ERFs

In Hajizadeh et al. (2021), the results on the inter-subject variability of ERFs were deduced from the

comparison of distributions of population data obtained from simulated and experimental ERFs (see

Figs. 4, 5, and 6 in Hajizadeh et al. (2021)). Therefore, it could not be concluded whether the inter-subject

variability between any two ERFs of different subjects is due to anatomical or dynamical differences or

both. Moreover, the experimental ERFs which were used for the analysis in Hajizadeh et al. (2021) were

generated by periodic stimulation of AC with large SOIs (i.e., SOIs of 7 s and 10 s). The reason was to

exclude the effects of N1m amplitude modulation due to the stimulus repetition with short SOIs (see

Fig. 3.1a, Sect. 1.1.4, and Lü et al., 1992; Sams et al., 1993). Also, instead of using the information on

the subject-specificity of the AC anatomical structure acquired from magnetic resonance imaging for the

randomisation of the anatomical parameters, the randomisations of these parameters were done quite

arbitrarily. Moreover, the detailed anatomical information on the parcellation of the AC of humans and

its connection pattern is not yet available (Baumann et al., 2013; Besle et al., 2019). This was the primary

reason why the anatomical structure of the AC of macaque monkey (Kaas and Hackett, 2000), which is

the closest to the AC of humans, was used for the simulations in this thesis (see Fig. 2.1) (Nourski et al.,

2014).

There is the possibility to expand the study presented in Hajizadeh et al. (2021) in multiple ways. For

example, one can start with fitting simulated ERFs to experimental subject-specific ERFs. This would

allow not only to better characterise the ERF waveforms, but also to trace back the sources of variability in

ERFs across individual subjects. By implementing a given anatomical structure and solving the forward

problem it might be possible to fit the simulated ERFs to experimental ERFs in order to estimate the

weight values in the weight matrices (i.e., connections between the fields and the columns) and/or the

values of the topographical matrices (i.e., K-matrices) underlying an ERF waveform. Fitting the weight

matrices and the topographical matrices would require the implementation of an optimisation algorithm

which can deal with multi-variate problems. For this, genetic and evolutionary algorithms can be used

which are among the suitable optimisation algorithms (Michalewicz, 1996). Genetic algorithms would,

then, allow fitting whether any two given fields are connected to each other or not (Rozmarynowski, 2021;

Zawadka, 2022) and evolutionary algorithms would allow investigating how strong the connections are

(Turczak, 2022).

In the light of the slow-fast approximation of the dynamics of short-term synaptic depression, we can

also consider including experimental ERFs of shorter SOIs in our analysis of subject-specificity of the

ERFs. By systematically varying the time constants τo and τrec which govern the dynamics of short-term

synaptic depression, we may be able to explain the variability of ERFs of short SOIs on the level of

the dynamics of synapses. Parameters τo and τrec might be subject-specific and may be linked to the

subject-specificity of the adaptation lifetime which was measured based on the N1m peak amplitudes (see
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Sect. 1.1.4 and Lü et al., 1992; Lu et al., 1992). Lu et al. (1992) reported that the adaptation lifetime

correlates with the behavioral lifetime of the sensory memory in the auditory cortex of humans. There

might be the possibility to link the microscopic physiological time constants of the STSD mechanism

(i.e., τo and τrec) to the behavioral measurements where the auditory cortex in involved. Inspired by

the experiment performed by Lu et al. (1992), for example, a behavioural experiment can be carried

out where human subjects perform an auditory working memory task. In order to probe the auditory

sensory memory of the subjects, the difficulty of the experiment could be manipulated by varying the time

interval between the test stimulus (one which the subject needs to remember) and the probe stimulus (one

which the subject needs to compare with the test stimulus). We can, then, conduct the MEG experiment

with the same subjects, as it was conducted by Lü et al. (1992) and explained in Sect. 1.1.4, whereby

the subject-specific adaptation lifetime can be estimated. In turn, the ERF waveforms from which the

adaptation lifetime is estimated can be fitted by the model where τo and τrec are the fitting parameters.

In this way, we may be able to link the behavioural performance of the subjects to the macroscopic

adaptation lifetime and to the microscopic time constants which govern the dynamics of synapses. Note

that the slow-fast approximation of the dynamics of STSD is only possible when the values of the two

time constants τo and τrec are sufficiently apart (see Sect. 2.1.3). Therefore, in the implementation of the

optimisation algorithms for searching the optimised values of τo and τrec in the entire parameter space

the implementation of the slow-fast approximation can lead to limitations. In this case, the slow-fast

approximation may be abandoned and the numerical methods for solving Eqs. (2.1)-(2.3) should be used.
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Abstract
Event-related fields of the magnetoencephalogram are triggered by sensory stimuli and appear as a series of waves extending
hundreds of milliseconds after stimulus onset. They reflect the processing of the stimulus in cortex and have a highly subject-
specific morphology. However, we still have an incomplete picture of how event-related fields are generated, what the various
waves signify, and why they are so subject-specific. Here, we focus on this problem through the lens of a computational
model which describes auditory cortex in terms of interconnected cortical columns as part of hierarchically placed fields of
the core, belt, and parabelt areas. We develop an analytical approach arriving at solutions to the system dynamics in terms
of normal modes: damped harmonic oscillators emerging out of the coupled excitation and inhibition in the system. Each
normal mode is a global feature which depends on the anatomical structure of the entire auditory cortex. Further, normal
modes are fundamental dynamical building blocks, in that the activity of each cortical column represents a combination of
all normal modes. This approach allows us to replicate a typical auditory event-related response as a weighted sum of the
single-column activities. Our work offers an alternative to the view that the event-related field arises out of spatially discrete,
local generators. Rather, there is only a single generator process distributed over the entire network of the auditory cortex. We
present predictions for testing to what degree subject-specificity is due to cross-subject variations in dynamical parameters
rather than in the cortical surface morphology.

Keywords Analytical solutions · Auditory cortex · Computational modeling · Event-related field · Event-related response ·
Magnetoencephalography · Normal modes

1 Introduction

The event-related potential (ERP) and field (ERF) mea-
sured with electroencephalography (EEG) and magnetoen-
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cephalography (MEG), respectively, appear as a series of
waves triggered by a stimulus event. First described by Davis
(1939), these waves are thought to represent stimulus-related
activations which are stationary, time-locked to stimulus
presentation, and buried in ongoing oscillations and other
activity unrelated to stimulus processing. Thus, to cancel
out the signal not associated with the stimulus, ERPs and
ERFs are obtained through stimulus repetition and averaging
of the single-trial EEG/MEG signals with respect to stimu-
lus onset. The peaks and troughs of event-related responses
function as landmarks as they can be identified in most sub-
jects. Even so, the morphology of these responses varies
greatly from subject to subject (see, for example, Atcherson
et al. 2006; Dalebout and Robey 1997; Zacharias et al. 2011;
Matysiak et al. 2013; König et al. 2015). Importantly, despite
the straightforwardness of the method to extract ERPs and
ERFs and decades of its use, and regardless of improvements
in localization methods, we still have a poor understanding
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of how event-related responses are generated and what they
signify.

In contrast, the general biophysics of EEG andMEG gen-
eration and the neural processes giving rise to currents in the
brain contributing to these signals are well known (Sarvas
1987; Williamson and Kaufman 1981). EEG (Buzsáki et al.
2012; Einevoll et al. 2013; Mitzdorf 1985, 1994) and MEG
signals (Hämäläinen et al. 1993; Okada et al. 1997) represent
primarily a weighted sum of synchronized synaptic activities
of pyramidal neural populations, whereas inhibitory neurons,
with shorter dendrites and a symmetric dendritic structure,
contribute to a closed field which does not show up in EEG
and MEG. With pyramidal neurons being the predominant
cell type in cortex, cortical columns are characterized by the
apical dendrites of these cells running in parallel to each
other and orthogonally to the cortical surface. The activity of
excitatory synapses on these dendrites translates into electric
current (cations Ca2+ and Na+) flowing into the apical den-
drites, then along the dendrites as the primary/lead current,
and out through the passive leak channels into the extracel-
lular space, where the resulting volume current completes
the circuit. The primary current along many synchronously
activated pyramidal cells gives rise to a magnetic field which
is visible in MEG and whose strength depends on the orien-
tation and distance of the primary current in relation to the
sensor. Similarly, the extracellular sinks and sources sepa-
rated along the axis of the dendrites contribute to an open
electric field which can be picked up in EEG and local
field potential (LFP) measurements. Traditionally, inhibitory
synapses onto pyramidal cells were thought to contribute
only minimally to EEG/MEG, with the reversal potentials of
these synapses being close to the resting membrane potential
(Bartos et al. 2007; Mitzdorf 1985). Accordingly, an acti-
vated inhibitory synapse leads to minimal cross-membrane
currents and hence aminimal contribution to EEG andMEG.
However, when pyramidal neurons are spiking, for example,
when spontaneous activity occurs, the membrane poten-
tial is elevated and so inhibitory synapses can significantly
contribute to EEG and MEG generation (Trevelyan 2009;
Glickfield et al. 2009; Bazelot et al. 2010).

The leap from biophysics to an understanding of the
experimentally measured ERP and ERF waveforms is more
difficult. A sensory stimulus (the event) sets off a series
of neural activations propagating from the sensory organ
to cortex. Cortical activations can be observed locally, in
intracortical measurements, as increased spiking when, for
example, the weak thalamocortical signal activates the local
feedback circuits in cortical columns of the primary areas
(Douglas et al. 1995), and this stimulus-evoked activation
corresponds with the surface-recorded ERP (Shah et al.
2004). The auditory event-related response starts with small-
amplitude, early-latencywaves in the first 8ms from stimulus
onset; these are followed by mid-latency waves in the 8–

40ms range and, then, by large-amplitude, long-latency
waves (e.g., Picton and Stuss 1980). In the passive recording
condition, when the subject is not engaged in a task involving
the stimuli, the most prominent waves of the auditory ERP
are the long-latency P1, N1, and P2 responses, peaking at
approximately 50, 100, and 200ms, respectively. Their ERF
counterparts are termed the P1m, N1m, and P2m.

Computational modeling can account for long-latency
auditory ERPs purely in terms of interactions across corti-
cal layers in primary auditory cortex (Wang and Knösche
2013). However, it seems unlikely that events in primary
fields could represent the full intracortical counterpart of
ERPs, which emerge as a superposition of activity across
larger swathes of cortex. For example, in the case of audi-
tory cortex (AC), anatomical studies in monkey show a
hierarchical organization, with primary, core fields connect-
ing to each other and to surrounding secondary, belt fields
which, in turn, are connected with parabelt fields (Kaas and
Hackett 2000; Hackett et al. 2014). There is physiological
evidence to suggest that this hierarchical structure is reflected
in feedforward activations progressing along the core–belt
axis (Rauschecker 1997) and, hence, that cortical activations
generating event-related responses should have temporal as
well as spatial dynamics. This is supported by localization
studies. Lütkenhöner and Steinsträter (1998) modeling the
long-latency auditory ERF of a human subject with a single
equivalent current dipole (ECD) found that the ECD location
was non-stationary across the entire time course of the ERF:
during the P1m, it lies on Heschls gyrus (HG) from where
it slides to the planum temporale (PT) during the N1m and
shifts back to HG during the P2m. Inui et al. (2006) per-
formed multi-dipole analysis of auditory ERFs in a 120-ms
post-stimulus timewindowusing sixECDs located in theAC,
and found that activity propagates along a roughly medial-
lateral axis from HG to the superior temporal gyrus (STG).
This was interpreted in terms of core–belt–parabelt activa-
tion. Similar results were reported by Yvert et al. (2005) who
used minimum current estimates of recordings from intrac-
erebral electrodes in human AC. Activity started in HG and
Heschls sulcus (HS) at around 20ms. The P1 time range
(30–50ms) was characterized by multiple areas becoming
activated along medio-lateral and postero-anterior axes of
propagation, successively involving HG and HS, PT, and
STG. Subsequently, activity cycled back so that the rising
slope of the N1 coincided with a similar series of activations
as during the P1.

The above results point to event-related responses having
both a temporal as well as a spatial dynamics whereby foci
of activity in cortex shift over time. This addition of a spatial
dimension to event-related responses adds to the descriptive
palette but as such gives no deeper insight into what is going
on, although there have been a number of approaches for
gaining such insight. Research in the 1970s and1980s posited
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that the event-related response is the linear sum of separable
components, each generated by a spatially defined gener-
ator which also has a well-defined information processing
function, such as stimulus onset detection or change detec-
tion (for reviews, see Näätänen and Picton 1987; Näätänen
1992). However, it has proven difficult to perform compo-
nent separation in a reliable way (Lütkenhöner 1998) and
to map components to anatomical structure (May and Tiiti-
nen 2010). This emphasis on localization of activity was later
complemented by considerations on the connections between
cortical areas. In the framework of dynamical causal model-
ing (DCM), the event-related response is considered to arise
out of a network of a small number of nodes arranged in a
hierarchical structure and each representing an extended cor-
tical area such as the primary or secondary AC (Friston et al.
2003;David et al. 2006). Stimulation-specificmodulations in
the response then arise out of changes in the strengths of con-
nections, classified as bottom-up, lateral, or top-down. Such
changes have been interpreted in the framework of predictive
coding, whereby cortex attempts to predict incoming stimuli
and in so doing generates prediction signals via top-down
inhibitory connections. When there is a mismatch between
stimulus and prediction, excitatory bottom-up connections
relay a prediction error signal. In this view, the N1(m) sig-
nifies excitatory activity carrying the prediction error from
AC toward frontal areas. In contrast, the P2(m) is due to
inhibitory, feedback activity carrying the top-down predic-
tion information (Garrido et al. 2007, 2009).

It appears then that we have a range of mutually exclu-
sive explanations for event-related responses. First, these
can be understood as arising purely locally, as the result
of intra-laminar dynamics within primary areas (Wang and
Knösche 2013). Second, they can be modeled as being gen-
erated by a single source with a continually shifting location
(Lütkenhöner and Steinsträter 1998). Third, they can be seen
to represent the linear sum of activity of a limited number
of component generators, each performing an independent
information processing task (Näätänen and Picton 1987).
Fourth, they might arise out of a limited number of cortical
areas interacting with each other in the performance of pre-
dictive coding (Friston et al. 2003). The spatial resolutions of
these explanations seem to lie at the extremes, ranging from
the single column to treating entire areas as single nodes
(see also Ritter et al. 2013). None of these explanations are
designed to represent transformations occurring within AC,
because the internal dynamics of AC as a distributed sys-
tem are not included. For this purpose, a more mechanistic
view on how AC processes and represents sound is needed.
Such a view could be based on the structure of the AC in
order to account for the spatial dynamics occurring within
the temporal lobe, as described above.

Thus, the purpose of the current study is to plug the res-
olution gap by bringing the anatomical structure of the AC

into the explanation of the auditory event-related response.
As a starting point we use a previously developed model of
AC (May and Tiitinen 2010, 2013; May et al. 2015), and we
restrict ourselves to examining ERF generation. The origi-
nal model is highly nonlinear, and we simplify it in order to
make an analytical approach possible. We derive analytical
solutions to the model so as to characterize the dynamics of
AC signal processing in terms of basic elements, so-called
normal modes. This allows us then to address the follow-
ing questions: How do ERFs originate from these dynamical
elements? How do these elements depend on the anatomi-
cal core–belt–parabelt structure of the AC? And how is the
ERF signal modulated by the topography of the primary
currents, that is, by their orientation and distance from the
MEG sensor? This analysis, then, lets us explore the origin
of the subject-specificity of event-related responses: Why do
subjects have unique ERF morphology? Can this be fully
accounted for in terms of individual curvature of AC and
its modulating effect on the MEG? Or do subjects also have
unique dynamics of the auditory cortex?

2 Model of auditory cortex

Mayand colleagues (May andTiitinen 2010, 2013;May et al.
2015; Westö et al. 2016) developed a computational model
of AC with anatomical structure and short-term plasticity of
the synapses as central features, and with the aim of link-
ing non-invasive results with in-vivo single- and multi-unit
observations. The intuition behind this previous modeling
work has been that auditory phenomena emerge from large-
scale interactions in the auditory cortex. With a detailed map
of the human AC still missing, the model borrows the core–
belt–parabelt organization of the primate AC (Baumann et al.
2013; Hackett et al. 2014), as shown in Fig. 1a, with multi-
ple streams of feedforward and feedback activation indicated
by the arrows. The model replicates a wide range of tempo-
ral binding (across-time) phenomena observed in invasive
experiments. These include forward masking (Brosch and
Schreiner 1997; Brosch and Scheich 2008), stimulus-specific
adaptation (Ulanovsky et al. 2003, 2004), two-tone facilita-
tion (Brosch et al. 1999), and selective responses to complex
sounds such as speech andmonkey calls (Rauschecker 1997).
Non-invasively observed phenomena explained by themodel
include the adaptation of the N1(m), and the emergence of
the mismatch response as a dependence of the N1(m) on
stimulus statistics (May and Tiitinen 2010; May et al. 2015).
We note that by including the hierarchical structure of the
whole AC at the cost of keeping the local dynamics relatively
simple, this approach diverges from modeling efforts which
describe primary AC only and concentrate on certain aspects
of auditory processing, such as frequency tuning and forward
masking (Loebel et al. 2007), stimulus-specific adaptation
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(Yarden and Nelken 2017), auditory induction (Noto et al.
2016), bird song discrimination (Larson et al. 2009), the
N1/N1m response (Wang and Knösche 2013), or the mis-
match response (May et al. 1999). Further, this approach is
superficially similar to DCM in that both describe neural
activations in terms of nodes in a hierarchically organized
network. However, the DCM network is on a larger scale,
extending across cortical lobes, and entire areas are com-
pressed into single nodes. In contrast, the model of May and
colleagues covers AC only, and it does so at a finer resolu-
tion, describing the organization of cortical columns in the
various fields of the core, belt, and parabelt areas.

The dynamical unit of themodel is a simplified description
of the cortical column and it comprises two state variables
u and v representing the population of excitatory (pyrami-
dal) neurons and inhibitory interneurons, respectively. The
dynamics are determined by the following two sets of cou-
pled nonlinear differential equations (May andTiitinen 2013;
May et al. 2015):

τmu̇(t) = − u(t) + A(t) ◦ Wee · g[u(t)]
− Wei · g[v(t)] + Iaff,e(t)

(1)

τmv̇(t) = − v(t) + Wie · g[u(t)]
− Wii · g[v(t)] + Iaff,i(t).

(2)

Here, τm is the membrane time constant, u(t) = [u1(t), . . . ,
uN (t)] and v(t) = [v1(t), . . . , vN (t)] are the time-depen-
dent vectors of the state variables, with N = 240, and ◦
denotes entrywise multiplication (Hadamard product). The
subcortical afferent input vectors Iaff,e(t) and Iaff,i(t) tar-
get the excitatory (index ‘e’) and inhibitory (index ‘i’) cell
populations of the three core fields, respectively, through 16
tonotopically organized frequency channels per field. The
synaptic weights between populations are defined by the four
connection matrices Wee, Wei, Wie, and Wii. We assume that
all between-column connections are excitatory and encapsu-
lated in the matricesWie andWee; the latter also includes the
long-range connections between fields. Further, we assume
that Wie has within-field elements only, and thus functional
inhibition is of the lateral type. The matrices Wei and Wii

have diagonal elements only and describe local, within-
column inhibitory-to-excitatory and inhibitory-to-inhibitory
connections. The output of each population is its mean spik-
ing rate, which depends on the corresponding state variable
through a continuous, nonlinear function g. Thus, the spik-
ing rates g[u(t)] and g[v(t)] are zero for values of u(t)
and v(t) smaller than a constant threshold θ , and for val-
ues above this threshold they are monotonically increasing
functions of the corresponding state variables, converging
toward a saturation value of unity. The function A(t) is a
time-varying matrix describing synaptic plasticity depend-
ing on pre-synaptic activity and governed by a differential
equation of its own.

Equations (1) and (2) represent the mean-field leaky
integrator neuron (LIN) model of classical neurodynamics
as formulated by Hopfield (1984) and Hopfield and Tank
(1986). The LIN model is related to the Wilson and Cowan
(1972) model, which employs similar first-order differential
equations to describe the interaction between neural popula-
tions, and where the state variables represent the proportion
of neurons firing. The Hopfield-and-Tank formulation is
slightly closer to the biologically realistic compartmental
model, as the state variable can be seen as an approximation
of the membrane potential whose time derivative depends
on the cross-membrane currents. While originally intended
as a single-unit description, the LIN model can be used as
a population description by assuming that the units in the
population are identically and symmetrically connected with
each other, and that they all receive the same external input.
In this case the population units behave identically with each
other, and the population can be described by the unit equa-
tion. Because the equations refer to cross-membrane currents
(i.e., synaptic and leak currents), it becomes easier to moti-
vate the calculation of theMEG signal, as is discussed below.
The LIN formulation also has the advantage that it opens up
an analytical approach to the system dynamics.

Central to the model is the anatomical structure of AC
(Fig. 1a). The AC organization is similar across mammals
in the sense that a hierarchical core–belt–parabelt structure
can be identified, although the number of fields and their
connectivity with each other is species-specific (Budinger
et al. 2000; Budinger and Heil 2005; Baumann et al. 2013;
Hackett et al. 2014). In general, core fields are characterized
by on-responses to pure tones and their preferential connec-
tionswith the tonotopically organized division of the auditory
thalamus. They have extensive local connections with each
other and with the surrounding belt fields. Belt fields are
also tonotopically organized, albeit with a lesser spatial fre-
quency resolution. There are strong local connections of belt
fields with core fields and neighboring parabelt fields as well
as connections with other cortical areas. In addition to dense
connectionswith the ventral division of themedial geniculate
body, belt fields also have pronounced connections with non-
tonotopic parts of the auditory thalamus. Parabelt fields are
non-tonotopic and isocortical,with lower cell density than the
belt fields and have connections mainly with non-tonotopic
auditory and non-auditory thalamic nuclei and remote corti-
cal areas.

The model mimics this structure with its 240 columns
(32 subcortical, 208 cortical) being distributed into one field
representing the inferior colliculus (IC), one thalamic field,
three core fields, eight belt fields, and twoparabelt fields,with
each field comprising 16 columns. We note that the IC and
thalamus were not part of the original model (May and Tiiti-
nen 2013; May et al. 2015). As shown in Fig. 1a, the fields
of the model are connected according to the scheme found
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(a) (b)

Fig. 1 The anatomical structure of the model. a The organization of the
model mimics that of the primate AC, being subdivided into 13 fields—
three core, eight belt, and two parabelt fields (Baumann et al. 2013;
Kaas and Hackett 2000; Hackett et al. 2014). The model also includes
two subcortical fields representing inferior colliculus (IC) and thala-
mus. Each field contains 16 columns comprising interacting excitatory
and inhibitory mean-field populations. Connections between fields are
indicated by black and blue arrows which signify high and low density
of connections, respectively. The cortical connections are bi-directional

and result in multiple streams of feedforward and feedback activation.
The input to AC is guided along direct connections from thalamus to the
three core fields. b The connections between the fields are given expres-
sion in connection matrices where each element denotes the strength of
the connection between two columns; here, the matrix WAC is shown
as an example. The values of the matrix elements indicated by the color
bar to the right represent the strength of the connections between any
two columns: positive values stand for excitatory, negative values for
inhibitory connections

in the macaque (Kaas and Hackett 2000). The connections
between IC and thalamus as well as between thalamus and
the three core fields are purely one-to-one tonotopic. The
connections between cortical fields are likewise tonotopic,
with each column projecting to its tonotopic counterpart in
the recipient field. In addition, the projecting column also
connects with columns neighboring the tonotopic counter-
part. This spread of connections, which is symmetric and
partly stochastic, is described by a Gaussian distribution and
explained inmore detail in Appendix A1. Hence, all the con-
nections in the model are tonotopically organized, including
those in the parabelt, and this simplification is unlikely to
reflect the actual anatomical organization of AC. However,
we note that the stochasticity in the connection matrix allows
for the columns to exhibit multi-peaked and/or broad tuning
curves.

3 Modeling auditory cortex dynamics with
normal modes

The previous modeling work in May et al. (2015) used
numerical simulations of the nonlinear state equations, and
accounted for the generation of the N1m and the mismatch
response of the ERF. However, this approach gives only a
snapshot of the system dynamics at the particular parameter

settings chosen for the simulation. This way there is limited
access to the relationship between the ERF on the one hand
and the system parameters such as the synaptic weights and
the anatomical organization on the other. Further, numerical
simulations alonewill not revealwhy andwhen the peaks and
troughs of the ERF occur. Here, we attempt to gain deeper
insight into the dynamics of AC by taking the analytical
approach to find solutions to theAC systemdynamics by sim-
plifying the description even further. In particular, we ignore
synaptic plasticity, and we assume that the state variables
inhabit the linear portion of the spiking-rate nonlinearity.
We use this linearization of the spiking rate together with
assumptions of symmetry of the weight matrices to decouple
the two sets of state equations based on the standard approach
of eigenvalue decomposition. The decoupled equations are
then analytically solvable, and their solutions are referred to
as normal modes of the system. We end up with a complete
description of the system dynamics and the generated ERF
in terms of the parameters of the AC. We note that synap-
tic plasticity will be addressed in future work and that its
omission does not affect the validity of the current results.

The idea of cell populations operating in the quasi-
linear range of the spiking-rate function was already used
by Katznelson (1981) in his approach of decomposing corti-
cal activity into spherical harmonics. Also, May and Tiitinen
(2001) found that, with the assumption of a linear spiking
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rate, a pair of excitatory and inhibitory LINs can be described
as a driven harmonic oscillator with damping. We there-
fore expect that linearization of the current AC model will
likewise lead to oscillatory solutions, which can be consid-
ered to be the fundamental elements of cortical dynamics
(Nunez 1995; Buzsáki and Draguhn 2004; Buzsáki 2006).
These approximations gain some validity from the experi-
mental observations of Allen et al. (1975) who found that
neuronal responses behave linearly for a broad span of mem-
brane potentials.

Our analytical approach is based on the original state equa-
tions for u(t) and v(t) outlined in Eqs. (1) and (2), where we
have defined the linear spiking-rate functions g(x) = αx and
we set α = 1. In this formulation, negative spiking rates are
possible, and they should be interpreted as values relative to
a resting state of continuous, spontaneous firing. A standard
approach to obtain analytical solutions of Eqs. (1) and (2) is
to diagonalize this system of first-order constant-coefficient
differential equations via eigenvalue decomposition. Given
the oscillating nature of brain activity (e.g., Nunez 1995;
Buzsáki and Draguhn 2004; Buzsáki 2006), we attempted to
obtain a more intuitive understanding of ERFs in terms of
damped harmonic oscillators. Thus, we realized the eigen-
value decomposition by first transforming Eqs. (1) and (2)
into second-order differential equations (see Appendix A2):

ü(t) + 2Γu u̇(t) + Ω2
0,uu(t) = q(t) (3)

v̈(t) + 2Γv v̇(t) + Ω2
0,vv(t) = j(t) (4)

Eqs. (3) and (4) describe the well-known physical problem
of a system of 2×N driven damped coupled harmonic oscil-
lators, each characterized by N degrees of freedom, and with
the definitions

Γu =
˜Wei ˜Wii ˜W

−1
ei − ˜Wee

2
(5)

Γv =
˜Wii − ˜Wie ˜Wee ˜W−1

ie

2
(6)

Ω2
0,u = ˜Wei ˜Wie − ˜Wei ˜Wii ˜W

−1
ei

˜Wee (7)

Ω2
0,v = ˜Wie ˜Wei − ˜Wie ˜Wee ˜W−1

ie
˜Wii (8)

q(t) = ˜Wei ˜Wii ˜W
−1
ei Ie(t) − ˜WeiIi(t) + İe(t) (9)

j(t) = ˜WieIe(t) − ˜Wie ˜Wee ˜W−1
ie Ii(t) + İi(t). (10)

The matrix terms with the capping tilde represent the
connection matrices of the linearized canonical form [see
Eq. (26) in Appendix A2]. The matrices ˜Wei and ˜Wie are
invertible because they are diagonal matrices.

Analytical solutions for u(t) and v(t) of Eqs. (3) and (4)
can be found in the current eigenvalue approach if the coef-
ficients Γu and Ω2

0,u as well as Γv and Ω2
0,v fulfill certain

requirements (see Appendix A2). In this case, the complex

system of N degrees of freedom is transformed into a repre-
sentation where there are N decoupled oscillators, each with
a single degree of freedom, and where the coefficients are
diagonalized as indicated by the subscript ‘d’ [see Eqs. (47)
and (48) in Appendix A2]:

üd(t) + 2Γdu̇d(t) + Ω2
0dud(t) = qd(t) (11)

v̈d(t) + 2Γdv̇d(t) + Ω2
0dvd(t) = jd(t). (12)

Each of the decoupled oscillators represents one normal
mode with individual frequency and amplitude (Rayleigh
1945; Caughey 1960; Caughey and O’Kelly 1965). Normal
modes are the basic elements of the decoupled system but
they do not represent the dynamics of individual columns.
Meaningful information on single-column dynamics as part
of a network of columns can only be obtained after an inverse
transformationwhereby the normalmodes are, in effect, cou-
pled together.

The solutions for the decoupled equations for all 2× 240
normal modes of the two state variables in their vector rep-
resentation are then:

ud(t)=exp(−γdt)[aud sin(δdt)+bud cos(δdt)]+cud (13)

vd(t)= exp(−γdt)[avd sin(δdt)+bvd cos(δdt)] + cvd , (14)

with the coefficients of ud(t) given by

aud = weiγd

ω2
0d

δd
Ii(t) + ω2

0d
+ weiwie,d − w2

ii

2ω2
0d

δd
Ie(t)

+ wii + wAC,d

2δd
u0 − wie,d

δd
v0

bud = wei

ω2
0d

Ii(t) − wii

ω2
0d

Ie(t) + u0

cud = − wei

ω2
0d

Ii(t) + wii

ω2
0d

Ie(t), (15)

and of vd(t) given by

avd = − wie,dγd

ω2
0d

δd
Ie(t)

+ ω2
0d

+ weiwie,d − w2
AC,d

2ω2
0d

δd
Ii(t)

− wii + wAC,d

2δd
v0 + wie,d

δd
u0

bvd =wAC,d

ω2
0d

Ii(t) − wie,d

ω2
0d

Ie(t) + v0

cvd = − wAC,d

ω2
0d

Ii(t) + wie,d

ω2
0d

Ie(t).

(16)

The decay constant γd, the angular frequency ω2
0d
, and the

damping frequency δd for both ud(t) and vd(t) depend on the
connection matrices as follows:
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Fig. 2 Flowchart illustrating how the stability of normalmodes depends
on the decay constant γ and the damping frequency δ. In general, sta-
ble states can only be reached for γ > 0, i.e., in damped systems. If
in a given damped system the damping frequency is real-valued, the

system is in a stable underdamped state; if δ equals to zero, the system
is critically damped. For imaginary damping frequencies, the system is
overdamped, in which case its stability depends on the sign of both the
difference and sum of γ and δ

γd = wii − wAC,d

2
ω2
0d = weiwie,d − wiiwAC,d

δd =
√

ω2
0d

− γ 2
d . (17)

The flowchart in Fig. 2 shows the general dependence of the
normal modes on the values of γd, ω2

0d
, and δd, and, thus,

on the connection matrices. The sign of the decay constant
γd determines whether the solutions of Eqs. (13) and (14)
are unstable (for γd ≤ 0) or whether they can be described in
terms of a dampedoscillator (γd > 0). The value of the damp-
ing frequency δd further classifies the damped normal modes
into overdamped (imaginary-valued δd), critically damped
(δd = 0) and underdamped (real-valued δd) solutions. The
corresponding equations for these solutions are summarized
in Appendix A2.

We now have simple mathematical expressions for
describing the fundamental dynamics of the excitatory and
inhibitory cell populations. Equations (13) and (14) repre-
sent the normal modes, the individual building blocks of the
dynamics of the auditory cortex which depend on anatomi-
cal structure. Figure 3 shows an example of decoupled and
coupled state variables when the model is presented with a
50-ms stimulus targeting the excitatory population of column
8 of the IC (amplitude = 0.01 for corresponding elements of
Iaff,e). In Fig. 3a, c, the 2 × 240 normal modes ud(t) and
vd(t) are shown.

To gain access to the behavior of individual cortical
columns, we have to couple the normal modes. This is
achieved by multiplying the normal modes ud(t)with a mix-
ing matrix Υ according to

u(t) = Υ ud(t), (18)

and likewise for v(t). The columns of the matrix Υ are the
eigenvectors of WAC (see explanations of Eqs. (41) and (42)
in Appendix A2). As a consequence, the structure of the AC
as a whole determines the coupled response of each column.
Specifically, the mixing matrix Υ determines how the nor-
mal modes are combined—uniquely for each column—to
produce the coupled response. The results are the solutions
for the state variables u(t) and v(t), and the corresponding
waveforms are shown inFig. 3b and 3d, respectively. For both
the excitatory and inhibitory state variables, the waveforms
of the core fields (blue curves) have the largest amplitude
and smallest peak latency. The belt (red curves) and parabelt
(green curves) waveforms are successively shifted to larger
peak latencies, and their peak magnitudes are clearly smaller
than those in the core.

Note that the assignment of any normal mode to a par-
ticular location in the AC is not possible. Instead, one can
consider how each normal mode contributes to the activity
of each column and field. Figure 4 shows two examples of
normal modes, the first with a high damping frequency δd
(Fig. 4a) and the second with a low δd and a polarity oppo-
site to that of the first (Fig. 4b). Figure 4c, d shows how these
normal modes are mapped onto the structure of the AC (see
Fig. 1) in terms of their contributions averaged over each
cortical field. Note that the maps represent the mean contri-
bution of each normal mode to the activities of the individual
fields. Specifically, this occurs through the multiplication of
the mixing matrix with the normal mode [see Eq. (18)]. Fig-
ure 4 represents the general observation that theACmappings
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(a) (b)

(c) (d)

Fig. 3 An example of the normalized normal modes and state variables
for the excitatory (a, b) and inhibitory (c, d) cell populations. In this
example, the normal modes are rapidly decaying underdamped oscilla-
tions. Only about one-third of the normal modes have a peak magnitude
significantly different from zero; the majority of the modes decay from
a tiny magnitude toward zero. Note that the normal modes shown in a
and c cannot be attributed to individual cortical columns and instead
represent system-wide elements of the dynamics of AC. The coupling
of the normal modes according to Eq. (18) results in the waveforms of

the state variables of the individual cortical columns. These waveforms,
color-coded according to cortical area, are shown in b and d. The three
dominant waveforms in blue represent the responses of the columns
receiving the thalamic input in the three core fields. In comparison, the
waveforms for the other core columns (blue), for the belt (red), and
for the parabelt (green) have smaller peak magnitudes and larger peak
latencies. The normal modes have been normalized such that the area
covered by each waveform equals unity

of high-frequency normal modes tend to have more structure
than those of low-frequency normal modes.

4 A new framework for understanding ERF
generation

The MEG signal arises out of the primary currents of syn-
chronously active populations of pyramidal cells in cortex,
and it is modified by topographical factors such as the cur-
rent orientation and the distance to the MEG sensor. In this
section, we describe how we approximate the primary cur-
rents, given that our model treats the neural populations as
dimensionless dynamical units without an explicit term for
dendritic current. We delineate how topographical factors
can be included into the description, and how this produces
two separate sets of parameters: one pertaining to the model
dynamics and the other to topographical factors. We then

demonstrate how the model replicates the ERF and what this
reveals about ERF generation. Finally, we consider the cross-
subject variability of the ERF with an eye to determining
experimentally whether subject-specific responses are due to
topographical factors only, or whether subject-specific corti-
cal dynamics is also at play.

The MEG signal is proportional to the weighted sum of
the primary currents, in the main those running in the apical
dendrites of pyramidal neurons.While our description lacks a
term for dendritic current, it does have terms equivalent to the
synaptic input from each incoming connection. These are the
spiking rates of the pre-synaptic populations multiplied by
the connection strength. We approximated the primary cur-
rent of each column to be directly proportional to the synaptic
inputs to the excitatory populations. This approximation is
justified by theoretical considerations and simulation results
(May 2002) using realistic neuron models in the NEURON
simulation environment (Hines and Carnevale 2001). These
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(a)

(c) (d)

(b)

Fig. 4 Mapping normal modes to anatomical structure. a, b An exam-
ple of a normal mode with high damping frequency δd and a normal
mode with a low δd. The amplitude of the high-frequency normal mode
dies away soon after 100ms, whereas the low-frequency normal mode
extends over 400ms. c, d The normal modes shown in a, b are mapped
onto anatomical structure (see Fig. 1a). For each normal mode, this
mapping is achieved by identifying the elements in themixingmatrixΥ

corresponding to a particular cortical field and then averaging these ele-
ments. Thehigh-frequencynormalmodes tend to result in high-structure
mappings. In this example, the contributions of the normal mode to the
three core fields and two parabelt fields are of opposite polarity to the
contributions to the eight belt fields surrounding the core. The mapping
of the low-frequency normal mode has less structure, with the polarity
being the same across all fields

previous results show that the synaptic input current has a
near-linear relationship with the axial current in the dendrite
and therefore with the contribution to the MEG signal pro-
duced by the neuron. In our model, the synaptic input term
depends directly on the pre-connection state variable and,
thus, the dynamical element of the MEG signal is found
in the solutions to the state variables, see Eqs. (13)–(17).
The dynamical element of theMEG is therefore governed by
the set of system parameters P for the dynamical equations,
with P comprising the elements of the various connection
matrices, the time constant τm, and the input–output func-
tion g(·).

The MEG is not just a linear aggregate of the magni-
tude of the primary currents. Rather, in the aggregation, the
contribution from each primary current is modulated by non-
dynamical, topographical factors: the distance of the current
to the MEG sensor, the geometry of the volume conductor,
and the orientation of the current (Hämäläinen et al. 1993).
The latter depends on multiple aspects: whether the synapse
driving the current is excitatory or inhibitory, the location
of the synapse on the apical dendrite, and the orientation of

the pyramidal cell containing the current—which, in turn,
depends on the subject-specific topography of the cortical
surface. Thus, the contribution to the primary current of each
synapse has a unique topographical multiplier. Translating
this into the context of our model, the topographical modula-
tion of theMEG signal can be represented by a set ofmatrices
Ki , one for each connection matrix. Thus, the expression for
the MEG signal is a sum over the synaptic inputs to the exci-
tatory populations, weighted by the Ki matrices:

R(t) =
∑

i j

[K1[i, j] ◦ W+
AC[i, j]u j (t)

+ K2[i, j] ◦ Wei[i, j]v j (t)

+ K3[i, j] ◦ W−
AC[i, j]u j (t)].

(19)

Here, the symbol ◦ represents the entrywise matrix multipli-
cation, and the indices i and j refer to post- and pre-synaptic
populations, respectively. The matricesW+

AC andW−
AC repre-

sent the excitatory connections and lateral inhibition ofWAC,
respectively.

123



330 Biological Cybernetics (2019) 113:321–345

(a) (b)

Fig. 5 The structure of the Ki matrices. The topographical modulations
of the MEG signal are displayed as 15 × 15 field matrices, where each
element represents 16×16 connections. TheMEG signal is determined
by the primary currents of the excitatory (pyramidal) cell populations
and is thus driven by the excitatory and inhibitory inputs to these popula-
tions. a Thematrix K1 modulates the contribution to theMEGmade via
the excitatory connections. The 88 nonzero entries of this field matrix

comprise positive and negative elements representing feedback (pur-
ple) and feedforward (light green) connections. The elements on the
main diagonal represent within-field connections (cyan). b K2 and K3
modulate the contribution to the MEG signal made by the intra-column
and lateral inhibitory connections, respectively. Only 13 within-field
elements have nonzero elements because we are assuming that all inhi-
bition is local, originating within the same field

Table 1 Default dynamical and
topographical parameter values
used in the simulations

Dynamical parameter set P Value Topographical parameter set Ki Value

IC recurrent connections 0.09 K1 (feedforward) − 4

IC to Thalamus connections 0.015 K1 (feedback) 20

Thalamus recurrent connections 0.09 K1 (within field) − 5

Thalamus to core connections 0.015 K2 (within field) 2

WAC See Table 2 K3 (within field) 2

Wie,d 1

Wei 1

Wii 0.2

τm 40ms

4.1 Calculating theMEG signal

In the sumofEq. (19), the first termdescribes the contribution
of the excitatory connections. The topographical informa-
tion is embedded in the matrix K1 as shown in Fig. 5a. The
elements of K1 represent three types of connection: feed-
forward, feedback, and within field (Table 1). Feedforward
connections (light green in Fig. 5a) convey signals along the
core–belt–parabelt direction. They contribute to the MEG
with a polarity opposite to that of feedback connections
(purple in Fig. 5a), which carry signals from the parabelt
toward the core. This polarity reversal models the findings
that feedforward signals tend to arrive in the middle lay-
ers, predominantly in layer IV, target proximal locations of
the pyramidal dendrites, and thus result in a current flow
which points upward, toward the cortical surface. In con-

trast, feedback signals result in a current flow downward
because they arrive in upper layers I and II, and therefore
target distal locations on the apical dendrite (Ahlfors et al.
2015). The feedforward–feedback organization of K1 is in
part supported by the results of Hackett et al. (2014) who
mapped the layer-specific feedforward and feedback projec-
tions in belt and parabelt of the monkey. The polarity of the
within-field connections (cyan elements in Fig. 5a) was taken
to be the same as for the feedforward connections.

The second termof Eq. (19) is the contribution to theMEG
of the inhibitory projections originating from within the col-
umn. The synaptic input is modulated by the matrix K2, as
represented in Fig. 5b. The third term of Eq. (19) accounts
for the MEG contribution of lateral inhibition whereby W−

AC
is modulated by the matrix K3. K2 and K3 have the same
structure and values (Table 1). Further, the polarity of the
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(a) (b) (c)

Fig. 6 Comparison of experimental and simulated ERFs. a The figure
shows the grandmean of trial-averaged ERFs recorded from 15 subjects
in response to 1.5-kHz tones of 100-ms duration and 80-dB sensation
level presented with a stimulus-onset interval of 3 s (data fromMatysiak
et al. 2013). b The blue curve represents the ERF computed according
to Eq. (19) as the sum of the primary currents modulated by the three K -
matrices. The simulation replicates a typical ERF waveform with P1m,
N1m, and P2m responses. The green curve shows the simulated ERF
generated by the nonlinear model with sigmoid spiking-rate function,
synaptic plasticity, but otherwise model parameters identical to those
used in the analytical approach. For more information on synaptic plas-

ticity, see May et al. (2015). In c, the MEG signal resulting from the
analytical solutions shown in b is broken down into the contributions
made by the excitatory connections (blue), the intra-column inhibitory
connections (red), and the connections for lateral inhibition (orange).
Only the contribution from the excitatory connections shows distinct
P1m, N1m, and P2m deflections, which have peak latencies and ampli-
tudes similar to those of the overall ERF shown in b. In comparison, the
contributions from the inhibitory connections are unimodal, with earlier
peak latencies and much smaller peak amplitudes. Thus, the P1m and
the P2m deflections are driven by excitatory connections. The origin of
the abscissa (t = 0) indicates stimulus onset

elements of K2 and K3 is the same as that of the elements of
K1 representing feedback connections. This polarity conveys
the finding that inhibitory synapses tend to be located near the
soma (Douglas et al. 2004, see, however, Kubota et al. 2016),
and therefore their activation contributes to a current point-
ing downward in the apical dendrites of pyramidal neurons
(Ahlfors and Wreh 2015). In general, inhibitory synapses
contribute to the primary current if the pyramidal cell has an
elevatedmembrane potential and is spiking (Trevelyan 2009;
Glickfield et al. 2009; Bazelot et al. 2010). In our case, we are
assuming that the resting state represents sustained, sponta-
neous activity, which corresponds to an elevated membrane
potential.

4.2 Simulations of ERFs

In each simulation, the AC model started in the resting state
and was presented with a 50-ms stimulus, with the afferent
input Iaff,e targeting the central column of the IC field (col-
umn 8) with amplitude = 0.01. We used a low amplitude
to ensure a good correspondence between the ERFs pro-
duced by the linear and nonlinear versions of the model.
A 10-ms delay—roughly the duration of auditory brain stem
responses—was assumed to occur between stimulus onset
and the signal reaching IC. The default values of the dynam-
ical parameters P and topographical parameters Ki are listed
in Table 1. The parameter values reflect the finding that
recurrent connections in cortex are an order of magnitude

stronger than afferent and between-field connections (Dou-
glas and Martin 2007; Douglas et al. 1995). However, the
exact values,while representing a balance between excitation
and inhibition, are arbitrary and were chosen on the basis of
reproducing realistic looking ERFs. The ERF was calculated
using Eq. (19).

Figure 6a shows an example of an ERF from an MEG
experiment using pure-tone stimulation (Matysiak et al.
2013). The waveform has a typical morphology and it shows
the grand mean computed from the ERFs of several subjects.
The blue curve in Fig. 6b represents the ERF waveform gen-
erated by the current linear model whose normal modes and
coupled state variables are presented in Fig. 3. This simula-
tion replicates the morphology shown for the experimental
ERF in Fig. 6a: There is an initial P1m-like response peak-
ing at 35ms. The ERF then crosses polarity and builds up
into a large-amplitude N1m-like response peaking at 115ms.
This then is followed by a shallow P2m response peaking at
260ms. The green curve was generated in a simulation with
the nonlinear version of the model. The linear and nonlinear
models produce ERFs with very similar morphologies. The
minute differences in the peak amplitudes are caused by the
synaptic plasticity term of the nonlinear model.

Figure 6c shows the contributions to the ERF coming from
excitation, intra-column inhibition, and lateral inhibition, as
defined in Eq. (19). The contribution from excitation is char-
acterized by deflections similar to the P1m, N1m, and P2m
responses (Fig. 6b). In contrast, the contributions made via
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(a) (b)

Fig. 7 The role of feedforward and feedback connections in shaping
the ERF. a The contribution of the feedforward connections as specified
in K1 was varied from 0 (blue) to −30 (red) in steps of 2. All other
parameters were fixed at their default values. With no feedforward con-
tribution, the ERF comprises anN1mand P2m.As the feedforward term
is increased, the P1m increases in prominence until it becomes the sole
feature. b The contribution of the feedback connections was increased

from zero (blue) to 30 (red) while the other parameters were kept at their
default values. With no feedback contribution, the ERF contains a P1m
response only. As the feedback contribution grows, the most noticeable
change in the ERF is the emergence and increase of the N1m and P2m
deflections. The thick blue curve in a and the thick yellow curve in b
correspond to the simulated waveform shown in Fig. 6b

(a) (b)

Fig. 8 Contributions fromAC fields and areas to the ERF. a The contri-
butions of the individual AC fields decrease sharply as one moves from
core to belt to parabelt. b The larger number of belt fields (eight) com-
pared to those of the core (three) compensates for this disparity such

that the total contribution of the belt to the overall ERF is of the same
order of magnitude as that of the core. The magnitude of the parabelt
response is much weaker. For comparison, the overall ERF waveform
(see Fig. 6b) is also displayed (gray line)

the inhibitory connections each comprise only a single N1m-
like deflection of a small amplitude. Thus, the P1m and P2m
responses are driven by excitation of the pyramidal cells.

To further examine the dependence of the ERF on the
topography of the connections, we varied the K1 weights of
the contributions of the feedforward and feedback connec-
tions to the MEG signal. The results are shown in Fig. 7,
where the thick blue line in (a) and the thick yellow line
in (b) depict the waveform in Fig. 6b generated with the
default parameter values (Table 1). In Fig. 7a, the contribu-

tion of the feedforward connections (light green elements in
Fig. 5a; default value −4) was altered from 0 (top blue line)
to− 30 (bottom red line) in steps of 2 while keeping the other
parameters constant. The largest effect is the emergence of
the P1m and a marked monotonic increase in its peak ampli-
tude as the feedforward contribution is increased. This is
accompanied by an increase of the P1m peak latency from
26 to 54ms. As the P1m becomes more and more substan-
tial, it increasingly dwarfs the N1m, which is abolished at the
largest contributions of the feedforward connections. A very
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Fig. 9 Evoked responses are
network properties as
demonstrated by modulating the
connections within the parabelt.
a The original connections
within and between the two
parabelt fields are shown as a
magnification of WAC of
Fig. 1b. b The weights of the
within-field connections in
parabelt were modified such that
the default value of the
amplitude r of the Gaussian
distribution was multiplied by 3.
Further, the default values of the
stochasticity parameter s for
both the within- and
between-field connections in
parabelt were multiplied by 2
(see Table 1 and Appendix A1).
The color bars indicate the
connection strength and polarity.
c–e The contributions to the
ERF are shown separately for
the core, belt and parabelt. The
solid curves represent
simulations using the original
parabelt connections, and they
are identical to those shown in
Fig. 8b. The dashed curves are
from simulations using the
parabelt-modified WAC shown
in b. The modification of the
parabelt connections affects the
ERF contributions from all
areas, including the core. f This
results in marked changes in the
morphology of the ERF,
including shifts in the peak
latency and amplitude of the
N1m and the abolition of the
P2m

(a) (b)

(c) (d)

(e) (f)

different pattern emerged when the feedback contribution to
theMEG signal (purple elements in Fig. 5a; default value 20)
was increased from 0 (bottom blue line) to 30 (top red line)
in steps of 2 (Fig. 7b). With zero feedback contribution, the
N1m and the P2m were missing, and the ERF comprised a
P1m response only. TheN1mandP2memerged onlywith the
presence of feedback contribution. As this contribution was
increased, the largest growth in amplitude was for the N1m.
These results suggest that the P1m mainly reflects feedfor-
ward activation, whereas the N1m and P2m reflect feedback
activation.

In Fig. 8a, the source structure of the ERF shown in Fig. 6b
is revealed in terms of the individual contributions from the
13 cortical fields. The total contributions from the core, belt

and parabelt are shown in Fig. 8b, along with the overall
MEG response. In general, as one moves along the core–
belt–parabelt axis, the responses decrease in magnitude and
increase in latency. The P1m has its main source in the core,
with the belt also contributing. Similarly, the N1m is largely
generated in the core, but the belt contribution is now much
larger. The core and belt have similar contributions to the
P2m. Because of their delay, the parabelt responses con-
tribute to the ERFs with deflections of the opposite polarity
of those produced by the core and belt. However, these con-
tributions are very shallow and broad. We note that none of
the peaks and troughs of the ERF (e.g., the P1m, N1m, P2m)
has a dedicated response generator in the sense that activity
in any particular region of the model would account for the
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deflection. Rather, activity is occurring in all parts of the AC
throughout the ERF, with the exception of the parabelt being
in its resting state during the P1m.What is changing between
the ERF deflections is the relative contribution of each area
to the signal.

Each field and area might play a more fundamental role
in ERF generation than that of providing a source for each
deflection. Namely, our analytical results in Eqs. (13)–(17)
show that the anatomical structure of the entire AC, encap-
sulated in WAC, is part of the solution to the dynamical
equations. Thus, for each field, the way it is connected to
other fields, and even the local structure within the field
should impact on the entire ERF. This should be the case
even at the fringe of the model, in the parabelt, which other-
wise provides only a weak direct source to the ERF. Figure 9
shows the results of the simulations testing this idea. Here,
while keeping all other parameters constant, we introduced
variations to the weight values ofWAC representing the inter-
nal connections within and between the two parabelt fields
(for details, see Appendix A1). These variations (Fig. 9a, b)
had a minimal effect on the response produced by the para-
belt (Fig. 9e) while, paradoxically, significantly altering the
overall ERF (Fig. 9f). Figure 9c, d shows that the parabelt
modification resulted in prominent changes in the core and
belt contributions to the N1m. The end result in the ERF is a
much broader N1m waveform, with a larger peak amplitude
and latency, and an elimination of the P2m.

4.3 Separating dynamics from topography in ERF
generation

Across-subject variability of the event-related response is
likely to reflect diversity in the topography of the cortical
surface. However, it is possible that variations in the dynam-
ics of the auditory cortex also contribute. The current AC
model suggests ways to tease apart these contributing fac-
tors. Given that in P and Ki we have separate parameter
sets for the dynamical and topographical contributions to the
MEG signal, the question becomes whether there are aspects
of the ERF which change when P is modulated but not when
K is modulated, and vice versa. To this end, we examined the
ERF under two conditions. In the first condition, the dynam-
ical parameters P were kept constant and the topographical
parameters embedded in the three K -matrices were varied.
For this, the elements of the K1 matrix were grouped into a
15 × 15 field matrix as depicted in Fig. 5a, and then each of
the 88 nonzero elements of this fieldmatrix were randomized
separately by multiplying the default value (Table 1) with
a random number from a distribution in the [0.5, 2] range.
Similarly, the 13 nonzero elements of K2 and K3 were ran-
domized separately using a random number from the same
distribution. Figure 10a shows waveforms for 1000 such ran-
domizations. In the second condition, the elements of the

connection matrices found in P were randomized while the
other parameters were left unchanged. For each simulation,
each element of the diagonalmatricesWie,d,Wei, andWii was
generated separately by multiplying the default value with a
random number in the [0.5, 2] range. Also, for each simu-
lation, we generated a new stochastic version of WAC (see
Appendix A1). Unstable solutions (see flowchart in Fig. 2)
were excluded from further analysis. Figure 10f depicts 1000
waveforms produced this way, each one representing a stable
solution.

The randomization of the topographical parameters Ki

lead to a scaling of the ERF, while its overall morphology
was maintained (Fig. 10a). Similar scaling effects are visible
in Fig. 7 where the contribution of the K1 feedforward and
feedback connections to the ERF are studied independently
in a systematic way. In contrast, randomizing the dynamical
parameters P resulted in a much larger diversity of the ERF
waveform (Fig. 10f). To quantify these effects, we plotted
the N1m-peak amplitude of the simulated waveforms against
the corresponding peak latency in Fig. 10b, g. Except for the
waveforms with the smallest peak amplitudes < 0.5×10−3,
the N1m-peak latencies of the waveforms obtained from the
randomization of the topographical parameters are nearly
independent of the peak amplitude and cover a narrow range
between about 110ms and 130ms (Fig. 10b). In contrast,
when the dynamical parameters are randomized, the N1m-
peak latencies span a much wider range from approximately
70ms to 160ms (Fig. 10g). Further, we observe a strong
correlation between peak amplitude and peak latency.

The diversity between the waveform morphology can fur-
ther be expressed in terms of Fourier frequency fERF and
decay time τERF of the waveforms. The Fourier frequencies
fERF shown in Fig. 10c, h were obtained through a stan-
dard fast Fourier transform (FFT) and represent the dominant
frequency of the FFT analysis. As expected from Fig. 10a,
variations in the topographical parameters resulted in a nar-
row distribution of fERF around 3Hz. By comparison, when
the dynamical parameters were varied, the distribution was
much broader and peaked at 4Hz. Note that the increase in
the distribution at lower values of fERF is due to those broad
MEG waveforms in Fig. 10f that do not reach baseline level
even by t = 500ms. The time constant τERF describes the
temporal decay of each waveform, and it was determined by
first calculating the envelope of the ERF through the applica-
tion of the Hilbert transform to the data. In a second step, an
exponential decay function was fitted to the transformed data
in a time interval ranging from the peak value of the envelope,
at around 100ms, to 600ms where the MEG signal had sunk
back to its baseline level. For both topographical and dynam-
ical variations, the distribution of τERF was centered in the
60–70ms range. However, the distribution of τERF was much
broader for the dynamical variations than the topographical
ones, as shown in Fig. 10d, i.
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(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

(i)

(j)

Fig. 10 The impact of variations of the topographical parameters (left
column) and dynamical parameters (right column) on the ERF. a The
effect of topographical factors was examined by randomizing the Ki -
matrices while keeping the parameters P fixed. A total of 1000 ERF
waveforms were generated such that for each simulation the default
value of each element of the Ki -matrices was multiplied by a random
number from a distribution in the [0.5, 2] range. The resulting wave-
forms are similar in shape. b While the N1m-peak amplitudes of these
waveforms have a wide distribution, the corresponding peak latencies
inhabit a narrow range, and there is only a weak dependency between
the two. c The spectral analysis by means of FFT reveals a narrow dis-
tribution around a frequency fERF of about 3Hz. d The time constants
τERF which describe the attenuation of the waveforms shown in a are
narrowly distributed around 60ms. e The tight distributions of fERF and
τERF result in a rather focal distribution in the fERF–τERF plane. f In
studying the effects of the dynamical parameters, P was randomized
while the Ki -parameters were kept constant. For each simulation, each

default-valued element of the scalar matrices ˜Wie,d, ˜Wei, and ˜Wii was
multiplied by a random number from a distribution in the [0.5, 2] range.
Further, for each simulation, we generated a new stochastic version
of WAC. The resulting waveforms vary greatly in their morphology. g
There is a strong correlation between theN1m-peak amplitude and peak
latency, and both measures vary over a wide range. h The FFT analysis
reveals a broad distribution of fERF around 4Hz. iAlso, τERF is broadly
distributed around 60Hz. j The broad distributions translate into an
L-shaped dependency between fERF and τERF.Note that for the random-
izations of the Ki -matrices as well as of the P-parameters, two subsets
of randomnumberswith equiprobable distributions in the [0.5, 1]-range
and in the [1, 2]-range were used. Whereas the K -modulation yielded
solely stable solutions, 19% of the solutions of the P-modulation were
unstable; these were excluded from further analysis. The thick black
lines in a and f represent the default simulated waveform shown in
Figs. 6b and 8b
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(a) (b)

Fig. 11 Linking ERF waveforms to normal mode parameters. a A sub-
set of 11 ERF waveforms from Fig. 10f are shown. These cover the
full range of fERF shown in Fig. 10h. b The decay constants of the
underlying normal modes are plotted against the corresponding damp-

ing frequencies. Waveforms with low fERF (blue) have small δd values
and those with high fERF (red) have large δd. As fERF decreases, the
dependence of δd on γd increases

Further differences between the effects of topographical
and dynamical variations become evident when fERF is plot-
ted against τERF. In the case of topographical variations,
the tight distributions of these morphological descriptors
depicted in Fig. 10c, d translate into a rather focal distribution
in the fERF–τERF plane, as shown in Fig. 10e. Interestingly,
the broader distributions of fERF and τERF associated with
dynamical variations did not translate into an even or ran-
dom distribution in the fERF–τERF plane. Instead, Fourier
frequency and temporal decay showed a dependency on each
other, with the distribution forming a distinct L shape, as is
evident in Fig. 10j. Thus, there were two regions in the dis-
tribution: in the narrow range of τERF = (60 ± 10)ms, the
corresponding fERF had a wide distribution extending from
2 to 8Hz. Conversely, when fERF was below 1Hz, τERF was
distributed over a 70–200 ms range. Thus, there were no
instances of fast temporal decay of the ERF waveform cou-
pled with a high Fourier frequency.

Finally, we linked the variations in the ERF waveforms
back to the parameters which characterize the normal modes.
Figure 11a shows a subset of the ERFs shown in Fig. 10f
covering a broad range of fERF. For each ERF, we plotted
the damping frequency δd against the decay constant γd of the
240underlying normal modes in Fig. 11b. While there was
little variation of γd across the different ERFs, δd varied over
a wide range not only in its absolute values but also in the
dependence on γd. For ERFs with low fERF (blue curves in
Fig. 11a), δd has small values and shows a strong dependence
on γd. As fERF increases, so does δd, and the dependence of
δd on γd becomes weaker.

In summary, these results predict that variations in the
ERF waveform are specific to the type of parameter that is
being varied. Thus, variations in dynamical parameters lead
to a much broader selection of waveforms than do changes in

topographic parameters. These results, depicted in Fig. 10,
serve as predictions for testing in ERF measurements. We
have confirmed these findings using multiple default models
with realistic-looking N1m–P2m responses.

5 Discussion

Here,wepresented amechanistic explanation of long-latency
auditory ERFs by developing analytical solutions for an
already existing nonlinear model of AC signal processing.
The model is based on the idiosyncratic architecture of AC
in which information flows in a distinctly serial manner
along multiple parallel streams within a core–belt–parabelt
structure. We derived analytical solutions of the coupled dif-
ferential equations for the state variables of the excitatory and
inhibitory cell populations by assuming that the response to
the synaptic input is linear in a wide range of spiking rates,
and by using symmetric connections between the cell popu-
lations. The result is a description of the system dynamics in
terms of normal modes, that is, decoupled damped harmonic
oscillators. The ERF response reflects these dynamics but
it is modulated by a set of non-dynamical factors compris-
ing the topography of the primary currents and the effects of
the type of connection contributing to the primary current.
We showed that the ERF response originates from a mix-
ture of normal modes, and that these directly depend on the
anatomical structure as expressed in the connection matri-
ces. In our account, each peak and trough of the ERF is not
due to dedicated response generators but, rather, arises out
of the network properties of the entire AC. The model gen-
erates predictions for testing whether the large inter-subject
variability of ERFs is due merely to subject-specific corti-
cal topographies or whether it also reflects subject-specific
cortical dynamics.
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5.1 The link between anatomy, dynamics, and ERFs

The current work accounts for auditory ERFs by decompos-
ing them into a set of normal modes. Each normal mode is a
solution to the equations for a driven damped harmonic oscil-
lator [Eqs. (13) and (14)], and falls into one of three types:
overdamped, critically damped, or underdamped. Further, a
normal mode is defined by its amplitude [Eq. (15) or (16)] as
well as by two physical terms, the decay constant γd and the
damping frequency δd [Eq. (17)]. These parameters are, in
turn, functions of the set of dynamical parameters we denote
by P , which includes all the connection matrices. With each
normal mode depending directly on the entire set of con-
nection patterns and connection strengths of the system, the
decomposition of the ERF into normal modes anchors the
ERF waveform directly to the anatomical structure of AC.
Thus, modifying the anatomical structure can change subtle
aspects of the ERF, such as the amplitudes and latencies of
individual peaks and troughs. However, anatomical structure
also determines what the mixture of the normal modes are in
terms of their type, and it is therefore reflected in the gross
aspects of the ERF, that is, whether certain peaks and troughs
appear at all.

We also see how the activity of each individual column
depends not just on the synaptic input to the column but,
rather, it directly reflects the entire anatomical structure of
the AC. The connection matrixWAC (Fig. 1b) plays a special
role in the model. It consists of all the short- and long-range
connections, including those which relay lateral inhibition,
and thus encapsulates the anatomical structure of AC. Thus,
for any specific pattern of connections and set of connection
strenghts, ˜WAC will have a specific set of eigenvalues and
eigenvectors. For a given set of Wei, Wii and Wie,d matrices,
the eigenvalues of ˜WAC define the distribution of frequencies
δd of the normal modes [Eq. (17)]. Further, the eigenvectors
regulate how the input is distributed among the normalmodes
[see Eqs. (45) and (46) in Appendix A2]. Using the eigen-
vectors gathered in the matrix Υ to couple the normal modes
[Eq. (18)] gives expression to the state variables u(t) and
v(t). Consequently, the state variable of any single column is
a representation of all the normal modes, which themselves
are functions of the structure of the AC network. Introduc-
ing variations in ˜WAC leads to changes in its eigenvalues and
eigenvectors and, thus, in the dynamics of the system both on
the single-column level and in terms of the ERF. We gener-
ated multiple ˜WAC matrices, and observed that δd depended
strongly on the connection strengths while the distribution
of γd was little affected (Fig. 11). ERFs with a single peak
were produced by systems with a relatively wide distribution
of low-valued δd which showed a strong dependence on γd.
Multi-peaked ERFs were generated by systems with high-
valued δd packed into a narrow range, with little dependence
on γd.

The normal modes are dynamic units which cannot be
localized to any particular single location in AC. Each one
can be thought of as being spread over the whole AC in a
unique fashion, contributing to the activity of the cortical
columns with varying strengths and polarities. This spread
is accessible in the analytical approach, allowing one to map
the mean contribution that each normal mode makes to each
cortical field (Fig. 4). The resulting anatomical maps of the
normal modes tended to show that high damping frequencies
were associated with increased spatial structure. Though not
shown explicitly here, one upshot of this is that the early
part of the ERF is generated by normal modes with large
variations across cortical fields, resulting in lower field-to-
field correlations in their activity. In contrast, the late part of
the ERF is dominated by normal modes with a uniform effect
over the fields, resulting in higher inter-field correlations.
This viewopens up the possibility to consider how the activity
of different fields and columns are coupled to each other via
the normal modes in dynamic connectivity maps. The full
implications of these observations and resulting predictions
will be returned to elsewhere.

The MEG signal arises out of the cortical primary cur-
rents, which are driven by the system dynamics, and this
signal is modulated by topographical factors influencing the
orientation of the current. One of these factors is whether the
connection driving the primary current represents feedfor-
ward or feedback input to the cortical column (Ahlfors et al.
2015). As part of the dynamical parameters P , our model
included both feedforward and feedback AC connections in
the connection matrix WAC (and the corresponding ˜WAC).
The differential contributions of these two kinds of connec-
tions to the MEG signal was approximated through the use
of the topographical K1 matrix. By systematically varying
the size of these contributions (while keeping the dynamics
fixed), we found that the P1m reflects primarily feedforward
activation and that feedback activations drive the N1m and
P2m (Fig. 7). Due to the fixed dynamics, this investigation
did not address how the feedback connections contribute to
the dynamics of AC. A natural way to address this question
would be to modify the actual feedback connections in WAC

(and in ˜WAC respectively). However, our analytical approach
does not allow this because of the requirement of symmet-
ric connection matrices, and therefore numerical simulations
would be required. We note that the role of feedback connec-
tions in neural processing is, in general, an open question,
with earlier accounts labeling them weak and modulatory
(Crick and Koch 1998; Sherman and Guillery 2011) and the
predictive-coding framework requiring them generally to be
functionally inhibitory (Bastos et al. 2012). In our model,
feedback connectionswere symmetricwith feedforward con-
nections (Felleman and Essen 1991), as well as excitatory
and of the driving kind (Covic and Sherman 2011). Leav-
ing this to be addressed elsewhere, we suspect that feedback
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connections contribute to a larger τERF and/or a lower fERF.
That is, they might act as a memory mechanism by keep-
ing the signal circulating in the AC for longer. This, in turn,
might be beneficial for enhancing the signal-to-noise ratio in
auditory processing, or for allowing the build-up of synap-
tic depression, which might be instrumental for representing
the temporal structure of sound (May and Tiitinen 2013;May
et al. 2015; Westö et al. 2016).

5.2 A novel approach for ERF generation

5.2.1 State of the art: ECD source localization and its
variations

In MEG research, the ERF waveform is usually treated as
a linear combination of the activity of spatially distributed
sources in the brain, and the task becomes one of localizing
and modeling the activity of each source. Accurate localiza-
tion of MEG sources, however, suffers from the ill-posed
inverse problem. As solutions to this problem, numerous
approaches have been developed, including discrete and dis-
tributed source models (Mosher et al. 1992; Scherg 1990;
Scherg and Berg 1996), along with several variants of beam-
formers, a spatial filtering technique often applied in the
analysis of brain oscillations (see, for example, Darvas et al.
2004; Hillebrand and Barnes 2005; Wendel et al. 2009).

Discrete and distributed source models use time-varying
ECDs as the simplest physiologically meaningful source
model. The mathematical concept of the ECD is a point-
like source, and it is an abstraction which is justified in those
caseswhere the spatial extension of the activated brain region
is small compared to its distance to the MEG sensors. For
example, it is common practice in experiments with sim-
ple auditory stimuli to use a single ECD per hemisphere to
explain the measured magnetic field distribution describing
the N1mwaveform as the result of a best match between for-
ward and inverse solution. The multi-dipole model is often
used when the brain activation can be described by a small
number of stationary focal sources, which is commonly the
case in simple sensory experiments. To determine an ade-
quate number of sources, a conservative and rather subjective
approach is to gradually increase the number of sources on
condition that for each source a distinct contribution to the
measured magnetic field pattern is verifiable, i.e. that the
sources do not model noise. More exacting approaches use
advanced classification algorithms, such as the “recursively
applied and projected multiple signal classification” method
(RAP-MUSIC;Mosher and Leahy 1999). In case of spatially
extended brain activation, the concept of discrete sources
is often replaced by distributed source models estimating
simultaneously strengths and directions of dipoles located
on a grid of hundreds or even thousands of brain locations

(see, for example, Dale and Sereno 1993; Hämäläinen and
Ilmoniemi 1994; Dale et al. 2000; Pascual-Marqui 2002).

Taken together, the ECD as source model is a sim-
plification which makes the source localization problem
mathematically tractable. However, there are numerous arbi-
trary choices that the researcher has to make. Notably, these
include an a priori assumption on the number of sources
in discrete source analysis, and constraints such as regular-
ization parameters in distributed source models. Therefore,
source localization carries with it unavoidable ambiguities:
Has the correct number of underlying neural sources been
assumed? Have these been reliably and correctly separated
from each other, in particular when two or more sources are
close to each other in space and in time (Lütkenhöner and
Steinsträter 1998)? Thus, precise source localization based
on trial-averaged ERFs is non-trivial not only due to the
inverse problem per se, but also due to the unknown number
of sources and their separability.

5.2.2 An alternative view on ERF generators

With conventional source modeling, the temptation is to
understand an ERF generator in terms of a spatially and
temporally constrained local process giving rise to a “com-
ponent” of the ERF (Näätänen and Picton 1987; Näätänen
1992)—in effect equating sources (i.e., the primary currents)
with generators (i.e., the neural tissuewith the processes gen-
erating the primary currents). Thus, for example, the P1m
generators are those cortical areas which are active during
the peak of the P1m, and the objective of source modeling
is to localize these generators. Conversely, each cortical area
might be considered a generator of a component, and the
challenge for source localization is to separate these gener-
ators out from each other so that the component structure of
the event-related response can be identified. It follows that
if the sources identified for the P1m are found to be differ-
ent than those active during the N1m peak, the conclusion
can be drawn that the P1m and the N1m have at least par-
tially different (though possibly overlapping) generators. In
this vein, cortical activation can be seen as signal propaga-
tion as successive generators become active, as is evident in
source modeling assuming a single ECD (Lütkenhöner and
Steinsträter 1998), multiple dipoles (Inui et al. 2006) and
distributed sources (Yvert et al. 2005).

Our model opens up an alternative view on ERF genera-
tion. Rather than considering the ERF to be the linear sum of
multiple spatially discrete sources, it becomes a combination
of multiple normal modes. Here, the normal modes them-
selves and the way they are coupled are determined by the
anatomical structure of AC and by other, dynamical param-
eters. This approach still approximates the ERF-generating
system as a set of discrete sources—cortical columns—but it
lays emphasis on the way these are connected to each other
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and to the dynamics of this connected system. In this way,
the system can be described on three distinct levels: that of
physiological and anatomical quantities, that of the normal
modes, and that of the primary currents which are determined
by the normal modes.

What, then, is an ERF generator in this normal mode
view? In our simulations, the AC has well-defined sources
of activity—those columns activated by the stimulus—and
each field and area has a well-defined contribution to the
ERF. Also, there is a serial progression of activation along
the core–belt–parabelt axis (Figs. 3, 8), which fits in with
experimental observations (Inui et al. 2006; Yvert et al. 2005;
Guéguin et al. 2007). As such, these results add nothing to the
conventional view of ERF generation: in our simulations, the
main generators of the N1m response are clearly the core and
belt areas; with the parabelt contributing very little, it seems
clear that it cannot be counted as an N1m generator. How-
ever, this view is countered by the consideration that both
single-column activity and the ERF represent the combina-
tion of multiple normal modes and that each normal mode
is a function of the connection patterns and strengths of the
entire AC system. Thus, the local connections in the parabelt,
and so the parabelt fields themselves, are an intimate part of
activity generation in the core and belt. This, in turn, means
that one cannot consider individual columns, fields, or areas
as separable ERF generators. The parabelt is just as much an
N1m generator as the core and, similarly, the core is just as
much a P2m generator as the parabelt.

The above principle of ERF generation is demonstrated in
Fig. 9which shows the effects ofmodifying the local connec-
tions within the parabelt fields. These modifications lead to
modest changes in the parabelt response itself. Importantly,
they entail significant changes in the activity of the core and
belt. This finding is all themore intriguing since the contribu-
tions of the two parabelt fields to the overall ERF are signif-
icantly smaller than those of the core and belt (see Fig. 8b).
Thus, while the parabelt does not function as a source of the
N1m, it is clearly an important part of the N1m generator.

On a more fundamental level, there is an ongoing debate
about the generation of event-related responses (de Munck
and Bijma 2010; Sauseng et al. 2007; Telenczuk et al. 2010;
Turi et al. 2012; Yeung et al. 2004). In the classical signal-
plus-noise (SPN) model, the trial-averagedMEG response is
treated as the superposition of a stationary stimulus-evoked
signal and zero-mean Gaussian noise. In this view, an ERF
is a time-locked phasic burst which is uncorrelated with
the ongoing rhythmic activity (Arieli et al. 1996; Dawson
1954; Mäkinen et al. 2005; Mazaheri and Jensen 2006; Shah
et al. 2004). The phase-reset model proposed by Sayers et al.
(1974) (see also Makeig et al. 2002; Hanslmayr et al. 2007)
provides an opposing view according to which stimulus-
evoked responses are generated by partial stimulus-induced
phase synchronization of the rhythmic background activity.

The most recent model for ERF generation is the baseline-
shift model introduced by Nikulin et al. (2007, 2010). This
model is based on the asymmetric modulation of the ampli-
tude of spontaneous alpha-band oscillations, although de
Munck and Bijma (2010) argue that it could be viewed as
a special case of the SPN model. The current results of our
work do not as such contribute to this debate because we did
not include oscillatory background activity in the simula-
tions. However, while beyond the scope of the current study,
such oscillatory activity would be easy enough to include in
the model. The oscillator nature of the model implies that
feeding the model with noise should already be sufficient to
generate ongoing oscillations. Alternatively, the analytical
solutions themselves show that the resting state of the model
would be a limit cycle if the decay constant γd for one or
more normal modes in Eqs. (13) and (14) is zero. A stim-
ulus acting as an outside push to the individual harmonic
oscillators represented by the normal modes could have a
multitude of effects, depending on the amplitude of the ongo-
ing oscillations, and this could be approached analytically by
considering the unit impulse response of our model. Further,
as our model operates on multiple spatial resolutions, from
the single-column to the aggregated MEG signal, it might
be useful for approaching the question of whether phasic
responses and ongoing oscillations are generated by the same
or different neural populations (Sauseng et al. 2007).

5.3 Subject-specificity of the event-related
waveforms

Event-related responses are characterized by large between-
subject variability. Although rarely an object of study, this
variability is evident to any researcher using ERPs and ERFs
(Luck 2014). It is also given expression in, for example, the
large standard deviations of peak amplitudes and latencies in
test–retest studies in which the reliability and reproducibility
of event-related responses have been investigated in various
subject populations (e.g., Michalewski et al. 1986; Kileny
and Kripal 1987; Segalowitz and Barnes 1993; Dalebout and
Robey 1997; Atcherson et al. 2006). These studies tend to
show that between-subject variability is contrasted by the
responses staying stable for a given subject across different
measurement sessions and over long periods.

There are potentially two sources of the variability
of event-related responses across subjects: the anatomical
topography of the cortical surface and the dynamics of
AC. Subject-specific topography is well-documented, with
human subjects having large differences in the pattern and
number of convolutions on the supratemporal plane (Yvert
et al. 2005; Moerel et al. 2014). However, the question of
subject-specific dynamics of AC has, to our knowledge, not
been approached before. The current ACmodel allowed us to
address this issue in simulations via separable sets of param-
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eters: the P-parameters governing the system dynamics, and
the Ki -matrices capturing the topographical properties influ-
encing the MEG signal. We introduced random variations to
these parameter sets and found that variations of the dynam-
ical parameters have a much stronger effect on the waveform
than variations of the topographical parameters. Specifically,
K -randomizations mainly affect the N1m-peak amplitude
while keeping intact the morphology of the waveform of the
entire ERF (Fig. 10a). In contrast, P-randomizations result in
a much larger variety of waveform morphologies (Fig. 10f),
with N1m-peak amplitudes and latencies varying in a con-
siderably larger range (Fig. 10g). Consequently, changes of
dynamics parameters entail a much broader FFT frequency
spectrum, and, likewise, a broader distribution of the time
constant τERF (Fig. 10h, i).

These results provide predictions for straightforward test-
ing in populations of subjects: Characterizing single-subject
ERFs in terms of frequency spectrum and τERF, how are
these estimates distributed over the population? If the distri-
bution is narrowly focused, this would indicate that subjects
have similar AC dynamics and that the subject-specificity of
the ERF is due to topographical variations only. In contrast,
subject-specific dynamics would be indicated by a wider dis-
tribution of frequency spectrum and τERF, especially if this
distribution is structured as in Fig. 10e. Previous research
has pointed to a large variation in the N1/N1m peak latency
(e.g.,Michalewski et al. 1986; Kileny andKripal 1987; Sega-
lowitz and Barnes 1993; Dalebout and Robey 1997; Atcher-
son et al. 2006), and this would fit with the results of the
current simulations utilizing dynamical parameter random-
izations (Fig. 10g). Thus, we would expect to see evidence
supporting the presence of subject-specific AC dynamics.

While our results suggest that the separation of dynamical
and topographical effects might be possible on the popula-
tion level, is there hope for such a separation when looking
at single-subject data? This is a challenge since (random)
combinations of P- and K -parameters lead to a wealth of
waveforms. One way forward might be through system-
atic investigations of how waveform properties depend on
parameters. This might enable us to identify major causal
relationships between dynamical and topographical parame-
ters on the one hand and the resultingwaveforms on the other.
One compelling example is our finding that the feedforward
projections of the K1-matrix are crucial for the generation of
the P1m response.

The current model is based on the architecture of the
monkey AC (Kaas and Hackett 2000; Hackett et al. 2014),
as a comparable map of the organization of human AC is
still missing (Nourski et al. 2014; Leaver and Rauschecker
2016). Might our approach offer a method for fitting anatom-
ical organization of the AC to the ERF in humans? This
would present an inverse problem quite different from the
source localization one. Instead of using ECDs, the solution

would be expressed in terms of normal modes and the under-
lying architecture coupled with the subject-specific cortical
surface. Even in the presence of subject-specific ERF wave-
forms, this approach might become possible with the con-
straint that the coarse architecture in terms of cortical fields
and their interconnections is a shared feature across human
subjects. The first steps in this investigationwill require com-
putational studies on the effect of architecture on the ERF
waveforms. Specifically, can species-specific event-related
responses be explained by a species-specific constellation of
fields in auditory cortex? Further, might the distributions of
ERF descriptors such as those presented in Fig. 10 be used
to decode anatomical structure on the population level?
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Appendix

A1: Connection spread inWAC described bymeans of
Gaussian distributions

All inter-column connections are contained in WAC as dis-
played in Fig. 1b. Here, WAC refers to the connection matrix
that contains all lateral and long-range connections (see
Appendix A2). A cortical column at position i in the field
is connected to itself and to neighboring columns j . Simi-
larly, when making connections to another field, the column
targets its tonotopic counterpart i as well as columns j
in the neighborhood of this counterpart. In both cases, the
spread of connections is described by a Gaussian distribu-
tion Q(x) = r exp[−(x + μ + s N (0, 1))2/2σ 2] where x is
the tonotopic distance |i − j |, r is a scaling parameter, the
variance σ 2 determines the width of the spread,μ is an offset
parameter, s determines the level of stochasticity of the con-
nections, andN (0, 1) is the standard normal distribution.The
default parameter values used for Q(x) are listed in Table 2.
As an example, Fig. 12a, b demonstrates the spread in the
connections between and within the two core fields RT and
R both in the deterministic (s = 0) and stochastic (s > 0)
case, respectively.
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Table 2 Default parameter values of the amplitude r , constant μ, vari-
ance σ 2, and stochasticity s of the Gaussian distributions Q(x) for
computing the between-field and within-field weights of WAC

r μ σ 2 s

Between-field excitatory 0.09 0 1.5 0.2

Within-field excitatory 0.105 0 2.0 0.4

Within-field inhibitory 0.09 3.0, −3.0 1.5 0.4

Between-field connections These are all excitatory and
described by a single Gaussian with r = 0.09, μ = 0,
σ 2 = 1.5. They are shown in the lower-left and upper-right
quadrants of Figs. 12a (s = 0) and 12b (s = 0.2).

Within-field connections These are described by a sum of
Gaussians so that excitatory connections for nearest neigh-
bors give way to lateral inhibitory connections at larger
distances. Excitatory weights are computed using Qexc(x)
with r = 0.105, μ = 0, σ 2 = 2.0. For lateral inhibition,
we have two Gaussians Qinh,1(x) and Qinh,2(x), both with
r = 0.09, σ 2 = 1.5, but with μ = −3.0 and μ = 3.0,
respectively. The total weights are Qintra(x) = Qexc(x) −
[Qinh,1(x) + Qinh,2(x)]. These are shown in the upper-left
and lower-right quadrants in thematrices in Figs. 12a (s = 0)
and 12b (s = 0.4).

A2: Derivation of analytical solutions

As introduced in Sect. 2, the dynamics of the system are
determined by 2×N coupled nonlinear differential equations
[see Eqs. (1) and (2)]:

τmu̇(t) + u(t) − A(t) ◦ Wee · g[u(t)]
+ Wei · g[v(t)] = Iaff,e(t)

(20)

τmv̇(t) + v(t) − Wie · g[u(t)]
+ Wii · g[v(t)] = Iaff,i(t).

(21)

Ignoring the synaptic plasticity term A(t) and inserting
the linear spiking-rate function g(x) = αx into Eqs. (20)
and (21) results in the linearized state equations

τmu̇(t) + u(t) − Wee · [αu(t)]
+ Wei · [αv(t)] = Iaff,e(t)

(22)

τmv̇(t) + v(t) − Wie · [αu(t)]
+ Wii · [αv(t)] = Iaff,i(t).

(23)

Dividing Eqs. (22) and (23) by τm leads to

u̇(t) − ˜Weeu(t) + ˜Weiv(t) = Ie(t) (24)

v̇(t) − ˜Wieu(t) + ˜Wiiv(t) = Ii(t), (25)

with
⎧
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⎪
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⎪
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⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪

⎪
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⎪

⎪

⎩

αWee−I
τm

−→ ˜Wee
αWei
τm

−→ ˜Wei

αWie
τm

−→ ˜Wie

αWii+I
τm

−→ ˜Wii

Iaff,e(t)
τm

−→ Ie(t)

Iaff,i(t)
τm

−→ Ii(t).

(26)

The matrix terms with the capping tilde represent the con-
nection matrices of the linearized canonical form. To obtain

(a) (b)

Fig. 12 The spread of between-field and within-field connections of
WAC described by a Gaussian distribution Q(x). The core fields RT
and R are used for illustration. a In the deterministic case, the param-
eter s which describes the level of stochasticity, was set to zero. The
resulting connection pattern between column i and j depends solely on
the distance between |i − j |. b In this example for a stochastic case, the

parameter s was set to 0.2 and 0.4 for between- and within-field con-
nections, respectively (see Table 2). Hence, the weight value assigned
to the connection between column i and j is modified by a random
value. Note that the scales to the right of both matrices indicate the
sign (polarity) of the weights which is positive for excitatory (red) or
negative for inhibitory (blue) connections
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analytical solutions of this system of first-order differential
equations, we transform it into a system of second-order dif-
ferential equations:

ü(t) + 2Γu u̇(t) + Ω2
0,uu(t) = q(t) (27)

v̈(t) + 2Γv v̇(t) + Ω2
0,vv(t) = j(t), (28)

with the definition of the coefficients given in Eqs. (5)–(10).
Analytical solutions for u(t) and v(t) of Eqs. (27) and (28)
can be found if Γu and Ω2

0,u as well as Γv and Ω2
0,v are

simultaneously diagonalizable.
The matrices Γu and Ω2

0,u as well as Γv and Ω2
0,v , are

simultaneously diagonalizable if there exist single invertible
matrices Υu and Υv such that

Γud = Υ −1
u ΓuΥu ⇐⇒ ΥuΓudΥ

−1
u = Γu (29)

Ω2
0,ud = Υ −1

u Ω2
0,uΥu ⇐⇒ ΥuΩ

2
0,udΥ

−1
u = Ω2

0,u (30)

Γvd = Υ −1
v ΓvΥv ⇐⇒ ΥvΓvdΥ

−1
v = Γv (31)

Ω2
0,vd = Υ −1

v Ω2
0,vΥv ⇐⇒ ΥvΩ

2
0,vdΥ

−1
v = Ω2

0,v, (32)

where the subscript ‘d’ indicates a diagonal matrix. Note
that Γu , Ω2

0,u , Γv , and Ω2
0,v are governed by the connec-

tion matrices [see Eqs. (5)–(8)]. Inserting Eqs. (5) and (7)
into Eqs. (29) and (30), and Eqs. (6) and (8) into Eqs. (31)
and (32), yields

Γud = Υ −1
u

(

˜Wei ˜Wii ˜W
−1
ei − ˜Wee

2

)

Υu (33)

Ω2
0,ud = Υ −1

u ( ˜Wei ˜Wie − ˜Wei ˜Wii ˜W
−1
ei

˜Wee)Υu (34)

Γvd = Υ −1
v

(

˜Wii − ˜Wie ˜Wee ˜W−1
ie

2

)

Υv (35)

Ω2
0,vd = Υ −1

v

(

˜Wie ˜Wei − ˜Wie ˜Wee ˜W−1
ie

˜Wii

)

Υv. (36)

To make the diagonalization feasible, we simplify the terms
in the brackets on the right hand sides of Eqs. (33)–(36).
Note that ˜Wei and ˜Wii are scalar matrices and, thus, com-
mute with any other matrix. The matrix ˜Wie is non-diagonal.
We approximate it by a scalar matrix ˜Wie,d by discarding
all its off-diagonal elements, i.e. by effectively removing lat-
eral inhibition from ˜Wie. We return lateral inhibition to the
dynamics by replacing ˜Wee by ˜WAC where elements of ˜Wee

representing excitatory connections are combined with ele-
ments of ˜Wie describing lateral inhibition. With ˜Wei, ˜Wii,
and ˜Wie,d now being scalar matrices, Eqs. (33)–(36) can be
further simplified to

Γud = ˜Wii − Υ −1
u

˜WACΥu

2
(37)

Ω2
0,ud = ˜Wei ˜Wie,d − ˜WiiΥ

−1
u

˜WACΥu (38)

Γvd = ˜Wii − Υ −1
v

˜WACΥv

2
(39)

Ω2
0,vd = ˜Wei ˜Wie,d − ˜WiiΥ

−1
v

˜WACΥv. (40)

Due to the equality of Eq. (37) with Eq. (39), and of Eq. (38)
with Eq. (40), the diagonalization problem can be reduced
to the simultaneous diagonalization of two matrices Γ and
Ω2

0

Γd = ˜Wii − Υ −1
˜WACΥ

2
(41)

Ω2
0d = ˜Wei ˜Wie,d − ˜WiiΥ

−1
˜WACΥ , (42)

which, in turn, requires the diagonalization of ˜WAC only.
Owing to its symmetry, the matrix ˜WAC can be diagonal-
ized since, in general, for any given real symmetric matrix
X it holds that Υ −1XΥ = Xd, where Xd is a real diago-
nal matrix. The columns of the matrix Υ we are searching
for to diagonalize ˜WAC are the eigenvectors of ˜WAC, and
the corresponding eigenvalues are the diagonal values of
˜WAC,d.
Hence, Eqs. (27) and (28) can be simplified to

ü(t) + 2Γ u̇(t) + Ω2
0u(t) = q(t) (43)

v̈(t) + 2Γ v̇(t) + Ω2
0v(t) = j(t). (44)

By inserting Γ = Υ ΓdΥ
−1 and Ω2

0 = Υ Ω2
0d

Υ −1 into
Eqs. (43) and (44) and multiplying the resulting equations
with Υ −1 from the left side, we obtain

Υ −1ü(t) + 2ΓdΥ
−1u̇(t) + Ω2

0dΥ
−1u(t) = Υ −1q(t) (45)

Υ −1v̈(t) + 2ΓdΥ
−1v̇(t) + Ω2

0dΥ
−1v(t) = Υ −1j(t), (46)

where the variables in bold are N × 1 vectors, Υ −1 is a
square matrix of order N , and Γd and Ω2

0d
are diagonal

matrices of order N . By substituting üd(t) = Υ −1ü(t),
u̇d(t) = Υ −1u̇(t), ud(t) = Υ −1u(t) and qd(t) = Υ −1q(t)
in Eq. (45), and doing similar substitutions in Eq. (46), we
obtain the decoupled state equations:

üd(t) + 2Γdu̇d(t) + Ω2
0dud(t) = qd(t) (47)

v̈d(t) + 2Γdv̇d(t) + Ω2
0dvd(t) = jd(t). (48)

SinceΓd andΩ2
0d
in Eqs. (47) and (48) are diagonal matri-

ces, we can replace them with their vector representations.
The decoupled equations for each normal mode of the two
state variables are then

üd(t) + 2γdu̇d(t) + ω2
0dud(t) = qd(t) (49)

v̈d(t) + 2γdv̇d(t) + ω2
0dvd(t) = jd(t), (50)
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with the solutions

ud(t)= exp(−γdt)[aud sin(δdt)+bud cos(δdt)] + cud (51)

vd(t)= exp(−γdt)[avd sin(δdt)+bvd cos(δdt)] + cvd . (52)

The coefficients aud , bud and cud as well as avd , bvd , and
cvd are given in Eqs. (15) and (16). The decay constant γd
and the damping frequency δd for both ud(t) and vd(t) are
defined in Eq. (17).

With the damping frequency δd being either real positive
or imaginary positive as outlined in Fig. 2, the underdamped,
critically damped, and overdamped oscillations have the fol-
lowing analytical solutions (Fowles and Cassiday 2005).
Underdamped oscillation: For δd ∈ R+, the expressions for
ud(t) and vd(t) in the respective Eqs. (13) and (14) each
become a product of a decaying exponential term describing
the damping (since γd > 0) and a sinusoidal term describing
the oscillation:

ud(t) = exp(−γdt)Cud sin(δdt + φud ) + cud , (53)

with Cud =
√

a2ud + b2ud and φud = atan2(bud , aud ). The

same formulation applies also to vd(t)withCvd and φvd . The
system oscillates with a decaying magnitude that approaches
zero.
Critically damped oscillation: The general solution for crit-
ical damping, i.e., for the case δd = 0, is given by

ud(t) = exp(−γdt)(a
′
ud t + bud ) + cud (54)

with

a′
ud = weiγd

ω2
0d

Ii(t) + ω2
0d

+ weiwie,d − w2
ii

2ω2
0d

Ie(t)

+ wii + wAC,d

2
u0 − wie,dv0.

(55)

In the critically damped case, the system approaches zero
without oscillations in the fastest possible way.
Overdamped oscillation: For δd ∈ I+, Eq. (51) turns into

ud(t) = exp(−(γd − |δd|)t)
(

bud + |aud |
2

)

+ exp(−(γd + |δd|)t)
(

bud − |aud |
2

)

+ cud .

(56)

The overdamped case consists of two exponential terms with
two different decay constants, viz (γd −|δd|) and (γd +|δd|).
The oscillator returns to the equilibrium state without oscil-
lating.Dependingon the values ofγd and δd, the normalmode
can be either overdamped unstable or overdamped stable (see
Fig. 2).
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1  |   INTRODUCTION

The auditory event-related response is revealed by present-
ing a stimulus multiple times, and then, averaging the evoked 

magnetoencephalography (MEG) or electroencephalography 
(EEG) signal across the stimulus presentations. The resulting 
typical trial-averaged response is characterized by a sequence 
of peaks and troughs. The initial cortically generated ones, 
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Abstract
Auditory event-related fields (ERFs) measured with magnetoencephalography (MEG) 
are useful for studying the neuronal underpinnings of auditory cognition in human 
cortex. They have a highly subject-specific morphology, albeit certain characteristic 
deflections (e.g., P1m, N1m, and P2m) can be identified in most subjects. Here, we 
explore the reason for this subject-specificity through a combination of MEG measure-
ments and computational modeling of auditory cortex. We test whether ERF subject-
specificity can predominantly be explained in terms of each subject having an individual 
cortical gross anatomy, which modulates the MEG signal, or whether individual corti-
cal dynamics is also at play. To our knowledge, this is the first time that tools to address 
this question are being presented. The effects of anatomical and dynamical variation on 
the MEG signal is simulated in a model describing the core-belt-parabelt structure of 
the auditory cortex, and with the dynamics based on the leaky-integrator neuron model. 
The experimental and simulated ERFs are characterized in terms of the N1m amplitude, 
latency, and width. Also, we examine the waveform grand-averaged across subjects, 
and the standard deviation of this grand average. The results show that the intersubject 
variability of the ERF arises out of both the anatomy and the dynamics of auditory 
cortex being specific to each subject. Moreover, our results suggest that the latency 
variation of the N1m is largely related to subject-specific dynamics. The findings are 
discussed in terms of how learning, plasticity, and sound detection are reflected in the 
auditory ERFs. The notion of the grand-averaged ERF is critically evaluated.
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called long-latency responses, reach extrema at approxi-
mately 50, 100, and 200 ms after stimulus onset. The respec-
tive labels for these responses are P1, N1, and P2 when these 
are observed in EEG as the part of the event-related potential 
(ERP). The corresponding labels are P1m, N1m, and P2m 
when measurements are done in MEG to reveal the event-re-
lated field (ERF). Of these, the N1/N1m tends to be the most 
prominent response. However, there is a large between-sub-
ject variability of auditory event-related responses. The peak 
amplitude of the N1m ranges from several tens of fT to al-
most 1 pT, a similar order-of-magnitude variation can be seen 
with the N1, and the peak latency of the N1/N1m is observed 
in the 70–130 ms range. Thus, averaging the peak amplitude 
and the peak latency across subjects results in sizeable stan-
dard deviations. Also, the grand-averaged response tends to 
be broader than any of the individual responses because of 
the variations in peak latencies. Further, the waveform of the 
event-related response comes in many morphological vari-
eties. The N1/N1m can have a double-peak structure, or its 
rising or falling slope can have a pronounced shoulder, and 
many subjects exhibit no clear P2/P2m response at all.

Importantly, the intersubject variability of the event-related 
response is not merely due to noise in the measurement. Rather, 
ERFs and ERPs are intrinsically subject-specific, remaining 
stable from measurement session to session, when these are 
separated by days, weeks, or even years (see, e.g., Ahonen 
et al., 2016; Atcherson et al., 2006; Dalebout & Robey, 1997; 
Michalewski et  al.,  1986; Sandman & Patterson,  2000; 
Segalowitz & Barnes,  1993). Figure  1 demonstrates the in-
trasubject stability (reproducibility) and the intersubject vari-
ability of auditory ERFs recorded from two subjects in our 
laboratory. The test–retest measurements were performed with 
the identical experimental paradigm and auditory stimuli (sim-
ple tone repetition), and the interval between the two MEG 
recordings was a year for one subject and 3 years for the other. 
For each subject, the two recordings are from the same MEG 
channel above the temporal lobe that shows the largest N1m 
response. There are two observations to be made. First, the two 
subjects produce substantially different waveforms, with sub-
ject-specific peak amplitudes and latencies. Second, the wave-
forms are reproducible across the long time intervals.

One interpretation of the between-subject differences in audi-
tory ERFs relates to anatomical variations of the auditory cortex 
(AC) between individual subjects and, within a subject, between 
the two hemispheres. This is because the magnetic field gener-
ated by source activity in cortex depends on the source's orien-
tation and on its distance to the measuring sensor, and these in 
turn are determined by the topography of the cortex, that is, the 
ridges and folds of the cortical surface (Hämäläinen et al., 1993). 
For example, Shaw et al. (2013) concluded that the rightward 
bias of the N1m amplitude, a phenomenon frequently observed 
in MEG measurements, is based on a larger degree of cortical 
folding in the left compared to the right hemisphere. Anatomical 

work has demonstrated that the morphology of Heschl's gyrus 
(HG), which harbors the primary auditory cortex, exhibits large 
cross-subject variability. Different morphotypes manifest them-
selves in different numbers of gyri, ranging from a single HG to 
a common stem and a complete posterior duplication to multi-
ple duplications, which also vary between the two hemispheres 
(Heschl, 1878; Morosan et al., 2001; Rademacher et al., 2001; 
von Economo & Horn, 1930). Moreover, larger morphological 
differences can be observed in higher cortical areas as compared 
to primary areas (Fischl et al., 2008).

Theoretically, the origin of cross-subject variability of 
ERFs is suggested by Maxwell's equations, which, in combi-
nation with the continuity equation, forms the mathematical 

F I G U R E  1   Examples of intrasubject reproducibility and 
subject-specificity of ERFs. The figure shows trial-averaged ERFs 
evoked in two subjects, S1 and S2, by a sequence of identical stimuli 
(1.5-kHz tone, sound-pressure level: 80 dB, stimulus onset interval: 
7 s, approximately 100 stimulus repetitions). The interval between the 
two measurements was 3 years for S1 and 1 year for S2. Data show 
recordings from the MEG channels (magnetometers of the two MEG 
systems) with the maximum absolute N1m-peak amplitude above 
the posterior part of the right (S1) and left (S2) hemisphere. For each 
subject, we found a compelling agreement between the first and second 
measurements. The variability of the ERFs among subjects is clearly 
reflected in the large differences in the N1m-peak amplitudes and peak 
latencies. The waveforms of the second measurement were scaled by 
a factor of about 1.5 to achieve good agreement between the earlier 
and later record. This is because we show magnetic field responses 
from the sensors with the largest N1m amplitude. A slight difference 
in the positioning of the subject's head between the measurements will 
scale the response. The shaded region around each of the trial-averaged 
waveforms represent the 95% confidence interval (CI) of the estimated 
mean, which was achieved by applying 1,000 bootstrap repetitions 
(with replacement) to the single trials underlying the means. In each 
subject, there is a strong overlap of the 95% CI for the test and retest 
waveforms
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basis for the computation of the MEG signal. Assuming that 
the brain is a conducting volume H with constant conductiv-
ity σ, the quasistatic approximation of Maxwell's equations, 
where all time-derivative terms can be ignored as source 
terms, provides simple solutions to this so-called forward 
problem. Specifically, the magnetic field B(r) at a location 
r outside the brain generated by electric currents at a lo-
cation r՛ inside the brain follows the Ampère–Laplace law 
(Hämäläinen et al., 1993; Mosher et al., 1999; Sarvas, 1987; 
Williamson & Kaufman, 1981):

The neural activity is described by the total current density 
J(rꞌ) = JP(rꞌ) + JV(rꞌ). Its first component is the primary cur-
rent density JP(rꞌ) which describes the movement of electrical 
charge inside the dendritic tree. The second component is the 
volume current density JV(rꞌ) which is proportional to JP(rꞌ) 
and denotes the passive return current in extracellular space. 
Further, it is assumed that the magnetic permeability of tissue 
µ is equal to the permeability µ0 of free space. The Ampère–
Laplace law indicates that the generation of ERFs can be sep-
arated into two conceptually different components connected 
by their cross-product: (a) the total current density J(rꞌ) is pro-
duced by neural activity and is thus determined by the brain as 
a dynamical system; (b) the term r − rꞌ denotes the position 
of the intracranial current source in relation to the extracranial 
position of the measurement sensor, and thus, reflects the anat-
omy of the brain, but not the brain dynamics. Notably, ERFs 
show distinct—and opposite—dependencies on these two 
components. B(r) increases linearly with increasing source 
strength and decreases nonlinearly with increasing distance 
from the source (Brody et al., 1973; Hämäläinen et al., 1993; 
Sarvas, 1987; Zhang, 1995). Thus, the ERF reflects neural dy-
namics via its linear relationship to source strengths, and it also 
reflects the gross anatomy of the brain, that is, the physical lay-
out of the sources, via a nonlinear relationship to distance and 
orientation of the sources. Cross-subject variability of ERFs 
could, therefore, arise out of subject-specific dynamics, sub-
ject-specific anatomy, or a combination of both.

In our previous work, we addressed the impact of anatomi-
cal and dynamical contributions to the auditory ERF by using 
simulations of auditory cortex (Figure 10a,b in Hajizadeh 
et al., 2019). We found that when the modulating effect of the 
anatomy was varied while keeping the dynamics of the model 
fixed, the peak amplitude of the N1m became distributed 
across a wide range, whereas the peak latency of the N1m was 
little affected. A very different picture emerged when the sim-
ulated anatomy remained fixed but the dynamical parameters 
of the model were varied. In this case, both the peak amplitude 
and the peak latency of the N1m had a wide distribution, and 
these two measures were strongly correlated.

The aim of this work is to investigate why ERFs vary from 
subject to subject by testing the predictions of our computa-
tional model (Hajizadeh et al., 2019) in MEG measurements 
in human subjects. The current, largely unwritten under-
standing attributes the subject-specificity of ERFs mainly to 
well-established cross-subject differences in the gross anat-
omy of cortex. It remains an open question to which degree 
subject-specific ERFs also reflect the presence of brain dy-
namics that is specific to the subject. Here, we address this 
question by linking experimental observations from previous 
studies (König et al., 2015; Matysiak et al., 2013) and pre-
viously unpublished data to simulations from our computa-
tional model of auditory cortex.

2  |   METHOD

2.1  |  Computational model

Simulations were performed on a model of auditory cortex 
which was originally developed to examine the consequences 
of short-term synaptic plasticity on auditory processing (May 
et al., 2015; May & Tiitinen, 2010, 2013; Westö et al., 2016). 
Its basic dynamical unit is the cortical column, which is de-
scribed as a pool of excitatory (pyramidal) neurons interacting 
with a pool of inhibitory interneurons, much as in Wilson and 
Cowan (1972). The dynamic equations for this interaction are 
those of the leaky-integrator neuron (LIN; e.g., Hopfield & 
Tank, 1986), whereby the time derivative of the state variable, 
which is equivalent to the membrane potential, is proportional 
to the sum of a leak term and the synaptic input currents. Each 
current depends linearly on the presynaptic spiking rate and the 
synaptic strength. Furthermore, the excitatory connections be-
tween the pyramidal neurons are modulated by a term describ-
ing short-term synaptic plasticity as in Loebel et al. (2007). The 
output of the LIN is the instantaneous spiking rate derived by 
passing the state variable through a nonlinear function. In the 
model, each pool of neurons is described by a single state vari-
able and a single spiking rate representing the mean activity of 
the pool. Thus, each cortical column is described by a pair of 
ordinary differential equations, one for the pool of excitatory 
neurons, the other for the interneurons. In the current simula-
tions, we also included two areas of subcortical processing: the 
inferior colliculus (IC) and the thalamus. As with cortical col-
umns, we assumed that their dynamical units were interacting 
pools of inhibitory and excitatory neurons.

Structurally, the model mimics the AC of the macaque 
monkey with 13 cortical fields (Hackett et al., 2014; Kaas & 
Hackett, 2000). The input stage of the model represents tonoto-
pically organized IC which feeds into a tonotopically organized 
thalamus. The thalamocortical input stream represents the lem-
niscal pathway and targets three tonotopically organized, inter-
connected fields of the core area, also known as the primary 

(1)B (r) = �0
4� ⋅ ∫H

J (r � ) × r − r �

|r − r � |3 dr � .
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auditory cortex. From there, activity spreads along multiple, 
topographically organized feedforward pathways to eight sur-
rounding belt fields, which form part of the secondary auditory 
cortex. Each belt field, in turn, is interconnected predominantly 
with its nearest neighboring belt fields. Activation from the belt 
fields is also fed forward to two parabelt fields, also part of the 
secondary auditory cortex. The feedforward pathways are com-
plemented by reciprocal, feedback pathways. Though being 
a vastly simplified description of the AC, the model (May 
et al., 2015; May & Tiitinen, 2010, 2013) is able to reproduce 
a variety of intra- and extracortically measured effects showing 
that cortical activation depends both on the incoming stimulus 
and the historical context of that stimulation (e.g., Brosch & 
Schreiner, 1997, 2000; Näätänen, 1992).

The dynamical equations of the model comprising N cor-
tical columns (May et al., 2015; May & Tiitinen, 2010, 2013) 
are given by:

Here, τm is the membrane time constant, and u(t) = [u1(t), 
…, uN(t)] and v(t) = [v1(t), …, vN(t)] are time-dependent vectors 
of the state variables of excitatory (index “e”) and inhibitory 
(index “i”) cell populations, respectively. In the current simula-
tions, there were 208 cortical columns in total distributed over 
13 cortical fields, with 16 columns per field. The IC and thala-
mus, each comprising 16 column-like units, were also described 
by the above equations. Thus, there were a total of 240 dynami-
cal units in the model. The connections between the cell popula-
tions are mathematically expressed by the four weight matrices 
Wee, Wei, Wie, and Wii. The elements of Wee represent excitato-
ry-to-excitatory connections, and the elements of Wie describe 
lateral inhibition. The matrices Wei and Wii have diagonal ele-
ments only and describe local, within-column connections of 
the inhibitory-to-excitatory and inhibitory-to-inhibitory type, 
respectively. Note that a connection weight describes the inten-
sity with which two populations can interact, and it encapsulates 
both the average synaptic strengths as well as the density of the 
connections. The nonlinear function S(t) represents the short-
term synaptic plasticity and modifies the weights between the 
excitatory cell populations in the weight matrix Wee at each time 
point with an entry-wise multiplication (expressed by the sym-
bol “◦” for the Hadamard product). The spiking rate functions 
g[u(t)] and g[v(t)] are sigmoid functions of the state variables, 
and the vectors Iaff,e(t) and Iaff,i(t) represent the afferent input to 
the excitatory and inhibitory cell populations.

Due to the nonlinearities of the functions S(t), g[u(t)], 
and g[v(t)], Equations (2) and (3) need to be solved numer-
ically. Thus, simulations are required to investigate how the 

anatomical connectivity pattern and other model parameters 
shape the ERF. To gain deeper insight into the confluence of 
stimulation, system parameters, and cortical dynamics gen-
erating the event-related response, we recently developed a 
linear approximation of the model (for a full treatment, see 
Hajizadeh et al., 2019). This approach provides explicit solu-
tions to the system dynamics and enables the characterization 
of AC activity in terms of normal modes. These are damped 
harmonic oscillators emerging out of the excitatory and in-
hibitory coupling of the cortical columns; they are described 
by:

Here, the decay constant γd and the damping frequency 
δd depend solely on the connection matrices, and the co-
efficients aud, avd, bud, bvd, cud, and cvd are functions of the 
connection matrices and the afferent inputs. Each normal 
mode depends explicitly on all parameters of the system, in-
cluding the pattern of the connections between all columns. 
Therefore, a normal mode on its own does not represent 
the activity of any individual column. Instead, it should be 
thought of as a dynamic building block that is spread across 
the whole system, contributing to the activity of each column 
with a specific weight. Conversely, the activity of any one 
column represents the weighted sum of all the normal modes 
of the system, and, thus, is directly dependent on the anatom-
ical structure of the AC.

In the original model (May et  al.,  2015; May & 
Tiitinen, 2013), lateral inhibition was realized by the excit-
atory populations making lateral connections to the inhibitory 
populations of neighboring columns so that Wie had off-diag-
onal elements. In order to generate the analytical solutions, it 
was necessary to remove these off-diagonal elements. Lateral 
inhibition was included in the analytical model by introduc-
ing negative connections into Wee, effectively combining the 
original matrices Wee and Wie into a matrix WAC. This con-
tained all lateral and long-range (i.e., nondiagonal) connec-
tions, both excitatory and inhibitory. In practice, WAC was 
constructed by using Gaussians with stochastic terms to de-
termine the connection strength as a function of the distance 
between the connecting columns on the tonotopic map (for 
details, see Hajizadeh et al., 2019).

2.2  |  MEG simulation

The MEG signal was calculated by approximating the pri-
mary current in each column as being a linear function of the 

(2)

τmu̇ (t) = −u (t) + S (t) ◦Wee ⋅ g [u (t)] − Wei ⋅ g [v (t)] + Iaff,e (t) ,

(3)

τmv̇ (t) = −v (t) + Wie ⋅ g [u (t)] − Wii ⋅ g [v (t)] + Iaff,i (t) .

(4)

ud (t) = exp (−�dt
) [

audsin (�dt
)
+ budcos (�dt

)]
+ cud,

(5)

vd (t) = exp (−�dt
) [

avdsin (�dt
)
+ bvdcos (�dt

)]
+ cvd.
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synaptic inputs targeting the excitatory cell population of the 
column. The contribution of each input was multiplied by a 
connection-specific anatomical factor. These factors account 
for the magnetic field depending not just on the strength of 
the primary current, but also on the distance of the current 
to the MEG sensor, and on the orientation of the current 
(Hämäläinen et al., 1993), as seen in Equation 1. The orienta-
tion of the current not only depends on the subject-specific 
folding of the cortical surface, which embeds the current, but 
it also depends on the apical-dendrite location of the synapse 
driving the current and on whether the synapse is excitatory 
or inhibitory. Thus, the MEG signal produced by the model 
is the product of two mutually independent factors: (a) the 
dynamics of the auditory cortex, as reflected in the synaptic 

inputs that the cortical columns receive, and (b) the subject-
specific anatomical parameters.

The anatomical parameters, as described above, are de-
noted by A, which is a collection of multipliers, one per con-
nection made onto the excitatory populations. As in Hajizadeh 
et  al.  (2019), we construct these multipliers by first defining 
three matrices K1, K2, and K3 comprising multipliers accord-
ing to connection type. K1 modulates the contribution made 
by the excitatory connections in WAC, and therefore, has the 
same structure as Wee, which encapsulates how the 13 corti-
cal fields are connected with each other (Figure 2a). The ele-
ments of K1 are further divided into feedforward, feedback, and 
within-field (diagonal) types. The matrices K2 and K3 have an 
identical structure and modulate the contribution made by the 

F I G U R E  2   The matrices for computing the MEG signal. (a) The matrix K1 contains the multipliers for the contribution of the MEG signal 
coming from the excitatory connections of type feedforward (blue), feedback (dark red), and intra-field (dark blue). (b) The matrices K2 and K3 are 
identical to each other, and they provide multipliers for the intra-column inhibitory connections and the lateral inhibitory connections, respectively. 
(c) The topography matrix T represents the gross anatomy of auditory cortex and it modulates the MEG in a field-specific way. Each row represents 
the field-specific effect that the field has on the MEG signal via orientation and distance to the sensor. (d, e) Element-wise multiplication of Ki 
and the T results in the final multipliers which modulate the contribution to the MEG from each connection. Note that this figure displays 15 × 15 
matrices where the indexing runs over the 2 subcortical and 13 cortical fields. Each element represents 16 × 16 connections made by the 16 
subcortical neuronal units or cortical columns per field
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intra-column inhibitory connections in Wei and lateral inhibition 
connections in WAC, respectively (Figure 2b). These three Ki-
matrices have default values that reflect the orientation of the 
current produced by the various types of connections (for de-
tails, see Section 4.1 of Hajizadeh et al., 2019). Extending from 
the approach in our previous study (Hajizadeh et al., 2019), the 
effect of subject-specific gross anatomy was taken into account 
in the generation of the MEG signal. To model the effect of the 
column orientation and distance to the MEG sensor—that is, 
of the gross anatomy of the cortical folding—the elements of 
Ki were multiplied by a random number that was specific to 
each of the 13 cortical fields. This is a simplification, which as-
sumes that the columns in a field have approximately the same 
orientation and the same distance to the sensor. For notational 
convenience, these 13 random numbers are represented by a to-
pography matrix T where each row has identical elements and 
each column is the vector of the 13 field-specific multipliers 
(see Figure 2c). Further, to model the effect of cross-subject 
variation of the topography of the cortical surface, multiple 
T-matrices were generated, so that each T-matrix represented a 
single subject. Note that in this approach, we are not concerned 
with describing or reconstructing the effect of the actual corti-
cal gross anatomy of any particular subject but, rather, we are 
interested in the effect of cross-subject anatomical variation on 
the ERF response. Thus, each connection has an anatomical 
multiplier as part of the parameter set A, and this is the product 
of the elements in T and Ki corresponding to that connection.

The MEG response R(t) of the model is computed as the 
sum over the synaptic inputs to the excitatory populations, 
weighted by the Hadamard product of the topography matrix 
T with the Ki-matrices:

where j runs over the number of cortical columns in the 
model. The matrices WAC

+ and WAC
− represent the excitatory 

connections and lateral inhibition of WAC, respectively. The de-
fault values for the dynamical and anatomical parameters used in 
the simulations are listed in Table 1. They were chosen such that 
the model replicated a typical ERF, with P1m, N1m, and P2m 
responses. We note that according to our normal-mode charac-
terization (Hajizadeh et al., 2019), each of these responses is 
fundamentally a property of the whole system and does not have 
an anatomically localizable generator process. For example, in 
the model, subtle changes to the internal connections of the par-
abelt result in significant changes in the activation of the core 
and belt as they produce the N1m. Thus, the parabelt should be 
considered to be an integral part of the N1m generator process, 
even though its direct contribution to this response is small.

2.3  |  Simulation experiments

We carried out simulations to test how cross-subject differ-
ences in dynamics and/or anatomy of the auditory cortex im-
pacts on the auditory ERF. For this, we randomly varied the 
parameters of the dynamical equations of the model, denoted 
by D, as well as the anatomical parameter set A defined in 
Section 2.2. Further, each set of parameters produced in the 
randomizations represented an individual subject. The set 
of dynamical parameters D comprised the weight matrices 
WAC, Wei, Wie, and Wii. The membrane time constant τm is 
also a dynamical parameter, although it was not varied in the 
current simulations. For randomizing the D-parameters, the 
same method was used as in Hajizadeh et al. (2019). That is, 
for each of the diagonal matrices Wei, Wie, and Wii, a random 
number was generated from a flat distribution over a prede-
fined range. The elements of the matrix were then multiplied 
by that number. The matrix WAC, describing the long-range 
excitatory and lateral inhibitory connections, was generated 
as a sum of Gaussians with stochastic terms (see Appendix 
A1 of Hajizadeh et al., 2019). Cross-subject random varia-
tion in these column-to-column connection strengths was 
achieved by regenerating WAC while keeping the Gaussian 
parameters fixed. Because of the stochastic terms, the overall 
connectivity pattern remained the same, but weight values 
varied slightly from subject to subject. To summarize the 
effect of the randomizations, these essentially altered the 
balance between excitation and inhibition and they also mod-
ified the connectivity patterns at a fine resolution.

The A- and D-parameters were each randomized with five 
different ranges of the random multiplier. The distribution of ran-
dom multipliers from each range was evenly distributed around 
unity, which generated the default value of the modulated pa-
rameter (see Table 1). This was achieved by dividing each range 
into two subsets of random numbers, those larger than unity and 
those smaller, and then, picking an equal number of multipliers 
from each subset. For randomizing the D-parameters, the lower 
bounds of these ranges were chosen as (1–1/2), (1–1/4), (1–1/8), 
(1–1/16), and unity (1–0). The upper bound was the inverse of 
the lower bound, and this resulted in the ranges [0.50, 2.00], 
[0.75, 1.33], [0.88, 1.14], [0.94, 1.07], and [1.00, 1.00] (i.e., no 
variation). Similarly, for randomizing the A-parameters, we used 
five different ranges from which the random multipliers were 
picked to populate the T-matrix (see Section 2.2). These ranges 
had lower bounds of (1/8), (1/4), (1/2), (3/4), and (1). Again, 
the upper bound was the inverse of the lower bound, producing 
the ranges [0.12, 8.00], [0.25, 4.00], [0.50, 2.00], [0.75, 1.33], 
and [1.00, 1.00]. With five ranges each for the D and A multi-
pliers, there were a total of 5 × 5 = 25 combinations of param-
eter variations. For each combination of A- and D-parameters, 
1,000 simulations representing 1,000 subjects were run with 
parameter values generated randomly with multipliers from the 
respective ranges of that combination. The resulting ERFs were 

(6)
R(t)=

N∑
j= 1

[T ◦K1◦W+
ACu (t)

+T◦K2◦Weiv (t)
+T◦K3◦W−

ACu (t)
]

j.
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then analyzed in terms of the peak amplitude, peak latency, and 
3-dB width of the N1m response. We focused on the N1m, be-
cause it is usually the most prominent ERF response generated 
by the auditory cortex. To account for the time delay due to sub-
cortical processing, we added a 35-ms shift to the waveforms. 
This resulted in the N1m peaking at 100 ms with the default 
parameter values. Further, going beyond the analysis methods 
of Hajizadeh et  al.  (2019), we arithmetically grand-averaged 
the ERF waveforms across the subjects and inspected the mean 
waveform as well as its standard deviation.

2.4  |  MEG experiments with 
human subjects

We present MEG data from two separate studies, which were 
conducted with two different subject populations, with the total 
number of subjects being 25. Here, we show the analyses of the 
ERFs from the right hemisphere, and we note that the left-hemi-
spheric ERFs yield the same results with respect to the origin of 
subject-specificity. Further details on the first study (Experiment 
A) can be found in Zacharias et al. (2012). Data of the second 
study (Experiment B) have not been published before, and in-
formation on acquisition and pre-analysis is briefly summarized 

here. For both studies, subjects were recruited from the academic 
environment at the Leibniz Institute for Neurobiology and the 
Otto von Guericke University in Magdeburg. All subjects gave 
written informed consent to participate in the measurements, 
and both studies received independent approval by the Ethics 
Committee of Otto von Guericke University.

Both studies used the same experimental paradigm. 
Sequences of 1.5-kHz tones with 100-ms duration were pre-
sented at a sensation level of 80 dB in separate blocks where 
each block was characterized by a constant stimulus onset 
interval (SOI). Two consecutive blocks were separated by a 
pause of about 30 s, and the order in which the blocks were 
presented was randomized across subjects. In Experiment A, 
tones were delivered monaurally to the subjects' left ear, and 
the SOIs ranged from 0.5 to 10 s in five steps. The recording 
device was the Magnes 3600 WH system (4-D Neuroimaging) 
with 248 magnetometers. In Experiment B, tones were deliv-
ered binaurally, and 10 different SOIs were used in the 0.25-s 
to 7-s range. Magnetic fields were measured with the Elekta 
Neuromag TRIUX system which consists of 102 magnetome-
ters and 204 planar gradiometers (102 measurement locations 
in total). For the current study, we focused on the measure-
ments performed with the magnetometers of the two sys-
tems. The same standard preprocessing procedure (including 

T A B L E  1   Default dynamical and anatomical parameter values used in the simulations. The matrix WAC includes lateral inhibition (within-
field inhibitory) connections and column-to-column excitatory connections. It also contains pre-cortical connections from inferior colliculus (IC) 
to thalamus, from thalamus to the core areas as well as recurrent connections in IC and thalamus. The cortical intra- and inter-field connections 
in WAC are defined by Gaussian distributions of the form Q(x) = r exp[−(x + µ + s N(0,1))2/2σ2], with the distance x between column i and j, 
amplitude r, constant µ, variance σ2, stochasticity s of the Gaussian distribution Q(x), and the standard normal distribution N(0,1) (for further 
details, see Hajizadeh et al., 2019)

Dynamical parameter set D Value

τm 25 ms

Wei 1.15

Wie 1.00

Wii 0.20

WAC (subcortical) IC recurrent 0.09

IC to Thalamus connections 0.015

Thalamus recurrent connections 0.09

Thalamus to core connections 0.015

r µ σ2 s

WAC (cortical) Between-field excitatory 0.09 0 1.5 0.2

Within-field excitatory 0.105 0 2.0 0.4

Within-field inhibitory 0.09 3.0, −3.0 1.5 0.4

Anatomical parameter set A Value

K1 feedforward elements −4

K1 feedback elements 20

K1 within-field elements −5

K2 2

K3 2
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artifact rejection, heartbeat correction, filtering and averaging 
across trials) was applied to the raw data of both experiments 
(Zacharias et  al.,  2012). The trial-averaged MEG responses 
were baseline-corrected (200 ms) and filtered with a band pass 
of 1–30 Hz (Butterworth, zero phase shift).

As with the simulated responses, the ERFs were analyzed 
in terms of the peak amplitude, peak latency, and 3-dB width 
of the N1m response, and also in terms of the grand-averaged 
ERF and its standard deviation. The measurements relating to 
the N1m were expressed in terms of histograms, for which we 
computed 95% confidence intervals for the individual bins. 
This was achieved via the bootstrap method, that is, random 
sampling with replacement (Efron, 1979). For this, we con-
structed 1,000 resamples of the data of the 25 subjects, and 
then, rejected the 2.5% smallest and the 2.5% largest values 
in each histogram bin. The remaining values fall in the range 
depicted in the error bars in the figures.

In Hajizadeh et  al.  (2019) and in the current study, we 
ignore the effect of synaptic plasticity, which has a lifetime 
of several seconds. Hence, for the experimental data, we se-
lected the ERFs from the blocks with the longest SOIs, that 
is, SOI = 10 s in Experiment A and SOI = 7 s in Experiment 
B. The interval between individual stimuli in these blocks 
was long enough for full recovery from adaptation to occur 
(see, e.g., Lü et  al.,  1992; McEvoy et  al.,  1997; Zacharias 
et al., 2012). Further, the model offers only an approximation 
of AC dynamics in terms of damped harmonic oscillators. 
There are therefore ERF waveforms that it cannot produce 
but which can nonetheless be observed in a small number of 
subjects. These are double-peak structures of the N1m wave-
form and the emergence of a sustained field following the 
N1m. We excluded such cases from the experimental data to 
ensure comparability between the simulated waveforms and 
the experimental data. This led to a rejection of 2/15 subjects 
in Experiment A and 3/15 subjects in Experiment B.

3  |   RESULTS

The current study uses simulations of auditory cortex and 
experimental data to address how the ERF is shaped by the 
anatomy of the auditory cortex, on the one hand, and by the 
system dynamics of the auditory cortex, on the other hand. In 
simulations, the ERFs of populations of subjects are gener-
ated with the assumption that, in each population, the ana-
tomical parameters A and the dynamical parameters D vary 
across the population in a specified way. We compare simu-
lated ERFs with ERFs from two different MEG experiments 
(Experiment A and Experiment B; recordings are from mag-
netometers above the right posterior temporal lobe where the 
largest ERF response was measured), focusing on the N1m 
response, the most prominent ERF wave generated in the 
auditory cortex. We characterize the N1m for each subject 

separately in terms of the peak amplitude, the peak latency, 
and the width of the N1m. Further, we consider the arithmetic 
mean and arithmetic standard deviation of the waveforms of 
populations of subjects.

3.1  |  Experimental and simulated ERFs

Figure 3a shows trial-averaged MEG responses from individ-
ual subjects (thin gray curves) collected in Experiment A and 
B. Also shown is the corresponding arithmetic mean (grand 
mean, thick black curve) and arithmetic standard deviation 
(thick red curve). The subject-specificity of the waveform is 
apparent in the different peak amplitudes, peak latencies, and 
waveform widths of the N1m. We note that the peak latency 
of the N1m in the grand mean occurs at ∼105 ms, and that 
the peaks of the individual waveforms are scattered around 
that value by ±20 ms, as indicated in the inset of Figure 3a. 
The standard deviation is time-dependent and shows a pro-
nounced maximum ∼15 ms before the peak of the N1m of 
the grand mean. This heteroscedasticity is due the fact that 
the individual waveforms, and their N1m peaks in particu-
lar, predominantly differ by a multiplicative factor, rather 
than by an additive amount (König et  al.,  2015; Matysiak 
et al., 2013).

We simulated cross-subject variability of the ERF by 
varying the anatomical A-parameters and the dynamical D-
parameters of the model (see Table  1). Changing only the 
anatomical factors while keeping the dynamical parameters 
constant leads to a large distribution of the peak amplitudes 
of the P1m, N1m, and P2m responses (Figure 3b). However, 
the inset shows that there is only a small effect on the peak 
latencies, which cluster around the respective peak latency 
in the grand mean waveform. Therefore, the grand mean and 
the corresponding standard deviation exhibit maxima for the 
P1m, N1m, and P2m deflections roughly at the same laten-
cies, respectively.

In contrast, a very different pattern is revealed in sim-
ulations where the anatomical parameters are fixed but 
the dynamical parameters are randomized (Figure 3c). In 
this scenario, the waveforms show very similar P1m de-
flections. These then evolve into N1m deflections through 
near-identical positive slopes which fan out into a wide dis-
tribution of N1m-peak amplitudes and latencies. There is a 
strong positive correlation between the peak amplitude and 
latency of the N1m, as shown in the inset, and the width of 
the N1m deflection becomes larger with increasing peak 
amplitude (as in the simulations of Hajizadeh et al., 2019). 
The spread of the waveforms continues beyond the N1m, 
and entails a large variety of P2m deflections—contrary 
to the situation where only anatomical variations are in-
troduced (Figure 3b). The standard deviation shows a pro-
nounced peak at around 130 ms, that is, after the N1m peak 
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of the grand mean. Note that the simulated data in each 
panel was normalized such that the N1m-peak amplitude of 
the grand mean of the simulations was equal to the N1m-
peak amplitude of the grand mean of the experimental data 
(350 fT).

However, neither of the waveform dispersions in 
Figure 3b,c bears a close resemblance with that observed in 
the MEG experiments (Figure 3a). The dispersion due to an-
atomical variations (Figure 3b) resembles the experimental 
results in that the standard deviation peaks before the N1m 
of the grand mean. Nevertheless, the peak latencies of the 
simulated N1m and P2m are too concentrated. A better corre-
spondence with experimental results is achieved in Figure 3d, 
which shows simulations where both the anatomical and the 
dynamical parameters were randomized simultaneously using 
the respective parameter ranges of the simulations shown in 
Figure 3b,c. This leads to a wider dispersion of the individual 
peak latencies of the N1m and P2m, as also demonstrated in 
the inset, and to a more realistic spread in the N1m widths. 
These observations suggest that both anatomy and dynamics 
might be the cause of the subject-specificity of ERFs.

3.2  |  The N1m response

The dependence of the N1m response on anatomy and dy-
namics was investigated systematically by using five dif-
ferent ranges of variation for the A-parameters and another 
five for the D-parameters. Thus, parameter variations were 
generated in a total of 5 × 5 = 25 combinations of parameter 

F I G U R E  3   Comparison of experimental and simulated 
waveforms for two illustrative parameter ranges, with the N1m-
peak latency plotted against the N1m-peak amplitude in the inset of 
each panel. (a) Waveforms of individual subjects (thin gray curves; 
N = 25) and their corresponding mean (black curve) and standard 
deviation (red curve) are shown for the two MEG experiments. The 
peak amplitude of the N1m varies in a range from about 200 to 
800 fT [mean ± SD: (352 ± 140) fT]. The peak latency ranges from 
around 80 to 130 ms [(104 ± 10) ms]. (b) Simulated waveforms and 
the corresponding grand-averaged waveform and standard deviation 
were generated by randomizing the anatomical parameters A while 
keeping the dynamical parameters D fixed. A total of 50 waveforms 
were generated such that the elements of the topography matrix T 
were randomly picked from the [0.12, 8.00] range. The resulting 
waveforms are similar in shape. There is large variation in the peak 
amplitude of the N1m [(327 ± 126) fT] and a narrow variation of 
the peak latency [(98 ± 2) ms]. (c) The panel shows how varying the 
dynamical parameters (range of random multiplier [0.75, 1.33]) affects 
the waveform while the anatomical parameters were fixed. There is 
a strong positive correlation between the amplitude [(352 ± 90) fT] 
and latency [(100 ± 8) ms] of the N1m peak, as well as between peak 
amplitude and width of the N1m. (d) The simultaneous randomization 
of both D- and A-parameters leads to a set of ERF waveforms that 
resembles that obtained in the experiments and shown in (a). There is 
a large variation in the N1m-peak amplitude [338 ± 150] fT as well as 
in the N1m-peak latency [(98 ± 9) ms]. Note that the simulation results 
here show a random subset of 50 single-subject responses taken from 
the 1,000 single-subject simulations, which are the basis of the results 
shown in the subsequent figures
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ranges. For each range combination, 1,000 simulated single 
subjects were generated. The ERF of each subject was char-
acterized in terms of the peak amplitude, the peak latency, 
and the 3-dB width of the N1m. The normalized distribution 
of each of these measures was then compared to the normal-
ized distribution of the corresponding measure from the ex-
perimental data shown in Figure 3a. The results are shown 
in Figure 4, where the rows represent the results for the peak 
amplitude (top), peak latency (middle), and waveform width 
(bottom) of the N1m, and where the five columns represent 
the five variation ranges of the D-parameters in ascending 
order from left to right. Within each panel, the five colored 
curves represent the distributions of the N1m measure, each 
one gained for a specific range of A-parameters.

The gray histograms in the top row of Figure 4 show the 
distribution of the peak amplitude of the experimentally mea-
sured N1m (bin width 100 fT). The distribution is skewed and 
it has a maximum at the [200–300] fT bin. The corresponding 
distributions for the simulated ERFs exhibit no A-dependence 
for the largest D-range (Figure 4e), as is evident in the colored 
distribution curves resembling each other. As the D-range is 
decreased (moving from right to left), the amplitude distribu-
tions for the different A-ranges become increasingly diverse 
for each D-range. The best match between simulations and 
experiments is achieved with the A-ranges with the random-
ization factor [0.25, 4.00] (purple curves) and [0.12, 8.00] 
(orange curves). These produce N1m-amplitude distributions 
which are similar across all the D-ranges. On the basis of 
these results, the subjects have individual cortical anatomies, 
but no conclusion can be drawn on the presence of dynamical 
variations across subjects.

The distributions of the peak latency and width of exper-
imentally measured N1m are shown in Figure 4 in the histo-
grams of the middle and bottom row, respectively. The latency 
distribution is skewed, whereas the width distribution is sym-
metrical. In both cases, the distributions for the different A-
ranges closely resemble each other for any given D-range, 
with the one exception of the leftmost panel of the latency 
row (Figure 4f), where the D-range is [1.00, 1.00], that is, 
when there is no randomization of the dynamical parameters. 
The best match between experiment and simulation occurs 
with the D-range [0.75, 1.33] both in the case of peak latency 
(Figure 4i) and in the case of waveform width (Figure 4n). 
From these findings, we conclude that the subject-specific 
peak latency and width of the N1m response is explained by 
cross-subject variations in dynamical parameters, rather than 
by variations in anatomical factors. This corroborates our ob-
servations in Figure 3 that dynamical variations are needed to 
produce N1m latency variations across subjects.

Figure 5 summarizes the similarity between experimental 
and simulated data shown in Figure  4. This similarity was 
quantified separately for each D-range and A-range combina-
tion through the histogram intersection algorithm (Swain & 

Ballard, 1991). The similarity results for the peak amplitude, 
peak latency, and width of the N1m response are shown as 
similarity maps in Figure 5a-c, respectively. The x and y axis 
represent the D-ranges and A-ranges, respectively, and the 
color codes the similarity measure, with red elements refer-
ring to high and blue elements to low similarity. For the peak 
amplitude of the N1m (Figure 5a), we note a high similarity 
across many D- and A-ranges, with the exception of the nar-
rowest ones (blue panels in the bottom left corner). For the 
peak latency (Figure 5b), there is a narrow, vertical band of 
high similarity stretching across all A-ranges at the D-range 
of [0.75, 1.33]. Likewise, for the N1m width (Figure  5c), 
there is a similar vertical band at the D-range of [0.75, 1.33]. 
To identify an overall similarity pattern, the three similarity 
maps have been averaged in Figure 5d. The dark orange el-
ement of this mean map shows which D- and A-range com-
bination yields the overall best match between experimental 
and simulated data. This indicates that the subject-specificity 
of the ERFs is not only based on anatomical variations across 
subjects, but it also reflects subject-specific dynamics of the 
auditory cortex.

3.3  |  The grand-averaged ERF versus the 
standard deviation

The correspondence between experimental and simulated 
data can be examined by looking at the entire ERF wave-
form rather than at singular time points or deflections such 
as the N1m response, as was done above. For this broader 
examination, we used two measures: the ERF waveform 
grand-averaged across subjects, and the corresponding stand-
ard deviation. The results are shown in Figure 6, where the 
standard deviation is plotted against the grand mean for each 
of the 25 D- and A-range combinations (red curves). The five 
columns represent the five D-ranges in increasing order from 
left (narrow range) to right (wide range), and the five rows 
represent the A-ranges in increasing order from bottom (nar-
row range) to top (wide range). Each panel also shows the 
same standard-deviation-versus-mean plot (black curves) for 
the experimental data extracted from the waveforms shown 
in Figure 3a. As noted above, the experimental data are het-
eroscedastic, and this is evident in the characteristic balloon 
shape of the standard-deviation-versus-mean plot.

In Figure 6, the plots for the simulated data come in a va-
riety of patterns, many of them revealing heteroscedastic-
ity, but only a few of them resemble the experimental data. 
The panels with the light gray background indicate the best 
matches in terms of the root mean square analysis between 
the simulated and the experimental data. They are found 
in the region with large variations of the A-parameters 
and intermediate variations of the D-parameters. These 
best cases largely overlap with the best matches seen in 
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Figure  5, where the correspondence between the exper-
imental and simulated N1m response is displayed. All 
other panels show marked differences between simula-
tions and experiments. For example, simulations displayed 
in the final column, with the largest D-range [0.50, 2.00], 
show a wide loop. In these cases, the dynamical parame-
ters dominate the characteristics of the ERFs, leading to a 
wide distribution of the peak latencies of the N1m, and, 
consequently, to a shift of the maximum of the standard 
deviation to a value larger than the maximum of the grand 
mean (see, e.g., Figure 3d). Similar loops, though less pro-
nounced, and therefore, matching the experimental data, 
can be seen in the fourth column with a D-range [0.75, 
1.33]. When there is no A-variation ([1.00, 1.00], bottom 
row) and as the range of the D-variation is decreased (from 
right to left), the relationship between the standard devia-
tion and grand mean approaches homoscedastic behavior, 
which is finally reached in the case where neither D- nor 
A-parameters are varied. As the range of the A-variation 
is increased, homoscedasticity gradually turns into het-
eroscedasticity, and the relationship between standard de-
viation and grand mean gradually approaches the pattern 
identified in the experiments. This pattern indicates both 
in experiment and simulations, that the individual wave-
forms in the vicinity of the N1m peak predominantly differ 
by factors, not by amounts (see Matysiak et al., 2013). In 
sum, these results confirm the N1m analyses in Section 
3.2 according to which the cross-subject variability of the 
ERF can best be explained by both the cortical anatomy 
and the dynamical parameters of auditory cortex varying 
across subjects.

4  |   DISCUSSION

While the auditory ERF often comprises a series of landmark 
deflections identified as the P1m, N1m, and P2m, there is 
considerable variability across subjects in the peak ampli-
tudes and latencies of these deflections and in the shape of 
the ERF in general. Indeed, the ERF is much like a finger-
print—in that it is both specific to the individual subject and 
reproducible across repeated measurements (see Figure  1). 
We pursued the question of whether this subject-specificity 
is due to different gross anatomies of the AC, or whether it 
also reflects subject-specific dynamics. We compared experi-
mental MEG data with simulations of a computational model 
of the auditory cortex. Our results indicate that the subject-
specificity of ERFs is due to a mixture of effects, with both 
the gross anatomy and dynamics varying across subjects.

4.1  |  Main findings

Our model of auditory cortex is based on the anatomical or-
ganization of AC in terms of core, belt, and parabelt fields 
(Hajizadeh et al., 2019; May et al., 2015). There were two 
sets of parameters that we manipulated in simulations. First, 
the anatomical parameters represented the effect of the corti-
cal gross anatomy on the generation of the ERF signal, with-
out having an effect on the dynamics. Second, the dynamical 
parameters were the strengths of the connections between 
cortical columns. In our simulations, changing these led to a 
modulation of the balance between excitation and inhibition, 
and it also affected the patterns of long-range connectivity at 

F I G U R E  5   Comparison of simulated and measured N1m responses. (a) The distribution of the simulated N1m-peak amplitude resembles 
the experimental results maximally when the D-parameter variation range is [0.75, 1.33] and the A-parameter range is [0.25, 4.00]. (b) For the 
peak latency of the N1m, the best correspondence between simulation and experiment is reached with the variation ranges [0.75, 1.33] and [0.12, 
8.00] for the D- and A-parameters, respectively. (c) In the case of the N1m width, the best match is reached with the same range [0.75, 1.33] for 
the D- and A-parameters. (d) Averaging over the previous similarity measures reveals that, overall, the best match between simulation results 
and experimental data occurs when the variation range of the D-parameters is [0.75, 1.33] and that of the A-parameters is [0.25, 4.00]. Thus, 
these results are consistent in indicating that the distributions from experimental data are explained by both the cortical anatomy and the cortical 
dynamics varying from subject to subject. Each panel represents simulations carried out with the 25 combinations of variations of the dynamical 
parameters D and the anatomical parameters A. The ranges of the D- and A-variations are represented on the abscissa and ordinate, respectively, 
with the ranges increasing from left to right and from bottom to top. The similarity between distributions was measured with the histogram 
intersection algorithm (Swain & Ballard, 1991), with high similarity coded in red and low similarity in blue. The actual distributions are shown in 
Figure 4

(a) (b) (c) (d)
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a fine resolution. The default parameter values were chosen 
such that the model replicated a typical ERF. We then intro-
duced variations to both sets of parameter values to generate 
subject specificity. The simulations thus included 25 sets of 
ERFs resulting from different combinations of anatomical 
and dynamical parameter variations. Each set represented the 
ERFs measured from a subject group, with each individual 
ERF representing the ERF of a single subject.

The data were analyzed in two ways. First, we consid-
ered characteristic quantities of the N1m response, namely 
its peak amplitude, peak latency, and waveform width. The 
N1m was chosen for this analysis because it tends to be a 
landmark response in most subjects, reaching higher peaks 
than the other ERF responses. On each of these measures, 

the experimental data reached a best match with the simu-
lations in which both anatomical and dynamical parameters 
were varied. Second, we considered the arithmetic mean plot-
ted against the corresponding standard deviation. In simula-
tions, these plots took on a wide variety of shapes, ranging 
from wide circular orbits to linear-like behavior. Again, we 
found that the best match between simulations and experi-
ment occurred for the simulations where both the anatomi-
cal and dynamical parameters are varied. Furthermore, the 
variation ranges for the best matches agreed well with each 
other across the different analyses (compare Figure 5d with 
Figure  6). In all our comparisons, the experimental results 
deviated considerably from the predictions at the extremes, 
whereby either anatomical factors or dynamical factors alone 

F I G U R E  6   Standard deviation versus grand mean: Comparison of simulated and measured ERFs. The experimental data are represented by 
the black curve, which is replotted in each panel. The simulated data are in red and it represents the 25 combinations of the variation ranges of the 
dynamical parameters D (abscissa) and anatomical parameters A (ordinate). The width of the D-ranges increases from left to right, and the width of 
the A-ranges increases from bottom to top. The three best matches between simulations and experiment (based on the root-mean-square differences) 
are highlighted, and they all display heteroscedastic behavior. These best matches coincide with those shown in Figure 5, and they confirm that the 
cross-subject variation of the ERF is due to a combination of subject-specific cortical anatomy and subject-specific cortical dynamics. The single-
subject ERFs measured in the MEG experiments are shown in Figure 3a. A subset of the waveforms corresponding to the top panel in the fourth 
column is shown in Figure 3d
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would explain the subject-specificity of the ERF. Overall, 
our results agree—unsurprisingly—with the well-established 
notion that individual subjects have individual cortical gross 
anatomies. Importantly, they indicate that subjects display 
cortical dynamics, which is specific to the subject.

We emphasize that our approach relies on analyzing pop-
ulation data and that we are drawing conclusions on sub-
ject-specificity on the basis of population data. While this 
allows us to conclude that both the gross anatomy and the 
cortical dynamics are subject-specific, it does not, however, 
permit us to say much about particular individual subjects. 
For example, our method cannot be used to pinpoint the or-
igin of ERF differences between two subjects, because the 
number of data points would be too low.

4.2  |  N1m-peak latency as an index of group 
differences in auditory function

On a general level, one might expect that dynamical varia-
tion of AC has perceptual consequences. For example, in our 
model, this variation was brought about by changing the con-
nection strengths between the cortical columns. Connection 
strengths are fundamental to information processing in that 
they determine how a stimulus representation is mapped 
from one stage of processing to the next. Our results suggest 
that the peak latency of the N1m is a good indicator of cross-
subject dynamical variations because it is weakly influenced 
by anatomy. In contrast, the N1m-peak amplitude is a less 
sensitive indicator because it is influenced both by dynami-
cal and anatomical variation. Thus, on the group level, it is to 
be expected that latency should correlate better than ampli-
tude with perception as measured in psychoacoustic experi-
ments, and latency variance should correlate with variance 
of perception. Indirect evidence suggests that this is indeed 
the case.

First, the transient sound detection response reported by 
Mäkinen et  al.  (2004) and Tiitinen et  al.  (2005) is an ERF 
response elicited by long-duration sounds that slowly (over 
hundreds of milliseconds to seconds) increase in intensity 
from an imperceptible to a clearly perceptible level. During 
such looming sound stimulation there emerges a response that 
is like the N1m in terms of its morphology, polarity, width, 
and source location in the AC. Furthermore, the timing of 
the response militates against a fixed-amplitude threshold 
model, which is also the case with the N1m (Biermann & 
Heil, 2000). Importantly, the peak latency of this N1m-like 
response predicts extremely well the behavioral reaction time 
(RT) indicating sound detection. On the group level, subjects 
with a short RT display the sound detection response at an 
earlier latency than subjects with a long RT. Also, the vari-
ance in the peak latency of the response is correlated with the 
variance of the RT.

Second, subjects with musical training tend to produce 
ERFs that differ from those produced by nonmusicians. 
Amemiya et al. (2014) presented short melodies to subjects 
and measured the N1m response elicited by the final tone. 
They found that musicians have shorter right-hemispheric 
N1m latencies than nonmusicians. There was no difference 
in the N1m-peak amplitude between the groups, and the P2m 
was also unaffected by musical training. The behavioral task 
was to report on the sense of completeness of the melody. 
No differences were found between musicians and nonmusi-
cians in this relatively nondemanding task. Similarly, Kuriki 
et al. (2006) reported that musical training resulted in shorter 
peak latencies of the N1m, but that the peak latencies of the 
P1m and P2m were unaffected. Further, Park et  al.  (2018) 
found that musicians, compared to nonmusicians, produced 
N1m responses of shorter peak latency but similar peak 
amplitude. Interestingly, multiplications of Heschl's gyrus 
are much more common in musicians (in 90% of the cases, 
Benner et  al.,  2017) than in the general population (Marie 
et al., 2015). Therefore, it seems that both the dynamics and 
gross anatomy of auditory cortex are changed by musical 
training.

Further evidence for event-related responses reflecting dy-
namical variations might be found by looking at the effect of 
perceptual learning. In this case, the gross anatomy remains 
unchanged, but cortex undergoes functional changes due 
to synaptic plasticity (for a review, see Weinberger,  2015). 
Based on the current results, perceptual learning should be 
reflected in the group mean of the latency, and/or in the vari-
ance of the latency. In line with this, Reincke et al.  (2003) 
found that the N1 and P2 latency shifted earlier and the P2 
amplitude became larger when subjects learned to discrim-
inate vowels. This should be contrasted with the results of 
Tremblay et al. (2001) and Tremblay and Kraus (2002), who 
found learning to discriminate consonant-vowel syllables 
was reflected in N1 and P2 amplitudes rather than in their 
latency. However, the analyses of the above studies were car-
ried out for group means only, and the latency variance was 
not addressed at the single-subject level.

In sum, previous studies indicate that the latency with 
which the auditory cortex reaches peak activity in an N1m-
like response is a good predictor of sound detection. Further, 
musical training and perceptual learning affects the aspect 
of the ERF—the N1m latency—which we suggest is the 
sensitive indicator of dynamical variation in AC. Also, la-
tency seems to be a consistent indicator of musical training, 
whereas the N1m amplitude is less so. Thus, the N1m latency 
appears to be functionally meaningful, reflecting perception 
and learning. Our results presented in Figures  3–5 explain 
why this should be the case: variations in cortical dynamics 
show up in the N1m latency, whereas the amplitude of N1m 
represents a mixture of dynamical and anatomical effects, 
which can cancel each other out.
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4.3  |  On the usefulness of the grand mean of 
ERF waveforms

The current findings give us pause to consider the useful-
ness of grand means in ERF research. Grand-averaging the 
ERF waveform is a continuation of averaging single trial 
responses. It is rooted in the idea of noise cancelation and 
in the notion that there is a true population response buried 
in the noise carried by each single-subject measurement. 
This practice can be criticized from several viewpoints. 
First, it almost always relies on arithmetic averaging, 
which is the convention in ERF research. Arithmetic av-
eraging is based on the assumption of the so-called ad-
ditive model whereby one response differs from another 
by a constant. Whereas this assumption is appropriate for 
single trials (König et al., 2015), the additive model does 
not apply when computing the grand mean across trial-
averaged waveforms. This is because ERFs of individual 
subjects do not differ from each other by amounts but, 
rather, they differ predominantly by factors, and follow 
the so-called mixed model. Therefore, the use of arithme-
tic averaging is not recommended for comparing the grand 
mean of ERFs across stimuli or conditions; instead geo-
metric grand-averaging—or, more precisely, arithmetic 
averaging of the asinh-transformed data—should be used 
(König et  al.,  2015; Matysiak et  al.,  2013). Further, the 
test–retest reliability of event-related responses of indi-
vidual subjects is high, meaning that single-trial averaging 
is successful in removing noise and revealing a response 
that is stable. These results taken together with the find-
ings of the current study imply that response stability ema-
nates from an unchanging gross anatomy of each subject 
and from the cortical dynamics of each subject remaining 
stable. That is, each subject does not introduce noise that 
should be removed through further cross-subject averag-
ing. If cross-subject variation of ERFs reflected individual 
gross anatomies only, then, geometric grand-averaging 
might arguably produce a waveform that represented the 
true dynamics of the brain, undistorted by measurement 
noise. However, as the ERF of each subject emerges from 
the subject-specificity of both gross anatomy and dynam-
ics, it is unclear what the grand mean represents. It blurs 
the waveforms of individual subjects, and it is unlikely 
to represent a response produced by average dynamics in 
an average gross anatomy, even assuming that such no-
tions are useful and can be defined. Therefore, when using 
grand-averaging, one must ensure that the end justifies the 
means. We used arithmetic averaging (see Figure 3) to in-
vestigate the origin of the subject-specificity of ERFs. If 
the focus is on differences between groups or experimen-
tal conditions, then, geometric averaging or the arithme-
tic averaging of asinh-transformed waveforms should be 
employed.

4.4  |  Outlook

Our current modeling approach is, to our knowledge, 
unique for two reasons. First, we are including a descrip-
tion of the entire AC, as opposed to concentrating on a 
specific cortical field (e.g., A1). As described in our previ-
ous study (Hajizadeh et al., 2019), this allows us to charac-
terize the ERF as a holistic waveform being generated by 
the entire system of the AC, rather than as a series of re-
sponses—P1m, N1m, and P2m—with dedicated, spatially 
constrained generator processes. Second, we are interested 
in describing subject-specific dynamics and subject-spe-
cific anatomical effects on the generation of the auditory 
ERF, and how these are reflected in group statistics and 
grand-averaged responses. These strengths should be jux-
taposed with the simplifications of the model: For exam-
ple, it is based on the anatomy of the macaque monkey AC 
and gross anatomy is modeled as a set of random variables. 
These simplifications might be seen as springboards for 
further development, given elasticity by the strengths of 
our approach. The anatomy of the human auditory cortex 
is at present unknown in the detail of the macaque mon-
key (Baumann et  al.,  2013; Besle et  al.,  2019; Norman-
Haignere et al., 2019). We are not certain how many fields 
the human AC has and what the connection patterns be-
tween the fields are. In contrast, the gross anatomy of 
subjects is accessible through high-resolution MRI imag-
ing (Moerel et al., 2014). It might be possible to adapt our 
approach to assist in the mapping of the cortical fields of 
human AC. This could involve constructing forward mod-
els, with multiple MEG sensor locations, on the basis of 
actual subject-specific cortical topographies. It should be 
possible to project various field constellations onto these 
topographies to model the ERF. This might allow one to 
find the best fits between simulation and experiment in 
terms of number of fields and general connection patterns 
between fields, with the constraint that these features are 
shared across subjects.

Although the current model includes multiple feedback 
pathways, it is dynamically driven by the afferent input. 
Looking beyond the auditory cortex, we suspect that the 
auditory cortex might function as a forum where oscilla-
tions driven by the bottom-up sensory input mix with os-
cillations driven by top-down internal models generated 
beyond the parabelt. This could be one of the ways that the 
cognitive auditory cortex (Scheich et al., 2007) manifests 
itself dynamically and where the top-down-driven oscilla-
tions function as filters for the oscillations driven by the 
afferent input (Morillon & Schroeder, 2015) or vice versa. 
Thus, the approach of the current study might be extended 
to examine the auditory ERF—and therefore, the function-
ing of auditory cortex—in terms of this mixing of these 
two kinds of oscillations.
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Abstract
Adaptation, the reduction of neuronal responses by repetitive stimulation, is a ubiquitous feature of auditory cortex (AC). It
is not clear what causes adaptation, but short-term synaptic depression (STSD) is a potential candidate for the underlying
mechanism. In such a case, adaptation can be directly linked with the way AC produces context-sensitive responses such
as mismatch negativity and stimulus-specific adaptation observed on the single-unit level. We examined this hypothesis via
a computational model based on AC anatomy, which includes serially connected core, belt, and parabelt areas. The model
replicates the event-related field (ERF) of the magnetoencephalogram as well as ERF adaptation. The model dynamics are
described by excitatory and inhibitory state variables of cell populations, with the excitatory connections modulated by STSD.
We analysed the system dynamics by linearising the firing rates and solving the STSD equation using time-scale separation.
This allows for characterisation of AC dynamics as a superposition of damped harmonic oscillators, so-called normal modes.
We show that repetition suppression of the N1m is due to a mixture of causes, with stimulus repetition modifying both
the amplitudes and the frequencies of the normal modes. In this view, adaptation results from a complete reorganisation
of AC dynamics rather than a reduction of activity in discrete sources. Further, both the network structure and the balance
between excitation and inhibition contribute significantly to the rate with which AC recovers from adaptation. This lifetime
of adaptation is longer in the belt and parabelt than in the core area, despite the time constants of STSD being spatially
homogeneous. Finally, we critically evaluate the use of a single exponential function to describe recovery from adaptation.
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1 Introduction

Most sounds, speech sounds in particular, make sense only
when perceived against the backdrop of what came imme-
diately before, in a time window extending some seconds
into the past—the so-called psychological present (Michon
1978). The task of the auditory system is to retain information
and to integrate it with representations of incoming stimuli.
This process of memory and integration is likely to occur
in auditory cortex, whereas the subcortical auditory path-
way carries out the analysis of spectral structure and sound
source localisation (Nelken 2004). While our understanding
of the functioning of auditory cortex is limited, especially
in comparison to that of the visual cortex (King and Nelken
2009), a number of memory phenomena have been iden-
tified in auditory cortex that operate on the time scale of

3 Department of Psychology, Lancaster University, Lancaster
LA1 4YF, UK
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hundreds of milliseconds to seconds. As reviewed below,
these include context-sensitivity: the dependence of a neu-
ronal response not just on the eliciting stimulus but also on
preceding stimuli—the historical context. Further, the mem-
ory phenomena observed in the physiological responses of
auditory cortex have been linked to behaviourally measured
sensory memory (Tiitinen et al. 1994) and working memory
(Brechmann et al. 2007; Huang et al. 2016).

The simplest form of context sensitivity can be observed
by repeating the stimulus within a time window on the order
of seconds. The repeated stimulus elicits an auditory response
with a reduced amplitude, with the reduction tending to be
inversely related to the stimulus onset interval (SOI). This
phenomenon is called adaptation, and it is also known as
repetition suppression or habituation (Megela and Teyler
1979; Pérez-González and Malmierca 2014). Adaptation is
observed in both non-invasive and invasive measurements.
When adaptation does not generalise to all stimuli, a neuron
can produce a large-magnitude response to a stimulus that is
different from the repeated one. This is known as stimulus-
specific adaptation (SSA), a phenomenon seen in the primary
auditory cortex of animal models (Ulanovsky et al. 2003,
2004). In magnetoencephalography (MEG) and electroen-
cephalography (EEG) measurements in humans, adaptation
manifests itself most clearly in variations of the most promi-
nent auditory evoked response, the N1m or N1, respectively.
Here, we use N1(m) to denote both the MEG and EEG vari-
ety of the response. Several studies have shown that the peak
amplitude of the N1(m) attenuates with stimulus repetition
and is inversely related to stimulation rate (see, for example,
Davis et al. 1966; Hari et al. 1982; Imada et al. 1997; Ioan-
nides et al. 2003; Loveless et al. 1996; Lü et al. 1992; Lu et al.
1992; McEvoy et al. 1997; Megela and Teyler 1979; Nelson
et al. 1969; Sable et al. 2004; Wang et al. 2008; Zacharias
et al. 2012). Further, this adaptation develops rapidly in that
already the second stimulus elicits a diminished response
(e.g., Budd et al. 1998; May and Tiitinen 2004; Rosburg
et al. 2010). The monotonic increase of the N1(m) ampli-
tude as a function of SOI which then plateaus out at large
SOI (>5 s) can be approximated with an exponentially satu-
rating function. The time constant of this function provides
an estimate of the time span it takes for the auditory system to
recover from adaptation (Lü et al. 1992; Lu et al. 1992). The
picture becomes complicated when short SOIs of under 500
ms are used. In this case, the SOI dependence of the N1(m)
amplitude can take on a non-monotonic v-shape (Budd and
Michie 1994; Wang et al. 2008; Zacharias et al. 2012), and
the rapid presentation of tones elicits a sustained response
upon which the diminished N1(m) responses ride (May and
Tiitinen 2004, 2010).

Adaptation due to stimulus repetition can be found in
all parts of the auditory system. It tends to have a shorter
recovery time subcortically than in cortex, especially in the

lemniscal pathway (for a review, see, Pérez-González and
Malmierca 2014). For example, the auditory nerve recov-
ers within 25-35ms (Yates et al. 1983). In the superior
olivary complex, both the onset and the recovery from adap-
tation have respective time constants of 20ms and 106ms
(Finlayson and Adam 1997). Studies using relatively high
stimulus rates of above 3Hz have reported adaptation in the
inferior colliculus (IC) (Palombi and Caspary 1996; Nud-
ing et al. 1999). For the majority of units in the IC, SSA
requires SOIs shorter than 250ms (Pérez-González et al.
2005; Malmierca et al. 2009). However, Zhao et al. (2011)
observed SSA in the IC even with a SOI of 1 s, although
these authors were not able to determine whether the units
were in the lemniscal or non-lemniscal pathway. The lemnis-
cal division of the auditory thalamus shows SSA only with
SOIs shorter than 250ms, although SSA could be observed
in the non-lemniscal thalamus even with SOIs of up to 2 s
(Antunes et al. 2010). Neurons in auditory cortex display
SSA with SOIs up to several seconds (Tasseh et al. 2011).

The most plausible mechanism underlying cortical adap-
tation is short-term synaptic depression, STSD (Wehr and
Zador 2003, 2005), a form of synaptic plasticity based on
vesicle depletion as well as inactivation of release sites and
calcium channels (Fioravante and Regehr 2011). This type
of plasticity has decay times of hundreds of milliseconds to
several seconds, and this coincides with the time course of
cortical adaptation (Ulanovsky et al. 2004). STSD is also
present in subcortical stations (for a review, see, Friauf et al.
2015). STSD can contribute to efficient information trans-
fer between two neurons (Benda et al. 2005; Salmasi et al.
2019), to temporal filtering occurring at synapses (Fortune
and Rose 2001; Rosenbaum et al. 2012), and to gain con-
trol (Abbott et al. 1997). Also, recovery from STSD during
communication pauses has been linked to maximising the
effect of post-pause communication signals (Kohashi et al.
2021). Computational models show that STSD accounts for
different forms of context sensitivity in the AC (Loebel et al.
2007; May and Tiitinen 2010; Mill et al. 2011; Wang and
Knösche 2013; May and Tiitinen 2013; Yarden and Nelken
2017; Kudela et al. 2018). Further, simulations show that
STSD can function as a memory mechanism that allows for
the representation of temporally extended, complex auditory
information such as speech and species-specific communi-
cation sounds (David and Shamma 2013; May and Tiitinen
2013; Motanis et al. 2018). In sum, rather than signifying
mere neuronal fatigue, adaptation might instead reflect the
fundamental dynamics of synaptic depression which endows
the auditory cortexwith the ability to represent auditory infor-
mation across different time scales (Benda 2021).

Adaptation of the N1(m) has been linked to information
processing in auditory cortex. The recovery time from adap-
tation is a subject-specific parameter, and it correlates well
with the time span ofworkingmemory in a forced-choice dis-
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crimination task (Lü et al. 1992; Lu et al. 1992). Adaptation is
also themajor determinant in the evoked responses elicited in
the oddball paradigm. Here, standard stimuli presented with
a high rate elicit a smaller event-related field (ERF) response
than the infrequent deviant stimuli (Butler 1968), and the
difference in response amplitude is termed the mismatch
negativity (MMN) (Näätänen et al. 1978). The mismatch
response is brimming with functional significance: it might
serve the orienting reflex, it is linked to a large number of
memory and learning phenomena, and it is altered in several
clinical conditions ( for reviews, see, Näätänen 1990, 1992;
May and Tiitinen 2010). Adaptation is likely to be at the root
of the mismatch response both directly and indirectly. First,
the differential between the deviant and standard response
reflects the high and low level of adaptation of the N1(m)
response elicited by the standards and deviants, respectively,
due to their different presentation rates (Butler 1968; May
et al. 1999;MayandTiitinen 2010). Further,May et al. (2015)
used simulations of auditory cortex to show that short-term
synaptic depression has multiple consequences: not only
does it cause the adaptation of the response elicited by the fre-
quently presented standards, but it could be the mechanism
which integrates auditory information across time more gen-
erally. This integration shows up as context-sensitive single-
and multi-unit responses to tone pairs (Brosch et al. 1999;
Brosch and Schreiner 2000), and as mismatch responses in
the ERF to deviations in tone-sequence structure (Näätänen
et al. 1993). In this view, STSD not only underlies repetition
suppression and themismatch response, but it also allows the
auditory cortex to represent complex, temporally-evolving
sounds. Note that the adaptation-related explanation of the
mismatch response (May and Tiitinen 2010;May et al. 2015)
is only one alternative. Näätänen (1990, 1992) proposed that
MMN is unrelated to adaptation of the evoked response,
instead reflecting a process separate from that generating
the N1(m). Also, the currently dominant predictive coding
explanation suggests that repetition suppression is due to a
top-down, inhibitory prediction signal matching the bottom-
up sensory signal, and that the MMN is an indication of
prediction error when the two signals do not match (Friston
2005; Bastos et al. 2012) (however, see, Rescorla 2021; May
2021).

Observing adaptation in the human brain generally requi-
res the use of non-invasive techniques. MEG and EEG are
well suited to this because they have a high temporal reso-
lution of milliseconds, the time scale of neuronal responses.
However, these methods have the drawback that it is difficult
to identify the sources of the activity and their distribu-
tion. The response to a stimulus represents the simultaneous
activation of around a million synapses on pyramidal cells
forming an intricate network across auditory cortex, but what
we observe is a spatial average of this activity (Hämäläi-
nen et al. 1993). Therefore, MEG and EEG measurements

in themselves reveal very little of the underlying neuronal
dynamics. One way to move forward beyond observation is
to use computational modelling. The aim of such modelling
needs not be a faithful reproduction of the brain. Instead,
modelling attempts to explain experimental observations by
capturing the key mechanisms of the system under investi-
gation. While no model should be required to duplicate the
modelled system, a useful model is a device which reveals
something about the system which would otherwise remain
hidden, buried in the experimental data.

In our previous work (Hajizadeh et al. 2019, 2021), we
sought to understand the generation of the event-related field
in terms of a dynamical system with the spatial organisation
of the auditory cortex (Kaas and Hackett 2000; Hackett et al.
2014). Our starting point was the model introduced by May
and Tiitinen (2013) and May et al. (2015). This describes
auditory cortex as a system of hundreds of units represent-
ing cortical columns, distributed across multiple fields in the
core, belt, and parabelt areas. Synaptic strengths are dynam-
ically modulated by STSD so that the interactions between
the units become dependent not only on the current stimu-
lus but also on the stimulation history. As explained above,
this model captures the phenomenology of context sensitiv-
ity of auditory responses. However, it is highly non-linear
and analytically impenetrable, and can only be studied one
simulated trajectory at a time. Therefore, in Hajizadeh et al.
(2019), we made the original model tractable by assuming
that the input-output relationship of the model unit is lin-
ear and by using fixed connection strengths thereby ignoring
the effects of STSD. This allowed us to study the explicit
solutions of the dynamical equations of the model and to
characterise the system in terms of its oscillatory properties.
In this view, while the cortical column is the system’s struc-
tural unit, the dynamical building block is the normal mode:
a damped harmonic oscillator emerging out of coupled exci-
tation and inhibition.

The approach in Hajizadeh et al. (2019), which we also
adopt here, is not just to replicate the ERF so as to explain it
in terms of parameter dependencies. Rather, we are exploring
and interpreting ERF generation in the context of a funda-
mentally new view on AC activity: First, auditory cortex
behaves as a set of independent oscillators—normalmodes—
each characterised by a specific frequency, decay rate, and
spatial profile. These oscillators do not reside in any one unit
of auditory cortex but, rather, each oscillator is spread across
the whole auditory cortex. Conversely, the activity of each
unit is a weighted superposition of all the normal modes
of the system. Second, the neural activity observed at the
local level of individual columns as well as that observed
on the global level as the ERF are both explicitly depen-
dent on the anatomical structure of the entire AC. Third, the
spatiotemporal pattern of the cortically generated ERF repre-
sents a superposition of all the oscillating normal modes. The
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ERF in the normal-mode picture is therefore fundamentally
a system property of thewhole AC. In a sense, this interpreta-
tion is an alternative to the classical equivalent-current dipole
(ECD)description of discrete (see, for example, Scherg 1990;
Mosher et al. 1992; Scherg and Berg 1996) and distributed
(see, for example, Dale and Sereno 1993; Hämäläinen and
Ilmoniemi 1994; Mosher and Leahy 1999) source modelling
approaches in which ERFs are considered to arise from a lin-
ear sum of multiple spatially distributed point-like sources
(ECDs). The magnetic fields generated by ECDs are deter-
mined by the physics of electromagnetic fields described
by the quasi-static Maxwell’s equations. Importantly, the
ECD approach does not account for the dynamical interac-
tion between the sources but instead limits the explanation to
which location is active at any time point. The normal-mode
approach, however, lays emphasis on the ERF as an emer-
gent property of the systems dynamics of the entire auditory
cortex. In this normal-mode view, adaptation is the result of
a complete reorganisation of AC dynamics rather than of a
reduction of activity in discrete sources. From this point of
view, the spatially distributed normal mode is an even more
fundamental building block of the ERF than the individual
source.

The aim of the current study is to understand adapta-
tion of the ERF. Building on our previous work presented
in Hajizadeh et al. (2019), May and Tiitinen (2013), and
May et al. (2015), we focus on this issue by extending nor-
mal mode analysis when the stimulus is repeated. To this
end, we first provide general solutions to the state equations
of the model, without the constraints that were necessary in
our previous study (Hajizadeh et al. 2019). This allows us
to reintroduce short-term synaptic depression into the model
and to probe its adaptation behaviour when stimuli are pre-
sented at different repetition rates. Comparisons of model
simulations with experimental MEG data are made. We go
beyond describing adaptation of ERFs merely as an attenu-
ation of the ERF response amplitude. Instead, we describe
how the normal modes of the network dynamics, that is, the
dynamics of the entire auditory cortex, changes as a result
of stimulus repetition. Further, we investigate how adapta-
tion lifetime depends on other factors than the dynamics of
synaptic depression, namely gross anatomical structure and
the balance between excitation and inhibition.

2 Unfurling themodel of auditory cortex

2.1 Model description

We start with the model of AC, developed by May and col-
leagues (May and Tiitinen 2010, 2013; May et al. 2015;
Westö et al. 2016). The model is based on the anatomical
core-belt-parabelt organisation of AC. This coarse struc-
ture of auditory areas is similar across mammals, although

species strongly differ in the number of auditory fields per
area and the connectivity between fields (Kaas and Hack-
ett 2000). The dynamics of the model were inspired by
the work of Wilson and Cowan (1972) and Hopfield and
Tank (1986). Its basic unit is a simplified description of
the cortical column and comprises a mean-field excitatory
and a mean-field inhibitory cell population that are charac-
terised by the state variables u(t) = (u1(t), . . . , uN (t))�
and v(t) = (v1(t), . . . , vN (t))�, respectively, where N is the
number of columns. Moreover, the dynamics of the excita-
tory state variables is also coupled with the synaptic efficacy
q(t) = (q1(t), . . . , qN (t))�. The dynamics of the model are
then governed by the following set of coupled first-order dif-
ferential equations (May and Tiitinen 2013; May et al. 2015;
Hajizadeh et al. 2019)

τm u̇(t) = −u(t) + WeeQ(t) · g[u(t)] − Wei · g[v(t)] + iaff,e(t),

(1)

τm v̇(t) = −v(t) + Wie · g[u(t)] − Wii · g[v(t)] + iaff,i(t), (2)

q̇(t) = − q(t)g[u(t)]
τo

+ 1 − q(t)

τrec
, Q(t) = diag(q(t)). (3)

Here, τm is the membrane time constant. The connections
between excitatory (e) and inhibitory (i) cell populations are
organised according to the anatomical structure of auditory
cortex (Kaas and Hackett 2000) and are expressed by the
four weight matrices Wee, Wei, Wie, and Wii. The elements
of thematricesWee andWie describe excitatory-to-excitatory
and excitatory-to-inhibitory connections, respectively, and
encompass all the connections between the columns. Note
that only Wee includes long-range connections between
areas, and Wie describes lateral inhibition. Wei and Wii

comprise local inhibitory-to-excitatory and inhibitory-to-
inhibitory connections, which only occur within a column,
and thesematrices are, thus, diagonal. The firing rates g[u(t)]
and g[v(t)] are component-wise sigmoid functions of the
form g[x] = tanh[αx] where x stands for u(t) or v(t). The
parameter α is a scalar which determines the sensitivity of
the firing rate to the value of the respective state variable. The
variables iaff,e(t) and iaff,i(t) are time-dependent subcortical
afferent inputs. Equation (1) indicates that the excitatory-to-
excitatory connections are not static and are modulated by
short-term synaptic depression, which is defined as d(t) =
1 − q(t). This is expressed by the matrix multiplication of
the elements of Wee with the synaptic efficacy Q(t), which
is a time-dependent diagonal matrix. Further, τo and τrec are
the time constants of the release and the replenishment of
neurotransmitters at each synapse; and 1 is the 1-vector of
size N . Note that q(t) is also a vector and the multiplication
between the vectors is a component-wise operation. Equa-
tion (3) implies that the synaptic strength between pre- and
post-synaptic cell populations depends only on the activity of
the state variable u(t) of the pre-synaptic excitatory cell pop-
ulation. Inclusion of synaptic plasticity as it is given in Eq. (3)
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in the model was inspired by Tsodyks and Markram (1997)
and Loebel et al. (2007). With known connectivity matrices
Wee, Wei, Wie, and Wii as well as the input terms iaff,e(t)
and iaff,i(t), the nonlinear system described by Eqs. (1)–
(3) can be solved numerically to provide a picture of the
spatiotemporal activity of AC.

There is a richness of dynamical behaviour that the model
can display. This is because the diagonal entries of the con-
nectivity matrices determine the oscillator properties of each
column. For values used in our parametrisation (see Table 1),
any single column without coupling and input behaves as a
damped oscillator. For larger values on the diagonal elements
of Wee and Wei, self-sustained oscillations can appear. For
the case of damped oscillators, we may use linear firing rates
g[x] = αx such that Eqs. (1) and (2) with fixed synaptic
efficacy q(t) = q behave essentially as a network of coupled
linear filters. However, when synaptic efficacy is a dynamical
variable due to STSD, the full model represented in Eqs. (1),
(2), and (3) remains nonlinear through the Q(t)u(t) terms in
Eqs. (1) and (3).

2.2 Solution by normal modes

Hajizadeh et al. (2019) demonstrated that, under certain
assumptions, the solutions for Eqs. (1) and (2) can be written
as a linear combination of normal modes. These assumptions
are that the firing rate is linear (g[x] = αx) ( see also, Allen
et al. 1975; Katznelson 1981;May andTiitinen 2001), synap-
tic efficacy is constant, i.e., Q(t) ≡ I , and the connection
matrices are symmetric. Hajizadeh et al. (2019), then, real-
ized eigenvalue decomposition by first transforming Eqs. (1)
and (2) into second-order differential equations which refer
to the oscillating nature of brain activity.

In contrast to the approach of Hajizadeh et al. (2019),
we strive here for general solutions of Eqs. (1) and (2) by
including the dynamics of STSD and without a diversion via
a system of second-order differential equations. To this end,
the homogeneous part of Eqs. (1) and (2) is rewritten in the
form of a standard linear system

(
u̇(t)
v̇(t)

)
= M

(
u(t)
v(t)

)
with

M = 1

τm

(
αWeeQ − I −αWei

αWie −αWii − I

)
,

(4)

where I is the identity matrix. The general solution to Eq. (4)
is then given by linear combinations

(
u(t)
v(t)

)
=

2N∑
n=1

cnexp(λnt)

(
xn
yn

)
, (5)

where λn ∈ C, n = 1, . . . , 2N are the eigenvalues of the
coefficient matrix M in Eq. (4). The eigenvectors

(
xn, yn

)�

are the normal modes, where xn and yn represent the collec-
tion of the u and v components of the n-th eigenvector. For
a specific initial condition (u(0), v(0))� = (u0, v0)�, the
complex coefficients cn are given as scalar products

cn =
〈(

u0
v0

)
,

(
ξn
ηn

)〉
, (6)

with the corresponding left eigenvectors
(
ξn, ηn

)� of the
coefficientmatrixM . For all reasonable choices of theweight
matrices in Eq. (4), the matrix M is stable, that is, all the
eigenvalues λn = γn + iωn for a given angular frequency ωn

have a decay rateγn < 0. Ifωn �= 0, the normalmodedynam-
ics are of the underdamped type and, thus, the eigenvalues
and their corresponding eigenvectors appear in complex
conjugate pairs. For real initial values (u(0), v(0))�, the cor-
responding pair of complex coefficients cn has to be complex
conjugate as well. The modulus of the complex coefficient
cn is the initial amplitude of the mode whilst its argument
provides the initial phase. If ωn = 0, the normal modes are
of the overdamped type, and the eigenvectors together with
their coefficients are real.

2.3 Dynamics of STSD and the slow-fast
approximation

Here, we study adaptation dynamics in AC using a paradigm
where the AC is excited by a sequence of tones periodically
delivered S times with an identical stimulus onset interval
between two consecutive stimuli.With repetitive stimulation,
the system responds most strongly to the first stimulus; we
refer to this condition as the initial state. Within the next few
stimuli, STSD increases and, therefore, the response mag-
nitude rapidly decreases and finally approaches a constant
value.Wecall this state of the system theadapted state, where
further incoming stimuli induce only small changes in the
response. The adapted state is described by a balance between
fast depression and recovery from depression—governed by
the time constants in Eq. (3)—and strongly depends on the
temporal pattern of the stimulation.Without any further stim-
ulation, the system recovers back to its initial state with the
time constant τrec, which is much larger than τo.

Assuming that the stimulus duration is short compared to
the time scales of the system, we can include the stimuli in
our model as input functions of the form
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iaff,e(t) = a
S∑

s=0

δ(t − ts), (7)

where the s-th stimulus appears at ts = s ·SOI, and the vector
a gives the input strengths at each column in the network.
Here, only the first element of a is non-zero. That is, the
afferent input occurs only and specifically in the excitatory
cell population of IC, i.e., iaff,i(t) = 0. From IC the signal
propagates to the AC via thalamus. Note that, in principle,
the model is able to deal with any type of input function.
However, describing the stimuli as delta functions allows us
to treat the impact of the stimuli as jumps of u(t) and v(t) at
the stimulation times ts , while in the time intervals between
the stimuli, we can use the homogeneous Eq. (4). Together
with further slight simplifications of the model, which we
describe below, thiswill enable us to perform a stimulus-wise
normal mode analysis of the system as it adapts to repetitive
stimulation.

Since τo � τrec, the dynamics of q(t), given in Eq. (3),
is characterised by two different time scales: First, there is
a fast drop-off (−1/τo)(q(t)g[u(t)]) occurring directly after
a stimulus when the firing rate g[u(t)] is non-zero. Second,
there is a slow recovery phase when the firing rates g[u(t)]
have decayed and Eq. (3) is governed by the recovery term
(1/τrec)(1− q(t)). Following the general mathematical the-
ory for slow-fast systems (see, for example, Kuehn 2015),
we can use this time-scale separation to introduce a slow-fast
approximation of the STSD process. We keep the synaptic
efficacy at a constant value Q(t) = Qs in each time interval
t ∈ [ts, ts+1] between two consecutive stimuli and update it
together with the stimulus-induced jumps of u(t) and v(t) at
the stimulation times ts .

For the updating Qs �→ Qs+1, we separate the processes
of fast drop-off during the stimulus-induced activity from
the slow recovery after the stimulus-induced activity. The
fast drop-off Fs(qs) is obtained by integrating the first term
in Eq. (3)

Fs(qs) = qsexp
(

− 1

τo

∫ ts+1

ts
g[u(t ′)]dt ′

)
, (8)

whereby we treat neurotransmitter release as a process inde-
pendent of vesicle replenishment. Inserting this as initial
value into the slow recovery process, which can be explicitly
integrated, we obtain the combined update as given by

qs+1 = 1 − (
1 − Fs(qs)

)
exp

(
− ts+1 − ts

τrec

)
. (9)

Inserting the general solution from Eq. (5) in Eq. (8), Fs(qs)
can be rewritten as

Fs(qs) = qs

2N∏
n=1

exp

(
−cn,s

(
exp

(
λn,s (ts+1 − ts)

) − 1
)

τoλn,s
xn,s

)
.

(10)

Note that for each time interval [ts, ts+1], we have to use
the step-wise adapting coefficient matrix Ms = M(Qs) to
recalculate the normal modes

(
xn,s, yn,s

)�, the eigenvalues
λn,s , and the coefficients cn,s for which we also need the left

eigenvectors
(
ξn,s, ηn,s

)�. Further, we assume that between
two consecutive stimuli the state variables u(t) and v(t) have
decayed to zero so that the next stimulus induces an abrupt
increase of u(t) and v(t). This means that at each time point
ts , based on the stimulus history, the dynamics of Eq. (4)
are reparameterised by updating Qs , and u(t) and v(t) are
set to a new stimulus-induced starting value. In particular,
although the input aδ(t − ts) is the same at the beginning of
each interval, the effective input to the normal modes differs.
It is determined by the adapting connectivity pattern of the
network, which itself depends on the stimulus history by
means of STSD. In this way, the slow-fast approximation
allows for stimulus-wise normal mode analysis of Eq. (4)
in each time interval t ∈ [ts, ts+1] between two consecutive
stimuli, where the synaptic efficacy variables Q(t) = Qs

stay piecewise constant. We will use this later as a tool for
analysing the STSD induced changes in the generation of the
ERF signals.

2.4 An auditory cortexmodel with a simplified
structure

For the simulations presented in this work, we used a model
with a strongly simplified anatomical structure that encom-
passed two subcortical areas, viz. IC and thalamus, and three
cortical areas representing the core, the belt, and the parabelt
(see Fig. 1a). For reasons of simplicity, each of the five areas
consistedof onlyone auditoryfield,which, in turn, comprised
just one column with an excitatory and an inhibitory cell
population. A central feature of this network is its serial con-
nectivity, i.e., only neighbouring areas are directly connected
with each other via feedforward and feedback connections, as
illustrated for the connection matrixWee in Fig. 1b. The only
type of connection between two columns are excitatory-to-
excitatory connections. All other connections are assumed to
be local and existingwithin a single area. Therefore, their cor-
responding connectionmatrices are diagonal and of the order
five given by Wie = w

(d)
ie I , Wei = w

(d)
ei I , and Wii = w

(d)
ii I .
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a b

Fig. 1 Schematic representation of the anatomical structure of the
model. a The structure is divided into subcortical and cortical regions.
The subcortical areas IC and thalamus provide the afferent input to the
AC. The AC consists of the serially organised core, belt, and parabelt
areas. There are therefore a total of five areas, and each area is rep-
resented by a population of excitatory and a population of inhibitory
neurons; each population is described by a single state variable. Addi-

tionally, the connections from each excitatory population aremodulated
by STSD. Thus, the model is a 15-dimensional system of coupled
first-order differential equations. b The structure is represented in the
connection matrix Wee with non-zero matrix elements w

(ff)
ee (feedfor-

ward, blue), w(fb)
ee (feedback, red), and w

(d)
ee (lateral, yellow). Note that

the other three weight matrices, not shown here, are diagonal square
matrices of order five

Figure 2a shows an example of the model output in terms
of the state variable u(t) based on the slow-fast approxi-
mation for a repeated stimulation of the network with SOI
= 0.5 s. The parameters used for the computation are sum-
marised in Table 1. For each stimulus, the peakmagnitudes of
u(t) gradually decrease—and the corresponding peak laten-
cies increase—as one moves up the hierarchy from the core
to the parabelt. The excitatory-to-excitatory connections of
Wee weaken due to STSD (i.e., due to a lowering of synaptic
efficacy Q in Eq. (4)). Consequently, in each area, the peak
amplitude of u(t) decreases across stimulus presentation.

Figure 2b shows the state variable u(t) from the numeri-
cal simulations with nonlinear (blue) and linear (black) firing
rates, and from the slow-fast approximation (red).All simula-
tions were computed using the same set of model parameters
displayed in Table 1 and the identical input function given in
Eq. (7). There is a close correspondence between the simu-
lations: the simplifications induced by linear firing rates and
the slow-fast approximation have no relevant impact on the
waveforms and their adaptation. The evolution of the corre-
sponding STSDvariables d(t) = 1−q(t) is shown in Fig. 2c.
Again, there are only minor discrepancies between the non-
linear (blue) and linear (black) solutions. For the slow-fast
approximation, the STSD variables are updated only at the
stimulation times ts (red points). Figure 2d illustrates the
operation of the slow-fast approximation where, in Eq. (4),
the evolution of u(t) and v(t) is computed using the piece-
wise constant values (green) of the STSD process. Note that,
as explained in the Sect. 2.3, the combination of the approx-
imations for the fast drop (Eq. (8)) and the slow recovery
(Eq. (9)) (red dashed) are only used to obtain the values
of qs which stay piecewise constant during the evolution

of u(t) and v(t). Note also that the lemniscal subdivisions
of IC and thalamus have much faster recovery time con-
stants compared to the cortical regions (Asari and Zador
2009; Pérez-González andMalmierca 2014; Ulanovsky et al.
2004). Therefore, in our simulations, IC and thalamus do
not adapt, i.e., the corresponding values of synaptic effi-
cacy Q(t) for the two subcortical areas are set to unity in all
simulations. Figure 2 demonstrates that the slow-fast approx-
imation, described in Sect. 2.3, provides good estimations of
the numerical simulations of Eqs. (1), (2), and (3). There-
fore, it can be used in lieu of numerical solutions to study the
adaptation dynamics of AC.

2.5 ComputingMEG signals

MEG signals are generated mainly by primary currents
running in the apical dendrites of synchronously active pyra-
midal cells in the cortex (Hämäläinen et al. 1993). The apical
dendrites are locally aligned with each other and point in a
direction perpendicular to the cortical surface. When a por-
tion of the cortex becomes active, its contribution to theMEG
signal is proportional to the total current running in the apical
dendrites. This isweighted by the distance to theMEGsensor
and by the orientation of the current, which is determined by
the local gyrification of the cortical surface. The primary cur-
rent in each apical dendrite is driven by the synaptic inputs to
the dendrite. This means that each synaptic input contributes
to the MEG signal, and the magnitude and polarity of this
contribution depends on the location of the synapse on the
dendritic tree and on the type of the synapse (Ahlfors and
Wreh 2015). An excitatory synapse near the cell body will
cause a positive current to be pumped up the tree, towards
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a

b

c

d

Fig. 2 State variable u(t) and STSD d(t) derived with the slow-fast
approximation compared with the numerical simulations of the full
model given in Eqs. (1)–(3). a The state variable u(t) as a response
to a sequence of identical stimuli with constant SOI of 0.5 s is shown
for core (blue), belt (red), and parabelt (green) areas. For each area, the
first stimulus generates the largest response.Although the state variables
decay to zero during the interval between two consecutive stimuli, the
excitatory-to-excitatory connections are weakened by STSD and this
effect carries over the silent period of the SOI so that the peak ampli-
tude of u(t) decreases until it levels off after a few stimuli. b The state
variable u(t) as a response to one stimulus computed with the slow-fast
approximation (red) is contrasted with that gained in numerical simu-
lations using nonlinear firing rates g[x] = tanh(αx) (blue) and linear
firing rates g[x] = αx (black). The solutions based on the slow-fast

approximation provide a good estimation of numerical solutions. The
high-, intermediate-, and low-amplitude responses are from the core,
belt, and parabelt, respectively. c The STSD time course estimated with
the slow-fast approximation (red) agrees well with the numerical sim-
ulations with nonlinear (blue) and linear (black) firing rates. The red
dashed lines represent solutions to Eq. (9), and the red dots indicate the
onset of stimulus presentation, at which the fast drop-off according to
Eq. (8) is computed. d This plot is an enlarged version of the STSD vari-
able of the corresponding time interval shown in (b). In order to compute
the state variables using the slow-fast approximation, we assumed that
STSD is piecewise constant in the time interval between the onsets of
two consecutive stimuli as indicated by the green horizontal line. The
corresponding STSDvalue at each stimulus onset (red dots) was derived
from the slow-fast approximation given in Eqs. (8) and (9)

the cortical surface. Conversely, an excitatory synapse near
the distal end of the tree will cause the current to travel in
the opposite direction, away from the cortical surface. Con-
sequently, feedforward connections, which generally target
the proximal dendrites in layer IV, result in a current pointing
towards the cortical surface. In contrast, feedback input arriv-
ing in the upper layers produce a current pointing downward
(Ahlfors et al. 2015).

We modelled MEG generation with the above consider-
ations in mind. Given that the MEG signal of a pyramidal
cell is quite well approximated by the synaptic input current
of the neuron (May 2002), the MEG contribution from each
area is assumed to be proportional to the input to the column
representing the area. These inputs are defined by the sec-

ond and third term on the right hand side of Eq. (1). Each
input is weighted by a connection-specific multiplier which
depends on the connection type (feedforward, feedback, exci-
tatory, inhibitory) (for more information, see Hajizadeh et al.
2019, 2021). This topological information is expressed in the
matrices K1 and K2, whose structures are shown in Fig. 3.
They specify how each synaptic connection contributes to the
MEG signal by an element-wise multiplication (Hadamard
product ◦) with the matrices Wee and Wei. Thus, the total
MEG signal is the product of K1 and K2 representing the
topography, the synaptic strengths represented in Wee and
Wei, and the firing rate of the pre-synaptic cell population.
Therefore, the MEG signal R(t) is computed as
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Table 1 Default parameter
values used for the simulations.
These values were chosen to
replicate realistic-looking ERFs

Dynamical parameters Value Topographical parameters Value

w
(d)
ee 2 k(d)1 −1

w
(ff)
ee 0.5 k(ff)1 −1

w
(fb)
ee 0.4 k(fb)1 15

w
(d)
ie 3.5 k(d)2 2

w
(d)
ei 2.2

w
(d)
ii 2.5

τm 0.03s

τo 0.04 s

τrec 5 s

a 0.02

α 1

a b

Fig. 3 The K1 (a) and K2 (b) matrices, which contain the information
about the topology of the primary currents, provide connection-specific
multipliers of Wee and Wei in the computation of the MEG signal,
respectively. a The green (k(ff)1 ) and purple (k(fb)1 ) elements in K1 rep-
resent feedforward and feedback connections, respectively. The cyan

elements (k(d)1 ) on the diagonal represent the lateral connections. Con-
tributions of IC and thalamus to the MEG are zero, but the excitatory
connections from the thalamus to the core contribute to the MEG. b
The yellow elements (k(d)2 ) in K2 represent the weights of inhibitory
connections

R(t) =
2N∑
j=1

[(
K1 ◦ Wee O

O K2 ◦ Wei

) (
u(t)
v(t)

)]
j
, (11)

where j runs over the number of cortical columns in the
model, and O is the zero matrix of order N .

In Fig. 4, we compare experimental MEG data with simu-
lations based on the slow-fast approximation using Eq. (11).
MEG signals were recorded from a single subject who pas-
sively listened to sequences of tones. These tones (audio
frequency 1.5kHz, duration 100ms, sound-pressure level
80dB) were presented in five different blocks (111 tone repe-
titions per block) with constant SOI between two consecutive
tones. The SOIs of the blocks were 0.5 s, 1 s, 2.5 s, 5 s, and
10s, corresponding to stimulation rates of 2Hz, 1Hz, 0.4Hz,
0.2Hz, and 0.1Hz, respectively (Zacharias et al. 2012). Fig-
ure 4a shows the trial-averaged waveforms for the five SOIs.

With increasing SOI, the N1m peakmagnitude and the corre-
sponding peak latency (except for the 0.5-s SOI) increases,
thus presumably reflecting the different speed of recovery
from STSD for short and long SOIs. Furthermore, the rising
slope of theN1m is unaffected by the SOI,whereas the falling
slope clearly differs between the five waveforms. Also, P2m
seems to be more affected by the adaptation process than the
P1m deflection.

Using the same stimulation paradigm as described for the
experimental data, we performed simulations of ERFs based
on the normal mode analysis (Eq. (11)) with the slow-fast
approximation and using the parameters given in Table 1. As
shown in Fig. 4b, the simulations replicate the main char-
acteristics of the experimental data (Fig. 4a): (1) As SOI is
increased, both the peak amplitude and the peak latency of
the N1m become larger, (2) the rising slope of the N1m is
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a b

Fig. 4 Comparison of experimental and simulated ERFs showing
the dependence of the ERF response on SOI. a Trial-averaged ERF
responses from an MEG sensor in the vicinity of auditory cortex
recorded from a single subject. The peak amplitude of the N1m shows
a high sensitivity to changes in SOI (data from Zacharias et al. (2012)).
b Simulated ERF responses calculated by use of the slow-fast approx-

imation. These replicate all the major landmarks of the dependence of
the experimental ERF on SOI: the P1m as well as the rising slope of the
N1m are least affected by SOI. As SOI is increased, the peak latency of
the N1m grows and the falling slope of the N1m becomes steeper. We
have added a 30-ms shift to the simulated waveforms to account for the
time delay due to sub-cortical processing

unaffected by SOI, (3) the falling slope of the N1m becomes
systematically steeper as SOI grows, and (4) the width of the
N1m waveform increases as a function SOI. With the use of
the slow-fast approximation we have now a tool at hand that
enables us to investigate how stimulus repetitionmodifies the
dynamics of AC.

3 Modelling results: novel views on ERF
adaptation

In this section, we first show how normal modes in time
and space contribute to the formation of ERFs and to their
adaptation with stimulus repetition. Second, we show how
ERF adaptation can be viewed from the perspective of dif-
ferent physiological connections. Third, we demonstrate that
the recovery from adaptation depends not only on the system
parameters, such as time constantswhich directly regulate the
STSD dynamics. Rather, adaptation reflects also the network
structure and varies from area to area in terms of recovery
time. Finally, we use our model to quantify the adaptation of
the N1m for smaller and larger SOIs and in this way discuss
the limitations of thewidely-used single exponential function
as a description of adaptation recovery.

3.1 Adaptation of ERFs as a result of adapting
normal modes

According to Eq. (11), the MEG signal R(t) is a function
of the excitatory and inhibitory state variables u(t) and v(t).
By a change of coordinate, R(t) can be expressed in terms
of normal modes so that the only time-varying term is the
normal mode amplitude, whereas the oscillation frequency

and damping rate remain constant. Substituting Eq. (5) in
Eq. (11) results in

R(t) =
2N∑
j=1

[(
K1 ◦ Wee O

O K2 ◦ Wei

) 2N∑
n=1

cnexp(λnt)

(
xn
yn

)]

j

.

(12)

The left column of Fig. 5 shows the simulated ERF wave-
forms and the underlying normal modes of the adapted states
for the five different SOIs presented in Fig. 4b. The ERFs
are displayed as grey curves, with the same shades of grey
used in Fig. 4b. The normal modes are depicted in different
colours; they are identifiable by their characteristic frequen-
cies ν = ω/2π in the legend. The ERF decomposition results
in normal modes whose polarities are preserved across SOI.
For all SOIs, each normal mode peaks well before the N1m,
during the first 50ms. The two normal modes with the lowest
ν (purple and green curves) show by far the largest ampli-
tude. They have opposite phases and a peak latency at around
50ms. In contrast, the two modes with the highest frequen-
cies (blue and red) have much smaller magnitudes and decay
faster. The mode with the intermediate frequency (yellow)
has a prominent peak magnitude with a small latency. As a
consequence of this diversity of normal modes, the P1m of
the ERFs is composed from all the modes, whereas the N1m
and P2m are predominantly formed by the two modes with
the lowest frequencies.

The middle column of Fig. 5 shows the dispersion rela-
tion of the normalmodes underlying the ERFs. At both initial
and adapted states, the normalmodes are of the underdamped
type because their frequencies ν are non-zero and their corre-

123



Biological Cybernetics

Fig. 5 Decomposition of the
simulated ERFs into normal
modes. a–e Each ERF (shaded
grey) is displayed together with
the underlying normal modes,
represented by different colours
which stay consistent in the left,
middle, and right columns of
this figure. The ERFs are the
same as those presented in
Fig. 4b. For each SOI, all
normal modes peak earlier than
the corresponding N1m, and the
main contributor to the ERFs are
the low-frequency normal
modes (purple and green)
appearing in opposite phase.
The high-frequency normal
modes (blue and red) decay fast
and contribute only very weakly
to the N1m and P2m responses.
f–j Dispersion relation between
frequency (Im(λ)/2π = ν) and
the absolute value of the decay
rate (|Re(λ)| = |γ |). The
spectral information shows that
all normal modes are of the
underdamped type. The grey
discs represent the dispersion
relation at the initial state, which
is the same for all SOIs. The
coloured discs correspond to the
dispersion relation of the
adapted state. In general,
frequency and decay rate of the
normal modes increase with
decreasing SOI. The size of the
discs are proportional to the
initial amplitude |cn | of the
normal modes. In both the initial
state and the adapted state, the
low-frequency normal modes
have a larger amplitude than the
high-frequency normal modes.
k–o The spatial wave patterns
for different modes in different
SOIs are given in the

eigenvectors
(
xn, yn

)�. Here,
the real and the imaginary parts
of the excitatory state variables
u(t) are shown, which, for each
mode individually, follow the
same pattern. As indicated in
panel k, the different shades
signify different SOIs. The
high-frequency modes k–l occur
with large spatial wave number,
whereas the low-frequency
modes m–o appear with low
wave number in space.
Moreover, the same spatial wave
pattern is observed for all SOIs

a

b

c

d

e

f

g

h

i

j

k

l

m

n

o

123



Biological Cybernetics

sponding decay rates γ are negative. Moreover, for all SOIs
there is a typical common dispersion relation between fre-
quency and decay rate, implying that modes with higher
frequency also decay faster. Additionally, for all SOIs, the
frequencies and the decay rates of the modes in the adapted
state shift to larger values compared to the initial state; this
shift is larger the smaller the SOI is. For the largest SOI, there
are only minute differences between the dispersion relation
at the initial and the adapted state, because the 10-s interval
between two successive stimuli provides sufficient time for
the synaptic efficacy q(t) to return to the initial state.

Stimulus history changes not only the frequency and the
decay rate of the normalmodes but also their initial amplitude
|cn| after each stimulus (see Eq. (6)). These amplitudes are
indicated by the size of each disc in Fig. 5f–j: the larger the
size of a disc, the larger the initial amplitude of the respec-
tive normal mode. Further, Fig. 5 shows that, in the initial
state (grey discs), there is a gradual decrease of the initial
amplitude |cn| from low- to high-frequency modes, whereas
in the adapted state there is no systematic pattern except that,
for all stimulation rates, the normal mode with the highest
frequency (blue discs) has the smallest initial amplitude.

Normal modes are not only oscillations in time but they
manifest themselves as spatial wave patterns. This infor-
mation is provided by the eigenvectors

(
xn, yn

)� of the
coefficient matrix M . The real and the imaginary parts for
the state variables u(t) for the five areas of the network are
represented in the right column of Fig. 5, with the mode with
the highest frequency ν on top and the onewith the lowest fre-
quency ν at the bottom of the column. As indicated in Fig. 5k,
different shades of each colour stand for different SOIs. Note
the strong similarity of the spatial wave patterns between the
real and imaginary parts of u(t) for all modes. For all SOIs
and for both the real and imaginary parts of u(t), the wave
number in space decreases from the high-frequency mode
(blue, Fig. 5k) to the low-frequency mode (purple, Fig. 5o).
The same pattern is also observed for the state variable v(t),
which is not shown here.

Input efficiency and MEG efficiency
Figure 5 indicates that the normal modes contributing to the
generation of the ERFs are all different from one another.
According to Eq. (12), these different contributions do not
only originate from the differences in the initial amplitudes.
Reformulating Eq. (12) as

R(t) =
2N∑
n=1

cnκnexp(λnt) with

κn =
2N∑
j=1

[(
K1 ◦ Wee O

O K2 ◦ Wei

) (
xn
yn

)]
j
,

(13)

we see that the contribution of each normalmode to theMEG
signal is proportional to two factors:

(1) the initial amplitude |cn| of the mode, interpreted as the
input efficiency with respect to the stimulation pattern,
and

(2) the MEG efficiency κn , describing to which extent the
MEG device is able to detect the mode.

This information is illustrated in Fig. 6, where the input effi-
ciency |cn | andMEGefficiencyκn of eachnormalmode in the
initial (grey) and adapted (coloured) states are characterised
by a rectangle of width |cn| and height κn . The area of each
rectangle is proportional to the absolute value of the total con-
tribution of a given normal mode to the ERFs presented in
Fig. 4b. This figure shows that the two low-frequency modes
(purple and green) are the major contributors to the MEG
signals. As SOI decreases, the MEG efficiency of the low-
est frequency normal mode (purple) decreases, but its input
efficiency increases. In contrast, the contribution of the sec-
ondmode (green) increases inMEG efficiency and decreases
in input efficiency. The input efficiency of the third mode
(yellow) is relatively unaffected by SOI, whereas its MEG
efficiency decreases considerably for smaller SOIs. The total
contribution of the two high-frequency modes is negligibly
small.

Initial phases and mode interference
In order to fully understand the composition of the MEG
signal in terms of the normal modes, one has to appreciate
that the result of a linear superposition of damped oscillations
does not only depend on the amplitude of each contribution,
but also on the corresponding phase.Wecan see fromEq. (12)
that a single oscillating normal mode leads to a complex
contribution of the form rn(t) = cnκn exp(λnt) to the ERF.
For a complex conjugate pair λn and λn+1 = λn , we obtain
the real contribution to the MEG of the form

rn(t) + rn+1(t) = 2Re(rn(t))

= 2|cn|κn exp(γnt) cos (ωnt + arg(cn)) .

(14)

Summing up such oscillatory terms with different initial
phases arg(cn) and different angular frequencies ωn leads to
complicated interference patterns, where terms at different
time points may add up or cancel each other. This is illus-
trated in Fig. 7, which shows the amplitude and the phase of
each normal mode at three time points: at stimulus onset, at
the peak latency of the P1m, and at the peak latency of the
N1m. Each dot represents the contribution rn(t), while the
corresponding complex conjugate rn+1(t) = rn(t) is omit-
ted. At stimulus onset, the leading modes (purple and green)
have almost opposite phases such that their real parts cancel
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Fig. 6 Characterisation of normal modes in terms of MEG efficiency
κn and input efficiency |cn |. The normal modes are clustered accord-
ing to the five frequency bands and they are colour-coded as in Fig. 5.
Frequency increases from left to right. Within each band, each nor-
mal mode is represented by a rectangle, whose width (�x) and height
(�y) is equivalent to |cn | and κn , respectively. SOI is represented by
the colour shade, with dark shades indicating the smallest and light

shades the largest SOI. The initial state is in grey. For all SOIs, the two
low-frequency modes (purple and green) contribute most to the ERFs,
whereas the contributions of the two high-frequency modes (red and
blue) are negligible. Input efficiency shows less variability than MEG
efficiency, with the exception of the normal mode with the second-
lowest frequency (green)

a b c

Fig. 7 Normal modes rn underlying the ERF presented in the complex
plain at three distinct time points. aAt stimulus onset, the normalmodes
are at their largest complex amplitudes. However, due to their phases
they form a destructive pattern such that the sum of their correspond-
ing complex amplitudes is zero. b At the peak latency of the P1m, the
largest contributions are from the two lowest-frequency modes (green
and purple). These appear in nearly opposite phases, and the summed

amplitude is low. c At the peak latency of the N1m, the normal modes
with the second-lowest frequency (green) have a minute real part for all
SOIs, meaning that they barely contribute to the N1m peak. Notably,
the N1m peak is predominately formed by the mode with the lowest
frequency (purple). The colour coding is the same as in Figs. 5 and 6,
and the entire ERFs are shown in Fig. 4b

out each other (Fig. 7a). The contributions from the higher-
frequency modes (blue, red) are negligible. The same holds
for the P1m peak shown in Fig. 7b, where the two lead-
ing modes have very similar amplitudes but almost opposite
phases. Therefore, their overall contributions are quite small,
explaining why the P1m has a relatively low amplitude even
though the underlying normal modes are near their extrema.
After the P1m, a constructive superposition of the first and
second mode starts to emerge. This superposition builds into

a large-amplitude N1m (Fig. 7c). This shows that the main
frequency component of an ERF can be explained as a beat-
ing frequency, that is, the frequency difference between the
two leading modes. Moreover, the N1m emerges as late as
it does because the leading modes are initially in opposite
phase. This means that the N1m should not be interpreted as
a delayed response produced by some dedicated N1 gener-
ator. This is underlined also by the fact that the activity in
the core area peaks at a much earlier latency than the ERF
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response (see Fig. 2). The results shown in Fig. 7 highlight
the fact that ERF generation is a result of a complex inter-
play between the spatial and temporal structure of the AC
response given by the mode spectrum and the correspond-
ing input efficiencies. Additionally, the spatial shapes of the
normal modes determine their different MEG efficiencies.

3.2 Adaptation of ERFs in terms of different types of
connections

We have shown above that ERF responses can be represented
as a superposition of the contributions of different normal
modes. Alternatively, we can decompose the ERF accord-
ing to the physiological structure in our model illustrated in
Fig. 1b. Recall that according to Eq. (11), MEG signals arise
as a weighted sum of contributions from individual connec-
tions in Wee and Wei. These connections can be viewed in
three ways: First, each area can be characterised in terms
of the incoming connections received by that area (Fig. 8a).
Second, we can describe each area according to its outgo-
ing connections, those originating from the area (Fig. 8b).
Third, connections can be categorised as feedforward (lead-
ing away from the midbrain), feedback (leading towards the
midbrain), and of the lateral (intrafield) type (Fig. 8c). In
terms of the connection matrices, the rows of Wee and Wei

represent incoming connections per area and the columns
represent outgoing connections per area. The diagonal ele-
ments of Wee and Wei are the lateral connections, and the
elements below and above the diagonal of Wee represent
feedforward and feedback connections, respectively. Equa-
tion (11) enables us to break down the MEG signal into the
contributions from these different types of connections.

Figure 8a1 to a5 show the decomposition of the simulated
ERFs (grey) into the contributions of each area according
to the incoming connections (Fig. 8a). This is equivalent to
“sourcemodelling”, looking at the contribution that the activ-
ity in each area directly contributes to the ERF in virtue of it
generating a magnetic field. Note that we are assuming that
the ERF is blind to activity in IC and thalamus. For all SOIs,
the core area (purple) is the sole generator of the P1m and it
is also the largest contributor to the N1m. The core (purple)
and the belt (red) together account for almost the entire ERF,
including the P2m, whereas the contribution of the parabelt
(green) is minute. Note that the ratio between the magnitude
of the belt and the core contribution decreases with decreas-
ing SOI. Further, the simulations reveal an increase in the
latency of the contribution to the N1m as one moves from
the core to the belt and then to the parabelt.

Figure 8b1 to b5 show how the outgoing connections
(Fig. 8b) contribute to the ERF (grey). These results look
at the indirect contribution that each area makes via its out-
put to other areas and to itself. Connections originating in the
thalamus (blue) drive activity in the core through feedforward

connections and thereby contribute to the P1m response. For
the short SOIs of 0.5 s and 1s, the core (purple) makes the
largest contribution to the N1m, whereas for the longer SOIs
of 2.5 s, 5 s, and10s, the belt’s contribution is the largest (red).
The parabelt (green) with its long peak latency remains the
weakest contributor to the N1m throughout all SOIs.

Figure 8c1 to c5 show how the input arriving via feedfor-
ward (purple), feedback (orange), and lateral (blue) connec-
tions contribute to the ERF. We assume that feedforward and
lateral connections drive currents away from the cortical sur-
face, whereas feedback connections drive currents towards
the surface (Ahlfors and Wreh 2015; Ahlfors et al. 2015).
Therefore, feedforward and lateral connections account for
the P1m and P2m deflections, whereas the feedback and the
inhibitory connections are responsible for the N1m. A clear
pattern can be seen: the contributions driven by the feed-
forward and lateral connections grow only a little as SOI
is increased from 0.5 s to 10s. In contrast, the contribution
from the feedback connections show strong adaptation, with
a three-fold increase in magnitude over the SOI range. This
differential in adaptation behaviour explains why the P1m
has a weak SOI dependence and why the N1m shows the
strongest adaptation.

3.3 The role of network structure in ERF adaptation

To inspect whether the anatomical structure of AC impacts
on adaptation, we derived the lifetime of adaptation in
three versions of the AC model. The default version (net-
work DEF) was the one described above, implementing
the serial anatomical structure of AC (Hackett 2015). In
the second version (network CP), we modified Wee by
adding a direct excitatory-to-excitatory connection between
core and parabelt. In the third version (network TB), we
included a direct connection between the thalamus and the
belt. CP and TB represent steps towards full connectivity
and are no longer serial networks. The inclusion of extra
excitatory-to-excitatory connections in these networks alters
the excitation-inhibition balance compared to that of theDEF
network. Therefore, we also constructed normalised versions
of networks CP and TB, where Wee is modified such that it
has the same norm as Wee in the DEF network. The norm is
defined as the sum of all matrix elements. The normalised
structures CPN and TBN retained the excitation-inhibition
balance of the original default network.

Simulations employed the stimulus-repetition paradigm
described in Sect. 2.5. We used the traditional method for
calculating adaptation lifetime (Lüet al. 1992;Lu et al. 1992).
This was to measure the peak amplitude of the N1m for each
SOI and then to fit the following exponential function to the
measurements
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a

b

c

a1 a2 a3 a4 a5

b1 b2 b3 b4 b5

c1 c2 c3 c4 c5

Fig. 8 ERF contributions by connection type and area. a1–a5 When
inspecting the contributions to the ERF according to incoming connec-
tions (equivalent to source modelling), the relative contributions from
each area remained the same across SOI, and each contribution was
scaled similarly by the adaptation process. The main contributors to the
ERF are the core (purple) and the belt (red). b1–b5 The contributions
according to outgoing connections present a different picture. Here,
the belt (red) and the parabelt (green) contributions show the strongest
adaptation. They both increase steeply with increasing SOI, whereas

the thalamus (blue) and core (purple) contributions remain relatively
stable. c1–c5 Feedback connections (orange) contribute to the ERF
with a strongly adapting component which grows as a function of SOI.
In contrast, the contributions from feedforward connections (purple),
responsible for the P1m, show only weak adaptation. The contribution
from lateral connections (blue) displays intermediate adaptation. There-
fore, the adaptation of the N1m is largely due to the adaptation of the
feedback connections

Pfit(SOI) = A

(
1 − exp

(
−SOI − t0

τsoi

))
. (15)

Here, τsoi is the time constant expressing the lifetime of adap-
tation; t0 is the intercept with the abscissa, and A is the
amplitude at which the exponential function saturates. All

three parameters in Eq. (15) were fitting parameters. Note
that in the model the saturation level A is equivalent to the
peak amplitude of the response to the first stimulus, i.e., the
initial state. For fitting we implemented an integral linear
regression method to find suitable initial values (Jacquelin
2009) and, then, used a nonlinear regression function (nlin-
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Fig. 9 The impact of network structure and excitation-inhibition bal-
ance on adaptation. The recovery time constant τsoi and the intercept t0
were obtained by fitting Eq. (15) to the peak amplitude of the simulated
N1m (star), and of the state variables u(t) of core (circle), belt (square),
and parabelt (diamond). Blue symbols show τsoi and t0 for the default
AC network (DEF, see Fig. 1). Adding a thalamocortical connection
between thalamus and belt area (TB, red) has the strongest effect on
τsoi and t0. The same network with normalised balanced excitation-
inhibition (TBN, yellow) leads to smaller values of τsoi and to little
change of t0. The addition of a corticocortical connection between core
and parabelt (CP, cyan) leads to an increase of τsoi everywhere except
in parabelt. However, the same network with normalised excitation-
inhibition balance (CPN, green) shows smaller values of τsoi

fit) from MATLAB (The MathWorks, version R2018b) to
estimate the fitting parameters. We performed the fitting pro-
cedure not only to the N1m peak amplitudes, but also to the
peak amplitudes of the state variables u(t) of the core, belt,
and parabelt.

Figure 9 shows the fitting parameters τsoi and t0 character-
ising the SOI-dependence of the peak amplitude in the case of
the ERF (star) and of the core (circle), belt (square), and para-
belt (diamond) state variable u(t). The results demonstrate
that these parameters are sensitive to the network structure as
well as to the excitation-inhibition balance. Two important
observations can be made. First, the impact of the structural
changes can be identified by comparisons between the default
network (DEF, blue) and the normalised TBN (yellow) and
CPN (green) network, which differ fromDEF solely in terms
of structure.Whereas τsoi appears to beweakly affected, with
values between 2.3 s and 2.7 s, the variation of t0 is stronger,
covering the range from −1.5 s to −0.5 s. Second, the effect
of the excitation-inhibition balance on τsoi and t0 is revealed
by comparisons between TBN (yellow) and TB (red) and
between CPN (green) and CP (cyan). In each case, the nor-
malised network versions TBNandCPN show less excitation
than the non-normalised versions TB and CP.We see that the
effect of adding excitation is to push τsoi up by 500ms. In

contrast, t0 of core and parabelt is only weakly affected by
added excitation. Taken together, Fig. 9 shows that the modi-
fication of the excitation-inhibition balance has a larger effect
on τsoi and t0 than a change of the network structure.

3.4 Is a single exponential function sufficient to
explain recovery from adaptation?

Adaptation is traditionally quantified through fitting the
single-exponential function of Eq. (15) to the peak ampli-
tudes of the N1m. But does a single exponential actually
describe the dependence of the ERF amplitude on SOI? Fig-
ure 10a indicates that this appears to be the case, at least
when the number of data points is low. However, with our
model we can easily generate ERF peak amplitudes for an
arbitrary number of SOIs which would not be feasible exper-
imentally. This is illustrated in Fig. 10b where 99 simulated
ERF peak amplitudes (red points) are plotted as a function
of SOI together with the corresponding fit (blue line). Fig-
ure 10b shows a systematic deviation of the fitting function
(Eq. (15)) from these data. This deviation is highlighted in
Fig. 10c where the data points in Fig. 10b are transformed
by the log(x) function. Figure 10c shows that at small SOIs
(≤1.5 s), the simulated data deviatemuch stronger from thefit
than data at larger SOIs. This deviationmight seemnegligibly
small. However, it indicates two major shortcomings of such
exponential functions for explaining recovery from adapta-
tion. First, the strong deviation at small SOIs, highlighted
in the logarithmically scaled plot in Fig. 10c, puts a ques-
tionmark on the general applicability of a single-exponential
function for the description of the recovery process. Second,
it questions the explanatory power of the fitting parameter t0.
This deviation between fit and data can be quantified more
precisely by the local exponential saturation rate

f j = Fj − Fj+1

(Fj − Finf)(SOI j+1 − SOI j )
, (16)

where the Fs are simulated ERF peak amplitudes and j is the
index of the data points (red points in Fig. 10b–d). Finf is the
amplitude at which the data points saturate. It is equivalent
to the ERF peak amplitude at the initial state, this being the
maximum possible value the simulated ERFs can have. The
results of the computation of the local exponential saturation
rate for the simulated data as well as the fit are shown in
Fig. 10d, which for the fitting function given in Eq. (15)
always provides the constant value 1/τsoi. However, it also
shows that simulated data points (red) deviate substantially
from a constant value for SOIs smaller than 5s.

In summary, the above results show that our description
of the adaptation process as a collective reorganisation of
the AC as a dynamical network also captures the behaviour
of the N1m peak amplitude variation as a function of SOI.
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a b

c d

Fig. 10 A single exponential function does not capture the recovery
from adaptation. a The fitting function of Eq. (15) appears to offer
a reasonable approximation (blue line) of the SOI-dependence of the
N1m peak amplitudes (red points) when there are only a few measure-
ment points. b The situation, however, is different when a much larger
number of SOIs can be used for revealing the true SOI-dependence of
the N1m. There is a systematic deviation between the fitting function
and the peak amplitudes. c The log(x) transformation of the data points

emphasises that there are clear differences between the data points and
the fit for small and larger SOIs. d This deviation between the data
points and the fit can be quantified by computing the local saturation
rate f , given in Eq. (16), for any two consecutive data points. For the
exponential fit, the local saturation rate f is constant, whereas for the
simulated data points it monotonically decreases with increasing SOI
and converges towards a constant value (≈ 0.2), different from the f
obtained from the fit (≈ 0.3), only at large SOIs (≥10s)

It turns out that for smaller SOIs this adaptation behaviour
differs substantially from the widely-used single exponential
function. As a consequence, if one estimates adaptation life-
times through fitting such a function to amplitude data, the
result might strongly depend on the choice of the sampling
point.

4 Discussion

4.1 Main findings

We used mathematical modelling to investigate context sen-
sitivity of auditory cortex specifically, how STSD modifies
the systems dynamics of auditory cortex and how this mod-
ification becomes visible as the adaptation of the ERF
associated with stimulus repetition. We took an approach
similar to the one in our previous study (Hajizadeh et al.
2019) whereby the auditory cortex was characterised as a set
of spatially distributed, mutually independent oscillators—

normal modes—exposed through explicitly solving the state
equations. Each normal mode is a global feature because it
contributes to the activity of all cortical columns and depends
on the anatomical structure of the entire auditory cortex.
Compared to the traditional view that the ERF arises out
of spatially discrete, local generators, our approach offers an
alternative: the ERF is generated by a set of processes where
each one is distributed over thewhole network of the auditory
cortex. That is, we go beyond describing activity of auditory
cortex in terms of amplitude variations of the activity of spa-
tially fixed cortical columns. In contrast, in our account, the
activity of auditory cortex is described as oscillations of nor-
mal modes which are spread over the whole AC anatomy. In
this view, the activity of an individual column emerges out
of the interplay between the amplitudes, frequencies, and
phases of all the normal modes of the system. An analogy
for understanding stimulus-elicited brain activity in terms of
normal modes is to think of a pebble thrown into a still pond.
The ripples formed on the water’s surface are functions of
the size, shape, and the speed of the pebble (i.e., the stimula-
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tion), but also depend on the size, shape, and water quality of
the pond (i.e., the system). If new pebbles are thrown before
the previously formed ripples fade away, different locations
on the pond surface oscillate based on the interference pat-
tern of the old and the new ripples. The dynamics of AC as
a spatially extended structure is no different than the pond.
By stimulating AC, the activity propagates in time and space
through the system. This propagation is then a function of the
stimulus and of the anatomical structure of AC. The activity
at each AC location oscillates as a result of the interference
pattern of the normal modes which are spread over the whole
AC (see Fig. 5k–o). That is, each location participates inmul-
tiple, overlapping oscillations that are occurring both in time
and space. The MEG device then projects these oscillations
onto single magnetic field values.

Expanding from Hajizadeh et al. (2019), the current study
addressed adaptation due to stimulus repetition through the
introduction of dynamical synapses to the model. This was
achieved through two manoeuvres: First, we derived com-
plete solutions to the system of Eqs. (1) and (2) even in cases
where the connections are asymmetric, such as when STSD
is in operation. Second, we used time-scale separation of the
dynamics of STSD (Eq. (3)), exploiting the relative slowness
of recovery from STSD in comparison to the fast evolution
of the state variables (Eqs. (1) and (2)). As a result, we were
able to describe the adapting auditory cortex as a set of nor-
mal modes modulated by the stimulation. In this approach,
all possible system trajectories are solved in one go rather
than simulated one at a time.

The current model replicates the experimentally observed
adaptation of theERF resulting fromstimulus repetition.This
can be observed as, for example, the peak amplitude of the
N1m increasing monotonically as a function of SOI, roughly
according to an exponentially saturating function. The N1m
can be understood as an interference pattern of the super-
imposed normal modes, and in this view, its adaptation is
explained as resulting from the modulations not only of the
amplitudes but also of the angular frequencies ωn of the nor-
mal modes. Indeed, adaptation should be seen as a complete
reorganisation of the AC network where the reduction of the
N1m amplitude is a by-product of the stimulation shifting
the dispersion of the angular frequencies ωn and decay rates
γn of the normal modes.

While the adaptation of the N1m can be accounted for by
changes in the underlying normal modes, the N1m is only a
single landmark in the ERF. To gain a more complete view of
how the dynamics of the system are modulated by previous
stimulation, we inspected how the normal modes change as
a function of SOI in the adapted state. The main characteris-
tics of a normal mode are its frequency ν and decay rate γ ,
as displayed in Fig. 5f–j. Two observations could be made.
First, there is a neat dispersion of the normal modes in the
ν-γ plane where they land on a monotonically increasing

curve, so that the higher the frequency, the faster the decay
rate. Second, the effect of STSD is to push the normal modes
upwards on this dispersion curve with respect to the initial
state, this effect being larger the smaller the SOI is. We can
thus view adaptation of the ERF in a novel way: each incom-
ing stimulus leaves a memory trace behind as a change in the
systemdynamics so that all normalmodes are shifted towards
higher frequencies and faster decay rates. During the inter-
val between successive stimuli, the memory trace decays so
that the normal modes slide back towards their respective
unadapted states. The degree to which a normal mode con-
tributes to the MEG signal depends on two efficiency factors
(see Eq. (13) and Fig. 6) and their product determines the
actual contribution made by the normal mode to the MEG
signal. Adaptation due to stimulus repetition shows up as
a modulation of the efficiencies, which can either expand,
shrink, or remain the same as SOI is modulated, depending
on the normal mode.

Further, we found that adaptation is a network effect that
depends not only onSTSD.Namely, changing the anatomical
structure of the network and/or the balance between excita-
tion and inhibition led to marked changes in the lifetime of
N1m adaptation, even though the parameters of STSD were
kept constant. Also, inspecting the individual contributions
to the ERF from the various areas, we found that the lifetime
of adaptation varied across anatomical location.

4.2 Adaptation of the N1m: what are wemeasuring?

The current model of the AC replicates well the experimen-
tally observed SOI-dependence of the ERF (see Fig. 4), and
all main features of the waveforms can be traced back to the
distinct contributions of the individual cortical areas, as laid
out in Fig. 8. The identical rising slopes of the waveforms
derive from the core, which provides the largest contribution
to the MEGwaveform at all SOIs and is also the main source
of variation of the magnitude of the N1m peak. The belt
also contributes to the overall amplitude, especially at longer
SOIs. The magnitude of the parabelt contribution to the ERF
is negligible at all SOIs. However, this disguises the influ-
ence of the parabelt on the overall dynamics of the system, as
shown by our previous results (Hajizadeh et al. 2019): small
changes in the connection values within the parabelt result
in sizeable modulations of the N1m response, even though
the parabelt’s direct contribution to the N1m is minimal. Fur-
ther, we found that the adaptation of the N1m is largely due
the adaptation of the contribution generated by the feedback
connections, while the feedforward and lateral (intrafield)
components remained relatively stable across SOI (Fig. 8).

We emphasise that in the model, the ERF signal is the
weighted superposition of multiple normal modes as dis-
tributed over the core, belt, and parabelt (Fig. 5). Therefore,
the N1m peak represents an event in an interference pattern
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rather than anything real. That is, the peakof theN1mat about
100ms is incidental in the sense that it does not represent the
peak of any normal mode nor that of the activity of any indi-
vidual area in the AC. In consequence, observing adaptation
as SOI-related changes in the N1m on its own reveals very
little of how the underlying dynamics are changing. To under-
stand what is driving N1m adaptation, we investigated how
the interference pattern of the normal modes changes as SOI
is varied.

Figure 5 shows the ERF in terms of its normal mode com-
ponents, which paint a consistent pattern across the five SOI
conditions. These components come in a variety of peak
amplitudes and latencies, and they can also have opposite
phases, which contributes to mutual cancellations when the
modes are summed up to the ERF signal (see also Fig. 7).
Interestingly, each normal mode reaches its global absolute
peak well before the N1m even starts to emerge. Yet, in the
ERF, the N1m is the dominating wave. This is due to the low-
frequency modes largely cancelling each other out during
the first 70ms, when the modes reach their global extrema.
Because of this cancellation effect, the P1m response has a
low amplitude, even though it occurs when the normalmodes
are at their most vigorous (see Fig. 7). Subsequently, when
all the normal modes are well into their decay phase, the
N1m emerges as an interference pattern of the two low-
frequency normal modes with the highest amplitudes but
opposite phases.

On the above basis, we can understand the adaptation of
the N1m in terms of the behaviour of the two dominating
normal modes of auditory cortex. That is, adaptation arises
out of two factors which contribute unequally in different
SOI ranges. As shown in the left column of Fig. 5, with
the fast stimulation rates (SOIs of 0.5 s, and 1s), the nor-
mal modes are clearly attenuated in amplitude compared to
their counterparts in the 10-s SOI condition (representing
the unadapted state). Furthermore, mirroring the adaptation
of the N1m (Fig. 4), this attenuation is much larger when
SOI is 0.5 s than when SOI is 1 s. In contrast, when the SOI
is larger (2.5 s, 5 s, and 10s), the amplitudes of the normal
modes become insensitive to changes in SOI. Indeed, the nor-
mal mode with the lowest frequency (purple curve in Fig. 5)
decreases slightly in amplitude as SOI is increased from 2.5 s
to 10s, while the N1m grows in amplitude. In this case, the
attenuation of the N1m is explained by the changes in the fre-
quencies rather than the amplitudes of the two dominating
normal modes: the mode with the largest absolute magnitude
(green curve in Fig. 5) remains relatively stable in terms of
amplitude and frequency, while the mode with the second-
largest magnitude but opposing phase (purple curve in Fig. 5)
increases in frequency as SOI decreases. Because of this dif-
ference in their frequency behaviour and phase, the dominant
normalmodes sumup to anN1mresponse that decreaseswith
decreasing SOI.

The adaptation of the N1m is usually described with the
single exponentially saturating function of Eq. (15). This
captures the behaviour of the peak amplitude of the N1m,
namely, its initially rapid increase as a function of SOI fol-
lowed by a levelling off at longer SOI. This descriptionmight
be adequate when the number of data points is low (Fig. 10a).
However, our model predicts that the true dependence of the
N1m peak amplitude on SOI is insufficiently described by
a single exponential function (Fig. 10b–d). This could be a
consequence of the N1m peak amplitude being determined
by two different normal-mode properties, viz. due to normal
mode modulations at short SOIs and to frequency modula-
tions at longer SOIs. Thus, adaptation lifetime as estimated
with the single exponential might work better as a relative
rather than an absolute measure. Even if it fails to describe
amplitude behaviour at short SOIs, it still allows one to com-
pare lifetimes across experimental conditions, brain regions,
and subjects.

4.3 Linking ERF adaptation to the network structure
of auditory cortex

Physiological studies usually consider the link between
STSD and adaptation from the point of view of single-
unit dynamics (Ulanovsky et al. 2004; Wehr and Zador
2003, 2005).When one observes a global, spatially-averaged
measure of neuronal activity such as the ERF, our results
indicate that STSD is not the only factor shaping adaptation.
Instead, adaptation becomes a system property, modulated
by anatomical structure. This is unsurprising given that all
normal-mode properties (angular frequency ω, decay rate γ ,
phase, spatial structure) arise from the coefficient matrix in
Eq. (4), which in turn depends on the anatomical structure of
AC as expressed in the weight matrices. We varied the struc-
ture of the original AC model (Fig. 1) by adding shortcut
connections from the thalamus to the belt, or from the core
to the parabelt. We also varied the balance between excita-
tion and inhibition. All other aspects of the model were kept
untouched, including the time constants of the state equations
and those of STSD. Nevertheless, the structural modulations
in themselves caused sizeable variations in the way the N1m
became adapted by repeated stimulation: the parameter t0
varied between -1.4 and -0.9 s, and τsoi, the adaptation life-
time, varied between 2.5 and 3.1 s. In general, changing the
excitation-inhibition balance by adding excitatory connec-
tions increased the lifetime of adaptation.

We also derived the individual contributions from each
cortical area (core, belt, parabelt) to the overall ERF in order
to inspect whether adaptation has a spatial variation. This
was done for all the structural modulations studied above.
Experimentally, this would be equivalent to applying source
modelling to the ERF signal to tease out the contributions
from various areas of cortex. We found that, in general, the
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adaptation of the ERF did not coincide with that of any of the
contributions of the individual areas in terms of t0 and τsoi.
The lifetime of adaptation tended to be some 200 ms shorter
in the core than in the belt. The parabelt had the shortest
τsoi, except in the default AC model, where the belt and the
parabelt had similar lifetimes of adaptation. These results
agree qualitatively with those of Lu et al. (1992), who found
that the contribution of primary auditory cortex to the N1m
has a shorter lifetime of adaptation (by seconds) than the
contribution from association areas. A similar pattern was
observed by Uusitalo et al. (2006) in visual cortex, where
the adaptation lifetime increases (by seconds) as one moves
further away fromprimary visual cortex. The spatial variation
of adaptation lifetime produced by ourmodel ismuch smaller
than that found experimentally, and the factors determining
the size of this effect will be addressed elsewhere.

Importantly, the above spatial variation of adaptation
belies a much stronger effect of anatomy on adaptation. This
is evident in Fig. 8b1–b5 which break down the ERF accord-
ing to the connections originating from each area. For each
area, this measure is proportional to the output emanating
from that area, that is, to the firing rate multiplied by the
connection strength. It can therefore be interpreted as the
de facto impact that the area has on its neighbours and on
itself. The impact of the core remains stable, increasing only
around 10% over the SOI range. In stark contrast, the impact
of the belt and parabelt is highly sensitive to stimulation rate:
it increases linearly by a factor of three as one increases SOI
from 0.5 s to 10s. That is, there is hardly any adaptation
present in the impact that the core has, while the impact of
the belt and the parabelt exhibits strong adaptation. Although
we did not determine τsoi for these impacts, it is evident that
on this metric, adaptation lifetime is orders of magnitude
larger in the belt and parabelt than in the core. We empha-
sise that these effects are not directly visible in the ERF,
even if one measures τsoi separately for each area (corre-
sponding to source modelling). Further, the presence of a
spatial gradient of adaptation lifetime would have interesting
implications for understanding memory in auditory cortex.
Namely, the anatomy of AC may serve as a temporal map,
where secondary areas, in functional terms, hold information
over several seconds andwhere the core integrates the current
signal with the memory-laden feedback from the secondary
areas. This style of temporalmappingmight be crucial for the
processing of auditory signals with a complex spectrotem-
poral structure and warrants further investigation.

4.4 Comparison to other models of auditory cortex
and ERF generation

The role of STSD in AC dynamics has been investigated
in a number of previous modelling studies. Loebel et al.
(2007) developed a model of the primary AC where each

iso-frequency column was described as a network with Wil-
son and Cowan (1972) dynamics and with STSD. The model
can account for multiple experimental findings such as the
frequency tuning curves of neurons and the dependence of
forward masking in two-tone stimulation on the temporal
separation between the tones. In a later work, Yarden and
Nelken (2017) demonstrated that this model is able to repli-
cate stimulus-specific adaptation. Goudar and Buonomano
(2014) modelled primary auditory cortex with simulated
spiking neurons and found that short-term synaptic plasticity
accounted for context-dependent suppression and enhance-
ment of the response to the second tone in a two-tone
paradigm. Similar order-selectivity in responses to vocali-
sation stimuli was found by Lee and Buonomano (2012),
who modelled a single cortical column with spiking neu-
rons. Again, STSD accounted for the neurons responding
differentially to vocalisations presented in the forward and
reverse directions. Wang and Knösche (2013) replicated the
adaptation of the N1m due to stimulus repetition in a model
of a single cortical area, where each unit was an expanded
version of the neural mass model of Jansen and Rit (1995),
which describes interactions betweenneurons in the granular,
supragranular, and infragranular layers. The model included
STSD of excitatory synapses, and good agreement with
experimental data was achieved by adjusting the inter- and
intralaminar connections via Bayesian inference.

The above studies are thematically related to the current
approach in that synaptic depression is shown to account
for experimental data. However, they are limited to describ-
ing either primary auditory cortex or a single column with
a relatively high resolution and, with the exception of Wang
and Knösche (2013), replicate single-unit activity. In con-
trast, our approach for understanding ERF generation is to
capture the dynamics of the whole of AC, rather than that
of a single field. To this end, we implemented the serial
core-belt-parabelt structure in amodel that anchors ERF gen-
eration to spatially distributed normal modes. Therefore, our
approach diverges from the above studies in terms of how
AC is described and in the kind of explanation given for the
data. We note that while we employed the extreme low reso-
lution of describing each area as a single unit, our approach is
not wedded to any particular spatial resolution. Our previous
studies (Hajizadeh et al. 2019, 2021) used spectral methods
similar to the ones employed here (thoughwithout STSD) for
investigating the normal modes in a system of 240 units rep-
resenting cortical columns distributed over subcortical areas
and 13 tonotopically organised cortical fields. Importantly,
the current results open up the possibility of applying spec-
tral methods for studying STSDmodulation of AC dynamics
in an expanded model with a much higher spatial resolution
than here. We note that boosting the number of units adds
very little computational cost. Numerical simulations based
on Eqs. (1), (2), and (3) are computationally expensive for
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large coupled networks and can be error-prone due to numer-
ical errors and sensitivity to initial conditions. The spectral
approach championed here, in comparison, is computation-
ally fast and readily unveils the dependencies between the
systems parameters and the solutions.

Probably the most influential style of neural mass mod-
elling is Dynamic Causal Modelling (DCM) introduced by
Friston et al. (2003). This estimates the coupling between dif-
ferent brain regions and how this ismodulated by stimulation.
Each region is described by a biophysical neural massmodel,
and Bayesian inference is then used for the parameter esti-
mation to identify the best model to explain the experimental
data. TheDCMapproach has been applied to ERPs andERFs
(see, for example, David et al. 2006; Garrido et al. 2007;
Kiebel et al. 2006, 2009), the hemodynamic response of
functional magnetic resonance imaging (fMRI) (for example
Friston et al. 2019; Stephan et al. 2007) and the neurovas-
cular coupling underlying combined fMRI and MEG/EEG
data (for example, Friston et al. 2019; Jafarian et al. 2020).
When applying the method to ERPs and ERFs, the biophys-
ical model is based on the Jansen and Rit (1995) approach.
Estimates are then derived for intrinsic connections within
brain regions as well as for feedforward, feedback, and lat-
eral connections between brain regions.

While our spectral approach and DCM both seek to
explain evoked responses, the two diverge on a number of
points. First, DCM aims to explain single-subject ERF data
in terms of connection strengths between discrete sources.
Themethod is essentially a refinement of source localisation,
where source location is complemented by information about
the coupling strength between the sources. In contrast, our
approach regards individual sources and their connections as
only part of the explanation. From the point of view of the
systemdynamics, the spatially distributed normalmodes pro-
vide amore revealing account of the ERF. Of course, whether
normal modes can be observed experimentally is an interest-
ing question beyond the scope of the current study. Second,
while the spatial resolution in the current model was at one
unit per cortical area—the same as in Garrido et al. (2009)—
spatial resolution is not a limiting issue in our approach, as
discussed above. In comparison, DCM places bounds on the
size of the network that can be used for modelling brain
activity. Namely, increasing the number of units leads to an
exponential increase in the number of connections, which
are all free parameters to be estimated. As pointed out by
Garrido et al. (2009), this results in inter-subject variability
becoming larger, making it hard to establish patterns of cou-
pling changes across subjects. Third, DCM is designed to
be used with discrete source models of the ERP and ERF,
with each area represented by a single unit of the biophysical
model. In contrast, the number of units per area is not lim-
ited in our approach, and is determined by the phenomenon
to be explained. For example, modelling frequency interac-

tions (e.g., the frequency mismatch response) with one unit
per area can be donewith DCM (Garrido et al. 2007) but with
our approach, an expansion of themodel to include tonotopic
maps in each area would be required. This essentially reflects
the fundamentally mechanistic nature of our modelling style.

5 Outlook

There is scope for expanding the current model in sev-
eral ways. First, as mentioned above, the modelling of
cross-frequency effects would require the implementation
of tonotopic maps, such as in the previous versions of the
model (Hajizadeh et al. 2019, 2021; May and Tiitinen 2013;
May et al. 2015). This would allow one to gain fresh insight
into the generation of the MMN and SSA in terms of normal
modes. Time constants for SSA have been reported to occur
on multiple time scales (Ulanovsky et al. 2004), and there
might be scope to study this with our modelling approach, in
view of our finding that anatomical structure in itself intro-
duces variations to adaptation lifetime, even when the time
constants for STSD are spatially homogeneous.

Second, while the core-belt-parabelt structure of AC is
a common feature among the auditory cortices of mam-
mals (Hackett 2015), there is a wide variety in the size
and organisation of AC areas across species, and the func-
tional consequences of this variety are unknown. Hence, a
logical next step would be to expand the model towards
more realistic structures of auditory cortex of different
species, and to investigate to what extent adaptation is
a network effect whose cross-species variations can be
explained in terms of differences in the anatomical struc-
ture of the AC. Further, one might be able to use the
current methodology as a tool for exploring the currently
unknown organisation of the human auditory cortex. One
possibility might be to combine the current methods with
DCM by using the current model as the biophysical DCM
model. The free parameters would be the STSD time con-
stants as well as the parcellation of the core, belt, and
parabelt into individual fields, each one represented by a
unit of the model. While the STSD would presumably be
subject-specific, the parcellation would be fixed across sub-
jects.

Lastly, while the brain is usually regarded as highly non-
linear, it might turn out to be a clandestine self-lineariser,
using STSD as a mechanism which pushes the system
dynamics into the linear range. This might allow the tran-
sition from chaotic regions into states where normal modes
appear. As Kerschen et al. (2009) pointed out, normal modes
of linear systems differ from those of non-linear systems in
that they are decoupled from one another. This means that
they have two special properties: (1) invariance, whereby
several normal modes can coexist in the system at the same
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time without modulating each other; (2) modal superposi-
tion whereby the oscillations of a unit is a linear combination
of individual normal modes. We suspect that these proper-
ties could have functional benefits: normal modes of linear
systems, each with its own spatial profile, could function
as stable and overlapping representational tokens supporting
population coding, where each neuron can take part in rep-
resenting more than one thing at the same time. This style
of representation might aid processes such as sensory bind-
ing and attention control. Namely, the features of sensory
stimuli are represented in a distributed fashion, in specialised
regions across cortex, yet this information is melded together
into unitary percepts. Sensory binding refers to this pro-
cess of melding, and it seems to involve the long-distance
synchronisation of the spatially disparate neuronal popu-
lations representing the individual features (Bertrand and
Tallon-Baudry 2000; Ghiani et al. 2021). Selective attention
is likewise associated with coherence: the cortical neu-
rons representing the attended stimulus produce enhanced,
synchronised gamma-band oscillations (Fries 2015). Nor-
mal modes could provide instantaneous coupling needed in
binding and attention, allowing for individual cortical neu-
rons separated by long distances to become synchronised
even without direct connections between them. The domi-
nant normal mode in cortex might then correspond to the
attended, perceptually bound stimulus. A corollary of this
is that functional cell assemblies generated in this fashion
cannot be predicted just by observing the anatomical con-
nections between the cells. This widens the view onto the
generation of cell assemblies, which are usually understood
in terms of communication between senders and receivers
(Hahn et al. 2019) and strong interconnections arising out
of Hebbian learning (Gerstein et al. 1989; Wennekers et al.
2003). With normal modes, the synchronisation between
two cells depends more on the afferent stimulation and sys-
tem dynamics than it does on the strength or quality of
the interconnection. Moreover, normal modes might provide
the mechanism whereby weakly connected populations can
synchronise, before Hebbian learning has had time to take
effect.
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