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Preface 

to the First International Workshop on Current  

Compliance Issues in Information Systems Research 

 

Stephan Kühnel1, Stefan Sackmann1, Simon Trang2 

1 Martin Luther University Halle-Wittenberg, 06108 Halle (Saale), Germany 

{stephan.kuehnel, stefan.sackmann}@wiwi.uni-halle.de 

2 Universität Goettingen, 37073 Goettingen, Germany 

simon.trang@wiwi.uni-goettingen.de 

 

1 General Description of the CIISR Workshop 

"Compliance" refers to rule adherence, i.e., acting in accordance with applicable rules 

originating from various sources, including laws, standards, contracts, guidelines, etc. 

[1, 2]. Compliance has been a relevant topic in Information Systems Research (ISR) for 

several decades, whose initial focus was primarily on the (semi-)automated support in 

ensuring and validating rule conformity [3–5]. Nowadays, compliance is approached 

from a variety of different perspectives. As part of information security management, 

for instance, it is examined which operational compliance measures result in desired 

employee behavior [6, 7]. In the context of cloud computing, for instance, it is examined 

how compliance with service level agreements can be ensured in hybrid cloud 

architectures [8, 9]. And in the context of business process management, for instance, 

it is examined how the compliance of business processes can be ensured sustainably 

and economically in digitalized and electronic markets [10–12]. 

The first International Workshop on Current Compliance Issues in Information Systems 

Research (CIISR 2021) was intended as a prelude to an exchange format that will enable 

a continuous interchange of scientists and also practitioners in this field. The workshop 

took place on March 9th, 2021, in conjunction with the 16th International Conference 

on Wirtschaftsinformatik (WI 2021). Based on the conference's main theme–

"Innovation through Information Systems - Business & Information Systems 

Engineering as a Future-Oriented Discipline"–the CIISR workshop discussed current 

compliance issues with high relevance to the ISR area. 

mailto:simon.trang@wiwi.uni-goettingen.de
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2 Submission and Paper Selection 

We invited the scientific community to submit discussion papers and also research 

results as contributions to the CIISR 2021 workshop. Submissions in numerous subject 

areas interfacing with compliance were welcome, such as ensuring compliance with 

information security policies, compliance issues in the context of clouds, ensuring 

business process compliance, current IT compliance issues, and–for a given current 

occasion–the impact of the COVID-19 pandemic on compliance in the ISR 

environment. We called for contributions from the above-mentioned topics that can be 

assigned to one of the following three submission types: 

1. Completed research papers/completed practical reports 

This submission type includes both advanced research with at least partial 

evaluation and comprehensive practical contributions. 

2. Short papers (research in progress papers/short practical reports)  

Short papers represent ongoing research or ongoing practical projects. In 

addition to presenting initial results, these papers should also include an 

outlook on further research or project progress, including planned future work 

steps. 

3. Extended abstracts 

Extended abstracts present and discuss high-quality results of already 

published contributions (or dissertations/postdoctoral theses) relevant to the 

workshop topic. 

In the submission version, completed research papers and practical reports must not 

exceed 12 pages, short papers must not exceed six pages, and extended abstracts must 

not exceed four pages, including title, abstract, bibliography, author details, and 

acknowledgments. Possible appendices are not included in the pagination. 

Each paper submitted to the workshop underwent a rigorous double-blind review by at 

least two reviewers and was evaluated for five criteria: 1) quality of content, 2) 

significance for theory and practice, 3) originality and level of innovativeness, 4) fitting 

to the workshop theme, and 5) quality of presentation. The three workshop chairs 

subsequently discussed the review results of each paper, resulting in a decision of 

acceptance or rejection. A total of seven papers were submitted to the workshop, of 

which four were accepted as full papers and one as a short paper. Accordingly, the 

acceptance rate of full papers was 57 %.  
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3 CIISR 2021 Workshop Papers 

In line with the WI 2021, the CIISR 2021 workshop was held completely online. 

Despite its virtual form, we are pleased to report that it was well received by the 

research community. 42 conference attendees were registered for the workshop, and 

finally, more than 50 attended. The CIISR 2021 workshop and the CIISR 2021 

workshop proceedings at hand contain six contributions, including one paper on the 

keynote speech of the workshop chairs, the four accepted full papers, and one accepted 

short paper: 

1. The paper Towards a Business Process-based Economic Evaluation and 

Selection of IT Security Measures accompanies the keynote and particularly 

focuses on the ProBITS project, which is funded by the German Federal 

Ministry of Education and Research (BMBF) since April 2021 and deals with 

the economic assessment and analysis of IT security measures in business 

processes. 

2. The full paper Analysis of Public Cloud Service Level Agreements–An 

Evaluation of Leading Software as a Service Providers by Michael Seifert 

analyses compliance in the context of cloud computing. His research is 

devoted to comparing service level agreements and reducing their 

heterogeneity. In this context, the paper also sheds light on the management 

of compliance with agreed-upon requirements. 

3. The full paper Software Compliance in Different Industries: A Systematic 

Literature Review by Mohammed Mubarkoot and Joern Altmann analyses 

compliance of software and software services. Based on a systematic literature 

review, existing frameworks of software compliance management are 

identified and compared to the needs of different industries. The results show 

heterogeneity in terms of approaches and industries, especially regarding 

priorities, specifics, and compliance requirements, so further research seems 

to be vital. 

4. The full paper Reviewing the Interrelation Between Information Security 

and Culture: Toward an Agenda for Future Research by Sebastian 

Hengstler and Natalya Pryazhnykova is dedicated to analyzing the relevance 

of culture to information security on different levels. Their results show that 

cultural aspects are relevant in different areas of information security, namely 

in information security governance, in awareness programs, in its influence on 

compliance behavior, and when designing an organizational security culture. 

They propose to further analyze the connection between culture and 

information security in the light of their identified research areas to better 

understand the impact of culture on security compliance. 
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5. The full paper Culture Matters–A Cross-Cultural Examination of 

Information Security Behavior Theories by Sebastian Hengstler empirically 

compares different theories for ensuring information security compliance 

behavior with respect to different cultures. Protection motivation and 

deterrence theory are tested in Germany, India, and the USA and compared by 

invariance tests and determination of predictive power. The conclusion 

suggests that taking a differentiated view on culture might improve 

information security policy compliance behavior in the future. 

6. The short paper MIA–A Method for Achieving Compliance in Flexible and 

IT Supported Business Processes by Tobias Seyffarth presents a holistic 

framework for managing business process compliance in flexible 

environments. His research models relations between compliance 

requirements, business process activities, and underlying IT components. 

Thus, the approach allows interesting analyses of these relations, especially 

when changes become necessary. 

4 Organization and Acknowledgement 

The main person responsible for the workshop was Dr. Stephan Kühnel (general 

workshop and web chair), who was supported by Prof. Dr. Stefan Sackmann and Prof. 

Dr. Simon Trang (workshop co-chairs). Stephan Kühnel and Stefan Sackmann are 

researchers in the field of business process management at the Chair for Information 

Systems, esp. Business Information Management at the Martin Luther University 

Halle-Wittenberg. Both are actively researching in the field of economic evaluation of 

business process compliance and security. Simon Trang is a researcher in the field of 

information security management and holds the Chair for Information Security and 

Compliance at the Georg August University of Goettingen. His research focuses on the 

economic aspects of information security measures and human aspects of information 

security.  

Although the number of submissions to the workshop was manageable, establishing a 

new workshop in the community would not have been possible without the help of 

others. Thus, we are very thankful for all the support we received from the teams of the 

respective chairs. Furthermore, we are very thankful for all the support we got during 

the review process. We were happy to have so many researchers supporting us in the 

program committee, namely (in alphabetic order of the last name): 

 Michael Fellmann (University of Rostock, Germany),  

 Barbara Gallina (Maelardalen University, Sweden),  

 Nadine Guhr (Leibniz University Hannover, Germany),  

 Simon Hacks (KTH Royal Institute of Technology Stockholm, Sweden),  
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 Martin Schultz (HAW University of Applied Sciences Hamburg, Germany), 

 Michael Seifert (GISA GmbH, Germany), 

 Tobias Seyffarth (Martin Luther University Halle-Wittenberg, Germany), 

 Frank Teuteberg (Osnabrueck University, Germany), and  

 Nils Urbach (University of Bayreuth, Germany).  

In addition, we thank Peter Hofmann (University of Bayreuth, Germany) and Sebastian 

Hengstler (Georg August University of Goettingen, Germany) for their work as 

(sub)reviewers. Last but not least, our thanks also belong to Sebastian Lindner (Martin 

Luther University Halle-Wittenberg, Germany) for his work as a web co-chair and to 

the WI 2021 team for their support in organizational and technical matters. 
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1 Introduction 

Technological innovations, such as cloud computing, intelligent process automation, 

and big data analytics offer substantial opportunities for maintaining and strengthening 

a company's competitive position. However, the introduction of such technologies en-

tails new compliance and security risks. One of the most challenging risks that compa-

nies face is to protect technologies and other organizational assets from incidents or 

attacks that aim to access sensitive information (confidentiality attacks), change the 

code or data in information systems (integrity attacks), as well as disrupt the normal 

operation of information systems (availability attacks) [1].  

To mitigate such risks, both legislators and companies define far-reaching and over-

arching requirements for information, data, and information technology (IT) security. 

Examples can be found in a company's information security governance requirements 

(e.g., general policies on authentication or guidelines on data classification and han-

dling), in sector-specific guidelines (e.g., the second Payment Services Directive of the 

European Union (EU) for banks), or in cross-sectoral regulations (e.g., the EU General 

Data Protection Regulation (GDPR) or the German IT Security Act). It is essential for 

companies to comply with such requirements, i.e., to implement the requirements 

through adequate IT security measures. 

mailto:simon.trang,%20ilja.nastjuk,%20tizian.matschak%7d@wiwi.uni-goettingen.de
mailto:simon.trang,%20ilja.nastjuk,%20tizian.matschak%7d@wiwi.uni-goettingen.de
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IT security measures are mechanisms that support organizations to identify and alert 

about security incidents, to protect critical infrastructure services with the aim to pre-

serve the confidentiality, integrity, and availability of information, to respond to secu-

rity incidents (e.g., reduce the number of successful attacks), and to recover system 

integrity after a security incident [2]. IT security measures include both technical 

measures, such as firewalls, intrusion detection systems, or authentication mechanisms, 

as well as human-centric measures, such as information classification policies, clean-

desk regulations, and password policies [3]. In most cases, the implementation of ex-

tensive IT security requirements cannot be realized through isolated IT security 

measures but requires a complex bundle of interdependent measures. On the one hand, 

such measures entail high investment costs and, on the other hand, can significantly 

influence companies' business processes. For example, Article 32 (1) of the GDPR re-

quires that appropriate technical and organizational measures should be implemented 

to ensure compliance with the protection goals of confidentiality, integrity, availability, 

and resilience when processing personal data. To implement this requirement, both 

technical precautions (e.g., encryption and pseudonymization of personal data) and pro-

cedural configurations (e.g., activities and controls to ensure compliance in business 

processes) are necessary. Such technical precautions and procedural configurations can 

lead to high expenses [4, 5]. It is therefore not surprising that compliance with IT secu-

rity requirements is already described in existing literature as a cost-intensive task [6, 

7] and even as a "heavy cost driver" [8].  

Consequently, “the focus of IT security management is shifting from what is technically 

possible to what is economically efficient” ([9], p. 66). To ensure that a company's prof-

itability is not affected by implementing bundles of IT security measures, it becomes 

necessary to identify suitable alternative courses of action to meet IT security require-

ments and select the best alternatives based on economic criteria [10]. Accordingly, the 

evaluation and selection of IT security measures have become critical skills for infor-

mation security managers. Traditional investment-based approaches and theories, such 

as the return on investment (ROI), the real options theory (ROT), or the utility maximi-

zation theory (UMT), form the backbone of most contemporary methods to economi-

cally evaluate IT security investment decisions [11]. In the context of IT security, 

widely accepted methods to evaluate the return on investment include the return on 

security investment (ROSI) and the return on information security investment (ROISI) 

[12]. Such methods consider directly attributable monetary costs and benefits, which 

become important determinants of investment decisions. Decision makers benefit from 

utilizing investment-based evaluation methods because they enforce to think about ex-

plicit assumptions and decision rationales. In addition, they help to understand whether 

security investments are consistent with the organizational risk strategies [13]. 

However, investment-based approaches offer only limited guidance for the decision to 

implement IT security measures because of the lack of available data to generate accu-

rate results, the high dependency of these approaches on subjective assumptions, and 

the negligence to account for the interdependency between multiple IT security 
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measures [11]. In addition, investment-based methods usually do not account for non-

monetary and indirect effects, such as the impact of IT security measures on business 

process performance or outcome. This is an important topic of interest for two reasons. 

First, IT investments in general impact the efficiency of business processes [14], and 

second, business processes have a substantial impact on the competitive position and 

financial performance of any organization [15].  

Since business processes are at the center of a company’s success, they offer a solid 

foundation for cost-benefit analysis [16]. However, to the best of our knowledge, there 

is a lack of approaches in the literature supporting a comprehensive economic evalua-

tion of IT security measures (and bundles of measures) with particular regard to their 

interaction with business processes. Based on existing knowledge about contemporary 

business process management and compliance, we propose several requirements for the 

development of business process-driven approaches to the evaluation and selection of 

IT security measures for guiding future research. In particular, the paper discusses the 

requirements needed on the journey towards a process-based approach for the economic 

evaluation and selection of IT security measures. Such an approach enables effective 

selection and implementation of IT security measures, stimulates business process im-

provement, and further offers the opportunity to overcome the limitations of existing 

investment-based methods. 

2 Important Investment-based Approaches for the Economic 

Evaluation of IT Security Measures  

As mentioned above, investment theories form the backbone of most existing methods 

for the economic evaluation of IT security measures [11]. In this context, direct costs 

for the introduction and operation of (mostly isolated) IT security measures (e.g., costs 

for software, hardware, or personnel) are interpreted as an investment from which an 

expected direct return on capital (monetary benefit) results [17]. The existing literature 

on the evaluation of IT security measures is dominated by the following three ap-

proaches [11]: 

1. Approaches based on the ROI (see, e.g., [18]), which value the return on in-

vestment generated by an isolated IT security measure relative to the capital 

invested. 

2. Approaches based on the ROT (see, e.g., [19]), which are based on option 

pricing models for the valuation of IT security investments taking into account 

time-dependent variability. 

3. Approaches based on the UMT (see, e.g., [20]), which aim to maximize the 

benefit of an IT security investment for a given subject. 

All three approaches share the assumption that the capital reflow is represented by the 

expected proportion of monetary damage from a potential IT security incident that can 
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be prevented by the use of an IT security measure, such as prevented operational down-

time or avoided recovery costs of an attack [21]. Based on these approaches, different 

methods have been discussed in the literature to economically evaluate IT security 

measures (for a detailed survey, see [11]). In the following, we would like to present an 

important selection of these. 

2.1 The Annual Loss Exposure 

In 1979, the National Bureau of Standards of the U.S. Department of Commerce intro-

duced the Annual Loss Exposure (ALE) as a first method to assess IT security risks. 

ALE can be used to estimate the monetary annual loss exposure of a company based on 

the damage that results from security incidents (impact) and the likelihood of such an 

incident occurring (frequency of occurring) [22]. For single security incidents, the ALE 

is simply computed by multiplying the estimated impact (e.g., expressed as a monetary 

value) by the expected occurrence frequency. If there are several security incidents, the 

ALE totals the product of the two variables for each security incident (summation) [23]. 

As a single metric, ALE is not sufficient to accurately perform an economic evaluation 

of IT security measures, but usually represents an input variable for more complex eval-

uation procedures (see, e.g., [5, 23–25]). 

2.2 Return on Security Investment  

The ROSI is based on the traditional ROI calculation and compares the benefits of IT 

security measures with their costs [21, 26, 27]. It considers the probability of occurrence 

of an IT security incident, loss prevention due to an IT security measure, the cost of 

security incidents, and the costs of IT security measures. While the costs of an IT secu-

rity measure correspond to the investment costs, benefits are determined by reducing 

the probability of occurrence of security incidents and reducing the amount of loss due 

to the implementation of the IT security measure. Sonnenreich et al. [5] suggest that the 

ALE can be used to calculate ROSI. Thereby the ALE is multiplied by an effectiveness 

parameter, which provides information on the effectiveness of IT security measures 

(expressed as a percentage). The result represents the portion of the monetary annual 

expected loss value that can be saved by implementing IT security measures. Then, the 

total costs resulting from the implementation of IT security measures are subtracted to 

determine the net financial “return.” Finally, the net financial return is divided by the 

total costs to produce a relative ROSI value. Per classical ROI interpretation, an invest-

ment in IT security measures is economically advantageous if it holds that ROSI > 0. 

If the ROSI < 0, IT security investments are financially not viable and, thus, should be 

avoided for economic reasons. For ROSI=0, the monetary advantages and disad-

vantages are balanced. Further alternatives to calculate the ROSI are based on a direct 
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comparison of costs incurred due to a security incident and total costs for implementing 

and operating IT security measures (see, e.g., [28–30]). 

2.3 Return on Information Security Investment 

Another model for evaluating IT security measures is Mizzi’s Return on Information 

Security Investment (ROISI) [31]. In alignment with ROSI, ROISI considers the secu-

rity expenditures based on one-time costs to implement a defense mechanism, mainte-

nance costs, and costs to fix system vulnerabilities. The potential total loss resulting 

from security incidents is conceptualized based on missed revenue and information lost 

due to system downtimes and the financial costs of rebuilding the system (e.g., labor 

costs for system recovery). The main difference to the ROSI method is that Mizzi’s 

approach includes a cost-benefit consideration of the malicious entity. To determine 

ROISI, Mizzi defines the cost of an attack as the cost of penetrating the security mech-

anism and exploiting vulnerabilities. A rational attacker only carries out an attack (in 

the sense of ROSI this means influencing the probability of occurrence) if the benefit 

accruing to the attacker is greater than his costs. The rationale behind this assumption 

is that a rational attacker is usually unwilling to pay more for an attack than the imme-

diate loss suffered by the attacked entity (e.g., the value of the stolen information). 

Mizzi suggests that IT security measures should be designed to maximize attackers' 

costs and minimize the information potentially accessible.  

2.4 Adapted Loss Database 

Sackmann and Syring [32] base the evaluation of IT security measures or security ad-

aptations of technical infrastructures on the protection goals of business processes. In 

this context, changes are modeled in a binary way from the perspective of an IT risk 

reference model and based on a cause-and-effect concept that maps the chain from 

threats to attacks and vulnerabilities to business processes. For the evaluation of both 

isolated security measures and bundles of measures, the original data (e.g., historical 

damages) are adapted to a more realistic cause-and-effect model and, thus, recalculated. 

In principle, the adaptation of the data basis could be used with any method (e.g., ROSI) 

for an evaluation of the measures under consideration.  

2.5 Cyber Investment Analysis Methodology 

The Cyber Investment Analysis Methodology (CIAM) is a four-step data-driven ap-

proach to evaluate and select IT security measures [33]. First of all, it is necessary to 

collect and/or select data on the assets to be protected, including data on security inci-

dents, appropriate IT security measures, the impact of exploited vulnerabilities on the 
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business, and costs to implement IT security measures. The second step involves esti-

mating weightings by domain experts to understand how each IT security measure con-

tributes to the goals of prevention, detection, and recovery. The third step includes per-

forming an effectiveness scoring in which each IT security measure is matched against 

each attack step. Finally, an algorithm uses the data to compute a relative priority rank-

ing for each IT security measure.  

2.6 Security Attribute Evaluation Method 

Butler [13] proposes the Security Attribute Evaluation Method (SEAM) as an economic 

approach for assessing security investments. SAEM also proposes four steps to perform 

the cost-benefit analysis of security measures. First, it starts with an assessment of the 

benefits of an IT security measure. The second step includes evaluating the effective-

ness of the IT security measure in mitigating security risks. Third, a threat coverage 

assessment is performed. The final step involves an assessment of the costs of the IT 

security measure. Butler suggests that the data needed for the evaluation is sourced 

from structured interviews with IT and security experts. To successfully conduct a 

SEAM analysis, the company must have effective IT security policies and procedures 

in place, have security mechanisms properly integrated into the existing IT infrastruc-

ture, and be able to accurately predict attacks and their associated consequences. 

3 Limitations of Existing Evaluation Methods for IT Security 

Measures 

While the methods presented in the previous chapter are valuable to evaluate and select 

appropriate IT security measures economically, they offer several limitations.  

One limitation is related to the lack of multidimensionality. Besides having an impact 

on monetary returns, IT security measures have non-monetary effects. For example, 

they can impact employee behavior, the organization’s reputation, as well as process 

complexity or flexibility [4, 5]. Investment theory-based evaluation methods usually do 

not account for such effects [11]. Accordingly, the scope and coverage of existing ap-

proaches need to be extended to also include the impact of IT security measures on non-

financial dimensions. 

Another limitation is related to the lack of valid data for calculation. It is one of the 

biggest challenges for organizations to obtain accurate data on the true costs of a secu-

rity incident. Most methods are data-driven, although necessary input data or accurate 

estimators are often unavailable [11, 17]. Decision makers frequently underestimate the 

costs of security incidents by looking only at the short-term tangible costs (e.g., lost 

revenue), but there are also long-term intangible costs (e.g., loss of trust) that are diffi-

cult to measure and therefore often neglected [9]. Another reason for the lack of valid 

data is that most companies do not proactively and accurately capture cost information, 
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as emphasized by Sonnenreich et al. ([5], p.47): “Security breaches that have no imme-

diate impact on day-to-day business often go completely unnoticed. When a breach 

does get noticed, the organization is usually too busy fixing the problem to worry about 

how much the incident actually costs. After the disaster, internal embarrassment and/or 

concerns about public image often result in the whole incident getting swept under the 

rug. As a result of this “ostrich response” to security incidents, the volume of data 

behind existing actuarial tables is woefully inadequate.”  

Another limitation is related to the lack of comparability. It is often difficult to com-

pare IT security measures, which are characterized by different goals and scopes based 

on a monetary assessment of costs and benefits alone. In this context, Butler [13] em-

phasizes that it is more difficult to compare benefits among different IT security 

measures than comparing costs. Existing and proven financial analysis tools allow costs 

to be estimated quite accurately, but benefits are more difficult to quantify since they 

are usually characterized by greater uncertainty, time lag, and indirect effects. In addi-

tion, decision-makers are often confronted with imperfect knowledge about the explicit 

benefits of IT security measures. Therefore, estimating costs and benefits often depends 

on the IT security experts’ intuition, practical expertise, knowledge, and experience.  

Research has also criticized the lack of scalability of existing evaluation methods (see, 

e.g., [9, 11]). Investment-based methods are sensitive to different business sizes. Alt-

hough large corporations as well as small and medium-sized enterprises (SMEs) are 

equally affected by IT security requirements, SMEs often have fewer financial and per-

sonnel resources. For instance, Sonnenreich et al. [5] emphasize that the cost-benefit 

ratio of security investments is increasingly skewed as the number of employees de-

creases, which is the case for most SMEs compared to large corporations. They exem-

plify how an initially financially viable investment in an anti-spam solution would not 

have been viable if the same organization were smaller, i.e. had fewer employees. 

Finally, the presented methods are usually aimed at the evaluation of isolated IT se-

curity measures, but they do not account for the effects that IT security measures have 

on other measures when implemented as a bundle. Understanding synergies between 

IT security measures is important to achieve desired business outcomes [34]. In this 

context, Axelsson ([35], p. 189) emphasizes: “The best effect is often achieved when 

several security measures are brought to bear together. How should intrusion detection 

collaborate with other security mechanisms to achieve this synergy effect? How do we 

ensure that the combination of security measures provides at least the same level of 

security as each applied singly would provide, or that the combination does not in fact 

lower the overall security of the protected system?” No single IT security measure can 

ensure security by itself, and therefore, they need to be implemented in bundles and 

configured to achieve optimal outcomes [36]. In this regard, Cavusoglu et al. [9] criti-

cize investment-based approaches as they do not consider the potential positive and 

negative interactions of different IT security measures. More concretely, they criticize 
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the assumption that implementing one security measure will reduce the number of at-

tacks by a certain percentage and will result in a certain benefit value, as this neglects 

substitution and complementary effects with other existing IT security measures. 

The next chapter discusses how business process management concepts can contribute 

to overcoming some of the limitations outlined.  

4 A Journey Towards a Process-Based Approach to Selecting 

and Evaluating IT Security Measures 

Using contemporary business process management concepts offers a promising ap-

proach to address some of the key limitations outlined in the previous chapter. At the 

core of business process management are business processes, which are defined as a 

structured sequence of activities designed to achieve a specific output [37]. 

4.1 Two Interesting Approaches as Examples of How Business Process 

Management Can Already Be Used to Evaluate 

Magnani and Montesi [38, 39] proposed an approach for the cost evaluation of business 

processes. The authors suggest extending relevant process elements in a business pro-

cess model with cost annotations. Costs are represented as textual information at the 

respective process elements. Such an approach reaches its limits if business processes 

are nested, i.e., if they contain one or more subprocesses and the calculation of costs 

depends on their sequence flows. This is the case, for example, if a subprocess contains 

connectors of the XOR type. The authors propose two alternatives for this limitation. 

The first involves annotating cost intervals instead of individual cost values to all flow 

objects (including subprocesses). Processes with fully annotated cost intervals are suit-

able for the application of graph-based algorithms to determine the minimum and max-

imum costs. For example, Dijkstra's algorithm [40] can be applied to identify a mini-

mum cost path between start and end events in a business process. However, it is chal-

lenging to use cost intervals when loops are included in subprocesses since the upper 

interval tends towards infinity in this case. The second alternative addresses this prob-

lem by calculating and annotating average costs, provided that data from a sufficiently 

large sample of process instances are available. However, the accuracy of the calcula-

tion of average costs depends on the availability and correctness of data. The authors 

demonstrate the applicability of both alternatives using the example of hotel reserva-

tions. 

Sampathkumaran and Wirsing [41, 42] present a similar approach focused on determin-

ing the expected costs of successfully executing a process, which they refer to as "busi-

ness costs." In contrast to Magnani and Montesi [38, 39], this approach does not only 

focus on the determination of costs but also the degree of achievement of a defined 
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business objective. To include this degree in the calculation, the authors extended the 

approach of Magnani and Montesi with the concept of “reliability” in calculating pro-

cess costs. Reliability represents the probability of successful execution of a task that 

an organization performs to achieve a specific (business) objective. Consequently, the 

business costs of a process depend not only on the costs of the process itself (e.g., the 

amount of money needed to execute a process) but also on the process reliability (e.g., 

factors leading to successful process completion and the achievement of business ob-

jectives). Sampathkumaran and Wirsing additionally suggest performing sensitivity 

analyses to identify parameters that have the most critical impact on the business costs 

and to optimize the process model.  

4.2 Requirements for a Process-Based Approach to the Economic Evaluation 

and Selection of IT Security Measures  

The aforementioned approaches can also be applied to IT security measures imple-

mented in business processes if specific conditions are met (e.g., modeling IT security 

measures as modular and thus interchangeable subprocesses). Thus, they can provide 

valuable information for determining the additional costs of IT security measures.  

However, they do not accurately capture the interdependence between IT security and 

business performance, i.e., how IT security measures impact the performance of busi-

ness processes. This is important to understand in order to improve the decision-making 

process for IT security measures. We argue that a process-based approach for the eco-

nomic evaluation and selection of IT security measures offers tremendous opportunities 

to complement existing approaches and overcome their limitations. Still, for the suc-

cessful implementation of a process-based evaluation approach in the context of IT se-

curity, several requirements have to be taken into account. 

The development of a process-based approach requires, as a first step, the identification 

of factors that characterize a business process and allow for its performance determina-

tion. For example, complexity is a common characteristic of a business process that 

significantly impacts associated quality and cost [43, 44]. The implementation of IT 

security measures can lead to either a reduction or an increase in the complexity of a 

business process and thus influence the cost-effectiveness of achieving business goals. 

For example, Stoewer and Kraft [45] show that new security solutions can lead to im-

proved process efficiency if the IT security measure to be implemented triggers a rede-

sign of the underlying process. Therefore, we argue that a prerequisite for a process-

based approach to assessing IT security measures is to capture relevant factors that 

characterize business processes and impact their performance. However, it is important 

to consider that business processes have different and possibly competing priorities in 

terms of factors such as time, cost, flexibility, or quality [46]. In this regard, vom 

Brocke and Sonnenberg [47] emphasize the importance of considering trade-offs be-
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tween factors when determining the economic value of business processes: “[…] a pro-

cess that produces quality products might have long cycle times and relatively high 

costs, whereas a process with low cycle times might have moderate costs and a low 

quality level” (p. 114). A goal-oriented approach is desirable to appropriately manage 

competing priorities in business processes. Goal orientation accounts for the strategic 

objectives of an organization and how these objectives are achieved through business 

process design [48]. Consequently, a process-driven approach requires a definition and 

evaluation of the specific business process goals.  

Once relevant influencing factors are identified, the next step is to investigate which 

business processes are affected by IT security measures. Standards such as the Business 

Process Modeling and Notation (BPMN) allow for the graphical modeling and specifi-

cation of business process models [49]. Business process models provide specific in-

sights into how organizations work and we argue that they offer the opportunity to in-

tegrate IT security measures into their process landscape, as shown by Seyffarth et al. 

[50]. One example is the implementation of so-called access controls to monitor and 

control access to organizational systems for ensuring the integrity and confidentiality 

of data [51]. Access controls can be mapped in business process models by specific 

modeling objects such as tasks, events, gateways, and annotations. In a purchase-to-

pay scenario, Sadiq et al. [52] demonstrate that compliance controls can be integrated 

into an organizational process model through specific process annotations (so-called 

control tags).  

The next step involves quantitatively evaluating the extent to which a process model is 

influenced by the integration of IT security measures. Kuehnel et al. [53] use so-called 

process log files as the data basis for their calculations in the context of compliance 

measures. They propose various design requirements and principles for an IT tool that 

is supposed to enable an economic evaluation of business process compliance. For ex-

ample, the IT tool should be able to automatically reconstruct the paths of a business 

process from a given log file and support a modular process view to visualize compli-

ance activities. We argue that log files can be used to capture the performance of a 

business process and any changes caused by the implementation of IT security 

measures. It should be noted that the economic analysis of IT security measures based 

on business processes is a "complex task" that can overwhelm the person in charge 

(e.g., the process owner or IT security expert), especially if log files are analyzed man-

ually [53]. Considering that the main goal of human decision-makers is to optimize 

decision quality with the least possible cognitive effort, the use of software artifacts is 

recommended (e.g., [53–55]).  

The development and evaluation of a process-based approach for the economic evalu-

ation of IT security measures should also be performed in close cooperation with busi-

nesses of different sizes and types. This is important since large corporations differ 

from small and medium-sized corporations, for example, in terms of available re-

sources, processes, security requirements, and security expertise [56, 57]. In addition, 

IT security requirements and associated business processes vary across industries. For 
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example, information systems from electricity suppliers that rely on smart meters to 

exchange information with other devices in a smart grid have specific infrastructure 

requirements and different system vulnerabilities than information systems from the 

healthcare sector [58, 59]. Understanding and accounting for such differences when 

developing a process-based approach to the economic evaluation of IT security 

measures contributes to the early identification of gaps and missing requirements and 

supports broad applicability.  

5 Conclusion 

Selecting the best set of IT security measures is an important strategic decision for any 

organization, considering the costs associated with security incidents and the significant 

impacts on the organization’s business processes. Therefore, the ability to accurately 

evaluate the costs and benefits associated with IT security investments has become a 

critical skill for decision-makers. Traditional (investment-based) approaches provide 

only limited guidance in determining the true costs and benefits of IT security measures. 

We, therefore, discuss the journey towards a process-based approach to economically 

evaluating and selecting IT security measures. We argue that it is important to account 

for the interdependencies between IT security measures and business processes, as busi-

ness processes form the backbone of an organization’s business model and are key cost 

and performance drivers. Although a process-based approach cannot address all short-

comings of traditional methods, it has the potential to improve the quality of strategic 

IT security investment decisions. 
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Abstract. Public cloud and software as a service (SaaS) are two of the largest 
growing IT markets in recent years. Cloud customers need to assess whether 
the predefined service level agreements (SLAs) of public cloud providers are 
suitable for their business requirements. Due to the lack of a standard SLA 
formulation, cloud consumers have significant effort in analyzing SLAs 
against their compliance, which could be supported by semi-automated SLA 
management. 
SLAs of five leading SaaS providers with comparable public cloud business 
applications were examined as an as-is analysis. Using 18 derived 
parameters, the SLAs were formalized and evaluated in terms of 
matchmaking. The percentage of formalization and matchmaking among the 
five providers was found to vary between 20% and 73,3% across four SLA 
categories. Several contributions could be made for practitioners, but also 
for researchers on how to address the high degree of heterogeneity in public 
cloud SaaS SLAs. 

Keywords: public cloud, software as a service, service level agreements 

1 Introduction 

The entire cloud market has been increasing continuously for years [1, 2]. Especially 

the market of public cloud [1] as well as of software as a service (SaaS) [1, 2] is growing 

significantly. An increasing number of companies are deciding to consume their 

business applications from the cloud instead of providing them by themselves [3]. At 

the same time, it enables software vendors to provide their solutions to a wide range of 

customers [4]. SaaS adoption is receiving increasing attention in practice [5]. The 

possibility of fast implementation and a higher innovation cycle makes SaaS attractive 

for businesses [4]. The billing model – from capital expenditure to operational 

expenditure – is also a valid argument for adopting SaaS in comparison to traditional 

application service consumption [6]. 

But cloud providers are also affected by typical IT challenges. For example, cloud 

providers may require downtime to perform maintenance on their IT infrastructure [7, 
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8]. At times, even large cloud providers, and therefore cloud users, experience 

unplanned downtime [9]. These planned and unplanned downtimes are usually defined 

and described by cloud providers. This information is agreed and documented with the 

customer in so-called service level agreements (SLA) [10]. Many cloud providers 

(usually public cloud providers) even publish their SLAs before signing a contract, 

which makes it possible for potential customers to analyze them in advance [7, 8]. 

Accordingly, as a potential cloud customer, an upcoming decision to adopt cloud 

services should always be based on the customer's own business criticality (e.g. for 

possible unavailability of the service) to assess risk and service level compliance [11, 

12]. 

The main challenge here is the lack of cloud SLA standards. For potential cloud 

customers, this means to evaluate the SLA individually against their own business 

requirements. In addition, certain information that one provider describes in its public 

SLA may be documented differently, or not at all, by another provider [7].  

When evaluating the SLAs of cloud providers on the customer side, it should also be 

noted that new cloud services often have to be integrated or composed with existing IT 

services (e.g. for master data exchange) [13, 14]. This means that the cloud customer 

must not only evaluate the components of the SLA for themselves but aggregate them 

with SLA parameters of existing IT services to evaluate whether the composition of 

services continues to meet their business requirements or at least does so at acceptable 

risk [12, 13]. 

In research, established models and methods are already proposed for the two scenarios, 

(I) cloud service selection [15, 16] and (II) cloud service composition [17, 18]. There 

are also numerous ontologies and meta-models published for standardization and semi-

automated SLA-aware selection and composition of cloud services [19, 20]. To enable 

evaluation and enhancement of models and methods in research, as well as to provide 

an overview to cloud customers and providers, the state of current cloud SLAs is 

identified. This study was conducted with the following research questions (RQ), as an 

as-is analysis of present-day public cloud SaaS SLA. 

 RQ1: How can public cloud SaaS SLAs be formalized and categorized in a 

consistent way? 

 RQ2: How much can the formalization of SLA components be used to compare or 

aggregate (named matchmaking) content from different providers? 

 RQ3: What can be derived for research and practice from the results of this study? 

To answer these research questions, the next section introduces the fundamental cloud 

terminology and necessary concepts as a theoretical background. Next, the definition 

of the study scope is provided by presenting the choice of the study sample and the 

criteria for analysis. In addition, related work is presented in section 3 and compared 

with the study scope at hand. Section 4 outlines the data collection of five leading public 

cloud SaaS provider and their SLAs to make the research comprehensible. Furthermore, 

the collected data is formalized and categorized here according to RQ1 in context of a 

moderated focus group as a qualitative research method [21]. In section 5, the five cloud 

provider SLAs are instantiated according to the formalization. The parameters are then 

analyzed in terms of their matchmaking to provide an answer to RQ2. The evaluation 
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and discussion of the analysis in section 6 is followed by a consideration of threats to 

validity of this research in section 7. The article ends with the conclusion in which the 

contributions to research and practice of this paper are summarized. 

 

2 Theoretical Background 

The study is grounded on cloud terminology following the National Institute of 

Standards and Technology (NIST). Three cloud service models and four cloud 

deployment models can be distinguished [22]. 

The service models are differentiated into Software as a Service (SaaS), Platform as a 

Service (PaaS), and Infrastructure as a Service (IaaS) [22]. IaaS describes a cloud 

service in which the provider delivers a complete IT infrastructure ready to use to the 

consumer [22]. Thereby, computational as well as network and storage resources are 

composed. With PaaS, further services on top of the composed IT infrastructure are 

delivered to the customer, enabling application development, for example [22, 23]. 

With PaaS, customers get the opportunity to develop their own applications in the 

cloud. With SaaS, usable software is provided to the cloud consumer on top of IT 

infrastructure [13, 22]. SaaS is usually used by organizations when the cloud 

application already meets the functional business requirements or when in-house 

operation of the application is not preferred. 

The cloud deployment models are divided into Private Cloud, Public Cloud, 

Community Cloud, and Hybrid Cloud [22]. Private clouds are services that are 

deployed by the provider for a specific consumer organization [24]. The private cloud 

provider is usually in close interaction with the customer in order to consider their 

business requirements. In contrast, the public cloud is about the provider making the 

cloud service available to many users and in general [22, 24]. Due to the identical 

composition, the cloud provider can deliver its service to a large number of customers 

at the same time. Community cloud is similar to private cloud, but is in contrast 

provided to be consumed by multiple organizations with similar concerns [22, 24]. 

Community cloud is used, for example, when several universities consume the same 

cloud service, but want to have their respective customizing considered. Hybrid cloud 

is defined as the combination of at least two cloud deployments [22, 24]. The most 

common type of hybrid cloud is the combination of public cloud and private cloud. The 

increasingly popular hybrid cloud driven by public cloud SaaS adoption has significant 

impact on IT management [25]. 

In order to ensure the contractual relationship between the cloud provider and the 

customer, service level agreements are signed. A Service Level Agreement (SLA) is a 

contract for an agreed IT service between a provider and a consumer [10]. The details 

of the SLA must be underpinned by measurable parameters before and during the 

service lifecycle in order to be comprehensible for the provider and the customer. To 

measure and evaluate agreed performance levels of cloud services, qualities of service 

(QoS) are commonly used [26]. 
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3 Study Scope and Related Work 

The study presented in this paper has a two-sided target audience, (I) research and (II) 

practice. For researchers, the study aims to provide new practical insights for further 

adaptation and evaluation of existing SLA management models and concepts (e.g. 

smart contracts), as well as for cloud selection and composition methods and artifacts 

(e.g. QoS aggregation). For practitioners, the study is of interest because it provides the 

cloud consumer with an overview of what aspects of public SLA they can align their 

business needs with. For cloud providers, the analysis serves as a guide to what other 

providers present in their SLAs and how the survey sample focuses on various SLA 

parameters and categories. 

For the analysis of the SLAs, two evaluation criteria formalization and matchmaking 

are applied. Formalization is understood as the distillation of the described semantic in 

the SLA as comparable parameters, as in [7] and [8]. Formalization is therefore where 

(I) the aspects are included in the respective SLA of the providers and (II) can be 

assigned to the respective parameters defined. 

In order to support the SLA management, we use matchmaking as a second evaluation 

criteria. Matchmaking is known as a method in QoS-compliant selection of Web 

services [19]. As an approach to examine constraint satisfaction problems, metrics are 

checked for semantic and unit-specific equivalence [27]. The SLA parameters are 

checked by matchmaking to ensure that they are operable among providers, i.e. (I) 

comparable in terms of cloud service selection or (II) aggregable in terms of cloud 

service composition. 

The study is conducted with focus on one cloud model, namely SaaS. The decision was 

made because it is expected that IT departments will increasingly need to evaluate SLA 

compliance in the context of business requirements based on functional or strategic 

preferences of a specific cloud application [5]. 

It was also decided to focus on public cloud as the deployment model of the study. Both 

the decision for the cloud model and the cloud deployment of the study are supported 

by the high market relevance [1, 2].  

Another decision regarding the scope of the study is the focus on business applications 

(compared to cloud applications for private use). The reason for this is that the 

commercial risk of insufficient service levels is significantly higher in the business 

context. In order to ensure the best possible comparability of the SLAs of different 

providers, business application cloud services were analyzed that are not industry 

specific. 

The scope of the study aims to achieve the highest possible generic coverage, while at 

the same time ensuring the highest possible transparency of the selection, in order to be 

able to use the results of the study as broadly and specifically as possible. In the context 

of the presented study scope, two related work studies are presented in Table 1. 
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Table 1. related work 

 
 

The articles of Baset [7], and Guila and Sood [8] are from the years 2012 and 2013. 

Due to the passing time in between, it can be assumed that there are changes in the 

common public cloud SLA. Accordingly, our investigation provides a refresh regarding 

current cloud SLAs. 

In contrast to our fixed scope on SaaS, at least two different cloud models are 

considered in each of the studies. Both studies also examined public cloud SLAs, so 

publicly available SLAs served as the foundation. 

One issue of criticism in both studies is the comprehensibility of the vendor selection. 

Neither article explains how the selection is made for each cloud model considered. 

The article at hand will therefore describe the selection of vendors to be analyzed in 

section 4 based on the maximum possible generalizability of our results.  

Last, this study differs from related work in the depth of analysis. With the motivation 

of semi-automated processing of the contents of SLA, the capability of matchmaking 

for the parameters is examined in section 5. The studies by Baset [7], and Guila and 

Sood [8] each stop at the formalization of the SLA aspects, and thus do not examine 

subsequent machine processing. 

 

4 Data Collection and SLA Formalization  

The data collection starts with a search for market study on the valuation of cloud 

computing. After screening the two studies on the cloud computing market of Gartner 

Incorporated (Gartner) [1] and Synergy Research Group (SRG) [2] the leading vendors 

of SaaS were selected. The selection of our sample for public cloud SaaS business 

applications goes back to the breakdown of the “Worldwide Market Share of Enterprise 

SaaS” by SRG [2] and is shown in Table 2. 

The cloud services depicted are all public cloud SaaS and, to ensure comprehensibility, 

non-industry-specific IT applications for business context. Based on the top five 

enterprise SaaS providers, administrative business applications were selected that could 

potentially be used in a variety of organizations. Content management systems (CMS) 

as well as customer relationship management (CRM) and enterprise resource planning 

(ERP) systems are used in almost all organizations and thus provide a suitable basis for 

an analysis. 

Baset (2012) [7] Guila and Sood (2013) [8]

title of publication Cloud SLAs: Present and Future Comparative Analysis of Present Day Clouds 

using Service Level Agreements

cloud models IaaS, PaaS IaaS, PaaS, SaaS

cloud providers Amazon, Azure, Rackspace, Terremark, Storm Rackspace, Engine Yard, Google

SLA parameters service guarantee, service maintenance, service 

credit, service violation measurement & reporting

service commitment, definition, credit 

request/claim, service credit, SLA exclusions
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Table 2. selected cloud providers and applications 

 
 

The data collection process also required further assumptions. First, the formalization 

of the SLA was performed in each case with reference to corresponding productive 

system of the cloud service. This represents the aspiration to reflect the business risk in 

the case of downtimes of the economically relevant systems. Second, in order to 

formalize certain SLA components, a specific region in which the system is hosted had 

to be assumed. For this we assumed to be from Germany and chose a region as close to 

Germany as possible. 

The formalization was performed with the following sequence and in context of a 

moderated focus group [21]. The focus group consisted of 6 researchers and 4 

practitioners, each of whom was included in the discussion at both stages of 

formalization (phase one and phase two). 

In phase one, the SLA documents [28–34] were reviewed completely for each of the 

five providers in sequence and recorded in tabular form for each SLA-relevant 

parameter. The naming of the tabular documentation of the parameters was inspired by 

the respective SLA documents and the naming of the parameters of the related work 

(shown in Table 1). Once an aspect was identified in a subsequent SLA that did not 

semantically fit into existing parameters, a new parameter was created. Accordingly, 

the dataset of formalized parameters in Table 3 represents a union of the aspects of the 

five SLAs. Even if this means that not every parameter can be instantiated or mapped 

for each of the five SLAs of a provider. Instead, this satisfies the objective of an 

overview of possible aspects of a present-day public cloud SaaS SLA. 

In phase two, after going through all the SLA documents, minor adjustments were made 

to improve the understandability and comprehensibility of the parameters and 

categories. For example, the distinction between maintenance and major release 

upgrades was formulated consistently according to their three relevant aspects. 

Potential shortcomings in the generation of the formalization are discussed in section 6 

with respect to the validity of this study.  

As the result, a formalization of SLA corresponding to four categories, each with 

associated two to six parameters (18 parameters in total), has been generated which is 

shown in Table 3. 

vendor application product application type links

Adobe Adobe Experience Manager Content Management System (CMS) [31-32]

Microsoft Microsoft Dynamics 365 Business Central Enterprise Resource Planning (ERP) [30]

Oracle Oracle Fusion Enterprise Resource Planning Cloud Enterprise Resource Planning (ERP) [29]

Salesforce Salesforce Customer 360 Customer Relationship Management (CRM) [27-28]

SAP SAP S/4HANA Public Cloud Enterprise Resource Planning (ERP) [26]
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Table 3. formalized SLA parameters and categories 

 
 

The first category, service commitment (cf. Table 1, Guila and Sood), bundles issues 

around general availability and possible recovery from failures. Target service uptime 

(1.1) indicates the percentage of minutes the system is available per month. Downtime 

(1.2) specifies what is considered unavailable in terms of billing and exclusion (1.3) 

describes when the provider is exempt from the responsibility of promised uptime. 

Service timetable (1.4) describes the time when the system is up and running, even if 

no one is working on it. This is relevant, for example, when the system performs 

scheduled job processing during the night. Last, recovery time objective (RTO) (1.5) 

and recovery point objective (RPO) (1.6) are common metrics for the time needed to 

recover (RTO) and time of maximum data loss (RPO). 

Service maintenance (cf. Table 1, Baset) covers the aspects in which the service is 

planned to be unavailable. This may happen for various reasons. On the one hand, due 

to necessary system maintenance (2.2 - 2.4) on underlying infrastructures or due to 

major/release upgrades of the software to a new release (2.5 - 2.7). The specified 

parameters are therefore identical for maintenance and upgrades. The announcement 

(2.2, 2.5) indicates the time before the unavailability of the application is announced. 

The date (2.3, 2.6) determines at which time (day and time), according to the stated 

time zone, the downtime usually takes place. The duration (2.4, 2.7) indicates how long 

the downtime typically lasts from the start time date. The region parameter (2.1) is used 

to specify the location where the service is hosted. This generally has an impact on the 

scheduled downtimes. 

category no. parameter metric, description

1.1 target service uptime percent of minutes per month

1.2 downtime definition of downtime

1.3 exclusion definition of exclusion from downtime calculation

1.4 service timetable time when the service is available

1.5 recovery time objective (RTO) maximum time (in hours) between decision to 

active recovery process and the point at which you 

may resume operations

1.6 recovery point objective (RPO) maximun period (in hours) of data loss from the 

time the first transaction is lost

2.1 region where the service is hosted

2.2 system maintenance announcement time of announcement of maintenance

2.3 system maintenance date maintenance starting time (time zone)

2.4 system maintenance duration maximum duration in hours for the maintenance

2.5 major/release upgrades announcement time of announcement of the upgrade

2.6 major/release upgrades date upgrade starting time (time zone)

2.7 major/release upgrades duration maximum duration in hours for the upgrade

3.1 credit calculation service credit in relation to monthly payment

3.2 credit notification time to report a violation to the provider

3.3 maximum credit volume maximum service credit to be paid per month (as a 

percentage of the monthly fee)

4.1 termination clause condition for exceptional termination of the order

4.2 end of life notification before the service is no longer 

generally available (in month)

service 

commitment

service 

maintenance

service credit

service 

contract
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The service credit category (cf. Table 1, Guila and Sood, Baset) combines all financial 

aspects that are relevant once the service fails to fulfill the agreement and the customer 

receives a fee back. Service credit calculation (3.1) indicates how the billing is 

calculated in relation to the monthly fee for the cloud service. Whereby maximum credit 

volume (3.3) represents the maximum of it. The credit notification (3.2) determines the 

period of time in which the customer is supposed to submit the claim to the provider in 

order to receive the service credit. 

The category service contract contains the potential termination of the contract for both 

parties. The termination clause (4.1) defines the number of service level violations after 

which the customer may terminate the contract for cause. End of life (4.2) specifies the 

period of time in advance for the provider to terminate the cloud service. 

 

5 Evaluation and Discussion 

The parameters have been instantiated via the SLA documents of the five providers (see 

Table 4). The instantiation of the formalization and the capability to be comparable and 

aggregable (matchmaking) is assessed for all parameters and evaluated across the 

categories. 

With target service uptime it is noticeable that one provider (Salesforce) is not 

matchable (adjective of matchmaking) because it does not specify a quantitative 

availability. Downtimes can only be formalized for three vendors and are not matchable 

there due to the complex wording. The exclusion of availability-reducing factors can 

be formalized for all vendors. However, the fine details in the SLA are phrased in such 

a linguistic way that they are not matchable. The service timetable is explicitly 

described by three out of five providers. However, based on the description of all other 

parameters, we assume that all providers offer 24/7 service. The formalization of 

service timetable can therefore be questioned. The formalization of just one provider 

with regard to the practically highly relevant RTO and RPO documentation is 

highlighted as potential for improvement in cloud provider practice. 

Many cloud providers set planned downtimes depending on the usual business hours 

per region. For example, these downtimes are usually scheduled for weekends. 

However, if the cloud service of your choice is not offered in your region, this can lead 

to scheduled downtimes during the week. Maintenance announcement is only defined 

for two of the providers. The announcement for upgrades, on the other hand, can be 

formalized for three providers, but due to vague descriptions it is only matchable for 

one provider. In this context, matchable means that during the service lifecycle it is 

possible to check automatically whether maintenance is scheduled by considering the 

minimum number of days prior notification (as automatically check interval). 

Maintenance date can be formalized for system maintenance and upgrades in five out 

of ten potential parameters. All parameters are matchable and give cloud consumers, in 

combination with maintenance duration, the possibility to compare the potential 

maintenance windows (which times disrupt their business less) and to aggregate (which 

maintenance days cover all components of their composite service). 
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Service credit is almost entirely formalizable across all parameters of four providers. 

Even the credit calculation of the four different providers is very similar which makes 

it easily matchable. However, it is noticeable that the maximum credit volume varies 

significantly (between 10% to 100%). The relevance of this category is considered to 

be quite high because, in a best-case scenario, the service credit should be able to 

compensate for the loss caused by business interruption as risk transfer. 

Table 4. instantiated formalization and matchmaking of the cloud provider sample 

 
 

Service contract can be formalized by one provider and is matchable with parameters 

of other providers. Again, relevant aspects of the SLA are mapped, which could be used 

for enrichment in the SLA of other providers. 

In order to get an overview of the results of the analysis, the assigned labels in Table 4 

(formalizable, matchable) were evaluated quantitatively. The result of this analysis can 

be seen in Table 5 and are discussed in the following. 

Service commitment is often not trivial to process by machine due to the lack of 

formalizability, which is seen as a challenge and a risk for cloud consumers. In addition, 

even if it can be formalized, it is often difficult to compare or aggregate it due to over-

defined terminology and exclusion (see 1.2, 1.3 Table 4). 

Service maintenance formalizability is basically enabled by three out of five providers. 

The formalized parameters allow a suitable processing in general. It remains to be said 

cat. no. Adobe Oracle Microsoft Salesforce SAP

1.1

99,9 99,9 99,9

commercially reasonable 

efforts to make the services 

available 24/7

99,5

1.2 service not available to the 

customer, except any 

excluded minutes

-

users unable to login 

(excluded planned 

downtimes)

-

minutes the system is not 

available (excluded 

downtimes)

1.3

misbehavior of customer
scheduled downtimes from 

my oracle support

planned downtimes; list of 

limitations (e.g. networt, 

inappropriate usage)

planned downtime; 

circumstances beyond 

reasonable control

regular maintenance, major 

upgrades; out of provider 

control 

1.4 24/7 - - 24/7 24/7

1.5 - 12 - - -

1.6 - 1 - - -

2.1 America - EMEA EU Europe

2.2
- -

notified at least five 

business days in advance

ten days prior to the 

maintenance
-

2.3 - - 22:00 (UTC) SAT, 22:00 (UTC) SAT, 22:00 (UTC)

2.4 - - 8 4 4

2.5
- - choose a specific weekend

approximately one year 

before the release date

notified at least five 

business days in advance

2.6 - - - FRI, 22:00 (UTC) SAT, 4:00 (UTC)

2.7 - - 3 hours 6 hours 24 hours

3.1

<99,9% -> 5% fee,

<99,5% -> 10% fee,

<95% -> 15% fee, 

<90% -> 25% fee

per 1% below availability 

(99,9) you get 2% credit of 

your monthly fee; service 

credit is paid with the 

second month of missed 

service availability in a six 

month period

<99,9% -> 25% credit,

<99% -> 50% credit,

<95% -> 100% credit

-

per 1% below availability 

(99,5) you get 2% credit of 

your monthly fee

3.2

- 30

within two months of the 

end of the billing month in 

which the incident 

occurred

- 30

3.3 25 10 100 - 100

4.1
-

availability violation for 

three consecutive months
- - -

4.2 - 12 - - -

formalizable matchable
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that both practice and research in the discovery or decision phase must nevertheless 

reckon with uncertainty in the run-up to the announcement or even the lack of 

announcement of maintenance. Maintenance must therefore be formalizable, 

measurable and adaptable in later phases of the service level lifecycle. 

Table 5. evaluation of formalization and matchmaking of the cloud provider sample 

 
 

Service credit formalizability and matchmaking has the highest percentage of all 

categories. This shows that the calculation methods are similar across four depicting 

providers and are therefore easy to process. Nevertheless, it remains interesting for 

practice and research to include the maximum loss payment in the risk consideration 

when deciding on the selection of an SLA. 

Service contract formalizability and matchmaking is limited to one provider. For the 

service contract, analogous to the service credit, the challenge for both practice and 

research is to consider it in the risk management of the cloud application decision. 

 

6 Threats to Validity 

To demonstrate rigor and encourage further research, the threats of validity of this study 

are discussed. Threats of validity are considered in terms of internal validity and 

external validity. 

Internal validity refers specifically to whether an experimental treatment or condition 

makes a difference to the outcome or not, and whether there is sufficient evidence to 

substantiate the claim [35]. The following internal validity threats for this study were 

identified and should be considered for interpretation or further research. 

 Insufficient or improper SLA documents or information were collected by the 

formalization procedure. Accordingly, it may be that the scores calculated for the 

categories may be inaccurate. 

 The selected sample of leading public cloud SaaS providers is chosen biased or is 

insufficient. Potentially, adding more providers improves calculated category scores 

and leads to more underrepresented parameters. 

 The interpretation of the descriptions or the order of importance in the SLAs was 

inaccurate or wrong. Our focus group was set up to evaluate the formalization; 

another group may possibly come to different results. 

 The evaluation of the matchmaking of the parameters was performed with the 

knowledge of existing methods in SLA management. The actual applicability of the 

labeled parameters is nevertheless to be verified in each case. The evaluation of SLA 

category formalization matchmaking

service commitment 60,0% 30,0%

service maintenance 57,1% 40,0%

service credit 73,3% 73,3%

service contract 20,0% 20,0%
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management artifacts with the identified parameters is a promising field for further 

research. 

 The survey is statically time-based, so changes in SLAs over time can lead to other 

results. 

External validity refers specifically to whether the results can be considered in real-

world environment [35]. The following external validity threats for this study were 

identified and should be considered for interpretation or further research. 

 It is possible that (1.) agreements besides the SLA between provider and customer 

are made or (2.) further contractual documents affect the consideration.  

 The generalization of our identified formalizability and matchmaking can be 

challenged due to different requirements of the different application types. 

 

7 Conclusion 

In this study, based on the motivation of an as-is analysis, five present-day public cloud 

SaaS SLAs were analyzed in the context of service level compliance and risk 

management. The study focus was intentionally set on (I) public cloud, (II) SaaS and 

(III) business-critical applications in order to address the relevance of downtime-related 

breakdowns in business processes. 

With the help of four derived SLA categories and 18 underlying SLA parameters, a 

general formalizability (concerning at least one provider) was determined. Across the 

four different categories, formalizability was found to range from an average 20% to 

73.3% across the entire sample (concerning RQ1). The high variance in formalizability 

confirms the common assumption of the lack of SLA standards in practice.  

To enable semi-automated SLA management, all parameters were evaluated for 

matchmaking (comparable and aggregable). Across the four different categories, 

matchmaking was found to range from an average of 20% to 73.3% across the entire 

sample (concerning RQ2). Matchmaking has high importance in the context of IT-

supported SLA management, and is threatened especially due to low rates (20%, 30% 

and 40%) in three out of four categories. The emerging deficit can be closed on the one 

hand (I) by further analysis of matchmaking or (II) by an additional manual evaluation 

step of potential cloud customers.   

An extract of contributions to research and practice elaborated in section 5 are finally 

summarized (concerning RQ3). 

 Practitioners get an understanding of common and uncommon public cloud SaaS 

SLA parameters and categories to analyze risk and service level compliance prior to 

an adoption. 

 It is also possible for practitioners to identify SLA aspects that may have a high 

economic importance (e.g. RPO, RTO, planned downtimes) but may not be offered 

by all providers. 
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 Researchers get an up-to-date view of SLA parameters that SLA management 

methods and concepts must take into consideration in order to be applicable to 

present-day clouds (e.g. temporal logic for downtime aggregation). 

 Researchers should consider how business-critical SLA parameters (e.g., service 

credit calculation and downtime exclusion) can be reflected in terms of risk 

assessment extending traditional QoS aggregation (e.g., availability multiplication). 
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Abstract. With the emergence of new software development paradigms (e.g., 

distributed teams and crowd-sourcing), the software supply chain became more 

complicated than ever. This, in turn, raises concerns in software compliance in 

many industries, as ensuring adherence beyond functional requirements is very 

critical. This paper uses a systematic literature review, to investigate the 

frameworks used for managing compliance of software and software services and 

their applications across different industries. The review also looked into 

industry-specific software compliance requirements. A total of 156 primary 

studies have been collected, of which 63 studies match the criteria indicated in 

the review protocol. The study develops a classification of these frameworks 

based on industry-specific needs, business requirements, and the context of 

compliance. Findings of this research help researchers and practitioners to 

identify important aspects of software compliance and set directions for future 

research and development. 

Keywords: Software Compliance, Policy, Regulations, Industry Requirements, 

Systematic Literature Review 

1 Introduction 

Complex software applications evolve over time and tend to diverge from the intended 

or documented design models. This deviation makes the system hard to understand, 

modify, and maintain in the long run [1]. Nevertheless, modifications and updates of 

software systems are inevitable, in order to respond to changes in business 

requirements. Nowadays, software development happens globally across 

geographically distributed and autonomous teams consuming huge amounts of software 

components drawn from a variety of different sources [14] [75]. Although this helps 

organizations to deal with technical and economic challenges, it is also increasing 

unintended risks [2]. These include manageability [1], traceability and auditing [3], 

adherence to policies and service level agreements (SLAs) [4] [77], service availability 

[5], security vulnerabilities [2] and use of non-compliant components [3]. Moreover, 

risks can arise when failing to comply with policies, regulations and industry standards, 

which is highly critical to not only business continuity [6] but also other consequences 

that result from non-compliance including cost of litigation and loss of reputation to 

mention a few. Moreover, typically, whenever the complexity of a software increases, 

its quality decreases [7] [76]. 
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Software applications and services should be built in accordance (or compliance) to 

various policies, best practices, industry-specific needs, and regulations [2]. For most 

common practices nowadays, ensuring policies adherence to compliance requirements 

is often held by compliance experts, which is time-consuming and error-prone. What 

also complicates this process is the gap between compliance experts and domain 

experts. Eventually, management and monitoring of application behavior become more 

complicated over time [6]. Typically, requirements are extracted from legal regulations, 

branch-specific guidelines, internal code of conduct, and other sources. However, 

challenges arise from the change of these requirements as well as the adaptive 

environments along with rapid technological changes [9]. 

Furthermore, in the software supply chain, the philosophy of “assemble more, code 

less” is becoming very common nowadays, leading to issues in governance, risk 

management, and compliance (GRC) [2]. Therefore, with modern software applications 

and services that consist of complex and heterogeneous components, it becomes more 

challenging to manage their compliance to internal business policies, external 

regulations, industry standards, infrastructure and security requirements. The task 

becomes even more complicated, when different deployment technologies are used, in 

which the alternative manual way of checking and matching compliance requirements 

tend to be highly risky and mistakes are likely to happen [10]. Moreover, Nick [11] 

raised an issue with the control problem related to the advances in the capabilities of 

artificial intelligence (AI) in that self-optimizing AI components can misbehave and go 

against the boundaries of policies or regulations. All these challenges make the manual 

way of auditing and checking software compliance useless calling for a more innovative 

way to check software compliance.  

The main objective of this systematic literature review is to survey the existing 

frameworks used for compliance checking of software and software services, their 

industry of application and compliance requirements for each industry. The 

contribution of this research is that it highlights recent progress in the compliance 

management of software and software services and that it points to future research 

areas. 

Subsequent sections of this paper are organized as follows. Section 2 presents the 

methodology used, including the research questions formulated and the details on the 

review protocol used to execute this research. Section 3 presents the analysis and 

findings of the review. Section 4 discusses the findings and draws directions for future 

research. Finally, the conclusion section wraps up the key points of the review. 

2 Methodology 

We based the methodology for conducting a systematic literature review (SLR) on the 

one of Kitchenham at al. [12], which is one of the more relevant methods in the field of 

information systems research. We formulated the research questions and, then, 

developed and validated the review protocol. Afterwards, the collected studies were 

screened to add those, which are more relevant to our database. After that, we applied 

a set of criteria for inclusion and quality assessment. Then, after the data is extracted, 

documented into a database, and analyzed, the results are synthesized. Finally, findings 
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are discussed and mapped against the research questions. The following subsections 

briefly discuss the research questions and the review protocol. 

 

2.1 Research Questions 

There are many aspects to investigate in the area of software compliance. However, we 

limit our review objective to surveying existing frameworks, their applications in 

industries, and compliance requirements by each industry. Therefore, we aim at 

answering the following two research questions: 

RQ1. What are the existing frameworks of software compliance management and their 

applications in industries? 

RQ2. What are the compliance requirements and needs of each industry?  

2.2 Review Protocol 

After setting up the research questions, we developed the review protocol, which 

includes the strategy applied for searching, selecting, including, and assessing the 

primary studies. We conducted a manual search using the terms “Software AND 

Compliance” to retrieve relevant studies. The search process considers the matches of 

both keywords in the title, abstract, or keywords of scholarly articles. 

Selection of Sources: To ensure that the review includes as many relevant studies 

as possible within the defined search terms, we conducted a manual search in the 

following sources: IEEE Xplore, ACM Digital Library, MDPI, Elsevier, HeinOnline, 

Springer, Web of Science, Scopus and Google Scholar. 

Inclusion Criteria: To keep our review focused on the objectives stated in Section 

2.1, we developed a set of inclusion criteria as part of the review protocol. Therefore, 

the following criteria are applied to include primary studies for the final review: 

Criterion 1: Only primary studies published between 2010 and 2020 are included.  

Criterion 2: Relevant studies are only included for the review. By this, we mean studies 

that contribute to addressing our research questions.  

Criterion 3: Only studies, which are accessible through Google Scholar and Seoul 

National University library, considered for the review. 

Criterion 4: Only studies written in English are included for the review.  

Criterion 5: Studies included for the review are limited to journal publications, 

conference proceedings, workshop proceedings, and symposium proceedings. 

Secondary studies, book chapters, presentations, dissertations, and reports are 

excluded. 

Data Extraction: We used Zotero version 5 as a referencing tool to document, 

manage, and organize the references of the retrieved studies. We also set up a database, 

to record and extract relevant content. For that purpose, we used Microsoft Excel 2019, 

to record and manage findings. This helped making the analyses and investigations of 

findings simpler. It also provides a reference for further investigations in a systematic 

way. 
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3 Analysis of Results 

3.1 Descriptive Analysis 

Initial search on Google Scholar found 253 scholarly articles. We conducted an initial 

screening to eliminate irrelevant articles. From that, a total of 156 studies have been 

collected with respect to the search terms indicated in Section 2. Then, after applying 

the inclusion criteria, which are indicated in the review protocol, and checking the 

relevance of the primary studies to the research questions, only 63 primary studies are 

left for the review. Table 1 shows a summary of the studies selected for the review, 

including the database and types of studies. The table shows that more than half of the 

primary studies are conference papers. The rest are journal publications or proceedings 

from symposia and workshops. From well-known scientific databases, including IEEE, 

Elsevier, HeinOnline, ACM Digital Library, Springer and CiteSeerX, a total of 47 

studies were collected. The remaining 16 studies are from sources other than the 

abovementioned databases, which include universities journals and proceedings. 

Table 1. Summary of Selected Papers 

Scientific 

Database 

Total Number 

of Papers 
Journals Conferences Symposium Workshops 

IEEE 29 1 24 2 2 

Elsevier 5 5 - - - 

HeinOnline 2 2 - - - 

ACM Digital 

Library 
5 - 2 2 1 

Springer 5 2 3 - - 

CiteSeerX 1 1 - - - 

Others 16 7 9 - - 

Total 63 18 38 4 3 

 

Figure 1 shows the distribution of the publication years of the primary studies 

between 2010 and 2020 as indicated in the protocol of this review (Section 2). The trend 

in Figure 1 indicates that the research in software compliance is still growing, which is 

an indicator of the growing importance of the field. 
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Figure 1. Distribution of Selected Papers by Year of Publication 

3.2 Industry Requirements and Compliance Frameworks 

Figure 2 summarizes the software compliance applications by industry. The analysis 

found that certain industries are investigated more than others. In the software industry 

itself, the review found 36% of the primary studies discuss compliance concerns in the 

software field. Then, the cloud industry comes with 22% of the studies, followed by the 

healthcare, in which 13% of the primary studies address issues related to software 

compliance. The figure also shows that 14% of the studies did not specify the industry 

of application. The rest of the industries which are discussed by fewer studies are as 

follows: manufacturing (6%), automobile (2%), financial (3%), aviation (2%), and e-

government (2%). Some of the primary studies discuss a certain industry in the context 

of clouds (e.g., financial software running on clouds). For such scenarios, we classify 

them to their original industry. In other words, if a study discusses compliance of 

financial software on clouds, then we consider the focus to be on the financial industry. 

 
Figure 2. Distribution of primary studies by industry of application 
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Figure 2 also reflects the amount of challenges that each industry deals with. The 

majority of primary studies discuss compliance concerns related to software and cloud 

industries. This indicates that there are a lot of challenges and solutions discussed for 

these industries. The reason could be that these two industries are highly dynamic and 

many of their resources are available. Besides that, software and cloud industries are 

the central discussion in many of the primary studies. Nevertheless, changes in policies, 

regulations, and requirements are inevitable in every industry. The reviewed studies 

only discuss industries illustrated in Figure 2. Other industries are not found in primary 

studies based on our search terms. Perhaps, different terms are used, which do not 

include any of the search terms specified in our protocol.  

To give a detailed picture on compliance requirements given by each industry, Table 

2 shows the applications of compliance frameworks in the different industries along 

with the requirements needed by each industry. In the software industry, primary 

studies focus on compliance concerns related to distributed teams, intellectual property, 

components licensing, copyrights, reliability, security, trust, auditing, user permission, 

general data protection regulations (GDPR), privacy, software development lifecycle 

(SDLC), software design, regulatory requirements, process compliance, maintenance, 

governance risk & compliance (GRC), transparency, design-code compliance, and 

accountability. In the cloud industry, we found that studies focus on concerns related 

to security, privacy, compliance to service level agreements (SLA), trust, adaptation, 

accountability, resilience, application development, application deployment, 

management, provisioning, and adherence to regulations. Table 2 also shows that there 

is little attention to software compliance in governments, especially no attention on 

interoperability concerns of e-government services. Healthcare is an industry, which 

gained attention by primary studies. According to the primary study, we found that 

software systems need to comply with the health information technology for economic 

and clinical health (HITECH), health insurance portability and accountability 

(HIPAA), personal health information protection (PHIPA), organization for economic 

co-operation and development (OECD), requirement engineering, safety-critical 

aspects, quality, and reliability. 

Moving to more safety-critical industries like automobile, manufacturing, and 

aviation, we found that these industries share some common compliance requirements, 

including reliability and compliance to safety standards. In addition to reliability and 

safety requirements, primary studies also show that the manufacturing industry focuses 

also on concerns including security, deployment & provisioning, privacy, GDPR, and 

industrial automation. Finally, the rest of primary studies did not specify or target a 

certain industry, however, those studies focus on compliance issues related to software 

design, service-oriented architecture (SOA), legal contracts, distributed systems, 

flexibility, auditing, transparency, security, IT service management (ITSM), business 

process modeling (BPM), outsourcing, and GRC. 
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Table 2. Compliance framework applications and compliance requirements in different 

industries 

Industry Compliance Requirements Reference 

Software 

Distributed teams, 

intellectual property, 

components licensing, 

copyrights, reliability, 

security, trust, auditing, 

user permission, GDPR, 

privacy, SDLC, software 

design, regulatory 

requirements, process 

compliance, maintenance, 

GRC, transparency, 

design-code compliance, 

accountability 

Singi et al. [14], Yun et al. [13], Singi et al. 

[2], van der Burg et al. [15], Hemel et al. 

[31], German and Di Penta [32], Jeff and 

Alan [33], Koltun [34], Von Willebrand 

and Patanen [35], Subramaniam and 

Natarajan [42], R P et al. [49], 

Gangadharan et al. [53], Hamou-Lhadj 

[55], Truong and Nguyen [56], Jensen et 

al. [58], Marques and Cunha [59], 

Arogundade et al. [62], Engiel et al. [63], 

Savarimuthu et al. [65], Chakraborty and 

Chaki [66], Jorshari and Tawil [67], 

Vytautas and Friedrich [70], Ozbas-

Caglayan and Dogru [72],  

Cloud  

Security, privacy, SLA, 

trust, adaptation, 

accountability, resilience, 

application development, 

application deployment, 

management, 

provisioning, adherence to 

regulations, distributed 

services, SOA 

McCarthy et al. [16], Suneel and 

Guruprasad [17], Hashmi et al. [18], 

Brandic et al. [36], García-Galán et al. 

[39], Florian et al. [40], Faniyi and 

Bahsoon [41], Singh and Sidhu [44], 

Krieger et al. [45], Carrasco et al. [46], 

Qanbari et al. [47], Breitenbucher et al. 

[50], Foster et al. [37], Koetter et al. [48] 

e-Government Interoperability González and Ruggia [19] 

Healthcare 

HITECH, HIPAA, PHIPA, 

OECD, requirement 

engineering, safety-critical 

systems, quality, reliability 

Gardazi and Ali [20], Sartoli et al. [21], Li 

et al. [22], Ingolfo et al. [51], Khan and 

Yun Bai [54], Lepmets et al. [64], Zema et 

al. [68], Maxwell and Antón [74] 

Financial 

Transparency, 

accountability, control, 

response to change 

Magnusson and Chou [73], Koetter et al. 

[28] 

Automobile 
Functional safety, 

reliability 
Hocking et al. [69] 

Manufacturing 

Security, deployment and 

provisioning, safety 

standards, privacy, GDPR, 

industrial automation 

Zimmermann et al. [23], Castellanos Ardila 

and Gallina [43], Kittmann et al. [60], 

Moyon et al. [61] 

Aviation 

Safety standards, 

reliability 

 

Jurnečka et al. [71] 
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Industry Compliance Requirements Reference 

Not Specified 

Software design, SOA, 

legal contracts, flexibility, 

auditing, transparency, 

security, ITSM, BPM, 

outsourcing, GRC, 

reliability 

Fischer et al. [24], Tran et al. [25], Sharifi 

et al. [26], Loreti et al. [27], Groefsema and 

van Beest [29], Ingle et al. [30], Correia 

and Brito e Abreu [38], Thalmann et al. 

[52], Elhasnaoui et al. [57] 

4 Discussion 

Many industries heavily rely on software and software services, to automate as many 

of their business processes as possible. Thus, the use of software and software services 

becomes inevitable in many industries. With that, however, software projects grow and 

evolve over time as a response to changes in business and industry needs. This, in turn, 

has a negative impact on software quality according to the theory of software evolution, 

which was introduced by Lehman [7] in 1980. While most of this is related to functional 

requirements, there are also non-functional requirements, in which software and 

information systems need to comply with. These include security, privacy, licensing, 

reliability, provisioning, interoperability, data sharing, and adherence to regulations. 

Priorities of such requirements are also different between industries due to the different 

needs of each industry. The challenges come in fulfilling industry-specific compliance 

requirements and enable a degree of flexibility to respond to changes as well as 

checking whether new changes are reflected and enforced at the software level. 

The analysis shows that primary studies discussed software compliance frameworks 

of 8 industries: software, cloud, e-Government, healthcare, financial, automobile, 

manufacturing, and aviation. Some further studies did not specify the industry, in which 

their proposed frameworks could be applied. There are some differences among the 

frameworks proposed by primary studies. These differences are driven by peculiarities 

of each industry, since each industry has its own business objectives, priorities, 

compliance requirements, and industry-specific needs. Moreover, the difference 

between the proposed frameworks is also influenced by the authors’ assumptions and 

the context of compliance that they consider for their framework proposal. 

Nevertheless, some industries tend to have some compliance needs in common. For 

example, the manufacturing industry tends to focus on reliability and safety standards, 

which are also the focus of the automobile and aviation industries. The healthcare 

industry, however, tends to have different priorities, because they need to meet certain 

government regulations on healthcare. Furthermore, we found some differences in 

compliance requirements within the same industry. On top of these, regional-specific 

compliance requirements add another layer of complexity, especially for globally 

distributed software services and components.  

Referring back to our research questions, there are many frameworks introduced by 

primary studies according to the analysis. Each has its own peculiarities depending on 

its application in a certain industry, business requirements, and assumptions considered 

by authors. In general, there are common issues that the primary studies try to address. 
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These are the changes in requirements and policies, the gap between IT and laws, the 

challenge of modeling policies and regulations, and reflecting those changes at a 

software level. Based on the analysis, compliance requirements, which are discussed 

most frequently in many industries, are: reliability, safety, security, and privacy, 

indicating that these requirements are highly critical to most industries. 

In the software industry, Singi et al. [14] introduced a framework, in order to help 

establishing transparency and trust in distributed teams in global software delivery 

using blockchain. In the same context, other studies also investigated the challenges in 

crowd sourcing and how the software supply chain is affected in distributed software 

delivery [2] [25] [27]. Hamou-Lhadj [55] introduced the concept “software compliance 

engineering”, emphasizing that regulatory compliance should be one of the key quality 

attributes of software products. Jorshari and Tawil [67] also support this argument of 

including compliance requirement analysis during the software development process, 

in order to have better governance, risk management and compliance (GRC). Another 

important aspect of software compliance is software licensing, in which many authors 

call for checking license compatibility, validation, awareness, dependency check of 

components, as well as license requirement analysis [15] [31] [32] [33] [35] [53]. The 

last important compliance issue to emphasize is ensuring design-code compliance. For 

this matter, Ozbas-Caglayan and Dogru [72] proposed an approach for analyzing 

software to check the compliance level of design and code using text mining and 

software repository analysis. To a great extent, the software industry deals with 

software compliance requirements and concerns from the perspective of software 

development practices. The aim is to ensure transparency and trust of distributed teams, 

component licensing, security, privacy, design-code compliance, and process 

compliance. 

The cloud industry has also an increasing concern on compliance issues, especially 

security and trust between the cloud service providers and service consumers [16] [17] 

[18]. For this, Suneel and Guruprasad [17] introduced an approach to monitor SLA 

compliance of a cloud service provider (CSP), which can be implemented at the client 

end. They assume that a CSP is likely to violate the SLA, spoof the properties of the 

services, and, then, deliver the services with lower properties. Other studies also try to 

address the issues of trust, including Florian et al. [40], Singh and Sidhu [44], and 

Brandic et al. [36]. One of the major challenges in software compliance is modeling 

policies and legal aspects and enforcing them. For that, Breitenbucher et al. [50] 

proposed a policy-aware management framework. The framework enables automated 

provisioning and management of composite cloud applications based on a set of non-

functional requirements defined by policies. However, this needs skills of both 

compliance and domain expertise. To simplify this, Hashmi et al. [18] introduced 

“security as a service” as a business model. It allows the delivery of managed security 

services to the user as a cloud service, to provide the end-users with monitoring 

information on their transaction and, thus, reducing the effect of security concerns. For 

the same reason, McCarthy et al. [16] introduced “compliance as a service” 

architecture, which is a cloud brokerage remediation service that checks non-functional 

security and compliance requirements. They aim at bridging the gap between agility 

and security, stating that the use of cloud does not guarantee security and legal 
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compliance, which are still the user’s obligation. Lastly, when it comes to service 

provisioning, automated installation of systems, and checking deployment rules, 

Krieger et al. [45] proposed an approach that enables modeling of reusable deployment 

compliance rules. Such rules are executed automatically to check declarative 

deployment models at design time. In the same context but for highly portable and 

provider-independent cloud applications, Carrasco et al. [46] introduced a model that 

supports applications, whose components are deployed on different providers. This, in 

turn, reduces the issues of portability, interoperability, and vendor lock-in. Overall, the 

software compliance in the cloud industry has similarities with the software industry, 

however, the cloud takes slightly higher level focusing on compliance concerns related 

to management and provisioning of software services, (e.g., security, privacy, service 

level agreement (SLA), adaptation, resilience, application deployment, distributed 

services). 

In the healthcare industry, software projects also encounter many regulatory 

challenges, in particular, with respect to privacy of personal data. There is a gap 

between compliance and software architecture [20]. The evolving regulatory 

requirements affect all phases of the software development life cycle (SDLC), while in 

most software development practices, ensuring compliance is performed at requirement 

level. To bridge such a gap, Gardazi and Ali [20] introduced a compliance-driven 

software architecture based on a set of information security regulations and non-

functional requirements. This helps achieving a compliance-aware software 

architecture. The majority of primary studies focus on security and privacy 

requirements represented by HITECH, HIPAA, PHIPA, and OECD. In this regard, and 

with the growing trend of home-based healthcare services, new compliance challenges 

have been raised in data collection, transferring, and sharing due to the geographical 

distribution of patients and their care providers. To address this issue, Li et al. [22] 

introduced the “CareNet” framework that bridges the gap between availability of 

software-defined infrastructure and compliance with regulatory requirements of a 

heterogeneous home-edge-core cloud for the home-based healthcare services. Further 

frameworks also attempt to bridge the gap between compliance and software 

architecture, by capturing the variability from legal sources and operating 

environments, real-time response, and modeling legal rules [20] [21] [74]. The growing 

development of smart healthcare services is a potential area to investigate in software 

compliance.  

Similarly, other industries including financial, manufacturing, automobile, aviation, 

and government look at compliance concerns from an industry-specific perspective. 

The financial industry focuses on compliance issues related to transparency, 

accountability, and control. Manufacturing, automobile, and aviation industries have 

some similarities in compliance concerns, because they share relatively similar industry 

requirements. Specifically, safety standards and functional reliability are critical 

requirements for these industries. We also found that software compliance concerns are 

the least discussed by primary studies in the context of governments. Instead, their main 

focus is on interoperability aspects of e-Government services. Due to this and the fact 

that governments are highly complex systems, there is room for research on compliance 

concerns in governments. In general, all the frameworks discussed by primary studies 
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are industry-dependent and cannot fit into one another. This means that implementing 

the same software project in two different industries is more likely to experience 

different compliance issues, which are decided by the industry itself. Therefore, taking 

into account the industry-specific compliance needs when designing a software 

architecture is crucial to flexibility and adaptability of the software. 

What all these frameworks share in common are the issues of changing 

requirements and policies, the gap between IT and laws, and the challenge of modeling 

policies and regulations in a way that can easily be reflected at the software level. 

However, based on compliance issues and frameworks discussed, we can classify 

industries into two groups. This classification is based on the level of details that the 

industries consider for their compliance requirements as well as the aspects that they 

look into. We classify software and cloud industries as one group, and all other 

industries as another group. Although there are some overlaps, the justification of this 

classification is that software and cloud industries tend to look at compliance concerns 

from the perspective of software development practices and service provisioning, while 

other industries look at the architectural level and from the industry-specific 

perspective. In other words, on the one hand, software and cloud industries discuss 

issues related to distributed teams, component licensing, SLA compliance, reliability, 

trust, service provisioning, and management. On the other hand, the other industries, 

including healthcare, manufacturing, finance, aviation and automobile, discuss 

software compliance at a higher level (i.e., compliance with industry standards, 

regulations, data sharing policies, and architectural perspective of software). Moreover, 

the proposed frameworks by primary studies are industry-dependent, emphasizing the 

importance of considering industry specific compliance requirements when designing 

a software architecture.  

5 Conclusion 

We used a systematic literature review, in order to survey existing frameworks and 

industry requirements regarding software compliance management. The review 

highlighted that many, different frameworks have been proposed for many industries 

to manage compliance of software and software services. There is no single solution 

that fits all scenarios and can be applied across all industries. Each industry has its own 

peculiarities, compliance requirements, and priorities, which need to be considered 

when managing software compliance accordingly. Nevertheless, there are common 

issues emphasized by many primary studies including the gap between compliance and 

software architecture, modeling policies and regulations, and enforcing those changes 

at a software level. Based on the analysis, there are two groups of industries that can be 

distinguished. The group composed of the software and cloud industries views 

compliance concerns from a component level, while the other group, which is 

composed of all other industries, looks at it from an architectural level. In other words, 

software and cloud industries focus on software compliance from a perspective of 

software development practices and service provisioning, while other industries focus 

on software compliance from a higher level perspective, which considers industry-
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specific requirements and regulations. In future work, we will provide an extended 

study on tools and technologies used to manage and enforce software compliance. 

    As there is little research on software compliance in some industries (e.g., financial, 

government, automobile, and aviation), these industries and others are areas for future 

research. Furthermore, other potential directions for future research are: First, tools and 

technologies used for management and enforcement of software compliance; Second, 

technologies used for policy and legal modeling and the extent to which advances in 

technologies like AI and blockchain can help addressing it; Third, studies of software 

compliance in the context of government software projects with respect to compliance 

requirements and challenges. 
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Abstract. The main goal of this paper is to provide a review of existing 
research on the interrelationships between information security and 
culture. The results of this study are based on a structured literature review 
of current research on the interrelationships between information security 
and culture, published between 2000 and 2020 (September). Our results 
show that current research has focused on four core themes: (1) the 
influence of culture on information security policy compliance behavior, (2) 
information security culture in organizations, (3) the influence of culture on 
information security awareness programs and (4) the effect of culture on 
information security governance. Our results show, that so far, the 
mentioned topics have been investigated from different perspectives. 
However, our results offer potential for future research, e.g. in the 
connections between information security and individual cultural values or 
in the area of information security awareness. 

Keywords: Information Security and Culture, Literature Review, 
Information Security 

1 Introduction 

Information security represents a field of increasing scholarly interest from a practical 

and theoretical perspective and includes various critical dimensions, which need to be 

considered to ensure a high level of information security e.g. in organizations [1]. 

Important mechanisms to guarantee information security are technical measures, such 

as firewalls, to protect networks or various authorization measures for hardware 

protection [2].  

However, it is a well-known fact that attacks on information security systems in 

private or professional usage start at the weakest point which is failure caused by an 

individual [3]. This is the reason, why measures to ensure compliant behavior of 

employees in various organizations are becoming increasingly crucial [4].  

Existing studies analyze a variety of mechanisms that influence the compliance 

behavior of employees, such as the social environment of an individual, the use of 

informal and formal sanctions to ensure compliance or the use of threat and coping 
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appraisals [1]. Furthermore, existing research presents, that contextual differences are 

an essential factor to consider, when designing information security measures to 

achieve compliance behavior [5]. Besides the distinction between different types of 

information security breaches, culture is an important contextual component of current 

information security research [6]. 

Over the last two decades, culture has been analyzed from different angles in the 

context of information security and there are different approaches in research, which 

aim to explain how these two aspects relate. The results of existing literature reviews 

in the field of information security and culture show a variety of different outcomes. 

Mahfuth et al. (2017) analyzed existing research regarding information security, 

organizational culture and the relation of these two fields. [7]. Karlsson and Åström 

(2015) provide an overview of the research in the area of information security culture 

[6]. Hina and Dominic (2020) identify information security and culture as current 

trending topic in information security research [8]. In summary, there are recent 

approaches, which analyze the interrelations between information security and culture 

from different perspectives. However, we believe that a comprehensive overview that 

represents the different perspectives and top themes of information security culture 

research is still missing, but can help to provide a more complete view on the relation 

of culture and information security [9].  

The aim of this paper is to summarize existing research about information security 

and culture in order to increase the understanding of the influence of culture and its 

relevance to information security. The scope of this paper is to identify the current 

research themes in this field, and to provide further directions for future research. In 

our analysis, we build on existing cultural concepts to identify interrelations between 

culture and information security research. We used the approach of Leidner and 

Kayworth (2006) to analyze the interrelations between culture and information security, 

in combination with the process for a structured literature analysis of Webster and 

Watson (2002) [9, 10]. 

With our research, we aim to contribute to current literature in providing a 

comprehensive view on the current state of the interrelation between information 

security and culture research. Our study provides an overview not only about analyzed 

cultural levels and artefacts, but also used research approaches (methods and theories). 

In addition to that, we identified overlapping and less analyzed aspects in existing 

research. We identified both major and minor gaps in the literature and provided 

implications for further research. 

This study is structured as follows. In section 2, we defined the relevant concepts of 

culture we used in our literature analysis. In section 3, the literature analysis process is 

explained. We described outcomes of this paper and defined focus themes in 

information security and culture research in section 4. An overview about potential 

future research is presented in section 5. The paper concludes in section 6. 
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2 The Concept of Culture 

In other research areas such as Social Studies or Psychology, culture is understood as a 

summary of ideologies, beliefs, basic assumptions, shared norms and values, that have 

an influence on the collective will [11, 12]. Other approaches analyze the construct of 

culture from a different perspective and focus on individual cultural dimensions, which 

describe the individual components of culture [13]. Schein's (1997) three-level model 

of culture shows a model to explain culture within organizations [14]. Due to these 

differences and the fact, that the concept of culture is characterized by its many 

meanings and possible interpretations, it is rather challenging to define an overall 

definition of the concept of culture [15]. The first modern interpretation was made by 

Edward Tylor, who described culture as the collection of all skills and habits such as 

knowledge, beliefs or laws, which are shaped by society [16]. Hofstede specified the 

shaping of behavior by society and defined culture as a collective coding of the mind 

by which the members of a group distinguish themselves from the members of other 

groups [12]. Because of the fact that culture includes all rules, norms and the code of 

conduct of a collective, it has an influence on the behavior of the individuals of a group 

and is consequently controlling behavior [17]. 

In the area of information systems, the extent to which these are related to the topic 

of culture was also investigated. Leidner and Kayworth (2006), for example, analyzed 

different approaches in the area of information systems and culture in terms of their 

underlying theoretical cultural artifacts. They pointed out, that a relation between 

information systems and these cultural artefacts can occur on several levels of culture. 

Examples of this are a connection in the context of IT culture, the IT adoption process 

and cultural dependencies in IT management. In their analysis they distinguish between 

the national, organizational, and individual levels of analysis and name several cultural 

artefacts, which are used in research to analyze the interrelation between culture and 

information systems [9]. The national unit of analysis is described as the analysis of 

cultural orientation, based on a samples nationality, where different countries are 

chosen as the object of the study [12]. At the organizational level, studies analyze 

cultural differences in different organizational units, e.g. in different companies [14]. 

The analysis of smaller groups or individuals describes the study of individual behavior 

or within social groups [18]. As a subdiscipline of information systems research, we 

can relate these findings to current topics in information security research [6, 7]. For 

example, topics such as security culture, compliance behavior or security management 

can also be identified in the security domain, which show similarities to existing 

information systems research in other research streams. To make the results of our 

analysis comparable to existing research, we adapt Leidner and Kayworth's (2006) 

approach and analyze the identified literature, based on used cultural artifacts and their 

level of analysis [9]. 
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3 Literature Analysis Process 

For the literature analysis we adapt the methodological approach established in the field 

of information systems research according to Webster and Watson (2002) [10], which 

provides a solution for the systematic identification and analysis of relevant literature. 

The following plan was used for the consistent implementation of the methodological 

approach in our literature analysis. Firstly, the subject area was defined and our target 

group for our research was specified. At this point, our intention was to determine the 

current state of the research about the influence of culture on information security. 

Therefore, we concentrated on research outcomes, that shed light on the connection 

between these two topics. The scope of our literature review is to identify central topics 

in the interrelation of these research areas. We address mainly specialized scholars 

analyzing the effect of culture on information security or scholars interested in cross-

cultural research in the field of information security. 

Secondly, we conceptualized the core elements that will be used for the systematic 

categorization of identified literature. In order to classify and analyze the identified 

literature with respect to our research purpose, we have transferred the common 

characteristics of this research area from existing literature reviews, namely the 

methodological approach, cultural level of analysis, underlying theories and considered 

cultural artefacts, and used them in the form of a concept matrix for the analysis of our 

identified literature [9, 12, 13].Thirdly, we specified characteristics, which we wanted 

to analyze, the databases selection and the definition of our search terms. 

Since research in the field of information security and culture is published in 

conference proceedings as well as in international journals, we used different databases. 

The databases EbscoHost, Aisel and AbiInform were used to obtain a broad coverage 

of both international journals and conference proceedings in our research area. Forward 

and backward search was conducted with the database Web-of-Science. Generally, 

publications in relevant journals and conferences of information security research were 

considered in our analysis. Publications from other disciplines in our research area were 

also included if they were of high relevance (e.g. high citation rate). We followed the 

orientation of Karlsson and Åström (2015) and considered literature published since 

2000 [6]. In order to identify potentially relevant literature, we analyzed the keywords, 

the abstract and the title of the respective studies. The use of the search queries in the 

different databases resulted in a list of 461 publications, including duplicates. After 

deleting duplicates and articles with incorrect content that were not in the focus of our 

analysis, we received a list of 103 articles to be analyzed. 53 of these articles were 

identified in the initial search, 37 in the forward search and 13 in the backward search. 

In total, 58 articles where published in information systems or computer science 

journals and 45 articles on related conferences. A list of our search terms and constructs 

used to classify the results is shown in Table 1.  
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Table 1. Search terms and analyzed concepts. 

Search Terms Analyzed Concepts 

Information security culture Theories 

Information security AND culture Cultural Dimensions 

Information security AND organizational culture Used Methodical Approach 

Information security AND national culture Cultural Level of Analysis (National, 

Organizational, Individual/Subunit) Information security AND information security culture 

 

In a fourth step, we analyzed the identified literature according to the identified 

characteristics. We considered articles published between 2000 and 2020 
(September). An Overview about the considered articles per journal/conference is 

shown in table 2.  

Table 2. Identified articles by journal and conference 

Journal Title Amount 

Organizational behavior Computers & Security 1 

Information Systems Management 2 

Information Management & Computer Security 9 

Computers in Human Behavior 2 

Information & Management 2 

Computers & Security 15 

Information and Computer Security 6 

Information Systems Journal 2 

Communications of the Association for Information Systems 2 

Southern African Business Review 1 

Computer Fraud Security 2 

Journal of Theoretical and Applied Information Technology 1 

South African Computer Journal 1 

Journal of Enterprise Information Management 1 

Electronic Markets 1 

Journal of Global Information Management 1 

Decision Sciences 1 

MIS Quarterly 2 

Journal of Computer Information Systems 1 

Journal of Database Management 1 

Information Technology and Management 1 

Journal of Global Information Technology Management 1 



 

57 

 

Conference Title Amount 

International    Conference    on    Research    and    Innovation    in Information Systems           

(ICRIIS) 

1 

Pacific Asia Conference on Information Systems (PACIS) 5 

American Conference on Information Systems (AMCIS) 6 

European Conference on Information Systems (ECIS) 4 

International Conference on Information Systems (ICIS) 1 

Human Aspects of Information Security & Assurance (HAISA) 2 

International Social Security Association (ISSA) 3 

International Conference on Information Security and Cryptology (ICISC) 3 

IEEE World Congress On Computer Applications and Information Systems (WCCAIS) 1 

Australian Information Security Management Conference (AISM) 6 

International   Carnahan   Conference   on   Security   Technology (ICCST) 1 

Conference on Information Security for South Africa (ISSA) 1 

Hawaii International Conference on System Sciences (HICSS) 1 

Wireless Internet Service Providers Conference (WISP) 4 

International  Information  Management  Association  Conference (IIMA) 1 

Mediterranean Conference on Information Systems (MCIS) 1 

International  Conference  for  Internet  Technology  and  Secured Transactions (ICITS) 1 

Workshop on Governance of Technology, Information and Policies 1 

European Conference on Information Warfare and Security (ECIW) 1 

International Conference on Availability, Reliability and Security 1 

 
Finally, the identified topics of existing literature were discussed, and current trends 

and further research potential were presented. We describe the last two steps in the 

following chapters. 

4 Results 

A total of 103 articles were analyzed in this literature review. Among them, 28 articles 

examined culture at the national level in the context of information security and 63 

examined culture at the organizational level. There were 8 studies that examined culture 

at the individual/subunit level in the context of information security. Over 71% of the 

studies on the national cultural level used Hofstede's culture dimensions [12]. The 

organizational level studies often do not use explicit cultural artifacts (68%). The most 

represented cultural artifact at the organizational level is Schein's (1992) model of 

organizational culture (12%) [14]. No explicit cultural artifacts were studied on the 

individual/subunit cultural level. Additionally, we categorized the articles by their 
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scientific approach. Overall, there are two trends which were identified for the 

methodological approaches. 23% of the articles rely on conceptual frameworks. 32% 

of the identified articles used a questionnaire-based, quantitative methodological 

approach. Other methodological approaches are less represented. In terms of used 

theories, many articles have a more theory generating nature and do not use an existing 

theory (66%) for their studies. The types of theories do not indicate a focus. 

Furthermore, we were able to identify overall focus themes within the analyzed 

articles dealing with the interrelations between information security and culture: (1) the 

influence of culture on information security policy compliance behavior, (2) 

information security culture in organizations, (3) the influence of culture on information 

security awareness programs and (4) the effect of culture on information security 

governance. We were not able to assign three identified articles to the mentioned 

articles and did not consider them in more detail. The following chapters describe the 

identified focus topics in more detail. A list of the identified and characterized 

literature, based on our observed concepts of theories, methods, cultural artifacts, and 

cultural level of analysis is listed in the appendix (Tables 4-7). 

4.1 The Influence of Culture on Information Security Policy Compliance 

Behavior 

A total of 30 papers dealt with the influence of culture on information security policy 

compliance behavior. 18 of these studies focused on the national cultural level, 11 on 

the organizational cultural level, and one on the individual/subunit cultural level. The 

majority of the articles used a questionnaire-based, quantitative approach (18), whereas 

7 articles chose a qualitative approach. Meta-analyses (1), commentaries (2) typologies 

(1), case studies (2), and mixed method approaches (1) are less represented. Most 

articles do not explicit use a theory and are more theory generating in nature (11). The 

most frequently used theories are the theory of planned behavior (3) and the deterrence 

theory (4). Other theories are represented sporadically. At the national cultural level, 

13 of 18 articles used Hofstede's cultural dimensions as cultural artifacts [12]. At the 

organizational level, hardly any culture artifacts have been used. 

The topic “influence of culture on information security policy compliance behavior 

includes articles that primarily focus on the analysis of cultural differences regarding 

information security compliance behavior of employees. There is only one study, which 

considers individual cultural values when analyzing information security compliance 

behavior with respect to cultural differences. On a national cultural level, the research 

focus lies in the analysis of the effectiveness of different theoretical mechanisms on 

compliance behavior along national cultures. In this area, different theories such as 

deterrence theory or the theory of planned behavior are analyzed [19–21]. The focus is 

mainly on the analysis of 7 different cultures and does not show a big variety [22]. On 

the organizational culture level, research in this topic area focuses on organizational 

concepts that positively influence information security behavior and thereby contribute 

to a positive security culture in organizations. For example, knowledge sharing [23], 

discipline and agility [24], and morale within an organization are examined in terms of 

their positive impact on behavior [25]. 
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4.2 Information Security Culture in Organizations 

A total amount of 39 papers have dealt with information security culture in 

organizations. 32 studies focused on the organizational cultural level, 6 on the 

individual/subunit cultural level, and one study on a national cultural level. 

Predominantly, conceptual frameworks were developed within the articles (14). There 

is also a focus on conducting literature reviews (5), qualitative studies and case studies 

(5), and questionnaire-based quantitative studies (7). Most articles do not use explicit 

theory and are more theory generating in nature (34). At the organizational cultural 

level, Schein's (1992) organizational behavior theory was frequently used (7) [14]. 

Most articles do not mention explicitly cultural artifacts (26). 

The theme “information security culture in organizations” includes articles, focusing 

on concepts and influencing factors of an information security culture within 

organizations, namely conceptualization of cultural models, their validation and the 

analysis of factors influencing a security culture and their effects. At the individual or 

subunit level, the crucial point lies in identifying different cultural subgroups within an 

organization, e.g. through different professional backgrounds [26, 27]. Another aspect 

of an information security culture is the analysis of influencing factors on such cultural 

subgroups [28, 29]. On an organizational cultural level, some articles focus on the 

analysis of illusory concepts of an organizational culture and their application in the 

information security culture domain [30–32]. Another core issue is the analysis of 

factors that influence an information security culture [33–35]. Furthermore, similarities 

between the traditional view of organizational cultures and an information security 

culture are in focus of current research as well [36, 37]. Other articles concentrate on 

the managerial impact on information security culture, such as the role of CISO's [38] 

or managerial guidelines to lead in a security culture [31]. 

4.3 The Influence of Culture on Information Security Awareness 
Programs 

The influence of culture on information security awareness (ISA) programs was 

covered by a total of 8 articles. There were two studies with a focus on organizational 

cultural level, one study on the individual/subunit cultural level and five studies on 

national cultural level. Predominantly, mostly questionnaire-based, quantitative studies 

were carried out (5). Two articles conducted an experiment for their study and one 

article used a qualitative approach. A total of four studies chose Hofstede's culture 

dimensions as culture artifacts [12]. Other cultural artifacts, such as the organizational 

behavior theory [14] and aspects from the competing value framework were used as 

well [39]. In the context of this topic, different ways of approaching information 

security and culture were identified. On the one hand, correlations between information 

security awareness measures and the security culture of an organization are analyzed. 

The authors show that the security culture can have an influence on the individual 

awareness behavior of employees [40]. On the other hand, there are studies which 

investigate the influence of different organizational factors on ISA from different 

cultural perspectives. This includes the analysis of the impact of factors, such as 
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security culture or competing values on the awareness of employees [41]. At the 

national cultural level, studies have been mainly conducted with the purpose to analyze 

the effectiveness of theoretical mechanisms, such as social norms and attitude values 

[41] or fear appeals [42] on information security awareness in different countries. 

4.4 The Effect of Culture on Information Security Governance 

The effect of culture on information security governance was analyzed by a total of 21 

articles. There were 17 studies with a focus on organizational cultural level and 4 

studies on national cultural level. Most of the analyzed studies focused on qualitative 

research approaches (5) and case studies (6). Most articles did not explicit outline 

mentioned theoretical approach or specific used cultural artefacts. 

National cultural level studies in this theme focus on analyzing national cultural values 

on the effectiveness of security measures [43] and what national-level factors need to 

be considered while implementing them [44]. Other studies at the national level analyze 

the influence of national culture on corporate structure [45] and information security 

risk management [46]. At the organizational level of analysis, several focus themes can 

be identified.  

On the one hand, current research is concerned with the relationship between culture 

and information security management. This includes the analysis of what effect 

management behavior can have on information security and its culture in the 

organization [47, 48] and the influence of culture on information security management 

itself [49]. Another element is the description of governance structures and their 

constituents for information security, considering cultural factors. This consists of the 

influence of culture on organizational structures, the implementation of information 

security measures [50] and the differences within these structures in different 

organizations [51]. Closely related are articles dealing with the design of information 

security policies, predominantly with the consideration of cultural differences [8, 52]. 

Another subtopic regarding the effect of culture on information security governance are 

Assessments. Articles describe not only the design and validation of assessment tools 

for information security culture, but also the implementation of monitoring methods for 

information security in a cross-cultural context [53, 54]. 

5 Directions for Future Research 

Our study examined the current focus of analyses regarding the interrelation of culture 

and information security. In our literature review, we identified 103 relevant articles 

and were able to identify four focus themes concerning the interrelation between culture 

and information security. According to the outcomes of this study, the potential for 

further research can be identified. 

Within the topic “the influence of culture on information security policy compliance 

behavior” there is a strong focus regarding the national cultural level of analysis and 

the testing of the effectiveness of various theories in respect of different national 

cultures. The focus lies mainly in theories established in security research, such as 
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deterrence theory or the theory of planned behavior. Additionally, the individual 

characteristics of the culture of individual employees have not yet been taken into 

account. Future research in the field of the relation of culture and information security 

behavior should include: (1) The investigation of further theoretical mechanisms and 

their cultural dependency regarding information security behavior, such as theories 

explaining the shaping process of behavior by social factors [6]. (2) A focus on the 

influence of individual manifestations of cultural artifacts on behavior, in order not to 

make assumptions about dependencies between culture and individual behavior based 

on only national cultural values [55]. 

The topic of information security culture in organizations includes articles about the 

structure of a security culture within organizations and its influencing factors. Research 

in this area could benefit from an increased use of established organizational culture 

theories or culture artifacts not only to validate the already developed information 

security culture frameworks but also to draw parallels to organizational culture [35]. 

Furthermore, previous studies have predominantly focused on looking at the whole 

organization and its security culture. Differences in individual sub-units, such as 

different professions or demographic or geographic factors are poorly represented The 

focus of future research in this area should therefore provide: (1) A validation of the 

previously developed frameworks in the security culture environment, taking into 

account established cultural artifacts in the organizational culture domain. (2) A more 

specific investigation of security culture in different sub-units of organizations and their 

factors influencing each other [26]. 

The theme about the influence of culture on information security awareness 

programs has been poorly established in current research, with only 8 articles published 

Overall, it is visible that the relationships between cultural artifacts and ISA have been 

lack of analysis. On a national cultural level, it is evident, that culture has an influence 

on ISA. Rather a few studies exist in connection with organizational factors, culture 

and ISA, as well as the influence of individual cultural values on ISA. Accordingly, our 

proposal for future research in this area broadly determined. We suggest that future 

research on the relationship between culture and ISA should focus on: (1) The 

interrelationships of culture at the national, organizational, and individual/subunit 

levels with ISA, taking into account established ISA approaches, in order to provide 

more insights into the interrelationships of these two aspects [40]. 

Articles examining the effect of culture on information security governance are 

characterized by the study of factors influencing culture on governance structures or 

structures of the organization itself. Likewise, a relatively large number of articles on 

the influence of culture on information security management can be identified. What 

has been less considered so far is the conceptualization and review of methods and tools 

for reviewing security measures under consideration of cultural differences in order to 

build an international, cross-cultural monitoring of the effectiveness of security 

measures [50]. Consequently, we suggest that future research focus on the relationship 

between cultural artifacts and the conceptualization and review of assessment and 

monitoring approaches. Our results are summarized in table 3. 
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Table 3. Research agenda. 

Theme We need to… Limitations to Overcome 

The Influence 

of Culture on 

Information 

Security Policy 

Compliance 

Behavior 

(1)  Further investigate theoretical 

mechanisms and their cultural dependency 

regarding information security behavior. 

(2)  Analyze the influence of individual 

cultural values on behavior. 

(1) A focus on quantitative 

studies 

(2) The consideration of cultural 

artefacts in studies about 

information security behavior 

and their relation to culture 

 Information 

Security 

Culture in 

Organizations 

(1) Validate previously developed 

frameworks in the security culture 

environment, taking into account 

established cultural artifacts. 

(2) Investigate security culture in different 

sub-units of organizations and their factors 

influencing each other. 

 

(1) Limitations of conceptual 

Frameworks 

(2) The distinction between 

different types of organizations 

The Influence 

of Culture on 

Information 

Security 

Awareness 

Programs 

(1) Analyze the interrelationships of 

culture at the national, organizational, and 

individual/subunit levels 

(2) Go beyond quantitative approaches 

and use a greater variety of qualitative and 

quantitative approaches. 

(1) A focus on national cultural 

values 

(2) A focus on quantitative 

studies 

The Effect of 

Culture on 

Information 

Security 

Governance 

(1) Further analyze the relationship 

between cultural artifacts and the 

conceptualization and review of 

assessment and monitoring approaches. 

(2) Measure culture not only on 

organizational, but individual level to 

better understand the individual effect of 

culture on governance structures. 

 

(1) The lack of theoretical 

approaches in this research 

stream 

(2) A focus on national cultural 

values 

6 Conclusion 

The purpose of this study was to analyze current research on the relationships between 

information security and culture. Our study focuses on the interrelationships between 

information security and culture and thus represents an extension to existing literature 

reviews in the security context. By applying a structural framework, it provides an 

overview of the current state of research and its core topics, as well as existing research 

gaps. Based on the literature we identified, we were able to identify open points in the 

identified core topics and highlight potential for future research. Overall, limitations 
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remain to be identified in the context of our study. Our findings are limited to the 

selected areas of outlets and keywords that we considered in our search for relevant 

literature. Future research in specific research areas, will need to be further elaborated 

to include a wider scope of other, IS conferences, and journals potentially relevant to 

the specific case. 
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Appendix A: Analyzed Articles 

Table 4. Concept matrix: The influence of culture on information security policy compliance 

behavior. Note: NA = Not Applicable 

The Influence of Culture on Information Security Policy Compliance Behavior 

Paper Level of 

Analysis 

Method Theory Cultural Artefact 

(Hovav and 

D'Arcy, 2012) 

National Survey Deterrence 

Theory 

Hofstedes Cultural 

Dimensions 

(Yayla, 2011) National Survey Institutional 

Theory 

Hofstedes Cultural 

Dimensions 

(Arage et al. 

2015) 

National Survey Rational Choice 

Theory 

NA 

(Connolly et al. 

2019) 

National Qualitative NA Hofstedes Cultural 

Dimensions 

(Flores et al. 

2014) 

Organizational Mixed Method NA NA 

(Harris et al. 

2010) 

National Survey NA Hofstedes Cultural 

Dimensions 

(Flores et al. 

2015) 

National Survey Theory of 

planned bevahior 

Hofstedes Cultural 

Dimensions 

(AlKalbani et al. 

2015) 

Organizational Survey Technology-

organization-

environment 

(TOE) Theory  

NA 

(Dan and 

Lindström, 2011) 

Organizational Case Study 

(Typology) 

Theory of 

organizational 

behaviour 

NA 

(Menard et al. 

2018) 

Organizational Survey Protection 

Motivation 

Theory 

Hostedes Cultural 

Dimensions 

(Vroom and Von 

Solms, 2004) 

Organizational Conceptual 

Framework 

NA NA 

(Dinev et al. 

2009a) 

National Survey Theory of 

planned behavior 

Hofstedes Cultural 

Dimensions 

(Da Veiga, 2015) Organizational Case Study 

(Quantitative) 

NA NA 

(Crossler et al. 

2013) 

NA Comment NA NA 

(Cockroft and 

Rekker, 2016) 

National Survey NA Hofstedes Cultural 

Dimensions 

(Connolly et al. 

2017) 

Organizational Qualitative Deterrence 

Theory 

NA 
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(Dols and 

Silvius, 2010) 

National Survey NA Hofstedes Cultural 

Dimensions 

(Warkentin et al. 

2012) 

National Survey Deterrence 

Theory 

Hofstedes Cultural 

Dimensions 

(Khaled and 

Lane, 2008) 

Organizational Framework NA NA 

(Hwee-Joo Kam 

et al. 2014) 

National Comment Neo Institutional 

Theory 

Hofstedes Cultural 

Dimensions 

(Hwee-Joo Kam 

et al. 2015) 

National Survey Organizational 

Norm Theory 

Cross-Cultural 

Framework (CVF) 

(Arage et al. 

2016) 

National Survey Rational Choice 

Theory 

Hofstedes Cultural 

Dimensions 

(Chen et al. 

2016) 

National Survey Protection 

motivation theory 

Hofstedes Cultural 

Dimensions 

(Vance et al. 

2020) 

National Survey Deterrence, 

Moral Beliefs, 

Neutralization  

Hofstedes Cultural 

Dimensions 

(Lin et al. 2020) National Qualitative NA Organizational behavior 

theory (Schein) 

(Cram et al. 

2020) 

National Meta-Analysis NA NA 

(Da Veiga, 2016) Individual Survey 

ISCA 

questionnaire NA 

(Karjalainen et 

al. 2020) National Qualitative NA 

Hofstedes Cultural 

Dimensions 

(Amankwa et al. 

2018) Organizational Survey 

Involvement 

theory 

Organizational behavior 

theory (Schein) 

(Dinev et al. 

2009b) National Survey 

Theory of 

planned behavior 

Hofstedes Cultural 

Dimensions 

(Alfawaz et al. 

2010 Organizational 

Case Study 

(Qualitative) 

Classification 

Theory NA 

 

Table 5. Concept matrix: Information security culture in organizations. 

Note: NA = Not Applicable 

Information Security Culture in Organizations 

Paper Level of 

Analysis 

Method Theory Cultural Artefact 

(Da Veiga and 

Eloff, 2010) 

Organizational Conceptual 

Framework 

NA NA 

(Amjad et al. 2017) Organizational Literature 

Review 

NA NA 

(Ashenden and 

Sasse, 2013) 

Organizational Qualitative NA NA 
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(Da Veiga and 

Martins, 2017) 

Individual / 

Subunit 

Survey NA NA 

(AlHogail, 2015) Organizational Conceptual 

Framework 

NA NA 

(Lim et al. 2010) Organizational Case Study 

(Qualitative) 

NA NA 

(Van Niekerk and 

Von Solms, 2010) 

Organizational Conceptual 

Framework 

NA NA 

(Dhillon et al. 

2016) 

Organizational Case Study 

(Qualitative) 

Dimensions of 

Organizational 

Culture 

Theory of cultural 

message streams 

(Ruighaver et al. 

2007) 

Organizational Conceptual 

Framework 

Organizational 

Culture 

Framework 

NA 

(D'Arcy and 

Greene, 2014) 

Organizational Survey NA NA 

(Kolkowska, 2011) Individual / 

Subunit 

Case Study 

(Qualitative) 

NA NA 

(Alnatheer et al. 

2012) 

Organizational Survey NA NA 

(Lacey, 2010) Organizational Literature 

Review 

NA NA 

(Ramachandran et 

al. 2013) 

Individual / 

Subunit 

Qualitative NA NA 

(Dojkovski et al. 

2007) 

Organizational Case Study 

(Mixed 

Method) 

NA NA 

(Martins and Da 

Veiga , 2015) 

Organizational Survey NA NA 

(Shuchih and Chin-

Shien, 2007) 

Organizational Conceptual 

Framework 

NA NA 

(Van Niekerk and 

Von Solms, 2005) 

Individual / 

Subunit 

Conceptual 

Framework 

NA NA 

(Van Niekerk and 

Von Solms, 2006) 

Organizational Conceptual 

Framework 

NA Organizational Cultural 

Framework 

(Zakaria, 2006) Individual / 

Subunit 

Conceptual 

Framework 

NA NA 

(Alhogail and 

Mirza, 2014) 

Organizational Literature 

Review 

NA NA 

(Alhogail and 

Mirza, 2014) 

Organizational Literature 

Review 

NA NA 

(Alnatheer and 

Nelson, 2009) 

Organizational Conceptual 

Framework 

NA NA 
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(Malcolmson, 

2009) 

Organizational Qualitative NA NA 

(Ramachandran et 

al. 2008) 

Individual / 

Subunit 

Qualitative NA NA 

(Schlienger and 

Teufel, 2003) 

Organizational Conceptual 

Framework 

NA Organizational Cultural 

Framework 

(Zakaria, 2004) Organizational Comment NA Organizational Cultural 

Framework 

(Ruighaver and 

Maynard, 2006) 

Organizational Conceptual 

Framework 

NA NA 

(Thomson et al. 

2006) 

Organizational Conceptual 

Framework 

NA NA 

(Martins and Eloff, 

2002) 

Organizational Conceptual 

Framework 

NA NA 

(Da Veiga et al. 

2020) 

Organizational Survey OISCM Model NA 

(Nel and Drevin, 

2019) 

Organizational Qualitative PMT Organizational Cultural 

Framework 

(Tang et al. 2016) Organizational Case Study NA Hofstedes Cultural 

Dimensions 

(Da Veiga, 2018) Organizational Survey ISCA 

Questionnaire 

NA 

(Connolly and 

Lang, 2013) 

Organizational Mixed Method NA NA 

(Lim et al. 2009) Organizational Literature 

Review 

NA Organizational Cultural 

Framework 

(Ngo et al. 2005) Organizational Conceptual 

Framework 

NA NA 

(Van Niekerk and 

Von Solms, 2013) 

Organizational Design Science NA Organizational Cultural 

Framework 

(Williams, 2009) Organizational Conceptual 

Framework 

NA Organizational Cultural 

Framework 

 

Table 6. Concept matrix: The influence of culture on information security awareness programs 

Note: NA = Not Applicable 

The Influence of Culture on Information Security Awareness Programs 

Paper Level of 

Analysis 

Method Theory Cultural Artefact 

(Lin and Hsien-

Cheng, 2014) 

National Survey Theory of 

planned behavior 

Hofstedes Cultural 

Dimensions 

(Plachkinova and 

Andrés, 2015) 

National Survey NA Hofstedes Cultural 

Dimensions 
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(Karjalainen et 

al. 2013) 

National Conceptual 

Framework  

NA NA 

(Flores et al. 

2016) 

Organizational Survey NA NA 

(Pienta et al. 

2017) 

Organizational Experiment SETA Competing Value 

Framework (Cameron & 

Quinn 2006) 

(Chen et al. 

2008) 

National Experiment NA Hofstedes Cultural 

Dimensions 

(Schmidt et al. 

2008) 

National Survey NA NA 

(Wiley et al. 

2020) 

Individual Survey HAIS-Q Organizational Security 

Culture Measure. 

 

Table 7. Concept matrix: The effect of culture on information security governance 

Note: NA = Not Applicable 

The Effect of Culture on Information Security Governance 

Paper Level of 

Analysis 

Method Theory Cultural Artefact 

(Da Veiga and 

Eloff, 2007) 

Organizational Conceptual 

Framework 

NA NA 

(Werlinger et 

al. 2009) 

Organizational Qualitative NA NA 

(Shaaban and 

Conrad, 2013) 

National Mixed Method NA Hofstedes Cultural Dimensions 

(Tsohou et al. 

2006) 

National Conceptual 

Framework 

NA NA 

(Da Veiga and 

Martins, 2015) 

Organizational Case Study 

(Quantitative) 

NA NA 

(Knapp et al. 

2006) 

Organizational Mixed Method NA NA 

(Da Veiga et al. 

2007) 

Organizational Survey NA NA 

(Bess, 2009) Organizational Case Study 

(Qualitative) 

Structuration 

Theory  

NA 

(Martin and 

Eloff, 2002) 

Organizational Conceptual 

Framework 

NA NA 

(Okere et al. 

2012) 

Organizational Qualitative NA NA 

(Von Solms and 

von Solms 

2004) 

Organizational Comment NA Schein (1992) 
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(Ali and 

Brooks, 2009) 

National Conceptual 

Framework 

Structuration 

Theory  

Straub 2002 

(Hu et al. 2012) Organizational Survey TPB NA 

(D Arcy et al. 

2007) 

National Survey Deterrence 

Theory 

Hofstedes Cultural Dimensions 

(Lapke and 

Dhillon, 2008) 

Organizational Case Study 

(Qualitative) 

NA Circuits of Power (Clegg 2002) 

(Hina et al. 

2020) 

Organizational Literature 

Review 

NA NA 

(Corriss, 2010) Organizational Case Study 

(Qualitative) 

Broken 

Window 

Theory  

NA 

(Dojkovski et 

al. 2007) 

Organizational Conceptual 

Framework 

NA NA 

(Ghernaouti et 

al. 2010) 

Organizational Case Study 

(Qualitative) 

NA NA 

(Johnsen et al. 

2006) 

Organizational Conceptual 

Framework 

NA Hudson (2002) 

(Luo et al. 

2009) 

Organizational Survey NA Hofstedes Cultural Dimensions 
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Abstract. Ensuring information security is an international problem and poses 

particular challenges for international companies. Research proposes various 

solutions for ensuring information security based on several theories such as the 

deterrence theory or the protection motivation theory. What is currently missing 

is a comparison of these theories in an intercultural context to test their 

comparability and different effectiveness. In our study, we empirically tested the 

theories and determined their comparability with invariance testing and 

predictive power between Germany, India and the USA using a SEM approach. 

Our results show differences in the effectiveness of the theoretical models across 

the three cultures. The results provide initial insights into the use of the theories 

in an international context and offer a practical approach to design culture-

specific security measures 

Keywords: Information Security Policy Compliance Behavior, Cross-cultural 

research, Deterrence Theory, Protection Motivation Theory 

1 Introduction 

With the increasing relevance of information security for ensuring successful business 

in the digital age, the need for effective measures to ensure secure employee behavior 

within organizations is growing [1]. As a basis for ensuring security behavior, 

companies define information security policies (ISP). ISPs are defined as “a set of 

formalized procedures, guidelines, roles and responsibilities to which employees are 

required to adhere to safeguard and use properly the information and technology 

resources of their organizations [2]”. Research on ISP compliance behavior (ISPCB) 

has already been developed a variety of contextualized theories to explain employee 

behavior, mainly using theories from other disciplines such as sociology, psychology, 

criminology or health care [3]. These approaches provide detailed insights into how 

ISPCB can be explained and influenced positively or negatively and helps in practice 

to design effective security measures [4]. 

However, the results of current research still highlight some less considered 

problems such as the analysis of cultural differences in ISPCB [5, 6]. This becomes 

particularly relevant when internationally operating companies want to define their 

security measures and use them in their heterogeneous cultural environment [7].  

mailto:s.hengstler@stud.uni-goettingen.de
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Existing research partially considers this problem when analyzing ISPCB [3, 8]. 

Previous research shows, for example, that the effectiveness of established measures to 

ensure information security can vary from one national culture to another [7]. Other 

culture-related studies analyze the cultural differences in information security attitudes 

and behavior of employees [9]. 

Thus, there is still a need for the examination of aspects that have not yet been taken 

into account to a sufficient extent. First, the current research describes that only a 

limited set of cultures have been analyzed at the national level for differences in terms 

of ISPCB [5, 10]. Second, existing approaches either do not use theories to describe 

cultural differences regarding ISPCB in their basic form or consider specific contexts, 

such as different security offenses [8, 11]. An analysis of theoretical mechanisms in a 

general ISPCB context offer the possibility of better comparability and more specific 

use of the results with existing and future research [12]. Currently, we cannot say 

whether current analyzed theories in ISPCB research differ in their predictive power 

and mechanisms in different countries because there is no common level of 

comparability. Therefore, the aim of this study is to investigate whether the predictive 

power of established theories and their mechanisms differ in different national cultures. 

Our study addresses the mentioned gaps as follows. Using two of the most widely 

used theories in ISPCB research, the Deterrence Theory (DT) [8] and the Protection 

Motivation Theory (PMT) [13] we collected, analyzed and compared data sets with 

different cultural values from Germany, the USA and India using an SEM-PLS 

approach. We use the two theories mentioned above because they have different 

perspectives on ISPCB [3]. Our analysis comprises of three aspects. First, we conduct 

invariance testing to validate that the measurement instruments measure the same 

theoretical construct across our cultures. Second, there is an established tradition in 

information systems research in general, of comparing research models that have been 

developed and tested in earlier work [14]. Thus, we follow this approach and compare 

the predictive power and the mechanisms of the two theories [15]. We test for statistical 

differences between the explained variance in ISPCB using a Multi Group Analysis. 

The rest of the paper is structured as follows. In the second section, we look at the 

cultural dimensions that are the basis for our cross-cultural comparison and describe 

the analyzed theories DT and PMT. We then develop the research model and present 

the explorative hypotheses underlying this study in the third section. Subsequently, the 

results of the study are presented. The study concludes with a discussion, limitations, 

contributions and an outlook on further research potentials. 

2 Theoretical Background 

2.1 The Concept of National Culture 

The factor culture is an essential dimension that shapes an individual’s behavior and 

can be described as a summary of ideologies, beliefs, basic assumptions, shared norms 

and values, that have an influence on the collective will [16]. Existing research on 
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information security and culture indicates a wide range of studies in which the influence 

of theoretical mechanisms on ISPCB are analyzed, based on national cultural 

differences. To apply these cultural differences, Hofstede's cultural dimensions provide 

a solid base for a comparison and are a widely used approach in information security 

research [9]. The dimensions consist of the constructs power distance (PD), uncertainty 

avoidance (UA), individualism/collectivism (COL), Masculinity/Femininity (MAS) 

and long-term orientation (LO). Power distance determines the degree to which people 

accept and expect that power is distributed unequally. Uncertainty Avoidance defines 

the degree to which people feel uncomfortable with uncertainty and ambiguity. 

Individualism is defined as a preference of individuals to take care of only themselves 

and their families. Collectivism is the opposite. Masculinity and Femininity can be 

related to tough vs. Tender cultures. According to Hofstede (2011) Masculinity 

represents values ass heroism, material rewards or success. Femininity is related to the 

preference for cooperation, modesty and quality of life. This orientation defines the 

degree to which long term values and traditions are balanced in contrast to thrift 

encouragement and efforts in modern solutions [17]. We used Hofstede’s cultural 

dimensions for two reasons. First, the dimensions have been rigorously developed and 

provide definitions for different cultural dimensions. Second, their application allows 

us to better integrate our theoretical findings in this stream of literature [7].  

Table 1. Comparison of Cultural Dimensions between Nations 

Cultural Dimension Country Score 

Germany USA India 

Power Distance 35 40 77 

Uncertainty Avoidance 65 46 40 

Collectivism 67 91 48 

Masculinity/Femininity 66 62 56 

Long Term Orientation 31 29 61 

 

We selected these three nations Germany, India and USA because, they have different 

values in Hofstede's cultural dimensions and thus, form a good basis for analyzing 

cultural differences at the national level. Table 1 shows that India has a higher value 

for PD than Germany or the USA, which means in the Indian culture it is more likely 

to accept the unequal distribution of power than in the national culture of Germany or 

the USA. Uncertainty avoidance differs more between Germany and the USA and 

India, which shows that in German culture uncertainty and ambiguity are described as 

more uncomfortable than in the U.S. and India. The COL dimension is strongest for the 

USA and lowest for India. It shows that the national culture of the U.S.A has a strong 

bias for collective action in society instead of emphasizing individualism. The 

dimension MAS shows similarly high values in all three cultures. LO is more 

pronounced in India than in the USA or Germany and shows that Indian culture 
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emphasizes long-term values and traditions instead of thrift encouragement and efforts 

in modern solutions. Overall, the three national cultures show a good distribution in the 

characteristics of the cultural dimensions according to Hofstede and are therefore well 

suited for carrying out an intercultural comparison at the national level. 

2.2 Deterrence Theory in Information Security Research 

The DT has its origin in criminology and has been widely used in information security 

research [8]. The theory states that individuals will choose to commit an offence, if the 

benefits outweigh the underlying penalties. The DT further describes that the trade-off 

between benefits and the expected penalty can be further divided in different 

mechanisms, namely sanction certainty, sanction severity and sanction celerity [11]. 

When considering the DT in existing information security literature, a wide range of 

uses can be identified. The application of the original form of DT concentrates on the 

usage of formal sanctions to explain ISPCB, while other research additionally includes 

more informal consequences, such as informal sanctions like guilt and shame. Formal 

sanction severity is described as the formal expected amount of a penalty when a policy 

violation is committed, such as a fine or a warning, while an example for informal 

sanction severity could the loss of reputation among colleagues and superiors or shame. 

Formal sanction certainty describes the perceived probability of being formally 

punished if one is caught for an ISP non-compliant behavior, while informal sanction 

certainty describes probability of being informally punished by the social environment 

(e.g. at the workplace) [3]. Sanction celerity describes the velocity a person is punished 

if a crime was committed [18]. 

Both formal and informal sanction certainty and sanction celerity find empirical support 

in various contexts of information security research [19]. Since sanction severity and 

sanction celerity are considered as the two main components of deterrence theory, since 

celerity has received less empirical support in information security research so far, we 

only considered formal and informal sanction severity and sanction celerity in our 

research model [11]. 

2.3 Protection Motivation Theory in Information Security Research 

The PMT has its origins in healthcare research. The theory states that a person, when 

confronted with a threat, cognitively weighs the threat and a possible related protective 

measure [20]. After assessing the threat and potential countermeasures to cope with it, 

the individual decides to adopt an adaptive or non-adaptive behavior. Adaptive 

behaviors are recommended responses designed to protect against a threat, whereas 

non-adaptive responses involve behaviors in which the threat recipient avoids 

implementing a recommended response. PMT assumes that the susceptibility to threats 

and the severity of the threat have a positive effect on a person's behavior and 

adaptation. Similarly, in its adapted form, the PMT contains further constructs used to 

constitute the protection motivation, such as response effectiveness, self-efficacy to 

comply and response costs, which have a direct influence on behavior [21]. Response 

cost describe the perceived extrinsic or intrinsic personal costs of performing the 
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suggested adaptive behavior in terms of time, money or effort. Response efficacy is 

described as the perceived effectiveness of the behavior in mitigating or avoiding the 

perceived violation. Self-efficacy is defined as the confidence an individual possesses 

in effectively performing a recommended response and to complying with given ISP’s. 

Severity is defined as the perceptions of the seriousness of an information security 

violation. Susceptibility refers to the degree to which someone feels vulnerable to a 

specific violation of ISP's [13]. 

The constructs of the PMT find broad empirical support in information security 

research. Menard et al. (2017) analyze the impact of PMT on the individual motivation 

of information technology users. Johnston and Warkentin (2010) developed their fear-

appeal model based on the PMT in order to convey the effectiveness of an antispyware 

software [22]. Moody et al. (2018) show that PMT constructs such as response efficacy, 

severity and susceptibility have an indirect effect on behavior [3]. However, current 

information security research lacks on studies on the relationship between PMT 

constructs and national culture [13, 20]. We, therefore, used the explained theoretical 

constructs of the PMT for our cross-cultural analysis. 

3 Research Approach 

3.1 Hypotheses development and Research Design 

The hypotheses of a research project serve to answer the underlying research questions. 

However, in order to answer our research questions, we need to operationalize the 

theories we have introduced earlier in our study. The construct definitions from the DT 

and PMT were used to transfer the theories into a structural model displayed in Figure 

1. This becomes necessary because the results of the structural model are needed to 

determine the effect strengths of the respective theory components on ISPCB. They are 

used to determine the predictive power of the theories for ISPCB. We furthermore 

analyze different effect sizes between the constructs along different cultures to identify 

significant differences as it has been shown that differences in cultural values can have 

an influence on behavior [17]. We draw on this argumentation and propose the 

following hypotheses: 

 

H1: The predictive power of DT and the model's mechanisms differ across cultures. 

H2: The predictive power of PMT and the model's mechanisms differ across 

cultures. 

 

We conducted an empirical cross-cultural study to examine our underlying 

hypotheses. The operationalization of their variables follows a context-independent 

approach, measuring general ISPCB in order to make more generalized statements 

about the effectiveness of the theories and to compare their explanatory power 

throughout the culture samples [12]. For the measurement of behavior, the items of 

D'Arcy and Lowry (2019) were used and generalized for our study. Furthermore, we 

used 7-point Likert scales for our questionnaires. The items for formal and informal 
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sanction severity and -certainty of the DT (3 items each) were adapted by Moody et al. 

(2018) and rephrased for our study [3]. The items used for the constructs response cost 

and response efficacy of the PMT were adapted by Floyd et al. (2000) (4 items each). 

Self-efficacy, severity and susceptibility were taken from Menard et al. (2017) and 

adapted (3 items each) [13, 20]. The used questions per item are listed in the appendix. 

Figure 1. Research Models of DT and PMT. 

DT PMT 

 

 
 

 

 

 

We used an SEM approach and the partial least squares (PLS) method to test the 

theoretical models, because it has fewer sample size requirements and is characterized 

by excellent prediction [24]. We performed a cross-model comparison by using a multi-

group analysis (MGA) to look for significant differences in the mean differences of the 

explained variance of our models across our samples as well as in the path coefficients 

of the analyzed theories (Welch-Satterthwait test) [25]. 

3.2 Data collection, Sample Characteristics and Common-Method Bias 

A pilot study was conducted by sending the survey to five academic experts for review. 

A test run was then started with 60 participants for each sample, where at least 30 results 

per sample were complete and valid. The crowdsourcing platforms Amazon 

Mechanical Turk and Clickworker were used to collect the data, taking into account the 

quality criteria for using crowd working platforms, defined by Lowry et al. (2016) [26]. 

Only participants with their cultural background and origin from the respective sample 

(USA, India, Germany) were able to participate in our study. Their job acceptance rate 

on the platform must have been higher than 90%, and a certification of English language 

skills must be registered on the platform. We only selected participants which were 

employed, worked at least partially with a computer in their job and whose organization 

had an ISP. Additional attention checks were built into the study (e.g., requests to select 

a specific response) to avoid systematic response patterns. Participants were paid $1.65 

for successful and conscientious participation in the study. In total, 767 people 

participated in the German survey, 623 in the survey within the USA and 481 people in 
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the Indian survey. After applying the used quality criteria, the resulting samples consist 

of 422 (57%) valid responses collected in Germany, 263 (42%) in the USA and 252 

(52%) in India. Demographic characteristics of the respondents were adapted from 

Hovav and D'Arcy (2012). The average age in all three countries is between 30 and 35 

years. In all three countries, the proportion of men is higher than 60%. The majority of 

the participants work in a company with more than 1000 employees. 

To carry out the common method bias test, we used the marker variable technique 

[27] and chose the respondent's outside activities as the theoretically unrelated marker 

variable [23]. The highest variance that the marker shares with another construct is less 

than 0.05. In addition, the path coefficients between the constructs showed no 

significant size changes (> 0.01 and not significant). In conclusion, the result suggests 

that there is no evidence of a common method bias in our study. 

4 Data Analysis and Results 

4.1 Measurement Models and Invariance Testing 

To check our data for reliability, common quality criteria for reflective measurement 

models in IS research were applied to our study [28]. We used individual item 

reliability, composite construct reliability (CR), and average variance extracted (AVE) 

as indicators of convergent validity for our models. The factor loadings of the items for 

the DT and PMT model were all above 0.70, which indicates sufficient item reliability 

[29] (see appendix). The CR is higher than 0.70 for every variable used in each model, 

and the AVE is higher than 0.5 [28]. We furthermore used the Fornell and Larcker 

criterion to confirm discriminant validity by showing that for each model, the AVE for 

each construct is higher than the variance shared with other constructs (see square root 

AVEs as bold numbers in Table 2). [30, 31]. In summary, our results indicate that our 

measurement model is acceptable and reliable. 

 

Table 2. Inter-construct correlations, construct reliability, and average variance extracted of 

Deterrence Theory Model. 

 

Samples and Items CR AVE FSC FSS ISC ISS ISPCB 

G
er

m
a

n
y
 FSC 0.884 0.719 0.848         

FSS 0.917 0.786 0.581 0.887       

ISC 0.913 0.778 0.468 0.496 0.882     

ISS 0.919 0.79 0.409 0.551 0.649 0.889   

ISPCB 0.938 0.834 0.347 0.318 0.428 0.378 0.913 

U
S

A
 

FSC 0.85 0.654 0.809         

FSS 0.87 0.693 0.618 0.832       

ISC 0.903 0.757 0.404 0.447 0.87     

ISS 0.881 0.713 0.366 0.451 0.667 0.844   

ISPCB 0.918 0.789 0.399 0.373 0.394 0.491 0.888 
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In
d

ia
 

FSC 0.808 0.585 0.765         

FSS 0.823 0.608 0.5 0.78       

ISC 0.841 0.639 0.344 0.359 0.799     

ISS 0.801 0.576 0.408 0.624 0.507 0.759   

ISPCB 0.823 0.609 0.453 0.433 0.357 0.475 0.78 

Samples and Items CR AVE RC REF SEF SEV SUS ICB 

G
er

m
a

n
y
 

RC 0.866  0.624 0.79           

REF 0.906 0.708 -0.015 0.842         

SEF 0.931 0.819 -0.167 0.328 0.905       

SEV 0.918 0.788 0.155 0.197 0.095 0.888     

SUS 0.944 0.85 -0.084 0.346 0.400 0.339 0.922   

ISCPB 0.866 0.624 -0.162 0.333 0.495 0.074 0.467 0.913 

U
S

A
 

RC 0.926 0.759 0.871           

RE 0.887 0.664 -0.199 0.815         

SEF 0.916 0.784 -0.237 0.499 0.885       

SEV 0.915 0.781 0.414 0.088 -0.003 0.884     

SUS 0.905 0.761 -0.082 0.476 0.500 0.131 0.872   

ISPCB 0.918 0.789 -0.263 0.597 0.603 -0.009 0.539 0.888 

In
d

ia
 

RC 0.87 0.628 0.792           

REF 0.805 0.509 0.35 0.714         

SEF 0.81 0.588 0.138 0.47 0.767       

SEV 0.841 0.64 0.395 0.437 0.395 0.8     

SUS 0.787 0.553 0.234 0.516 0.531 0.402 0.743   

ISPCB 0.824 0.609 0.161 0.543 0.698 0.331 0.606 0.781 

Notes (also for following tables): FSC = Formal Sanction Certainty. FSS = Formal Sanction Severity. ISC 

= Informal Sanction Certainty. ISS = Informal Sanction Severity. RC = Response Cost. REF = Response 

Efficacy. SEF = Self Efficacy. SEV = Severity. SUS = Susceptibility. The bold numbers on the leading 

diagonal are the square root of the AVE. *significant at 0.1; ** significant at 0.05; *** significant at 0.01. 

 

Additionally, we tested for configural and metric measurement invariance. This step 

is necessary to create the ability to further analyze differences in the predictive power 

of the theories in a cross cultural manner [32]. Only if the charges of the similar items 

are invariant across groups, differences in the item scores can be meaningfully 

compared to the extent that they indicate similar group differences in the underlying 

construct [33]. To measure invariance, we performed a MGA and tested the differences 

in item loadings for all models between the three samples. We were not able to find 

significant differences between the item loadings of our samples and thus show metric 

invariance and comparability of our results. 

4.2 Testing Theoretical Mechanisms across Cultures 

We have tested the previously introduced path models with the PLS algorithm for 

estimating the structural model. We used the bootstrapping method to determine the 

significance of the path coefficients with 5000 bootstrap samples [28]. An overview of 
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our significance levels of the individual path coefficients for all three models is given 

in Table 3. 

Table 3. Structural Models of DT and PMT Research Model. 

Model Path 

Germany USA India Germany / 

USA 

Germany / 

India 

USA / 

India 

Path Coefficients Significant Effect Differences 

Deterrence Theory 

FSC -> ISPC 0.150*** 0.211*** 0.252*** NS NS NS 

FSC -> ISPCB 0.018 0.052 0.124* NS NS NS 

ISC -> ISPCB 0.196*** 0.058 0.105 S* NS NS 

ISS -> ISPCB 0.164*** 0.372*** 0.213*** S* NS NS 

Protection Motivation Theory 

RC -> ISPCB -0.049 -0.086* -0.011 NS NS NS 

REF -> ISPCB 0.149*** 0.307*** 0.207*** S* NS S** 

SEF -> ISPCB 0.324*** 0.296*** 0.467*** NS S* S* 

SEV -> ISPCB -0.062 -0.033 -0.049 NS NS NS 

SUS -> ISPCB 0.279*** 0.220***  0.279*** NS NS NS 

 

While formal sanction certainty and informal sanction severity have a significant 

impact in all three models, formal sanction severity only applies to India and informal 

sanction certainty only to Germany. The mechanisms of PMT are almost equally 

applicable to all three cultures. While response efficacy, self-efficacy and susceptibility 

are applicable in all three models and severity has no significant effect in all of them, 

response cost is only significantly applied in the USA model. 

We additionally identified some significant effects of our control variables (see 

appendix). Age has a significant effect on ISPCB in at least one of the samples for each 

theory. The company size and industry only have an influence in the DT model. 

Education affects at least one sample for each theory. For gender, only one significant 

effect can be found in the PMT model. 

4.3 Comparing the Predictive Power across Cultures 

In order to determine the predictive power of the theories and then compare them, we 

first considered the path coefficients of the individual models and determined whether 

significant differences exist in their height [25]. In the second step we compared the 

explained variance and also investigated whether significant differences exist. As 

analyzed in the previous chapter, different significances can be identified in the path 

coefficients of the DT models. However, it can be observed that only significant path 

differences can be identified in the informal sanctions. For example, ISC in the USA 

model is significantly higher than in the German model (significant at 0.1). The same 
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difference can be found for ISS. The PMT model was tested using five different 

constructs. Response efficacy has a significant effect on ISPCB in all three models, 

whereas the effect in the USA is significantly higher than in Germany and India. There 

is a significant effect of self-efficacy on ISPCB in all models where the path coefficient 

in the Indian is significantly higher as in the USA and German one (significant at 0.1). 

When interpreting the explained variance, the acceptable values depend on the 

research context [29]. In general, a proportion of the explained variance of an 

endogenous variable is considered low up to 0.32, moderate from 0.33 and substantial 

from 0.67. The R² adjusted in the DT model is in the medium range for the USA (0.350) 

and India (0.327), for the German sample slightly below the 0.32 limit at 0.291. 

However, the MGA showed that the difference between Germany and USA and 

Germany and India is significant (significant at 0.05). For the PMT models, all R² 

adjusted are in the medium range, whereas only the value for Germany is below 0.4 

(0.358) and significantly different compared to the USA (0.520) and Indian (0.580) 

sample (significant at 0.05). The R² adjusted values for the PMT and DT model are 

above average [8]. The differences in the R² values may result from the different 

operationalisation of the theories, as we use basic models or have no further context-

specific extensions in our models. Along the investigated theories we can see that there 

are significant differences in the path coefficients of the theories as well as in the R² of 

the models. 

5 Discussion 

5.1 Implications for Research and Practice 

Our results show implications for research as well as for practice. The main purpose of 

this analysis was to empirically evaluate and compare the predictive power of the DT 

and PMT along three different national cultures. The results of the analysis provide 

different insights into the cultural differences when applying the theories and show 

interesting theoretical contributions. First, by applying configural and metric invariance 

between our cultural samples, we can show that our used models and items of the DT 

and PMT are understood in the same way across different cultures [33]. These results 

are the basic prerequisite for a comparison of the theories between the national cultures. 

Secondly, we were able to show that there are differences in the predictive power of 

DT and PMT mechanisms. We could show for our context that the theories have a small 

to medium-strong explanatory power. Significant differences along the cultures exist 

in the DT model between USA and Germany. In addition, we were able to show in our 

study that the PMT constructs response efficacy and self-efficacy explains the ISPCB 

significantly better in India and the USA than in Germany. Furthermore, our results 

show different effects for the effectiveness of formal sanctions in the USA than in 

existing research [7]. Our results provide important information on the effectiveness of 

models on ISPCB in order to define what types of measures are appropriate to ensure 

ISPCB in an international context. These findings indicate that ISPCB research needs 

to consider cultural differences in the use of DT and PMT. Our results provide a basis 
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for more specific investigation, such as analysing the effects of individual cultural 

dimensions on the mechanisms of the theories analysed. Finally, we can contribute to 

a broader consideration of intercultural comparisons between more than two nations 

since we integrated national samples such as Germany and India which were previously 

less considered in cross-cultural research of ISPCB [6]. 

Practitioners can also benefit from the conclusions of our results. Our findings 

underline the relevance of a cultural differentiation of measures for the management of 

security breaches. Overall, in the future, it will be important to consider cultural 

differences when using security measures to positively influence ISPCB. Companies 

should pay attention to the fact that the measures work differently in different 

international locations. They should be designed with a culture-specific mode of 

operation in mind. An example of such differences is the use of sanctions. While our 

results show that the severity of an expected formal punishment in different cultures 

tends to be less effective ISPCB, the sole high probability that a formal punishment is 

to be expected is comparatively more effective. 

5.2 Limitations and Future Research 

For an adequate interpretation of our results, the following limitations of the study 

should be considered. On the one hand, we measured general ISPCB and did not 

specifically refer to one or more contexts. The general validity of our results cannot be 

proven by the fact that cultural differences can be context specific. Future research can 

take up this aspect and examine our results as a starting point for cultural differences in 

specific ISPCB contexts. Secondly, in order to compare different cultures, we have used 

three example cultures, which differ in their cultural dimensions according to [17]. 

Thus, our results are limited to the cultures we selected. In order to find out more about 

the differences between cultures, we need to involve further culture samples and take a 

closer look at the direct influences of cultural dimensions on specific behaviour. 

Furthermore, we could not consider the problem of a cultural shift in detail. For 

example, our samples from the different countries could be influenced by the individual 

cultural values of each subject. In order to obtain a detailed consideration of cultural 

values on the studied theoretical constructs and ISPCB, future studies should also 

measure culture on an individual level and investigate it in terms of its influence on 

ISPCB. [7]. Third, moderating factors could only partially be addressed in our work. 

More detailed differences and the involvement or deepening of other factors, such as 

an industry-specific investigation or an analysis based on different educational 

backgrounds, will be subjected to future research. 

6 Conclusion 

Studies on the analysis of ISPCB often show the need to consider their results from 

different cultural perspectives. However, existing studies in this area rarely take an 

empirical approach, look at given problems from different theoretical lenses and put 

the results into context. This study is the first to empirically test and compare three 
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prominent theories that are often used to explain ISPCB. Furthermore, we were able to 

identify different types of effects in different cultures and that their effect strength can 

vary. Interestingly, both strong similarities and differences can be identified across 

theories. Other interesting aspects are constant effects along the three cultures analyzed, 

such as attitude or susceptibility as an effective factor for explaining ISPCB. Our results 

give a first impression of cultural differences in the effectiveness of different theoretical 

models and provide a starting point for the design and implementation of ISP’s in an 

international environment. In summary, future research on ISPCB and culture should 

be based on these results when deciding for or against a theoretical lens and should 

conduct more specific analyses. 
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Appendix 

Table 4. Analyzed Control Variables. 

Control 

Variables 

Deterrence Theory Protection Motivation Theory 

Germany USA India Germany USA India 

Age 0.269*** 0.138*** 0.099* 0.057* 0.096** 0.029 

Company Size 0.102*** 0.008 0.037 0.013 -0.02 -0.017 

Education 0.035 -0.138*** -0.061 0.099*** 0.034 0.011 

Gender 0.059 0.036 -0.026 0.065* 0.037 0.067* 

Industry 0.120*** 0.144*** 0.132*** 0.032 0.033 -0.031 

Job Position 0.012 -0.033 0.024 -0.071 0.044 0.035 

Table 5. Used Items. 

Construct Item 

Formal 

Sanction 

Severity 

 

1. How much of a problem would it create in your life if you violated the 

company information security policy? 

2. How much of a problem would it be if you received severe sanctions if 

you violated the company information security policy? 

3. How much of a problem would it create in your life if you were formally 

sanctioned if you violated the company information security policy? 

Formal 

Sanction 

Certainty 

1. What is the chance that you would be formally sanctioned (punished) if 

management learned that you had violated company information security 

policies? 

2. I would receive corporate sanctions if I violated company ISP 

procedures. 

3. What is the chance that you would be warned if management learned you 

had violated company information security procedures? 

Informal 

Sanction 

Severity 

1. It would create a problem in my life if my career was adversely affected 

for not complying with ISP procedures regularly. 

2. It would create a problem in my life if I lost the respect and good opinion 

of my colleagues for not following ISP procedures regularly. 
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3. It would create a problem in my life if I lost the respect of my manager 

for not complying with ISP procedures regularly. 

Information 

Sanction 

Certainty 

1. How likely is it that you would lose the respect and good opinion of your 

business associates for violating company information security procedures? 

2. How likely is it that you would jeopardize your promotion prospects if 

management learned that you had violated company information security 

procedures? 

3. How likely is it that you would lose the respect and good opinion of your 

manager for violating company information security policies? 

Response 

Cost 

1. Complying with information security procedures would be time 

consuming. 

2. Complying with information security procedures would take work time. 

3. Complying with information security procedures makes my work more 

difficult. 

4. Complying with information security procedures inconveniences my 

work. 

Response 

Efficacy 

1. Complying with information security procedures in our organization 

keeps information security breaches down. 

2. If I were to comply with information security procedures, IS security 

breaches would be scarce. 

3. If I were to do the opposite to what Mattila did, it would keep IS security 

breaches down. 

4. If I were to do the opposite to what Mattila did, IS security breaches 

would be minimal. 

Self-Efficacy 

to Comply 

I have the necessary ... to fulfil the requirements of the ISP (skills, 

knowledge, competencies). 

Severity An information security breach in my organization would be serious / 

severe / significant. 

Susceptibility 1. My information and technology resources are at risk for becoming 

attacked. 

2. It is likely that my information and technology will become 

compromised. 

3. It is possible that my information and technology resources will become 

compromised. 

ISPCB 1. I complied with the requirements of the ISP.  

2. I protected information and technology resources according to the 

requirements of the ISP. 

3. I carried out my responsibilities prescribed in the ISP when I used 

information and technology.  
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1 Motivation 

Compliance describes the adherence to compliance requirements, which can be derived 

from laws, norms, and contracts [1]. In addition to business processes, compliance 

requirements can also place demands on IT components, which in turn may be 

necessary for the execution of activities [2]. To satisfy compliance requirements and 

thus ensure compliance, so-called compliance processes can be used. A compliance 

process is an independent process (part) consisting of at least one compliance-related 

activity that ensures compliance. In addition, compliance processes can be integrated 

in business processes to ensure business process compliance [3]. 

Many factors, such as new technologies, improvement of business processes, and 

outsourcing decisions can lead to the replacement or removal of activities, IT 

components, and compliance requirements. In dynamic markets, the impact on 

compliance due to these changes should be determined automatically. In case of a 

compliance violation, the business process must also be adapted [2, 4]. 

There are approaches that queries the relations between compliance requirements, 

and business processes (e.g. [5]), compliance requirements and IT components (e.g., 

[6, 7]) and interrelated compliance requirements (e.g., [7]). In addition, there are also 

approaches that adapts the business process through the integration of separate 

modelled compliant process fragments (e.g., [10]). However, current approaches 

neither distinguish between the change patterns, replace and delete, nor do they 

consider IT components in both identification and adaption [8, 9]. 

Thus, the goal is a method to achieve compliance in flexible and IT-supported 

business processes. MIA supports the achievement of compliance in IT-supported 

business processes in two steps. On the one hand, MIA identifies the impact on 

compliance by removing and replacing either a compliance requirement, business 

activity, or IT component. On the other hand, MIA provides recommendations for a 

business process adaption in case of a compliance violation. In the remainder of this 

extended abstract, I briefly present a motivation scenario and the applied research 
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method. Then, I introduce the method MIA, its demonstration in a software prototype 

and evaluation, as well as possible implications and further research. 

2 Motivation Scenario and Research Method 

2.1 Motivation Scenario 

Figure 1 shows a purchase to pay process that is supported by IT components, which 

are in turn connected to each other. On top of that, compliance requirements, linked 

together, place demands against both business activities and IT-components. The 

compliance process “check invoice,” in turn, helps to satisfy the compliance 

requirement “internal policy payment.” In the case of replacement or removal of an 

element, the impact on compliance must be determined to further achieve compliance. 

In case of replacing “ERP MM,” which can be, e.g., the case of outsourcing, all 

compliance requirements that directly or indirectly place demands on this IT 

component must be observed. In the case of removing an element, all possible 

compliance violations must be determined, as well. An unplanned failure of “ERP MM” 

corresponds, for example, to a removal of this IT component [2]. 
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Figure 1. Purchase to pay process and impact on compliance due to 

a replacement and removal of an IT component [11] 

2.2 Research Method 

Following the design science research paradigm [12] different artifacts have been 

developed, which can be orchestrated to the method MIA (see Figure 2). The basis is a 

conceptual domain model [3], which describes the relations between compliance 

requirements, IT components, and business compliance processes. Essentially, MIA 

consists of three steps, and each of it is a separate method. First, a common model that 

consists of a business process model, IT components, and compliance requirements is 

modelled. Second, the impacts on compliance by replacing and removing any element 

in the previously defined common model are determined [2]. Third, to achieve business 

process compliance, MIA proposes recommendations for an adaption of the business 
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process through the integration of alternative compliance processes [4]. To distinguish 

compliance processes, a compliance process taxonomy was developed to describe the 

properties of compliance processes [3]. 
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Figure 2. Artefacts of MIA 

3 Achieving Compliance in Flexible and IT Supported Business 

Processes 

3.1 A Brief Introduction to MIA 

Step 1: Model a common model. To analyze the impacts on compliance when replacing 

and removing either a compliance requirement, business activity, and IT component, a 

common model, such as the one shown in Figure 1, must be modelled. These common 

models are based on a previously-modelled IT-architecture model (e.g., a TOGAF 

model), a business process model (e.g., a BPMN model) and compliance requirement 

model. Further, the common model is defined as a direct graph, in which each node 

represents either a single IT component of the IT architecture model, an event, activity, 

and gateway of the process model or a compliance requirement. Additionally, these 

nodes can be linked to each other, e.g., to define the dependency between activities and 

IT components, compliance requirements and activities, or different compliance 

requirements [2, 8].  

Step 2: Identify impact on compliance. The impact on compliance due to changes 

differs by the type of change. In case of replacing “ERP MM” by another IT component, 

all compliance requirements must be determined, which affects “ERP MM” directly 

and transitively (see Figure 1). In case of removing “ERP MM,” all violated and 

obsolete compliance requirements must be determined to further achieve compliance. 

In the motivation scenario, the compliance requirement “internal policy payment” and 

the higher-level compliance requirement “legal obligations to keep record” are violated 

because the compliance process can no longer be executed. Both analyses require 

different search strategies, which are executed on the common model from Step 1 [2]. 

Step 3: Adapt business processes. In case of a compliance violation, e.g., removing 

“ERP MM” as a necessary IT component of the compliance process within the business 

process, the business process must be adapted to remain compliant. Since more than 

one compliance process can satisfy a compliance requirement, a business process can 

be adapted through the integration of an alternative compliance process. Thus, a 
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prerequisite is the modelling of alternative compliance processes that satisfies the same 

compliance requirement. Alternative compliance processes are differentiated by their 

properties such as requirements for execution and type of execution [3]. 

Internal Payments Policy

XOR

N-Way-Match

Compliance 
Process 
Pattern

Compliance 
Process

Check
Payment Order

Send 

purchase 

requisition

Create 

payment 

order

Execute 

payment

Delivery

has arrived

Check 

Invoice

Send 

purchase 

requisition

Create 

payment 

order

Execute 

payment

Delivery

has arrived

Check

Payment Order

Check Invoice

...

Generalization / Specialization 

relation between Compliance 

Process Patterns and Compliance 

Processes

  XOR

Each of the related 

compliance process 

patterns or compliance 

processes can statisfy the 

compliance requirement

Manually
Check Invoice

Send 

purchase 

requisition

Create 

payment 

order

Execute 

payment

Delivery

has arrived

Manually 

Check Invoice

IT Component

ERP FI

ERP FI

ERP FI

ERP MMTrigger: Delivery 

has arrived

Further Requirement:

ERP MM

Trigger: Create

payment order

Further Requirement:

ERP FI

Properties of the Compliance 

Process (refer to the 

Compliance Process 

Taxonomy)

Trigger: Delivery 

has arrived

Further Requirement:

none

 

Figure 3. Adaptation of the purchase to pay process through alternative compliance processes 

(based on [4]) 

Alternative compliance processes and their related compliance requirements are 

modelled in a graph structure separately from the business process. Within these graph 

structures, the search for alternative compliance processes is completed. In case various 

alternative compliance processes are identified, MIA proposes all compliant business 

process [4] as shown in Figure 3. 

3.2 Demonstration and Evaluation 

To demonstrate the feasibility of MIA, we implemented the method in the software 

prototype BCIT [11]. BCIT allows for importing compliance requirements, business 

processes and IT components. Once these models are linked together, the impact by 

replacing or deleting any of the mentioned elements on compliance can be determined 

automatically. If alternative compliance processes have been defined, BCIT can also 

propose alternative compliant business processes through the integration of alternative 

compliance processes. 

An addition, I evaluated the perceived usefulness of BCIT in case studies which were 

conducted with domain experts in the field of process management, compliance 

management, and IT architecture management. The data collection was done via 

questionnaires asking about the perceived usefulness of software artefacts. [8]. The 

majority of the participants find BCIT useful for their jobs. Further, they stated that 

BCIT gives them a greater control over their work, because of the modelling the 

relations between compliance requirements, business processes, and IT components. 
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They also mentioned that the integrated model increases the transparency of their 

workflow as well as the associated technical and legal dependencies. Nevertheless, 

some participants pointed out that the effort for both modelling of the common model 

and the alternative compliance processes might be too high in comparison to the 

expected effort. 

4 Implications and Further Research 

For research, there are implications to the descriptive and prescriptive knowledge bases 

[13]. The contribution to the descriptive knowledge base are the identified research gap, 

and the compliance meta- model to conceptualize our domain. The contribution to the 

prescriptive knowledge base includes the methods to identify compliance violations 

and propose compliant business process models. In addition, MIA has general 

implications for practice. As stated by the domain experts during the case studies, MIA 

opens up new potentials for detailed root cause analyses, which can result in a 

competitive advantage. 

On the one hand, further research can be done by the process adaption. In addition 

to BPMN process models, formal process representations, e.g., scripting languages can 

also be considered. On the other hand, the idea of modelling alternative compliance 

processes that satisfy the same compliance requirement can also be applied to IT 

architectures. In this way, alternative IT components that meet the same business 

requirements can be modelled, e.g., in the form of different cloud service models and 

cloud service providers [14]. 
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