
 ��� �����	��
��� ������� ����� 
����������������! #"�
�$�%� �'&
#��
(� �)*���#� �+

��,#"������ -�����������)*�!�	.�
��� �/�01(�-����	� �����324����� 5� ��  �/������627"�"�� � ������� 
�� 

 

 8 ��9�� � � �$����� 
�� � ���.���� :;�

von Dr. rer. nat. Ulrich Tallarek 

geb. am 23. Juli 1967 in Hannover 

 

 

zur Verleihung des akademischen Grades 

 

<=
�>��
�������?(�-@�����	(������ � (�-@.���9�� � � ������(� 

A�<1�	B�������B�������B�.���9�� � B C

 

genehmigt von der Fakultät für Verfahrens- und Systemtechnik 

der Otto-von-Guericke-Universität Magdeburg am 7. Dezember 2004 

 

 

 Gutachter: 

 Prof. Dr. Andreas Seidel-Morgenstern 

 Institut für Verfahrenstechnik, Otto-von-Guericke-Universität Magdeburg 

 Prof. Dr. Hans-Joachim Warnecke 

 Department für Chemie und Chemietechnik, Universität Paderborn 

 Prof. Dr. Andreas Manz 

 Institut für Spektrochemie und Angewandte Spektroskopie an der Universität Dortmund 



���������
	�� 
 

 

 

Die in der vorliegenden Habilitationsschrift einfließenden Ergebnisse resultieren aus meiner Zeit 
als Marie-Curie-Stipendiat (1998-2000) an der Wageningen University and Research Centre, 
Niederlande, und als wissenschaftlicher Assistent bzw. später Juniorprofessor (2000-2004) an 
der Otto-von-Guericke-Universität Magdeburg. 
Ich möchte daher allen Personen aus beiden Umfeldern danken, die mich während dieser Zeit 
tatkräftig unterstützt und zum Gelingen dieser Arbeiten maßgeblich beigetragen haben. 
 
Zunächst möchte ich mich sehr herzlich bei Prof. Dr. Andreas Seidel-Morgenstern (Universität 
und MPI Magdeburg) für seine großzügige Unterstützung, die eingeräumten Freiheiten, Rat und 
das ständige Interesse an meinen Arbeiten bedanken, die es mir ermöglicht haben, in kurzer 
Zeit eine Arbeitsgruppe mit eigenem Forschungsprofil aufzubauen. 
Weiterhin danke ich sehr herzlich Prof. Dr. Henk Van As (Wageningen) für das große Interesse 
an meiner Arbeit, stete Diskussionsbereitschaft und die geförderte Eigenständigkeit während 
meiner Zeit in den Niederlanden. 
 
Außerdem möchte ich Kollegen und Gruppenmitgliedern für die gute Zusammenarbeit und 
angenehme Arbeitsatmosphäre der letzten Jahre danken. Bei der Magdeburger Arbeitsgruppe 
handelt es sich um Felix Leinweber, Erdmann Rapp, Ivo Nischang, Dima Hlushkou, Martin ������������������� ������ �! ����"$#&%����'�)(*���,+-�'. �/�'��0��'. 1'. �-������2�. �����'� 3 �������'�-�/. ���4������� �/5� '+76�8�%/���������'9

Frank Vergeldt, Adrie de Jager (Wageningen), sowie Dr. Drona Kandhai, Dr. Alfons Hoekstra 
und Prof. Dr. Pieter Sloot (University of Amsterdam). 
 
Darüberhinaus danke ich den folgenden Personen vor Ort in Magdeburg für die Unterstützung 
auf wichtigen Arbeitsgebieten: Dr. Heiner Sann und Prof. Dr. Udo Reichl (MPI Magdeburg) beim 
Einsatz der konfokalen Lasermikroskopie für die Untersuchung von Transportvorgängen in 
porösen Materialien, sowie Bernd Ebenau und Prof. Dr. Jürgen Tomas (Universität Magdeburg) 
bei der elektrokinetischen Oberflächencharakterisierung von Mikropartikeln. 
 
Dr. Dietmar Schmid und Prof. Dr. Günther Jung (Universität Tübingen) danke ich für die äußerst 
effektive, erfolgreiche Arbeit zur Kopplung von kapillarmonolithischen Trennphasen mit der 
Fourier-Transform Ionenzyklotronresonanz-Massenspektrometrie. 
 
Dieter Lubda und Dr. Karin Cabrera (Merck KGaA, Darmstadt) danke ich für die fruchtbaren 
gemeinsamen Arbeiten zu monolithischen Kieselgelmaterialien. Ihnen, sowie Dr. Gerard Rozing 
(Agilent Technologies, Waldbronn) gebührt darüberhinaus mein tiefer Dank für mehrere 
wertvolle, sehr hilfreiche Geräteleihgaben. 
 
Am Ende möchte ich nicht versäumen, meinen Mentoren Prof. Dr. Ernst Bayer (1927-2002; 
Universität Tübingen) und Prof. Dr. Georges Guiochon (University of Tennessee, Knoxville, TN, 
USA), die meinen wissenschaftlichen Werdegang wesentlich beeinflußt haben, meinen Dank 
auszusprechen. 
 
 



�����������	����
 ����������
 

 

 

Die vorliegende Habilitationsschrift beschäftigt sich mit analytisch- und physikalisch-chemischen 
experimentellen, aber auch theoretischen und numerischen Aspekten der Elektrokinetik in 
porösen Materialien. Im Hinblick auf diese Arbeit zählen dazu insbesondere offene, einfachere 
Kanalstrukturen (die z.B. als Sensoren oder Bauteile in Lab-on-a-Chip-Technologien Einsatz 
finden), sowie kapillare Festbetten und Kapillarmonolithen für Elektrochromatographie und auch 
kapillare HPLC. Ergebnisse der Untersuchungen sind darüberhinaus für elektrokinetische 
Prozesse in deutlich größeren Säulen (z.B. mit dem Ziel präparativer Chromatographie) und 
Membranen (z.B. für Elektrodialyse oder potentialgesteuerte Reaktionsführung) von Bedeutung. 
Es wurde versucht, miteinander eng verknüpfte Themen in einer durch stark zunehmende 
Komplexität geprägten Chronologie zu bearbeiten, um letztlich zu einem abgerundeten globalen 
Verständnis relevanter Stofftransportphänomene in den untersuchten Materialien zu gelangen. 
Dies beinhaltete die elektrokinetische Charakterisierung der involvierten Oberflächen, transiente 
und stationäre Dynamik des elektroosmotischen Flußfeldes, Kopplung der Adsorption von 
geladenen Spezies mit der lokalen (quasi-)Gleichgewichtselektrostatik, Elektrophorese, axiale 
und radiale Dispersion, Eigenschaften der Elektrolytlösung (insbesondere ihre Ionenstärke) und 
Analyten (Ladung, Adsorption, Diffusion), Struktur der Materialien (hierarchischer Aufbau, 
Porendimensionen, Oberflächenheterogenität), sowie entstehende Konzentrationspolarisation 
und mögliche Nichtgleichgewichtseffekte in starken elektrischen Feldern. 
 
Ein Ziel dieser Arbeit ist es, moderne und im Hinblick auf die bearbeiteten Themen kaum oder 
noch nicht genutzte experimentelle Methoden (chromatographische Verfahren und direkte 
Bildgebungstechniken wie dynamische NMR-Mikroskopie und konfokale Lasermikroskopie) mit 
einerseits anspruchsvollen, aber andererseits auch kompakten, sehr effizienten numerischen 
Verfahren zu verknüpfen, um auf mikroskopischen Strukturdetails und mesoskopischen 
Zusammenhängen aufbauend Elektrokinetik und den Stofftransport auf makroskopischer Ebene 
besser zu analysieren, verstehen und optimieren. 
 
Wie bereits erwähnt zählen zu den adaptierten und intensiv eingesetzten Bildgebungsmethoden 
die Kernspintomographie und die konfokale Lasermikroskopie. Beide Mikroskopietechniken 
ergänzen sich in einzigartiger Weise. Während mithilfe der dynamischen NMR-Mikroskopie die 
Flußfelddynamik in einem sehr attraktiven örtlichen und zeitlichen Fenster direkt in dem porösen 
Material untersucht wird, kann durch die empfindlichere konfokale Lasermikroskopie der 
Transport in geringer Konzentration vorliegender Tracermoleküle erfaßt werden. Somit sind die 
Dynamik der fluiden Phase, aber auch die Transportcharakteristik eines in ihr gelösten Analyten 
mit (leicht zu realisierender) Adsorption und/oder Reaktion an der Oberfläche komplementär 
zugänglich. Mit diesen beiden Mikroskopietechniken konnte quantitative Information zum 
Massentransport (Diffusion, Dispersion, Elektrophorese, Elektroosmose, Adsorption) in porösen 
Materialien sowohl orts- (im unteren Mikrometer- bis in den Submikrometerbereich), als auch 
zeitaufgelöst (im Millisekundenbereich) erhalten und der Übergang zu makroskopischem 
Verhalten dokumentiert werden. Damit stellen diese experimentellen Untersuchungsmethoden 
eine sehr dringend benötigte Ergänzung zu den vielfältigen chromatographischen Verfahren 
dar, die lediglich Informationen über örtlich und zeitlich gemitteltes (makroskopisches) Verhalten 
geben können. 



Bezüglich der Hydrodynamik von elektroosmotischem Fluß und einhergehender Dispersion in 
porösen Materialien, sowie der erzielbaren Trenneffizienzen in der Flüssigchromatographie wird 
gewöhnlich der Vergleich zu dem bereits ausgiebig charakterisierten und gut verstandenen 
Transportverhalten für hydraulischen Fluß gewählt (und gewünscht). Daher beginnt auch diese 
Arbeit mit neuartigen Untersuchungen (sowohl Experiment, als auch Modellierung betreffend) 
zur Hydrodynamik in Festbettstrukturen wie Kugelpackungen und Monolithen, die insbesondere 
die Schlüsselstellung stagnanter Zonen in den porösen Materialien für die resultierenden 
Dispersionseffekte verdeutlichen und unmittelbar auf das große Potential elektrokinetischen 
Transports zuarbeiten [1-3]. Mithilfe der dynamischen NMR-Mikroskopie gelang es, direkt in den 
porösen Materialien die in stagnanten Zonen verbleibende Flüssigkeit (auf einer Zeitskala von 
wenigen Millisekunden) zu visualisieren und die Massentransferkinetik zwischen der stagnanten 
(diffusiven) und konvektiven fluiden Phase zu quantifizieren. 
 
Dieser neue experimentelle Zugang zur Charakterisierung der Hydrodynamik hat es ermöglicht, 
direkt in porösen Partikeln einer Kugelpackung Diffusionskoeffizienten unter statischen und 
dynamischen Bedingungen zu bestimmen, für verschiedene chromatographische Materialien zu 
vergleichen und bezüglich ihrer Porenmorphologie zu diskutieren [1]. Darüberhinaus konnte der 
unmittelbare Einfluß der stagnanten Zonen auf die transiente und asymptotische (axiale) 
Dispersion in den Kugelpackungen verfolgt und im Vergleich zu nichtporösen Partikeln klar 
herausgearbeitet werden. Diese experimentellen Ergebnisse wurden durch sehr anspruchsvolle 
numerische Simulationen in recht guter Einstimmung komplementiert [2, 3]. Die Modellierung 
der hydrodynamischen Dispersion erfolgte in dreidimensionalen Kugelschüttungen, die die reale 
Packungsstruktur relativ gut abzubilden vermochten. Für die Diskretisierung des Flußfeldes 
wurde der lattice-Boltzmann Formalismus verwendet, eine vielversprechende Alternative 
(basierend auf einem von Natur aus parallelen Algorithmus) für Modellierung rechenintensiver 
Hydrodynamik, insbesondere in sehr komplexen Geometrien. In guter Übereinstimmung zeigten 
Experiment und Modellierung, daß poröse Partikel zwar eine deutlich größere und für viele 
Anwendungen in der Tat erforderliche (spezifische) Oberfläche anbieten können als nichtporöse 
Partikel, daß aber dadurch mit hydraulischem Fluß stagnante Zonen generiert werden, die zu 
unerwünschten Dispersionseffekten führen. 
 
Einen vielversprechenden Ausweg aus diesem Engpaß (hierarchischer Aufbau des Materials im 
Hinblick auf spezifische Oberfläche, Permeabilität und Dispersion) könnte der Einsatz von 
neuartigen Kieselmonolithen mit bimodaler Porenstruktur weisen. Ein direkter Vergleich aber mit 
konventionellen Festbetten aus porösen, partiell porösen oder nichtporösen Partikeln erweist 
sich durch grundsätzliche Unterschiede (kontinuierliche vs. diskontinuierliche Struktur) zunächst 
als schwierig. Mithilfe eines recht einfach gehaltenen, aber verhältnismäßig weitreichenden 
phänomenologischen Ansatzes wurden die hydraulische Permeabilität und hydrodynamische 
Dispersion in monolithischen und partikulären Festbettstrukturen gemessen und durch 
dimensionslose Skalierung der gewonnenen Daten universell analysierbar [4, 5]. Damit wurde 
es möglich, die für Permeabilität und Dispersion maßgebliche Hydrodynamik in Monolithen 
durch äquivalente Teilchendimensionen (in den Kugelpackungen) auszudrücken und die beiden 
Typen von Festbettstrukturen in dieser Hinsicht zu vergleichen. Diese ausführlichen Arbeiten 
haben gezeigt [5], daß gerade die Kieselgelmonolithen aufgrund ihrer bimodalen Porenstruktur 
und Gesamtporosität eine Kombination aus hydraulischer Permeabilität, hydrodynamischer 
Dispersion und Adsorptionskapazität realisieren, die mit den partikulären Festbetten nicht erzielt 
werden kann. 



Mit diesen einführenden Arbeiten zur Hydrodynamik in porösen Materialien (z.B. partikuläre und 
monolithische Festbetten) sind bereits wesentliche Themen erkannt und behandelt worden 
(stagnante Zonen, diffusionslimitierter Transport, axiale Dispersion), die bei der Untersuchung 
der Elektrokinetik in diesen Strukturen wiederkehren und dann eine neue Bedeutung im Hinblick 
auf die erreichbare Dimension des Stofftransports erlangen können. 
 
Die Untersuchungen zur Elektrokinetik in porösen Materialien beginnen mit elektroosmotischem 
Fluß durch einfache Kanalstrukturen mit homogener Oberfläche (z.B. zylindrisch geformte 
Kapillaren) [6, 7], gewinnen aber schon bald an Komplexität, indem allgemein Oberflächen mit 
heterogener Verteilung ihres elektrokinetischen Potentials betrachtet werden, z.B. durch die 
Adsorption geladener Analyten an der Oberfläche während der Stofftrennung [8]. Es resultiert 
ein komplexes Wechselspiel zwischen lösungsseitiger Dynamik (Fluß, Elektromigration, 
Diffusion) und lokalen Grenzflächeneffekten (Adsorption, quasi-Gleichgewichtselektrostatik). 
Während für ideale Bedingungen (z.B. homogene Oberfläche und Elektrolytzusammensetzung) 
mittels dynamischer NMR-Mikroskopie und einem eigens dafür gebauten NMR-Meßstand [6] 
ein oft postuliertes, pfropfenförmiges (plug-flow) Flußprofil für elektroosmotischen Fluß 
tatsächlich auch gemessen werden konnte, sind aufgrund von Oberflächenheterogenitäten 
(durch Adsorption oder fehlerhafte Fertigung) unter praxisnäheren Bedingungen Abweichungen 
von diesem Flußprofil zu erwarten, die wegen der Kontinuität der fluiden Phase auf induzierte 
Druckkomponenten zurückzuführen sind. Das verursacht hydrodynamische Dispersionsbeiträge 
ähnlich wie beim Poiseuille-Flußprofil [6-8]. 
 
Der allgemeine Fall heterogener Verteilung des elektrischen Oberflächenpotentials erfordert die 
(in der Regel dreidimensionale) numerische Lösung der folgenden gekoppelten Gleichungen. 
Navier-Stokes-Gleichung für Konvektion der flüssigen Phase (die Wechselwirkung des externen 
elektrischen Feldes mit der lösungsseitigen elektrischen Doppelschicht wird dabei durch einen 
separaten Term für die resultierende Volumenkraft berücksichtigt), Poisson-Gleichung für 
Verteilung des elektrischen Potentials, und Nernst-Planck-Gleichung für die Verteilung ionischer 
Spezies [7]. Das hydrodynamische Problem wurde durch Code-Parallelisierung mithilfe der 
lattice-Boltzmann-Methode analysiert. Die Stärke des präsentierten Modellierungsansatzes liegt 
in seiner großen Reichweite. Insbesondere die Fluiddynamik in noch komplexeren Materialien 
wie partikulären und monolithischen Festbettstrukturen mit beliebiger Porenarchitektur und 
Oberflächenpotentialverteilung läßt sich damit sehr vorteilhaft numerisch-effektiv behandeln. Die 
Ergebnisse verdeutlichen, daß die elektrische Doppelschicht an (fest-flüssig-)Phasengrenzen 
allgemein besser als Nichtgleichgewichtssystem behandelt wird. Zentrale Fragestellungen 
beinhalten den Einfluß physikalischer und chemischer Heterogenität (Oberflächenrauhigkeit und 
Fraktalität, Kanalmorphologie, Inhomogenität des Zeta-Potentials durch lokale Adsorption oder 
uneinheitliche Oberflächenmodifizierung), sowie einsetzender Konvektion auf die lokale 
Elektrostatik und resultierende Elektrokinetik. Deshalb müssen inherent gekoppelte Parameter 
entflochten werden, um den dynamischen Einfluß der Oberflächen und lokalen, wie globalen 
Stofftransport in mikrofluidischen Systemen systematisch zu analysieren (und auch optimieren). 
 
Aufbauend auf den bisherigen Arbeiten vollzieht sich der Übergang zu elektroosmotischem Fluß 
und seiner (spatio-temporalen) Dynamik in Festbetten aus porösen Partikeln. Als ein erstes 
Merkmal fällt der Einfluß der Säuleninnenwand auf das resultierende makroskopische Flußprofil 
auf. Da die involvierten Oberflächen (Säuleninnenwand, Adsorbensoberfläche) allgemein 
unterschiedliche physikalisch-chemische Eigenschaften aufweisen ist zu erwarten, daß lokal 



generierter elektroosmotischer Fluß wegen verschiedener Oberflächenladungen unterschiedlich 
stark ausfällt. Dies führt, wie mithilfe dynamischer NMR-Mikroskopie deutlich gezeigt werden 
konnte [9], zur Ausbildung makroskopischer Flußheterogenität, die laterale Äquilibrierung über 
den gesamten Säulenquerschnitt benötigt. Abhängig vom Unterschied elektrokinetischer 
Potentiale (Wand-Partikel) und dem Verhältnis Säulen-/Partikeldurchmesser kann das Flußprofil 
eine ansonsten gute Dispersionscharakteristik des elektroosmotischen Flußes in der Packung 
völlig überdecken [10]. Diese Arbeiten setzen damit bei Festbettstrukturen die bereits für 
Kanalstrukturen gemachten Anmerkungen und Untersuchungen zur allgemeinen Heterogenität 
des elektrokinetischen Potentials in porösen Materialien fort. Sie weisen auf einen wichtigen 
Aspekt, dem bei Verständnis und Optimierung der Elektrokinetik große Bedeutung zukommt, da 
elektroosmotischer Fluß lokal an der Oberfläche generiert wird. Somit leistet die direkte 
Charakterisierung von Grenzflächeneffekten, z.B. mit der Kernspintomographie oder konfokalen 
Lasermikroskopie, auf (transienter und asymptotischer) hydrodynamischer Ebene eine fast 
unentbehrliche Ergänzung zu herkömmlichen chromatographischen Untersuchungsmethoden. 
 
Von einer makroskopischen Flußheterogenität über den gesamten Säulenquerschnitt kommend 
steht dann als wesentlicher Schwerpunkt der vorliegenden Arbeit die elektroosmotische 
Permeabilität von einzelnen porösen Partikeln des Festbettes im Vordergrund. Die zentrale 
Fragestellung in diesem Zusammenhang war, ob (und in welchem Ausmaß) ein intrapartikulärer 
elektroosmotischer Fluß existiert, wie er sich auf die globale Dispersionscharakteristik auswirkt 
und gezielt in miniaturisierten Trennverfahren genutzt werden kann. Ein erstes Indiz für die 
elektroosmotische Perfusion war die Beobachtung, daß im Vergleich zu hydraulischem Fluß um 
bis zu eine Dekade verbesserte hydrodynamische Dispersionskoeffizienten für Elektroosmose 
in einer (mit makroporösen kugelförmigen Partikeln) gepackten Kapillarsäule gemessen werden 
konnten [11]. Während es nahe liegt, eine derartige Effizienzsteigerung auf signifikanten 
intrapartikulären elektroosmotischen Fluß zurückzuführen (im Hinblick auf die vorangegangenen 
Arbeiten sei daran erinnert, daß intrapartikuläre Porenflüssigkeit bei hydraulischem Fluß als 
stagnante Region mit diffusionslimitiertem Massentransfer verbleibt), sind makroskopisch 
effektive Dispersionskoeffizienten nur schwer bezüglich einzelner Beiträge zu analysieren, die 
auf intra- und interpartikulärer Flüssigkeit beruhen. Daher wurden mit der NMR-Mikroskopie 
komplementäre (transiente) Messungen durchgeführt, die es erlaubt haben, die intrapartikuläre 
Flüssigkeit zu visualisieren und hinsichtlich der intrapartikulären Geschwindigkeiten zu 
analysieren [10]. Mithilfe eines für diese Untersuchungen konzipierten Setups konnte direkt 
gemessen werden, daß intrapartikulärer elektroosmotischer Fluß von der angelegten Feldstärke 
(auf die elektrische Doppelschicht wirkende Kraft) und Ionenstärke der Elektrolytlösung (durch 
die Dicke der elektrischen Doppelschicht bezüglich Porendurchmesser) abhängt. Es war 
gelungen, in porösen Partikeln des Materials Geschwindigkeiten für elektroosmotischen Fluß zu 
messen und den Beweis für eine signifikante elektroosmotische Perfusion direkt zu erbringen. 
Auf makroskopischer Ebene konnte dieses Verhalten (Abhängigkeit des intrapartikulären 
elektroosmotischen Flußes von Porengröße und Ionenstärke) systematisch durch die Dynamik 
des mittleren elektroosmotischen Flußes in den kapillaren Festbetten (verglichen mit Festbetten 
aus nichtporösen, d.h. nichtleitenden und impermeablen Partikeln) dokumentiert werden [12]. 
Weiterhin konnte der bei abnehmender elektrischer Doppelschichtwechselwirkung in den 
porösen Partikeln zunehmende intrapartikuläre elektroosmotische Volumenstrom deutlich mit 
einer parallel erfolgenden Steigerung der Trenneffizienzen für neutrale Analytmoleküle korreliert 
werden [13], so daß ein mikroskopisch und makroskopisch konsistentes Bild von Fluß und 
Dispersion resultierte, das nachhaltig zum Verständnis elektroosmotischer Perfusion beiträgt. 



Während mit der dynamischen NMR-Mikroskopie und dem für die Untersuchungen in Kapillaren 
entwickelten Setup bereits wesentliche Beiträge zur relevanten Hydrodynamik in porösen 
Materialien geleistet werden konnten, wurde an dieser Stelle die konfokale Lasermikroskopie 
(wegen des im Vergleich größeren räumlichen Auflösungsvermögens und der deutlich besseren 
Empfindlichkeit) benutzt, um auf der Ebene eines einzelnen porösen Partikels in den Festbetten 
Analytkonzentrationsprofile von fluoreszierenden Tracermolekülen sowohl örtlich, als auch 
zeitlich aufgelöst im Hinblick auf die elektrokinetischen Tansportphänomene zu untersuchen 
und analysieren (single bead analysis). Zwar erlaubt auch die NMR-Mikroskopie auf ihre eigene 
elegante Weise die Visualisierung der intrapartikulären Flüssigkeit, aber erreicht dies durch die 
Bewegungskodierung (auf einer im Millisekundenbereich liegenden Zeitskala) sämtlicher 
Flüssigkeitsmoleküle, die sich im aktiven Messvolumen befinden (welches selbst viele poröse 
Partikel enthält). Aufgrund schneller Bildaufnahme und Ortsauflösung im Submikrometerbereich 
ist mit der konfokalen Lasermikroskopie hingegen die spatio-temporale Transportcharakteristik 
eines Tracers in einem einzelnen Partikel zugänglich. 
 
Um mit der konfokalen Lasermikroskopie quantitative Daten zu erhalten und in jeder Tiefe eines 
porösen Partikels die Analytkonzentration bestimmen zu können, wurde im ersten Schritt ein 
mikrofluidischer Versuchsstand präpariert und der Brechungsindex der flüssigen Phase dem der 
porösen festen Phase angeglichen um sphärische Abberation durch die kugelförmigen Partikel 
zu minimieren [14]. Die im darauffolgenden unter wohldefinierten Bedingungen erhaltenen 
Zeitserien für intrapartikuläre Analytprofile haben eindrucksvoll (und komplementär zu den mit 
NMR-Mikroskopie direkt gemessenen Geschwindigkeiten) den Einfluß von intrapartikulärem 
Fluß auf die Symmetrie dieser Profile und eine Einzelbead-Massentransferkinetik demonstriert. 
Es konnte visualisiert werden, daß der gerichtete elektroosmotische Fluß (im Vergleich zu 
diffusionslimitiertem Transport) die intrapartikulären Analytprofile axial in Feldrichtung deformiert 
[14, 15]. Das auf Partikelebene beobachtete Phänomen ist für mehrere elektrische Feldstärken 
herausgearbeitet und mit einem mathematischen Modell, das intrapartikuläre Diffusion und 
elektroosmotische Konvektion elektroneutraler Analyten berücksichtigt, analysiert worden [15]. 
Diese Studie hat ergeben, daß bereits unter Bedingungen, die als moderat einzustufen sind 
(hinsichtlich einer elektrischen Doppelschichtwechselwirkung im Partikel, benötigter Feldstärken 
und Ionenstärken im Elektrolyten, sowie thermischer Effekte), die realisierte Elektrokinetik den 
intrapartikulären Transport in das konvektionsdominierte Regime verlagert, d.h. daß der 
Massentransfer durch elektroosmotischen Fluß bereits viel schneller erfolgt als durch Diffusion. 
Damit wird das bereits zuvor sowohl in makroskopischen Dispersionskoeffizienten [11], als auch 
in den NMR-mikroskopischen Untersuchungen [10] erkannte, enorme Ausmaß einer 
elektroosmotischen Perfusion auf der Ebene eines einzelnen porösen Partikels eindrucksvoll 
bestätigt und die Untersuchung dieses Transportmechanismus abgerundet. Somit ist schließlich 
erreicht, auf Basis mikroskopischer Strukturdetails (poröses Material) und mesoskopischer 
Zusammenhänge (Stofftransport) makroskopische Elektrokinetik und Hydrodynamik besser zu 
analysieren, verstehen und optimieren. 
 
Während für elektroneutrale Analytmoleküle im Hinblick auf hydrodynamischen Transport und 
Dispersionseffekte die elektroosmotische Perfusion eine große Rolle spielt, kommt für geladene 
Spezies ein Aspekt hinzu, der ihre Transportcharakteristik noch weitaus komplexer gestaltet. Es 
handelt sich dabei wiederum (wie schon bei der Perfusion) um den Einfluß der gewöhnlich 
mesoporösen oder makroporösen Porenräume in den Partikeln oder dem Gerüst (Skelett) eines 
Monolithen. Die Dicke der elektrischen Doppelschicht ist gewöhnlich sehr klein verglichen mit 



Porendimensionen in Festbettstrukturen, welche außerhalb der porösen Partikel selbst bzw. des 
porösen Monolithskeletts angetroffen werden. Deshalb kann die Elektrolytlösung in diesen 
Porenräumen als praktisch elektroneutral betrachtet werden. Anders sieht es in den kleineren 
Poren der Partikel (bzw. des Monolithskeletts) aus. Die Dicke der elektrischen Doppelschicht ist 
hier vergleichbar mit der Porengröße, so daß die innere Oberflächenladung durch die den 
Porenraum sättigende Lösung nicht vollständig abgeschirmt werden kann. Es werden Koionen 
aus diesem Porenraum ausgeschlossen und Gegenionen angereichert. Im (elektrochemischen) 
Gleichgewicht kann diese Situation durch die Donnan-Potentiale beschrieben werden. 
 
Wie mit quantitativer konfokaler Lasermikroskopie gezeigt und analysiert werden konnte, kommt 
es bei Überlagerung eines elektrischen Feldes zur Ausbildung von Konzentrationspolarisation 
im angrenzenden Elektrolyten [16]. Die sich formierende Diffusionsgrenzschicht bedingt 
lösungsseitigen diffusionslimitierten Transport zwischen dem elektroneutralen (interpartikulären) 
und intrapartikulären (Ionen-permselektiven) Porenraum. Für ideale Permselektivität werden 
Koionen komplett aus letzterem ausgeschlossen, während Gegenionen durch gleichgerichtete 
Elektrophorese und Elektroosmose beschleunigt transportiert werden. Mit zunehmender 
Feldstärke wird schließlich intrapartikulärer Transport der Gegenionen den (diffusionslimitierten) 
Transport durch die Diffusionsgrenzschicht überschreiten und die porösen Partikel verlieren 
deutlich an effektiver Adsorptionskapazität (die Gegenionen betreffend) [16]. Zugleich kann es 
in der Elektrolytlösung unter diesen Bedingungen (Konzentrationspolarisation in starken 
elektrischen Feldern) zur Abweichung lokaler Elektroneutralität kommen. Die dadurch induzierte 
Raumladung wechselwirkt mit dem elektrischen Feld und generiert elektroosmotischen Fluß, 
der in seiner Intensität sehr stark sein kann und, da die Raumladung (im Gegensatz zu 
permanent vorhandener Oberflächenladung der Partikel) induziert werden muß, eine in erster 
Näherung quadratische Abhängigkeit von der elektrischen Feldstärke zeigt. Dies steht im klaren 
Gegensatz zur klassischen Elektroosmose, die linear von der Feldstärke abhängt. Ein weiteres 
Merkmal ist, daß die induzierte Elektroosmose entlang gekrümmter Oberflächen eine nicht 
einheitliche Intensität aufweist und die Ausbildung lokaler Druckkomponenten bedingt. Je nach 
Geometrie und Intensität können sich hydrodynamische Strukturen formieren, die zu verstärkter 
lateraler Durchmischung in der Lösung und reduzierter axialer Dispersion führen. Für die 
Entwicklung dieser Phänomene ist neben der Morphologie des Porenraums die Anwesenheit 
genügend starker elektrischer Felder entscheidend. 
 
Diese äußerst komplexen Zusammenhänge konnten in Festbetten aus porösen Partikeln und 
Monolithen visualisiert, makroskopisch charakterisiert und konsistent analysiert werden [16, 17]. 
Da in der Praxis viele Analyten geladen sind (kleinere pharmazeutisch-relevante Moleküle, 
größere in der Proteomforschung) besitzen die aufgezeigten Phänomene und Folgen für den 
Transport, sowie Dispersionseffekte eine enorme Bedeutung. Obwohl die Phänomene zunächst 
kurios anmuten mögen und z.B. in der Elektrochromatographie bisher nicht berücksichtigt 
worden sind, haben sie andererseits in der Grenzflächenchemie und -Physik, insbesondere im 
Zusammenhang mit Membrantransportprozessen wie Elektrodialyse und Überschreiten von 
Diffusionsgrenzströmen, über Jahrzehnte theoretische, verfeinerte numerische und zahlreiche 
experimentelle Untersuchungen nach sich gezogen. Daher rundet diese komplexe Thematik die 
vorliegende Arbeit nicht ab, sondern hat vielmehr den Charakter eines Ausblicks, indem sie auf 
ein anspruchsvolles und gerade im Hinblick auf elektrokinetische Transportphänomene in 
(hierarchisch-strukturierten) porösen Materialien wenig untersuchtes Gebiet mit gundlegend 
physikalisch-chemischem Hintergrund weist. 



Die vorangegangene Beschreibung und Einschätzung der in die vorliegende Habilitationsschrift 
einfließenden Ergebnisse verdeutlicht, daß ein substanzieller Beitrag zum Verständnis von 
elektrokinetischen Transportvorgängen in ausgewählten porösen Materialien geleistet werden 
konnte, insbesondere im Hinblick auf miniaturisierte Trennverfahren. Die erhaltenen Ergebnisse 
dokumentieren nicht nur den Weg zu bisher dafür kaum eingesetzten numerischen und 
experimentellen Ansätzen, sondern besitzen auch universellen Charakter im Hinblick auf die 
zukünftige Bearbeitung weitreichender Fragestellungen. 
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 The miniaturization in high performance liquid chromatography (HPLC) concerning the 

column inner diameter (i.d.) and associated volumetric flow rates has been initiated more than 

25 years ago [1-5]. It is an ongoing development, mainly because of the need for handling small 

amount of complex samples. While the typical dimensions in analytical and narrow-bore HPLC 

include 2.1-4.6 mm i.d. columns, bed lengths of less than 250 mm and random sphere packings 

prepared with 3-10 µm average diameter (dp) particles, further miniaturization towards nano-LC 

(see Table 1) can offer significant advantages [6-11] including the 

 

i) reduced consumption of adsorbent phase, solvents and chemicals, facilitating the 

use of expensive stationary phases, exotic mobile phases and minute samples in 

the environmental and biomedical sciences, 

ii) increased mass sensitivity due to reduced chromatographic dilution, 

iii) use of smaller, but still porous particles which leads to higher column efficiencies 

by a significantly reduced contribution to the overall dispersion due to intraparticle 

stagnant zones, 

iv) compatibility with the flow rate requirements of nano-ESI (electrospray ionization) 

interfaces in view of an on-line coupling to mass spectrometry, and 

v) possible application of strong electrical fields for additional or exclusive transport 

of bulk liquid and solute through porous media like sphere packings or monolithic 

structures by electroosmosis and electrophoresis. 

 ! "�#�$ %'&�(  Nomenclature for HPLC regimes [11]. 

) "+* %�,�-�. / ) -�$ 0214345�6 "�14%+* %�.7 8 . -29:9�; 9:% 8 * 6 -�3�"�$<"�. %�"�= > -�$ (<? $ -�@A. "+* %:9
! /�B26 8 "�$$ -2"�5�6 3�,

C 3�"�$ /+* 6 8 "2$�DFE�G ) 5.0-3.9 mm (20-12 mm2) 5-1.5 ml/min 2-10 mg 

H "�. . -�@'; #�-�. %ID�E�G ) 3.9-2.1 mm (12-3.5 mm2) 1.5-0.2 ml/min 0.5-2 mg 

J 6 8 . -�DFE�G ) 2.1-0.5 mm (3.5-0.2 mm2) 300-10 µl/min 50-500 µg 

) "�B�6 $ $ "�. /4DFE�G ) 0.5-0.15 mm (0.2-0.02 mm2) 15-1 µl/min 1-50 µg 

H "�32- 7 9 8 "�$ %�=�G ) < 0.15 mm (< 0.02 mm2) < 1 µl/min < 1 µg 

 

Related to the perspective of the last aspect, in general, the devised transport of mobile phase 

and complex samples through (high and low surface area) materials being induced by externally 

applied electrical fields plays a central role in many analytical, technological, and environmental 

processes, including dewatering of waste sludges and soil remediation, capillary electrophoresis 
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or electrochromatographic separations in various particulate and monolithic fixed beds, as well 

as on micro-chip devices [12-45]. The transport is primarily achieved via electromigration of ions 

(background electrolyte), electrophoresis (charged analyte molecules), and electroosmosis (bulk 

liquid) driven by the shear stress concentrated in the electrical double layer (EDL) at solid-liquid 

interfaces [46]. Both a local and macroscopic transient behaviour, as well as long-time average 

magnitude, stability, and uniformity of electroosmotic flow (EOF) in porous media are inherently 

related to the physico-chemical nature of the surface and its dynamics, pore space morphology, 

and properties of saturating liquid electrolyte [47-58]. The detailed analysis of these parameters 

on the relevant spatio-temporal scales consequently has fundamental importance, as it critically 

guides the performance and design strategies of a particular electrokinetic process with respect 

to alternative diffusive-convective transport schemes. This becomes amplified by the significant 

role of non-continuum effects, interfacial contributions and surface forces, as well as multi-scale 

(and multi-physics) effects in the low-Reynolds number fluid dynamics on micro- and nanometer 

dimensions [59-71]. 

In the present work we are concerned with the dynamics of EOF and solute transport in packed 

bed capillary electrochromatography (CEC) and related systems, e.g., open-tubular geometries. 

While column efficiency in HPLC may be increased by a reduction of the particle size this option 

is limited via the maximum operating pressure with conventional instrumentation. A significantly 

improved performance in view of the dispersion and permeability is achieved in CEC by utilizing 

EOF the for transport of mobile phase. 

 �
� � �2 ��� � ���������������� ��������� ���� � ������� ������ ����� �������

CEC is a relatively new separation technique which is commonly carried out in capillary 

columns packed with conventional HPLC adsorbent materials by utilizing an electroosmotically 

driven mobile phase at high electrical field strength (50-100 kV/m) in an apparatus similar to that 

used in capillary zone electrophoresis (CZE). Consequently, CEC combines the great variety of 

retention mechanisms and stationary phase selectivities popular in HPLC with a miniaturization 

potential of CZE. Tsuda [72] has described electrochromatography as basically electrophoretic 

analysis where sorptive interactions with the stationary (retentive) phase of the support material 

are a major contribution; the separation is achieved by the differential partitioning and migration. 

Although origins of CEC trace back to 1974 when Pretorius et al. [73] have reported successful 

electrokinetic transport of eluent through a comparatively large chromatographic column, it have 

been Jorgenson and Lukacs [74] who demonstrated the feasibility of CEC for the separation of 

neutral analytes by applying an electrical potential gradient along a packed column of capillary 

dimension, before Knox and Grant [75-77] examined a number of fundamental aspects and the 

advantages of CEC with respect to capillary HPLC, including the influence of mobile phase ionic 

strength and thermal effects on separation efficiency. 
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CEC is usually performed in a 50-150 µm i.d. fused-silica capillary column configuration 

which is composed of a packed bed and open tubular segment, as well as a detection window 

immediately behind the outlet frit of the fixed beds. Compared to pressure-driven flow a superior 

performance of EOF through a single, straight and open capillary originates from the fact that in 

the limit of a thin EDL the velocity apparently slips at the inner wall of the capillary and, thus, the 

fluid moves as in plug-flow (assuming isothermal conditions) [78-81]. Further, for fixed pressure 

and potential gradients, the ratio of volumetric EOF to hydraulic flow is inversely proportional to 

the square of the capillary radius [46]. The flat pore-level velocity profile of EOF observed for the 

single-pore geometry (as in CZE) [82, 83] and permeability criterion have important implications 

for the fluid dynamics (and the improved dispersion behaviour, in particular) in CEC where many 

pores are actually interconnected, as in a fixed particulate or monolithic bed, including the 

 

i) use of micron- and submicron-sized particles as the packing material [84, 85] for 

reduction of band spreading toward the diffusion-limited regime, 

ii) operation of relatively long packed columns (if needed) or, vice versa, the use of 

very short chromatographic beds [86], 

iii) further reduction of column diameter toward chip format [24, 40, 87-89], 

iv) generation of substantial EOF in the porous particles (electroosmotic perfusion) 

which strongly reduces the intraparticle mass transfer resistance and associated 

holdup dispersion [90-95], 

v) better separation efficiency due to the hydrodynamic dispersion characteristics in 

the interstitial pore space of the sphere packings (between particles) over a wide 

range of moderate experimental conditions [77], and 

vi) the enhancement of intraparticle transport of charged species by migration and 

surface (electro)diffusion [96, 97]. 

 

Thus, CEC offers a potential for implementation into miniaturized systems, allowing high sample 

throughput, resolution, speed and sensitivity. Compared to liquid chromatography CEC offers a 

better permeability and efficiency, as well as selectivity (in the case of charged analytes), and 

concerning CZE it operates in systems with far higher surface-to-volume ratio in view of sample 

capacity and sensitivity against dynamic changes of surface properties. As in capillary HPLC the 

actual flow rates are inherently compatible with a direct mass spectrometric detection. As shown 

in Figure 1 for a representative case, the separation efficiency in CEC is twice as high as that in 

HPLC when using particles with pore size (dpore ≈ 10 nm) of about the EDL thickness of typically 

1-10 nm. We see below how this improvement can still be substantially increased by optimizing 

intraparticle EOF with macroporous particles (dpore > 30 nm). 
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 � 6 ,�0�. %4&:(  Comparison of separation efficiencies at a similar mobile phase average velocity. a) Capillary 

HPLC, packed bed of 150 mm length in a 100 µm i.d. capillary (in-column detection at 215 nm). Analytes: 

(1) thiourea, (2) methylbenzoate, (3) ethylbenzoate, (4) propylbenzoate, (5) butylbenzoate. b) CEC with a 

325 mm long capillary setup (effective packed bed length: 240 mm) x 100 µm i.d., applied voltage: 20 kV. 

Stationary phase: porous C18-silica particles (dp = 2.45 µm, dpore = 14 nm). The mobile phase is a 5 mM 

aqueous Tris (pH-8.3)/acetonitrile 20:80 (v/v) buffer solution and the separation efficiency realized in CEC 

is about 2 x 104 N/m (plates per meter). 

 

These considerations leave longitudinal molecular diffusion as the only limitation to performance 

in CEC, like in CE, but in porous media with much higher surface-to-volume ratio. On the other 

hand, returning to the benefits of a miniaturization in HPLC, the electrokinetic transport of liquid 

and solutes through packed capillaries or monolithic structures increases separation efficiencies 

and mass sensitivity further towards a new dimension. Despite these clear advantages CEC still 

awaits comprehensive validation including the interfacial electrokinetics [98] and, in this respect, 

especially the influence of samples on the matrix, and it is far from being an alternative to HPLC 

and/or CE on routine basis. Among other problems, including a preparation of chromatographic 

beds with sufficient long-term stability, the minimization of system dead-volumes and fast mixing 

of small amounts of liquid for gradient elution, a very important issue in CEC and capillary HPLC 

practice is related to needed improvement in generation and control of micro- and nanoliter flow 

rates, thus, to the actual hardware development [11]. 
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Before we analyze the relatively complex dynamics of EOF in random-close packings of 

(non)porous, (im)permeable spherical particles, it is instructive to realize the simpler behaviour 

of EOF in a single, open (unpacked) channel. 

For this purpose, Figure 2 illustrates (at different length scales) basic aspects of electroosmosis 

in microfluidic channels with a locally flat, smooth surface. When a dielectric solid (e.g., a fused-

silica capillary) is contacted with liquid electrolyte (e.g., a dilute aqueous NaCl solution) an EDL 

develops at the solid-liquid interface due to the ionizable groups of the material (dissociation of 

silanol groups in the above example: ≡Si−OH + H2O ⇔ ≡Si−O– + H3O
+) or by ions adsorbing on 

its surface. The resulting negative charge density of the capillary (channel) inner wall affects the 

distribution of the hydrated sodium counter-ions in the solution. In an immediate proximity to the 

surface there exists a layer of ions which are relatively strongly fixed by electrostatic forces. It 

forms the inner or compact part of the fluid-side domain of the EDL and its typical thickness is of 

the order of only one ion diameter (about 0.5 nm). The outer Helmholtz plane (OHP, Figure 2c) 

separates inner and diffusive layers which, together, constitute the EDL. While the ionic species 

in the diffusive layer undergo Brownian motion they are also influenced by the local electrostatic 

potential. At the equilibrium their accumulation in this region can be described by the Boltzmann 

equation. The spatial dimension (thickness) of the developed diffuse layer is typically between a 

few and hundred nanometers. 

 

EOF sets in when an external electrical field (
�

ext) is applied which interacts with the EDL field to 

create an electrokinetic body force on the liquid. Consequently, the bulk of liquid is driven by the 

viscous drag via shear stresses concentrated in the relatively thin EDL (compared to a capillary 

radius rc of micrometer dimension). The electrical potential (ψ) at the shear plane separating the 

mobile and immobile phases is the electrokinetic (ζ) potential. For the situation considered here 

(smooth surface, simple ions) ζ must be close to, if not coincident with the diffusive double layer 

potential ψOHP (see Figure 2c). The fluid velocity rises from zero at the shear plane to a limiting 

value 
�

max beyond the EDL at the slipping plane where, from a macroscopic point of view, liquid 

seems to slip past the surface (Figure 2b) [39] 

 

 ext
f

r0exteomax    		







−==  ,       (1) 

 

where µeo denotes the electroosmotic mobility and ηf the dynamic viscosity of the fluid. ε0 is the 

permittivity of vacuum and εr the relative permittivity of the electrolyte solution. The minus sign in 

Eq. 1 means that 
�

max and 
�

ext point in the same direction when ζ is negative. Without externally 



 6

applied pressure forces and uniform distribution of ζ along the channel wall the liquid moves as 

in plug-flow because the gradient in ζ beyond the EDL is negligible. The thickness of the EDL is 

characterized by [39] 
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=
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 ,        (2) 

 

where R is the gas constant, T absolute temperature and F Faraday’s constant, zi is the valency 

of ionic species i and ci,∞ its molar concentration in the (electroneutral) solution. λD is the Debye 

screening length and ca. 10 nm for 10-3 M 1:1 aqueous electrolyte. In this case the EDL is much 

smaller than the radius of the micrometer channels (rc/λD > 100), and the volumetric EOF rate is 

approximately given by Q = vmaxA, where A is the cross-sectional area of the channel. However, 

as the channel diameter approaches submicrometer dimension and/or as λD increases the EDL 

cannot be regarded as thin any longer (e.g., rc/λD �
�������	��
��� ���

-like velocity profiles deteriorate 

towards a parabola, as known for Poiseuille flow (rc/λD = 2), with an accompanying increase in 

hydrodynamic dispersion evidenced by Figure 3 [78, 99]. 

 

 
 

� 6 ,�0�. %���(  Electrokinetic flow through a straight cylindrical capillary (ζ < 0). a) Device , b) the pore-scale 

EOF � %�$ - 8 6 * /'B�. -�? 6 $ % , c) distribution of %�$ % 8 * . 6 8 "2$:B�-�* %�3�* 6 "2$  in the quasi-equilibrium EDL. 
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Stimulated by the enormous potential (and accompanying need for detailed characterization) of 

electrokinetically driven mass transport in microfabricated devices, numerical simulation of EOF 

in microfluidic channels has received increased attention over the past few years [100-114]. The 

investigations have revealed that, in good agreement with the available experimental data, flow 

and transport characteristics in these microchannels clearly depend on properties of the working 

fluid and geometrical, as well as physico-chemical parameters of the surfaces. Severe deviation 

from the ideal plug-flow picture in single microfluidic channels can develop by the introduction of 

a heterogeneous surface charge distribution in porous media under more general conditions. In 

fact, the spatial scale of locally varying electrical potential can be often significant with respect to 

the EDL thickness (for a number of reasons). For example, it may be introduced by the inherent 

material manufacturing process, specific aging, the storage conditions, chemical reaction, or the 

eventually irreversible adsorption of molecular or colloidal species on surfaces, with concomitant 

changes of local roughness and electrokinetic properties [99, 115-120]. As a consequence, the 

favourable, i.e, plug-like EOF velocity profile becomes disturbed by induced pressure gradients 

resulting from an axial variation of the surface charge at the inner walls of a microfluidic channel 

[119-121] which leads to additional hydrodynamic dispersion. The problem is especially severe 

for the transport of sample mixtures containing large biomolecules such as proteins, peptides or 

DNA [122] which are charged and, thus, can interact strongly with the (in most cases) oppositely 

charged surfaces by hydrophobic and electrostatic mechanisms. As their adsorption progresses 

in time, it continues to cause unreproducible local, as well as average EOF velocities and a loss 

of resolution by an increased axial dispersion coefficient and strong tailing in the residence-time 

distributions. In general, local variations in electrical potential produce nonuniform electrokinetic 

driving forces that require local positive or negative pore pressures for compensating associated 

momentum in the fluid assumed incompressible [58, 119-121]. 

��� ����� �	��

 EOF velocity profiles with different 

values of rc/λD in a straight and open cylindrical 

capillary obtained by solution of the momentum 

balance equation [99]. 

The applied (external) electrical field strength is 

5 x 104 V/m, ζ = –0.1 V, and εr = 80; the liquids 

density and viscosity at T = 298 K are 106 g/m

and 0.89 g/(m⋅s), respectively, while the Debye 

screening length (λD) is taken as 10 nm. 
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The importance and complex interplay of parameters like the ζ-potential, adsorption isotherms, 

surface-to-volume ratio, pH and electrolyte concentration with respect to an elution of adsorbing 

charged analytes is demonstrated in Figure 4. It shows the results of a numerical simulation for 

open-tubular capillary electrochromatography which takes into account the coupling of nonlinear 

adsorption with the local electrokinetics, the continuity of volumetric incompressible flow, as well 

as the continuity of charge transport [58]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

��� ����� ��� 

 Elution of a sample plug which contains charged analyte molecules electrostatically attracted 

by (and adsorbing at) the inner surface of a cylindrical capillary [58]. 

 

Figure 4a shows elution profiles after 30, 60, 90 and 120 s for an overloaded sample plug which 

was injected for 4 s into a 100 µm i.d. capillary. The sample contains positively charged analyte 

molecules which are electrostatically attracted by the negatively charged surface. The nonlinear 

adsorption of charged analyte molecules has significant consequences for the distribution of the 

electrokinetic potential, hydrostatic pressure and electrical potential gradients, velocity, and pH 

along the column. As the ζ-potential varies with the concentration of charged analyte the actual 

profiles in Figure 4b are the natural result of the adsorption phenomenon. This inhomogeneous 

distribution of ζ along a capillary axis, together with a local perturbation of the electrical potential 

gradient, leads to an accompanying change in EOF velocities (Figure 4c, solid line). It requires a 

compensating hydraulic flow component (Figure 4c, dashed line) in order to conserve volumetric 

flow rates (Figure 4c, dash-dotted line). (N.B. No pressure differences between both ends of this 

capillary are applied.) 

30 s 60 s 90 s 120 s 
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The foregoing discussion and analysis could suggest that the observation and maintenance of a 

plug-flow profile for EOF in a single cylindrical capillary represents a situation with special rather 

than general appearance. It is a limiting (ideal) case which, however, has important implications 

for ultimate gains in performance when comparing EOF to pressure-driven flow (PDF) in porous 

media from a general point of view. 

 

As shown by Figure 5 for EOF and PDF through a straight-cylindrical open capillary the carefully 

conducted pulsed field gradient nuclear magnetic resonance (PFG-NMR) experiments operating 

over discrete temporal and spatial domains indeed reveal averaged propagator distributions for 

fluid molecules in EOF representative of plug-flow with a single, apparent EOF velocity (� eo) and 

broadening only due to axial molecular diffusion resulting in a perfect Gaussian [83]. In contrast, 

the measured displacement probability distribution for PDF basically shows box-car shape (with 

its edges smoothed by diffusion over the observation time) as expected for a parabolic or nearly 

so velocity profile under the laminar flow conditions. The consequences for axial dispersion due 

to the underlying velocity distributions should be recalled which, for EOF, leave axial diffusion as 

limitation to performance, while for PDF Taylor-Aris dispersion occurs. 

 

 
��� ����� ��� 


 Axial displacement probability distribution of the fluid molecules (H2O) for electroosmotic flow 

and pressure-driven flow through a (0.65 m x 250 µm i.d.) fused-silica capillary column. The mobile phase 

is a 2 x 10-3 M sodium tetraborate buffer solution at pH 9.0 (thus, rc/λD > 104) and the observation time (∆) 

in the PFG-NMR measurements is 14.2 ms [83]. 
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We have mentioned earlier the significant hydrodynamic performance advantages of the 

EOF in electrochromatography as compared to hydraulic flow in capillary HPLC. In this chapter 

a brief introduction is given into the hydrodynamics encountered with hydraulic flow in a random 

sphere packing consisting of porous spherical adsorbent particles. This is done in anticipation of 

a strikingly different dynamics realized with EOF (in the same porous medium) and prepares for 

the analysis of transport by perfusive electroosmosis. 

A detailed understanding of the fluid flow field, diffusion-limited mass transfer and hydrodynamic 

dispersion in porous media over intrinsic temporal and spatial domains is actually important in a 

number of processes, including enhanced oil recovery, the subterranean transport of hazardous 

waste, filtration, or the fixed-bed operations in catalysis and separation science [123, 124]. Most 

natural and industrial porous media contain low-permeability and stagnant regions, where time 

and length scales associated with exchange of fluid molecules moving in velocity extremes may 

cover orders of magnitude depending on the material. For example, columns packed with totally 

porous particles are used in liquid chromatography and many engineering applications. In these 

cases the pore space consists of a (relatively discrete) bimodal distribution of the pore sizes due 

to inter- and intraparticle sets of pores. One consequence is that solute transport also occurs on 

different scales, the particle and flow field scale, and is governed by different mechanisms [125]. 

While the fluid phase driven with a pressure gradient actually flows between particles diffusion is 

practically the only transport mechanism which operates inside particles because their pores are 

usually too small compared to the interparticle channels to allow a significant intraparticle forced 

convection. Indeed most fixed-bed operations employ porous particles with spherical shape and 

narrow size distribution. Then, stagnant mobile phase mass transfer is characterized by the well 

defined time and length scales corresponding to the particle radius and the effective intraparticle 

diffusion coefficient. 

 
Figure 6 shows how it is possible using PFG-NMR to resolve directly (and on quantitative basis) 

the stagnant and flowing fluid molecules in packed beds of porous particles, and thus study their 

exchange between the intra- and interparticle pore space [126]. This approach was successfully 

implemented for a detailed study of topological effects like pore size and distributions, or particle 

shape and size on the effective intraparticle diffusion coefficient and tortuosity factor, as well as 

on diffusion-limited mass transfer and resulting hydrodynamic dispersion [127]. The relevance of 

stagnant zones stems from their tremendous influence on dispersion. Fluid molecules entrained 

in the deep diffusive pools of a particle cause substantial liquid holdup and affect the time scale 

of (transient) dispersion and value of the (asymptotic) dispersion coefficient [127-130]. Thus, the 

associated kinetics of mass transfer between fluid percolating through the medium and stagnant 

fluid becomes rate-limiting in a number of dynamic processes including the separation efficiency 

of chromatographic columns. 
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 Axial displacement probability distribution of water molecules in pressure-driven flow through 

a bed of spherical porous particles (dp = 41 µm, ∆ = 20 ms), and intraparticle mass transfer kinetics based 

on the time-dependence of the stagnant fluid fraction around zero net displacement. From this kinetics an 

intraparticle diffusion coefficient and tortuosity factor can be obtained [95, 126]. 

 

Hydrodynamic dispersion with single-phase incompressible fluid flow through a bed of spherical 

porous particles has been studied over a range of mobile phase velocities and contrasted to the 

fluid dynamics in a bed of nonporous, impermeable spheres (Figure 7). Experimental data were 

acquired in the laminar flow regime with PFG-NMR and complemented by numerical simulations 

employing a hierarchical transport model (in computer-generated sphere packings) with discrete 

lattice-Boltzmann interparticle flow field [127, 131]. As demonstated by Figure 7, the intraparticle 

liquid holdup contribution dominates axial dispersion at higher average velocities vav (and Peclet 

numbers, Pe = vavdp/Dm) as convective times tC = vavt/dp significantly exceed the dimensionless 

time for diffusion, tD = Dmt/dp
2 with dp, the average particle diameter and Dm, molecular diffusivity 

[125]. The behaviour is in sharp contrast with that of the nonporous and relatively monodisperse 

particles (cf. Figure 7) [132] or also materials containing particles with a bimodal size distribution 

and sintered beds [133, 134]. In these cases, the (long-time) axial dispersion coefficient may be 

dominated by the boundary-layer contribution or medium and large-scale velocity fluctuations in 

the flow fields, respectively, which depends on the actual disorder of a material and investigated 

range of Peclet numbers. 
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 Dependence of the asymptotic axial dispersion coefficient normalized by molecular diffusivity 

on the particle Peclet number in random-close packings of porous and nonporous, spherical-shaped silica 

particles (with dp = 34 µm and a column inner diameter, dc, of 4.6 mm). Liquid phase: water. Intraparticle 

pores have a mean diameter of 12 nm. 

 

One promising alternative to the use of discontinuous fixed beds of discrete particles concerning 

hydraulic permeability, hydrodynamic dispersion and dynamic adsorption capacity are monoliths 

with continuous solid skeletons. However, due to their complex (and often sponge-like) structure 

it is difficult to define an appropriate constituent unit that characterizes the hydrodynamics in this 

material, and to determine relevant shape and size distribution factors like for spherical particles 

in fixed beds (Figure 8). Based on a phenomenological analysis of the friction factor – Reynolds 

number relation and longitudinal dispersivity – Peclet number dependence for particulate beds it 

was possible to derive characteristic lengths (i.e., "equivalent" particle dimensions) for monoliths 

concerning hydraulic permeability and the dispersion originating in stagnant zones. Equivalence 

to hydrodynamic behavior in sphere packings has been established via dimensionless scaling of 

the respective data for monolithic structures [135]. This phenomenological approach, just based 

on liquid flow and stagnation in a porous medium, successfully relates hydrodynamic properties 

of the monolith to that of particulate beds. These comparative studies have shown that, e.g., the 

bimodal pore size distribution of silica-based monoliths (with large macropores and a thin, highly 

porous skeleton) is the basis for the unique combination of high bed permeability, short diffusion 
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path lengths, and high adsorption capacity which cannot be achieved with a bed of any diffusive 

particle type. While this material provides relatively large flow-through pores, it only needs short 

diffusion lengths to combine high permeability with a large surface area [136]. Since, up to date, 

only silica-based monoliths show a distinct bimodal pore size distribution, this material is clearly 

favored for use in chromatographic applications, especially in those for which the combination of 

a high bed permeability, short diffusion path lengths and high surface area is stringently needed 

as in high-throughput routine analysis, process-scale chromatography based on, e.g., simulated 

moving bed technology, and a sensitive determination of targets in complex samples (like library 

screening) by liquid chromatography coupled on-line to mass spectrometry. 
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 Characteristic lengths for the hydraulic permeability and hydrodynamic dispersion in a bed of 

spheres and monoliths [135]. While the particle diameter is useful to define a region impermeable for flow, 

the thickness of its porous layer (up to the particle radius) may be useful to address dispersion originating 

in stagnant zones of a random-close sphere packing. 
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Typically, CEC is carried out in a cylindrical capillary column of dc ≤ 150 µm packed with 

dp = 3-10 µm porous adsorbent particles. Electrical fields up to 100 kV/m are applied for moving 

buffer solution and solute through the porous medium by electroosmosis (and electrophoresis, if 

analytes are charged) [19]. Thus, we usually have dc/dp ≤ 50, with aspect ratios between 20 and 

30 being most common. Particularly in this range the presence of the confining column wall has 

several implications for the EOF dynamics, as well as transport and hydrodynamic dispersion on 

a macroscopic scale. 

First, the radial porosity distribution is systematically influenced over a substantial volume of the 

column. Concerning packing densities close to the wall it has been shown that radial distribution 

of the voidage in a random sphere packing is inhomogeneous [137-140], and that the interstitial 

porosity (εinter) begins with maximum value of unity at a column inner wall, then displays damped 

oscillations with period close to dp over a distance of about 4-5 dp into the bulk of the bed before 

reaching void fractions typical for bulk packing (εinter = 0.38-0.4). This geometrical wall effect can 

be explained by the decrease of packing order as the distance from the wall increases and may 

have strong impact on the macroscopic flow heterogeneity, axial dispersion, and particle-to-fluid 

heat and mass transfer, especially at an aspect ratio (dc/dp) below 15 [141-146] when the critical 

wall region occupies a substantial fraction of the column. Since any radial variations of transport 

properties have a much more serious effect on column performance than axial ones the packing 

aspect will be rather important for capillary HPLC, but it may have less impact on a macroscopic 

velocity inequality of the flow pattern in CEC. In close relation, it has been demonstrated that (in 

the thin EDL limit) average EOF velocity in a single pore is relatively independent of pore radius 

[78] which, on a macroscopic scale, is complemented by observing that average EOF in packed 

capillaries then is hardly influenced by the particle diameter [77]. 

 

Second, and rather than the radial porosity distributions, it is a radial distribution of electrokinetic 

potential (ζ) at solid-liquid interfaces which determines the EOF profile in a fixed bed. In addition 

to EOF generated locally at a particles surface (ζp) we also need to consider the capillary inner 

wall as a further source for EOF (ζw). In general, electrokinetic (and chromatographic) properties 

of these surfaces can be very different. This fact introduces an electrokinetic wall effect which 

depends on aspect ratio (dc/dp) and actual potential mismatch (ζw/ζp), as shown in Figure 9. The 

influence of the confining, charged capillary inner wall on the radial distribution of EOF velocities 

may be estimated by [147, 148] 
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where I0 is the (zero-order modified) Bessel function of the first kind and reff an effective capillary 

radius accounting for the no-slip condition at the column inner wall. β characterizes the overall 

permeability of a bed [149] 

 

2
)(1

3 bed−
=  .         (4) 

 

The dimensionless parameter α depends on the drag forces provided by a particle and, thus, on 

packing structure, particle shape and permeability. On the basis of Eq. 3, Figure 9 demonstrates 

a strong effect of ζw/ζp on resulting trans-column EOF profiles. The wall effect in CEC is limited 

to a relatively narrow annulus at the wall that inreases in width with the magnitude of the excess 

zeta-potential ζex = ζw – ζp. 

 
 ��� ����� ����


 Prediction of radial EOF distribution based on Eq. 3 (normalized by vp, the velocity generated 

locally at a particle surface) in random sphere packings for different values of ζw/ζp and aspect ratios, with 

rc = 125 µm, λD = 3.9 nm, and β = 1.65 [150]. a) dc/dp = 15 and b) dc/dp = 5. 

 

Although the particles surface and capillary inner wall both often carry a negative charge density 

the open fused-silica capillaries are known to give EOF velocities significantly higher than those 

of the packing materials used in CEC [50, 151, 152]. Electrokinetic potentials at the inner wall of 
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quartz capillaries up to –100 mV and even above are not unusual, although with the buffers and 

mobile phase ionic strengths typically encountered in CEC the value presents an upper limit and 

ζw realistically ranges between –50 and –100 mV [153-155]. By contrast, ζp of many commercial 

(silica-based and cation exchange) particles is smaller than ζw of the bare fused-silica capillaries 

[151] depending on the particles concrete surface chemistry and morphology. The electrokinetic 

wall effect recently has been spatially resolved and also analyzed by dynamic NMR microscopy 

with 40 µm in-plane resolution in a study of flow through a 250 µm i.d. fused-silica capillary that 

was packed with cation exchange particles [150]. That work has demonstrated that significantly 

higher velocities close to the inner wall than in the capillary center affect transient hydrodynamic 

dispersion. They are causing a long-time disequilibrium in the fluid molecules axial displacement 

probability distribution and the developing fronting behavior leads to broad averaged propagator 

distributions as clearly demonstrated in Figure 10. The spatial dimension of a wall annulus is the 

distance inward from the capillary inner surface over which the (local) fluid velocity is affected by 

ζw (Figure 9). This macroscopic flow heterogeneity (Figure 10) needs trans-column equilibration 

of the fluid molecules (i.e., their exchange via lateral dispersion over a complete capillary radius) 

to approach a uniform Gaussian. 

 
 ��� ����� ����� 


 Electrokinetic wall effect. Propagator distribution measured by pulsed magnetic-field gradient 

nuclear magnetic resonance in a discrete time window. The massive fronting in this distribution is caused 

by fluid molecules moving in a wall annulus which can be resolved on the transient observation time scale 

of these measurements, here by encoding fluid motion (axial displacements) over 120 ms. 
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To summarize the electrokinetic wall effect is too important to be neglected in CEC practice with 

dc/dp ≤ 30, unless ζw � ζp. Thus, in dependence of ζex = ζw – ζp and the actual column-to-particle 

diameter ratio the resulting macroscopic flow heterogeneity will engender additional dispersion. 

Problems encountered with particulate packings in capillary HPLC and CEC such as sintering of 

frits, wall effects due to radial variation in porosity and ζ-potential or a preparation of stable beds 

can be overcome by the use of monoliths, directly fabricated as a continuous porous solid in the 

capillary [156-158]. Concerning electrokinetic wall effects, capillary inner surfaces can be coated 

by a fluid-impervious annulus of the same material, reducing the excess ζ-potential between the 

wall and monolith material. 
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 With already basic understanding at hand of the EOF dynamics in a microfluidic channel 

and the bottleneck impact of stagnant zones (holdup dispersion) in classical HPLC, we now turn 

to one of the most attractive features of CEC in porous media concerning fluid transport and the 

achievable separation efficiencies, namely electroosmotic perfusive flow which is operating on a 

different dimension compared to hydraulic flow. 

Perfusion chromatography in classical HPLC, i.e., a utilization of intraparticle forced-convection 

to reduce mobile phase mass transfer resistance originating in the intraparticle stagnant regions 

of packed beds has received significant attention over the last decade [159-172], although some 

beneficial consequences of this phenomenon have been recognized earlier, as in size-exclusion 

chromatography [173] and catalyst design [174, 175] or for nutrient transport in biological pellets 

[176]. By using porous particles with tailored hydraulic permeability such that the pressure drops 

typically encountered in packed columns act as decent driving force for intraparticle flow [177], a 

non-zero velocity component can assist or even dominate, depending on the magnitude relative 

to the time scale of analyte diffusion and adsorption-desorption processes the conventional, i.e., 

diffusion-limited intraparticle transport. It reduces the holdup dispersion due to stagnant regions, 

a contribution that begins to dominate the axial dispersion in packed beds of porous particles at 

Peclet numbers above ca. 25 (Figure 7) [127]. The result of these studies which have combined 

advanced numerical and experimental methods (a high-resolution lattice-Boltzmann flow field in 

computer-generated fixed beds and PFG-NMR, respectively) to differentiate between dispersion 

mechanisms that originate in stagnant and flowing regions of random sphere packings suggests 

that the holdup contribution to the dispersion is more important than it is often assumed [178]. In 

contrast, the term perfusion chromatography refers to any separation process characterized by 

a non-zero intraparticle velocity. 

However, a mobile phase perfusion in beds of permeable, spherical-shaped particles is realized 

with hydraulic flow to any significant amount only when relatively high column pressure drop and 

particles with large pores are encountered. In turn, this limits the intraparticle surface-to-volume 
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ratio in view of the mechanical strength or adsorption capacity of a particle. But even with large 

pores, intraparticle fluid velocities remain small compared with velocities in the interparticle pore 

space [126, 177] and intraparticle flow is relevant only for transport of slowly diffusing molecules 

with a comparatively fast adsorption-desorption kinetics [169]. 

 

The electroosmotic perfusion through beds of porous particles proceeds with significantly higher 

intraparticle electroosmotic permeability [93, 179, 180]. This is in striking contrast to the intensity 

of efforts and prerequisites concerning an optimized particle technology, as well as the realized 

magnitude of any perfusive, but hydraulic flow and (still) remaining velocity inequalities between 

the inter- and intraparticle flow patterns. Indeed, a similar behaviour has been recognized earlier 

by selective applications in the physical and life sciences including the electrokinetic dewatering 

of waste sludge or efficient removal of contaminants from soil [46]. Concerning a permeability of 

packed capillary columns the EOF has shown a superior dispersion characteristics compared to 

pressure-driven flow which accompanies the reduction of velocity extremes in the mobile phase 

flow patterns on almost any time and length scale [90-94, 181]. In particular, axial plate heights 

and dispersion coefficients reduced by up to a decade with respect to those usually observed in 

pressure-driven flow (capillary HPLC) have been reported, especially for weakly and unretained 

solutes [90, 92, 93]. This is illustrated by Figure 11. 

 
 ��� ����� ��� ��


 Hydrodynamic axial dispersivities (Dax/Dm) vs. Pe = vavdp/Dm measured directly in the packing 

by PFG-NMR [93, 126]. The mobile phase is water with 10-3 M borate buffer (pH 9.0). 
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Figure 11 clearly demonstrates that a change from pressure-driven flow (PDF) to electroosmotic 

flow (EOF) through the same capillary packed with porous particles can result in a tremendous 

improvement in hydrodynamic dispersion, represented by dispersion coefficients that are almost 

a decade smaller at similar Pe with EOF than for PDF (red circles). For the particles with smaller 

pores (blue circles) the improvement is significantly less. As we see later, but can understand at 

this point already intuitively, this observation is related to a stronger intraparticle EDL overlap for 

particles with smaller pores (at a constant mobile phase ionic strength) and expectedly leads to 

reduced intraparticle volumetric EOF. It becomes more evident when comparing with the results 

shown in Figure 3 for EOF in a single capillary of radius rc depending on the EDL overlap (rc/λD). 

Thus, based on the data in Figure 11, the possible intraparticle EOF may significantly contribute 

to a reduction of velocity extremes in the global flow field, improve hydrodynamic dispersion, but 

it depends on intraparticle EDL interaction (rpore/λD). 

 

As impressive as the results in Figure 11 (red circles) are, it is difficult to relate this improvement 

quantitatively to an electroosmotic perfusion mechanism because the dispersion data (and plate 

height data in CEC, in general) are inherently acquired over only a limited range of Pe. This fact 

is related to small particle sizes and limitations in applied electrical field strengths which restrict 

achievable values for Pe = vavdp/Dm. Consequently, the available flow rate range is not sufficient 

for adequate differentiation between dispersion processes originating in flowing and (remaining) 

stagnant regions of a packed bed [132, 178, 182, 183]. It is well known that with pressure-driven 

flow stochastic velocity fluctuations in the interparticle pore space cause mechanical dispersion 

which grows linearly with Pe, while regions of zero velocity inside the particles and close to their 

external surface give rise to nonmechanical contributions which grow as Pe2 (holdup dispersion) 

and Pe·ln(Pe) (boundary layer dispersion), respectively [182]. How these contributions coexist in 

CEC to determine the plate height dependence on Pe under a given set of conditions, including 

the distribution of pore sizes and EDL thickness, pore geometry and interconnectivity, the fractal 

nature and possible chemical heterogeneity of the surface, dissociation equilibria of the analytes 

and surface groups, buffer type, analyte charge, retention mechanism or a coupling of nonlinear 

adsorption with the local electrokinetics [58] is a yet unresolved, complex issue. 

 

This situation underlines the need for experimental approaches which allow to measure (directly 

and on quantitative basis) individual electrokinetic transport phenomena on the scale of a single 

adsorbent particle in packed beds. A rather promising method concerning sensitivity and spatio-

temporal resolution is confocal laser scanning microscopy (CLSM). While this method has been 

intensively used in biology over the last decades [184], it was only recently that its potential has 

been explored and further utilized in chemistry and physics [185-195] particularly with respect to 

the mass transfer characteristics in porous beads used for a variety of applications, including ion 

exchange chromatography, solid phase synthesis, or controlled drug delivery [196-200]. On the 
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other hand, the miniaturization demands for the electrokinetically-controlled transport in capillary 

columns and also microfluidic devices are excellently suited for an implementation with confocal 

microscopes. A key feature of these instruments is a pinhole (confocal aperture) in the detection 

optics which excludes light from any, but that location in the focal plane where the laser beam is 

focused (confocal spot) [201]. Two-dimensional images can then be generated by sweeping the 

specimen, e.g., a single porous particle of the fixed bed with the light beam at the focal plane of 

interest [202], as indicated in Figure 12 for the implemented device [203]. 
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 Inlet section of the packed capillary configuration used for quantitative study of electrokinetic 

transport phenomena in (and around) beads by confocal laser scanning microscopy [203]. Stainless-steel 

capillaries at both ends of the device are used as electrodes. Section scanning refers to image acquisition 

in a plane perpendicular to the optical (but parallel to the column) axis. 
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Because optical transparency of the porous medium is a prerequisite for analyzing quantitatively 

at any depth inside particles the distribution profiles of (un)charged fluorescent molecules during 

their uptake in or release from a single bead in view of the mass transfer mechanisms operating 

under the influence of an external electrical field [204-209] we used a widely applicable dynamic 

approach for matching the refractive index of a liquid to that of the solid skeleton of the particles 

(glass or silica-based particles, cf. Figure 12). To eliminate artifacts due to abberation caused by 

absorption and scattering of excitation and fluorescence light we selected dimethylsulphoxide, a 

versatile dipolar aprotic solvent with refractive index of 1.479 and tuned its mole fraction in water 

until the porous beads appeared optically transparent. A final refractive index mismatch over the 

whole experimental setup then could be adjusted to below 0.5%, and it was less than only 0.1% 

inside the beads [203]. With this setup and approach a series of experiments was conducted for 

a variety of conditions concerning electrokinetic intraparticle transport. For this purpose a slug of 

(un)charged fluorescent molecules was injected into the capillary and pressure-driven flow was 

applied to achieve fast interparticle convection of mobile phase and uniform distribution of tracer 

around a particle. Thus, the spherical glass beads were first loaded, saturated and then emptied 

by the unretained fluorescent (charged or uncharged) tracers, depending on a carefully adjusted 

combination of driving forces (additional electrical field), as illustrated in Figure 13. 
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 Intraparticle mass transfer kinetics (tracer uptake and release dynamics) during the elution of 

fluorescent tracer molecules without (MD only) and in the presence of an externally applied electrical field 

(neutral tracer: MD + EO, charged tracer: MD + EO + EP) [203]. 
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As indicated by Figure 13, the electroneutral fluorescent tracer molecules are transported inside 

a particle by electroosmosis (EO) of the bulk mobile phase due to the external electrical field, in 

addition to molecular diffusion (MD), while for charged molecules we also expect electrophoretic 

migration (EP), in addition to EOF and a molecular diffusion along the concentration gradient. In 

the absence of an external electrical field intraparticle transport remains diffusion-limited. Thus, 

by a well-defined choice of the experimental conditions and adjusted properties of the saturating 

liquid (ionic strength in view of EDL thickness), fluorescent tracer (diffusivity, charge, adsorption 

behaviour) and involved surface (charge density, intraparticle pore size), the clean and stepwise 

analysis of a complex interplay between the diffusive, electrophoretic and electroosmotic driving 

forces is possible. The results (Figure 13) demonstrate that electrokinetic transport mechanisms 

(electroosmosis, electrophoresis) can significantly accelerate intraparticle uptake and release by 

target molecules. Compared to a purely-diffusive mass transfer these data indicate an existence 

of substantial intraparticle velocities for EOF and the electrophoretic migration. Because a glass 

beads surface has negative charge density, negatively charged (co-ionic) fluorescent molecules 

experience electrophoretic migration in a direction opposite to that of forced EOF. As evidenced 

by Figure 13 these different driving forces still result in a faster intraparticle mass transfer (MD + 

EO + EP) compared to the diffusion-limited transport (MD), but the kinetics is slower than for the 

EOF without electrophoresis (MD + EO). 

 

Complementary to a mass transfer kinetics the intraparticle analyte profiles can be analyzed. As 

seen in Figure 14, the effect of non-zero electroosmotic and electrophoretic velocity in a particle 

leads to a clear deviation from spherical symmetry in transient analyte distribution profiles. Both 

the charged and uncharged tracer molecules respond to an electrical field (unidirectional driving 

force) by producing non-symmetric distribution profiles parallel to it, but in opposite directions. In 

particular, for presence of intraparticle EOF (electroneutral tracer, Figure 14b) the concentration 

minimum moves downstream compared to molecular diffusion alone (Figure 14a), resulting in a 

higher concentration in the upstream half of the sphere than the downstream. This is caused by 

the electroosmotic convection mechanism operating in the same direction as molecular diffusion 

in the upstream part of the particle, but opposite to diffusion downstream. Results become more 

instructive for a charged tracer when both the electroosmosis and electrophoresis are operating 

(Figure 14c). In this case, because intraparticle electrophoretic velocity (� ep) is sufficiently higher 

than the EOF velocity (� eo) and in the opposite direction, the sphere is effectively loaded from its 

downstream side with accompanying shift of the concentration minimum into the opposite half of 

a particle. Even under these conditions where the (fictitiously decoupled) electrokinetic transport 

mechanisms lead to countercurrent mass transport tracer uptake and release kinetics are faster 

than for the purely-diffusive case (Figure 13). Consequently, situations should be avoided where 

opposing intraparticle transports (EOF vs. diffusion and EOF vs. electrophoresis) would become 

of a similar magnitude. 
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 Single-bead CLSM analysis. Distribution of fluorescent tracers in a slice parallel to the axis of 

the capillary and through the center of a porous particle. a) Neutral tracer; PDF only, diffusive intraparticle 

transport. b) Neutral tracer; additional transport by EOF due to electrical field. c) Charged tracer (electrical 

field as before); transport by electrophoresis ( � ep), electroosmosis ( � eo) and diffusion (Dm). 

 

This quantitative CLSM approach has been utilized to investigate both relevance and magnitude 

of an electroosmotic perfusion mechanism in electrochromatography for the devised transport of 

electroneutral, nonadsorbing tracer [210]. These studies have shown that even under conditions 

of a significant EDL overlap in the pores of a particle the resulting intraparticle EOF produces, in 

striking contrast to the symmetric, spherical distributions typical for the purely-diffusive transport 

(cf. Figure 14) strongly asymmetric concentration profiles inside spherical particles as the locally 

charged pore liquid begins to respond to the externally applied electrical field. However, profiles 

retain an axisymmetric nature, i.e., rotational symmetry with respect to the field direction. These 

data could be successfully interpreted and further analyzed with a compact mathematical model 

accounting for intraparticle molecular diffusion in a direction of decreasing concentration and the 

electroosmotic convection in the direction of the unidirectional d.c. electrical field for well-defined 

and realistic assumptions and proper boundary-conditions [210]. As a result, intraparticle Peclet 

numbers (Peintra = vintradp/Dm) up to 150 have been realized in that work and found to significantly 

enhance mass transport on particle-scale toward the convection-dominated regime with respect 

to the diffusion-limited kinetics. 
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 Effect of mobile phase Tris concentration on the average EOF through (100 µm i.d.) capillary 

columns packed with nonporous and porous silica-based, spherical particles [211]. The average diameter 

of the particles is about 2.5 µm and the mean pore size of porous beads is 105 nm. For all measurements 

the applied field strength was ca. 60 kV/m. Mobile phase: 80:20 acetonitrile/water (v/v). The ionic strength 

corresponds to half of the actual Tris concentration. 

 

Complementary to the resolved and analyzed intraparticle tracer profiles, mass transfer kinetics, 

and calculated velocities based on the CLSM experiments and mathematical model the effect of 

the intraparticle EOF is also seen in a mobile phase ionic strength dependence of average EOF 

through columns packed with porous, as compared to those with nonporous particles [211]. The 

results shown in Figure 15 for the nonporous (i.e., impermeable, nonconducting) particles reveal 

normal electrokinetic behaviour in the sense that, as the ionic strength of the fluid increases, the 

EDL is compressed which results in a reduced shear plane potential at the solid-liquid interface 

and continuously decreasing values of average EOF velocity at an increasing Tris concentration 

[212]. By contrast, the porous particles are permeable for EOF and conducting depending on an 

intraparticle porosity and pore sizes. When originally solid dielectric spheres become permeable 

and conducting the ratio of specific conductivities within now porous particles and bulk liquid will 

increase from zero, bending the electrical field lines toward a particles interior which reduces the 

tangential field component at the particles external surface. Consequently, this contribution from 

the porosity reduces electroosmotic slip velocities at the external solid-liquid interface, and it can 
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explain the decreased values of vav with respect to nonporous particles at a lower ionic strength 

(Figure 15, between 1 x 10-4 and about 2 x 10-3 M Tris) where a strong intraparticle EDL overlap 

prevails. However, this contribution to vav of the porous particles is more than compensated with 

increasing buffer concentration by the perfusion effect due to intraparticle-forced EOF relative to 

the solid skeleton of the particle. In contrast to the first effect this phenomenon strongly depends 

on the buffer concentration, and it will begin to dominate vav only when intraparticle EDL overlap 

is substantially reduced enabling a significant amount of volumetric EOF through particles [211]. 

As evidenced by Figure 15 this perfusion effect becomes responsible for the increasing average 

EOF velocities through the bed between 1 x 10-4 and 2 x 10-3 M Tris, and a maximum then is the 

consequence of competitive contributions from intraparticle EOF and normal EDL behaviour at a 

particles external surface. The latter effect which finally dominates and leads to the decrease of 

vav above 2 x 10-3 M Tris, although the EDL overlap continues to be further reduced, has already 

been recognized as the origin of a continuous mobility decrease for the nonporous spheres. The 

presence of the perfusive EOF nevertheless can explain the finally higher values of veo for these 

porous compared to the nonporous particles (between 2 x 10-3 and 4 x 10-2 M Tris). 

 

In general, the effect of EOF in porous particles, demonstrated by microscopic and macroscopic 

measurements, is advantageous for dispersion because it reduces in a global sense the velocity 

inequality of a flow pattern. Electroosmotic perfusion however becomes less effective compared 

to intraparticle diffusion, it should be recalled that Peintra = vintradp/Dm, as the diameter of a porous 

particle is reduced. On the other hand, the diffusivities (Dm) of typically relevant analytes span a 

range from 10-9 to 10-12 m2/s and, thus, they also determine inherently the relative importance of 

the electroosmotic perfusion. Concerning the remaining parameter in Peintra (vintra), the presented 

CLSM results clearly demonstrate that the substantial EDL overlap presents no severe limitation 

for already significantly increased intraparticle mass transfer, and that the resulting pore velocity 

can be significant compared to a purely diffusive time scale even when rpore/λD approaches unity 

and rpore is only a few nanometers. Thus, CEC particle technology therefore should focus on the 

minimum mean pore size of the particles which allows still significant intraparticle EOF at decent 

mobile phase ionic strength, while keeping the surface-to-volume ratio high enough for complex 

separations. Based on perfusive EOF electrochromatography may be easily realized in effective 

nanoparticle dimensions leaving molecular diffusion as ultimate limitation to performance, but by 

employing micrometer-sized porous beads [213]. Thus, perfusive EOF translates to even higher 

separation efficiencies than actually achieved in CEC using narrow-pore supports or nonporous 

particles, an increased mass sensitivity in on-line coupling schemes like nano-ESI-MS, and (due 

to higher hydraulic permeability of beds of micron-sized particles) the possibility of implementing 

pressure-assisted CEC in view of higher speed of analysis, flow stability and reproducibility, but 

without significant increase in axial dispersion. Further, practical problems associated with direct 

nanoparticle packing like clogging or instable beds are avoided. 
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Electrokinetic transport phenomena of charged species (simple ions, analyte molecules, 

or globular particles) in porous media with hierarchically-structured pore space (like in packed or 

monolithic chromatographic beds) are typically considered as occurring in a single macroporous 

compartment saturated with bulk (neutral) electrolyte solution, confined by a charged solid-liquid 

interface characterized by a thin, locally flat EDL. Any influence of (intraparticle or intraskeleton) 

mesoporous domains on possible ion-permselective transport of a charged analyte is commonly 

neglected. The general analysis of (non-equilibrium) space charge being responsible for relative 

motion of fluid with respect to the solid after application of an electrical field reduces to the small 

spatial dimension of a primary EDL along this interface (cf. Figure 2c). Thus, electrolyte systems 

are usually considered as quasi-equilibrium systems, and EOF velocity shows a linear dynamics 

concerning its dependence on applied field strength [46]. 

 
While the characterization and adjustment of an electroosmotic perfusive flow field and optimum 

particle dimensions in CEC have received much attention for improving the separation efficiency 

of mainly electroneutral analytes [214], the transport complexity for a charged analyte increases 

when in addition to the bulk electrolyte in the macroporous domain with locally balanced cationic 

and anionic molar fluxes another interconnected spatial domain with different transport numbers 

for one type of the ions is realized in the porous medium. For example, the fixed beds of porous 

spherical particles or monoliths are frequently characterized by rather discrete bimodal pore size 

distributions with macropores in the interparticle or the interskeleton pore space and mesopores 

inside a particle or monolith [136]. The favored permeation of counter-ions is one main transport 

characteristics of ion-exchange membranes, and ion-permselective mass transport constitutes a 

basis for electrochemical and electrokinetic processes like electrode reactions or electrodialysis 

[215, 216]. With respect to a permselective nature charged porous media containing mesopores 

with mean sizes of the order of and even below the EDL thickness act as ion-exchange material 

in which transport numbers for the counter-ion can approach unity (Figure 16). This behaviour is 

supported by low mobile phase ionic strength due to the increased EDL thickness which causes 

severe EDL overlap on a mesopore scale. Consequently, most of the particulate and monolithic 

stationary phases employed in CEC contain ion-permselective spatial domains which exlude the 

co-ions, but enrich the counter-ions (cf. Figure 16a) [217-219]. In addition to the EDL model, this 

situation can be alternatively analyzed with the Donnan potential. At electrochemical equilibrium 

in the electrolyte solution distributed between both compartments, the counter-ion concentration 

is higher and the co-ion concentration lower in the mesopore than in the macropore space. The 

Donnan potential balances the tendency of ions to level out existing concentration differences. It 

pulls the cations back into the negatively charged mesoporous domain and anions back into the 

positively charged macropore compartment. Thus, the ion-permselectivity in hierarchical porous 

media appears to be a phenomenon with general, rather than special significance. 
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 Schematic view of concentration distribution and the transport properties of charged species 

in an ion-permselective (mesoporous) region of a material and in the adjacent electrolyte. The normalized 

centerline concentration profiles of the co- and counter-ion species reflect various stages of concentration 

polarization. BGE: background electrolyte (electroneutral), DBL: diffusion boundary-layer (electroneutral), 

SCL: space charge layer which develops under non-equilibrium conditions and contains excess of mobile 

counter-ions. Ecrit is a critical field strength above which intraparticle electrokinetic counter-ion flux density 

( � intra) due to velocities of electrophoretic migration ( � ep) and electroosmosis ( � eo) exceeds maximum flux 

density through the diffusion boundary-layer ( � DBL). Consequently, Ecrit marks the onset for local deviation 

from electroneutrality. 

 

As compared to the Donnan-equilibrium (Figure 16a) an increased complexity is observed in the 

presence of superimposed (external) electrical fields for ion-distributions and the mass transport 

of charged tracer (including the background electrolyte and buffer components) in the attempt to 

satisfy mass continuity and local electroneutrality. Caused by the applied external electrical field 

electrolyte concentration is induced to decrease where counter-ions enter the ion-permselective 

domain from the bulk solution. Co-ions migrate in opposite direction away from the interface and 

because this withdrawal cannot be compensated by supply coming from the mesopores, the co-

ion concentration decreases. The interplay of ion-permselectivity, electromigration, and diffusive 

flux leads to the formation of a diffusion boundary-layer which presents significant mass transfer 

resistance. At the opposite (i.e., downstream) side of the mesopore domain boundaries a region 

with increased ion concentrations develops. The electrolyte solution has become polarized, and 
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this phenomenon due to formation of concentration gradients in the electrolyte solution adjacent 

to ion-permselective (charge-selective) interfaces upon the passage of electrical current normal 

the interface is called concentration polarization (CP), illustrated in Figure 16b for the upstream 

CP zone with reduced ionic concentrations. In strong fields which can force the concentration of 

co-ions in the CP zone towards zero close to the interface while that of the counter-ions remains 

finite, a space charge can be induced in the fluid-side of the macropore compartment [220, 221] 

(Figure 16c). The induced space charge represents a nonequilibrium charge layer (or secondary 

double layer) which can interact with the tangential component of the electrical field to generate 

electroosmosis of the second kind along curved interfaces, including the skeletons of a monolith 

or spherical particle. The conditions and consequences of strong CP become quite important for 

the spatio-temporal dynamics of EOF in many materials with ion-permselective properties. It is a 

topic that has received significant attention in the past, both from a theoretical and experimental 

point of view [222-228]. The CP zone reaching towards the primary (quasi-equilibrium) EDL may 

be pictured as covering i) an induced space charge region where concentration of counter-ions 

significantly exceeds that of the co-ions, absent at lower voltage with an established equilibrium 

CP, and ii) the diffusion boundary-layer with a linear variation of the ion concentrations and local 

electroneutrality in the sense that c+ – c– « c+ + c– (Figure 16c). 

 

It should be mentioned that, in contrast to classical electroosmosis of the first kind (EO-1), which 

results from the interaction between the tangential electrical field and space charge of the usual, 

quasi-equilibrium (primary) EDL, electroosmosis of the second kind (EO-2) developing in strong 

electrical fields is caused by a force of the tangential field component on the induced, extended 

space charge of the non-equilibrium (secondary) double layer [227]. While the EOF velocity in a 

sphere packing responds linearly to the applied field strength concerning EO-1, it is expected to 

show a nonlinear dependence for EO-2 [147]. Electrokinetic phenomena of the second kind and 

especially EO-2 have hardly been investigated in the context of CEC although potential benefits 

of this phenomenon (EO-2) can be anticipated [147]. First, it provides a unique scheme towards 

increased EOF velocities compared to current CEC practice (dominated by the EO-1 dynamics). 

Second, electroosmotic whirlwinds (microvortex) associated with EO-2 around an isolated single 

spherical particle [222, 228] have implications for accelerated (primarily lateral) mixing in sphere 

packings, reducing the time scale for transverse equilibration of analyte. In the remaining figures 

effects of CP in sphere packings and monoliths with ion-permselective regions are illustrated. In 

particular, Figure 17 indicates the influence of diffusion boundary-layer mass transfer resistance 

on the intraparticle counter-ion transport and loading capacity. Figure 18 reveals an existence of 

irregular flow patterns in the macroporous compartment and their beneficial effect on separation 

efficiency (by enhanced lateral mixing) with charged analytes. Finally, Figure 19 demonstrates a 

systematic development of nonlinear EOF velocities in capillary monoliths depending on applied 

electrical field and mobile phase ionic strengths. 
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 Representative CLSM images and corresponding normalized tracer concentration profiles for 

steady-state centerline distributions of strongly adsorbed counter-ion Rhodamine 6G. These profiles were 

acquired in a direction of applied (hydrodynamic and electrical) driving forces and normalized with respect 

to the maximum concentration observed for diffusive mass transfer [229]. 

 

A detailed investigation of the steady-state counter-ion concentration distributions of fluorescent 

tracer in ion-permselective particles by CLSM at different applied field strength revealed a rather 

unusual behaviour (Figure 17) [229]. This analysis proved an existence of extended intraparticle 

zones of depleted counter-ion concentrations arising from the anodic (counter-ionic) side or pole 

of a particle. These zones cover significant fractions of the particles cross-sectional area until, at 

a sufficiently strong field, they extend over the complete particle which then remains (effectively) 

emptied by the strongly adsorbing counter-ion tracer. Analysis of the external and internal molar 

flux densities for positively charged Rhodamine 6G allowed to calculate the critical field strength 

at which intraparticle transport begins to exceed transport through the diffusion-boundary layer 

[229]. Because inside the particle more counter-ions are removed at its frontal upstream surface 

than are actually supplied from bulk solution through the diffusion boundary-layer deviation from 

local electroneutrality can occur and space charge regions can develop outside a sphere (space 

charge of mobile counter-ions; Figure 16c) and inside it (space charge of fixed co-ions, which is 

actually charge due to surface groups; Figure 16c and depleted zones in Figure 17). 
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Basically because electrokinetically-induced intraparticle flux densities (EO and EP in Figure 16) 

exceed mass transfer toward the surface through the diffusion boundary-layer particles begin to 

remain empty. In other words, intraparticle ionic fluxes cannot be balanced any longer by supply 

from bulk solution and zones of depleted counter-ion concentrations develop inside particles. As 

evidenced by the CLSM data (in Figure 17) the area of these regions increases and, vice versa, 

the particle-averaged loading capacity decreases with the electrical field strength until the beads 

practically remain completely empty [229]. 
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 Representative CLSM images and corresponding centerline concentration profiles through a 

single (ion-permselective) glass bead and the adjacent solution for a) counter-ionic, b) electroneutral, and 

c) co-ionic tracer under conditions of strong concentration polarization [229]. 

 

The local deviation from electroneutrality in the bulk fluid-side induced by the normal component 

of the electrical field under conditions of nonequilibrium CP close to a curved, ion-permselective 

interface has unique consequences. First, and in contrast to a linear EOF dynamics known from 

EO-1, the resulting EO-2 naturally shows a nonlinear behaviour because it depends on both the 

normal and tangential components of the applied field via creation of a space charge (induction 

step) and force exerted on the mobile part of this secondary EDL (interaction step), respectively. 

Further, because normal and tangential field components vary locally along the curved surfaces 

in monoliths or sphere packings, also the intensity of nonequilibrium CP and EO-2 velocities are 

expected to change accordingly. Then, local back pressures must generate based on continuity, 

and complex coupling between the electrostatics and hydrodynamics may lead to a formation of 

micro-vortices. Although resulting patterns certainly depend on the pore space morphology, any 

potential operation of this phenomenon in porous media having technical or analytical relevance 
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is a challenging task. For example, to which extent can large recirculation zones that have been 

visualized for a spherical, isolated particle [222, 228] develop in random-close packings of these 

particles or in monolithic structures? If vortices develop locally, can they interact cooperatively to 

create even lateral mixing bands? – Accelerated column cross-sectional equilibration of analyte 

(here caused by an electrokinetic chaotic mixing) would be very beneficial as it may reduce axial 

dispersion further by orders of magnitude. This is demonstrated in Figure 18, again for the glass 

bead system and by CLSM studies. Bulk flow behaviour under strong non-equilibrium conditions 

is illustrated by snapshots of distributions of electroneutral and ionic tracer in the interstitial pore 

space. The local concentration of electroneutral tracer in bulk solution is constant, even a strong 

electrokinetic lateral mixing cannot affect its steady-state profiles. By contrast, because the ionic 

concentration due to CP varies significantly with geometrical position in the beds it is possible to 

detect strongly fluctuating areas with different ionic concentration indicating pronounced velocity 

streamlines around the bead and the existence of chaotic pattern in the flow field for sufficiently 

high electrical field strength (electrokinetic chaotic mixing, Figure 18a and 18c). This aggravated 

radial convective transport in the interparticle pore space (macropore compartment) has already 

indicated significant improvement in the extraparticle fluid-side variances of elution signals [229] 

because, as expected, the increasing lateral mixing with respect to diffusion-limited equilibration 

will cause axial spreading of a sample zone to decrease [230, 231]. 

 

Figures 16 to 18 have shown that in porous media with hierarchically-structured pore space like 

a bed of porous particles, and ion-permselective transport properties in at least one domain, the 

ion concentration distributions in bulk fluid cannot be treated as homogeneous any longer when 

an electrical field is applied. This induces regions of reduced and increased ionic concentrations 

in the solution close to a phase boundary to the ion-permselective domains, e.g., a mesoporous 

bead. The CP results in inhomogeneous (steady-state) ion distributions over the whole medium. 

While transport and the distributions of electroneutral tracer are little affected by CP, it becomes 

important for charged tracers. The region of depleted ion concentration close to the surface of a 

particle presents substantial electrokinetically-induced mass transfer resistance for counter-ions, 

and compared to intraparticle electrokinetic flux transport through the diffusion boundary-layer is 

expected to depend only little on applied field. Thus, there is a critical field strength above which 

intraparticle transport cannot be satisfied from bulk solution through the diffusion boundary-layer 

any longer, and regions of electrokinetically-induced local space charge, both inside and outside 

the ion-permselective particle can develop (Figure 16). The former results in extending zones of 

depleted counter-ion concentrations in a bead, so that the particle-averaged adsorption capacity 

is reduced until the particles remain completely emptied by strongly adsorbing counter-ions. The 

latter, i.e., mobile non-equilibrium space charge gives rise to strong tangential electroconvection 

around the particles (electroosmosis of the second kind). Drastic consequences of these effects, 
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in particular, arise for the elution efficiency in pulse injections. Since lateral dispersion increases 

and intraparticle mass transfer resistance decreases, also the overall separation efficiencies are 

expected to improve accordingly. In this context electrokinetic processes such as CEC involving 

fixed particulate or monolithic beds of ion-permselective media require more detailed analysis in 

view of CP and possible deviation from local electroneutrality due to nonequilibrium effects, both 

in the mesoporous (ion-permselective) domain and the macroporous compartment. It is an issue 

with a fundamental physico-chemical relevance. 

 

After having analyzed and discussed potential benefits of CP in porous media for primarily mass 

transport and dispersion, Figure 19 rounds off this thematical issue by revealing the dynamics of 

nonlinear electroosmosis in (silica-based) capillary monoliths with bimodal pore size distribution. 

These monoliths are hierarchically-structured with (intraskeleton) mesopores and (interskeleton) 

macropores. While a linear dependence of average EOF velocities on the applied field strength 

could be observed with 5 x 10-3 M Tris (turning slightly nonlinear at higher concentrations due to 

thermal effects), this dependence becomes systematically nonlinear as the Tris concentration is 

reduced towards 10-4 M. Velocities increased by more than 50% with respect to those expected 

from a linear behaviour are realized at 105 V/m [232]. As shown in the inset EOF velocities even 

approaching 1 cm/s are observed when directly measured in a simple device by CLSM at higher 

electrical field strengths than available with the commercial instrumentation (HP3DCE) employed 

for conventional use. A local deviation from electroneutrality in the bulk fluid-side induced by the 

normal component of the electrical field under conditions of nonequilibrium CP close to a curved 

ion-permselective interface has unique consequences also for the macroscopic hydrodynamics 

[147]. In sharp contrast to a linear EOF dynamics known from EO-1, the resulting EO-2 naturally 

shows nonlinear behaviour because it depends on both components (the normal and tangential) 

of the applied field via creation of space charge (induction step) and force exerted on the mobile 

part of this secondary EDL (interaction step), respectively. In view of the conditions favoring CP, 

the decreasing concentration of Tris buffer adjusts the mesopore space of the monolith skeleton 

(Figure 19) towards ideal ion-permselectivity. Its permeability for the co-ions decreases, and the 

critical field strength above which the nonequilibrium CP may start to contribute significantly to a 

global electrokinetics in the monolith also decreases, i.e. the lower the co-ion permeability of the 

mesopore domain the easier it becomes for an electrical field to decrease co-ion concentrations 

in the CP zone towards nonequilibrium conditions. We then observe a systematically developing 

nonlinear EOF dynamics in a certain range of decreasing ionic strength by increasing relevance 

of EO-2 in the macropore space of the monolith, in this case being most pronounced between 1 

and 0.1 mM Tris (Figure 19) [232]. One of the goals is to characterize and taylor these effects in 

hierarchical porous media concerning ion-permselectivity, macropore space morphology, mobile 

phase composition, and applied field strength. 
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 Average EOF velocity in the capillary monolith vs. applied electrical field strength for different 

mobile phase Tris concentrations as indicated [232]. Second-order polynomial and linear fits for 0.1 and 5 

mM Tris, respectively, are a guide to the eye. While with the commercial equipment (here a HP3DCE from 

Agilent Technologies, Waldbronn) field strength over the monolithic column is limited to a maximum value 

of around 105 V/m, significantly higher values could be realized with a homebuilt device (shorter columns) 

used for CLSM measurements to demonstrate better the developing nonlinearity of EOF velocities (cf. red 

solid line) at decreasing ionic strength. The SEM image shows a silica-based monolith with bimodal pore 

size distribution due to interskeleton macopores and intraskeleton mesopores. 
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Compared to the electroosmotic perfusion mechanism [90-95], electrokinetic phenomena based 

on a nonequilibrium EDL develop in a different operational domain. While substantially perfusive 

EOF in particulate or monolithic beds requires a quasi-equilibrium EDL thickness (much) smaller 

than typical macro- and mesopore sizes, the nonequilibrium CP underlying EO-2 requires strong 

ion-permselectivity within a porous medium, meaning that the EDL dimension is large compared 

to pore sizes in the ion-permselective regions. Further, while electroosmotic perfusion effectively 

removes stagnant zones, which dramatically reduces velocity extremes in the mobile phase flow 

pattern in view of improved dispersion and increased average velocities, the conditions for EO-2 

develop ion-permselectivity to leave these zones practically stagnant. In this case the mesopore 

space is used for indirect manipulation of EOF velocities in the macropore space where possible 

lateral mixing associated with the hydrodynamic pattern of EO-2 reduces axial dispersion. Thus, 

via the EDL interaction both phenomena (the perfusive electroosmosis and EO-2) may be tuned 

towards high-speed, high-efficiency electrokinetic transport mechanisms in porous media simply 

by adjusting the mobile phase ionic strength. 
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U. Tallarek, F. J. Vergeldt, and H. Van As &�' (*)	+�(�+,'�-/.	0	1 2 3�4�5�(,6,3�-/(,6,67' 8 (*+*6:9 3�8�1 +�;�5�8 .	-<(=' .�)	8 (*4	5�1 ;<->3�?	1 (	@*A +,' 8 (�4�(*8 ' 1 ;*2 3
?�1 9 9 B�6*1 .	+�(�+�?<3,C�;�5*(*+�)�3<D,1 +*3,' 1 ;,6�E
F:G,H,I J:K,L:G:M*N�O:P:QSR TUK,L,VWO,X*YZR QS[ I P>\

 ]:^,^*^ , _ `:a , 7654-7664. 
 

Pulsed field gradient nuclear magnetic resonance (PFG-NMR) is used to resolve directly in the packing of 

chromatographic columns intraparticle stagnant fluid and record the associated mass transfer kinetics for 

the fluid phase percolating through the porous medium. These data are well analysed by the diffusion 

equation for purely-diffusive intraparticle transport. Different particles are compared in view of the derived 

effective intraparticle diffusion coefficient and tortuosity factor. Further, the influence of the particle size 

distributions and interparticle (hydrodynamic) boundary-layer mass transfer resistance on the intraparticle 

transport dynamics is revealed and discussed. The results point out the importance of the particle 

morphology on stagnant mobile phase mass transfer and dispersion. The approach appears unique for 

separate studies of intraparticle diffusion and interparticle convection. 

 

D. Kandhai, U. Tallarek, D. Hlushkou, A. G. Hoekstra, P. M. A. Sloot, and H. Van As b B�->3�8 1 ;*(�2S6�1 -�B	2 (:' 1 .	+<(�+�?!->3�(,6*B�8 3�->3�+,'�.*9�2 1 c	B	1 ?!5�.	2 ?�B�4d1 +�0�1 4�.	8 .	B*6�-/3�?	1 (
;*.	+,' (�1 +�1 +�)�?	1 6,;�8 3,' 3/6:' (*)	+�(�+,'�e=.�+*3,6�E
NWO,R L G:QSG=f�O:R TSK,L�g:I K,J*QUK*TS[ R G:J,Q7G:M*[ O,X/h�G=P=K,L,i�G:TUR X,[ P/G=M,j�G=J*k*G,J�l

 m*n,n,m , a*o,` , 521-534. 
 

Complements the direct PFG-NMR measurements of transient axial averaged propagator (displacement 

probability) distributions in random sphere packings by a numerical simulation of the hydrodynamics in 

computer-generated fixed beds. The numerical approach is based on a hierarchical transport model using 

a discrete lattice-Boltzmann interparticle flow field. Simulated propagator distributions agree well with the 

experimental data and correctly reproduce the dynamics of the intraparticle diffusive and interparticle 

convective fluid. Further, finite-size effects in the simulations associated with a spatial discretization of the 

particles and boundaries of a bed are addressed and minimized. 

 

D. Kandhai, D. Hlushkou, A. G. Hoekstra, P. M. A. Sloot, H. Van As, and U. Tallarek A +*9 2 B*3�+�;:3�.*9	6=' (*)	+�(�+,'�e=.	+�3,6/.	+/' 8 (�+*6*1 3�+,'�(*+�?d(:6:p�-<4,' .*' 1 ;<?	1 6*4�3�8 6�1 .	+�1 +
-<(,;�8 .�6,;*.	4�1 ;*(�2 2 p<5�.�-/.�)�3�+*3�.	B*6<4�.	8 .	B*6<->3�?	1 (�E
NWO:P:QUR TUK,L=hqX�rsR X*t"j,X,[ [ X*I Q

 m,n,n,m , u*u , 234501-1 – 234501-4. 
 

Continues and rounds off the earlier work concerning complementary studies (PFG-NMR and numerical 

simulations) of the role of stagnant zones for hydrodynamic dispersion in liquid flow through a fixed bed of 

spherical, permeable particles. The numerical simulations in a bulk random-close sphere packing show 

good agreement with the experimental results on diffusion-limited mass transfer, transient and asymptotic 

axial dispersion. The data are compared to results for nonporous, impermeable particles and clearly 

demonstrate that intraparticle liquid holdup in (macroscopically homogeneous) porous media dominates 

over contributions arising from the flow field heterogeneity (mechanical dispersion) and the hydrodynamic 

boundary-layer mass transfer. 
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U. Tallarek, F. C. Leinweber, and A. Seidel-Morgenstern � 2 B�1 ?�?	p*+�(�-d1 ;,6<1 +!-/.	+�.	2 1 ' 5	1 ;/(*?�6*.	8 0*3�+,' 6	@��W5,3*+�.	-/3�+�.	2 .�)�1 ;,(�2:(*4	4�8 .�(,;�5>' .
3�c	B�1 	�(�2 3�+,'�4�(�8 ' 1 ;�2 3<?	1 ->3�+*6�1 .	+�6�E
VWO*X*YZR TSK,L�
�J�*R J,X*X*I R J�<K,J,k!g=X*TUO*J*G=L G��:P

 m*n:n*m , ��� , 1177-1181. 
 

Discusses the general problems of understanding fluid dynamics in monoliths with respect to the one in 

particulate beds. It presents a phenomenological analysis of the friction factor – Reynolds number relation 

and the axial dispersivity – Peclet number dependence for random sphere packings in order to derive 

characteristic lengths (equivalent particle dimensions) for monoliths concerning the hydraulic permeability 

and dispersion originating in stagnant zones. This phenomenological approach, simply based on liquid 

flow and stagnation in porous media, can successfully relate the hydrodynamic properties of a monolith to 

that of particulate beds from a very general point of view. 

 

F. C. Leinweber, D. Lubda, K. Cabrera, and U. Tallarek ��5�(�8 (,;:' 3�8 1 e=(:' 1 .	+<.�9	6*1 2 1 ;*(�� 0�(,6,3�?d-/.�+�.	2 1 ' 5�6��/1 ' 5d0�1 -/.	?�(*2,4�.	8 3/6*1 e=3<?	1 6:' 8 1 0	B,' 1 .	+�E
l J*K:L P=[ R TSK,L,V�O,X*YZR QS[ I P

 m,n,n*m , ��� , 2470-2477. 
 

Investigates chromatographic band dispersion in analytical (silica-based) monoliths with bimodal pore 

size distribution. This work reveals diffusion-limited mass transfer in the mesoporous silica skeleton which 

was used to calculate an equivalent dispersion particle diameter (in relation to sphere packings) with the 

C-term parameter of the van Deemter plate height equation. The macroporous interskeleton network 

responsible for the hydraulic permeability of these monoliths was translated to the interparticle pore space 

of sphere packings, and an equivalent permeability particle diameter was obtained by scaling based on 

the Kozeny-Carman equation. 

 

F. C. Leinweber and U. Tallarek ��5�8 .	-/(:' .�)	8 (�4�5�1 ;�4*3�8 9 .	8 -/(�+�;:3<.*9�-<.	+�.	2 1 ' 5	1 ;/(�+�?d4�(�8 ' 1 ;�B�2 (:' 3/6:' (:' 1 .	+�(�8 p/4	5�(,6:3*6�@
� p*?	8 .�?�p*+�(�-d1 ;,6>(�+�?d(*?�6,.�8 4,' 1 .	+�;,(�4�(,;�1 ' p*E
F=G*H,I J:K,L:G:M�VWO,I G,Y>K*[ G���I K:f*O:P l

 m,n*n� , _s`,`�o , 207-228. 
 

Presents in more detail than before a simple, widely applicable, phenomenological approach for analysing 

single-phase incompressible flow through monolithic structures. It relies on a determination of equivalent 

particle (usually sphere) dimensions which characterize the corresponding behaviour in particulate, 

discontinuous beds. The equivalence is obtained by dimensionless scaling of the macroscopic behaviour 

(hydraulic permeability and hydrodynamic dispersion) in both types of materials, without need for direct 

geometrical translation of their constituent units. The differences in adsorption capacity for particulate and 

monolithic stationary phases show that silica-based monoliths with bimodal pore size distribution can 

provide comparable maximum loading capacities (with respect to beds of completely porous spheres) due 

to the high (total) porosity of this material. It is demonstrated that their pore structure provides the basis 

for unique combination of high bed permeability, short diffusion path lengths and high adsorption capacity 

which cannot be achieved with a fixed bed of adsorbent particles. 



F. C. Leinweber, D. G. Schmid, D. Lubda, K.-H. Wiesmüller, G. Jung, and U. Tallarek &�1 2 1 ;*( � 0�(,6,3*?!-/.	+�.	2 1 ' 5*6Z9 .	8W8 (�4�1 ?!4*3�4*' 1 ?�3/6,;�8 3*3�+�1 +�)!0*p/;*(*4	1 2 2 (�8 p<2 1 c	B	1 ?
;�5�8 .	-/(:' .�)	8 (�4�5*p<5*p�4�5*3�+�(:' 3�? �Z1 ' 5 � &�A � ��� A ��� � � &�E
hqK:f�R k<V�G,Y>Y/H=J,R TSK*[ R G,J,Q R J��ZK:QSQ>i�f�X*TU[ I G,Y>X,[ I P

 m,n*n� , _�� , 1180-1188. 
 

Demonstrates a superior performance (as was analysed in much detail in the earlier articles) of monoliths 

compared to sphere packings (i.e., a better combination of bed permeability, hydrodynamic dispersion 

and adsorption capacity) for the fast and efficient screening of complex libraries by electrospray-ionization 

Fourier transform ion cyclotron resonance mass spectrometry (ESI-FTICR-MS). Electrospraying was 

performed sheathless from an open-tubular transfer capillary into the ESI-interface. Libraries with more 

than 1000 different peptides could be screened in less than 20 min. 

 

F. C. Leinweber, D. G. Schmid, D. Lubda, B. Sontheimer, G. Jung, and U. Tallarek &�5*3�(:' 5�2 3*6:6>3�2 3�;:' 8 .�6*4	8 (,p<1 .	+�1 e=(:' 1 .	+�?	1 8 3�;:' 2 pZ9 8 .	- (/;*(�4�1 2 2 (�8 p<-<.	+�.�2 1 ' 5>9 .	8	9 (:6:'�2 1 c	B	1 ?
;�5�8 .	-/(:' .�)	8 (�4�5*p/;*.	B�4�2 3*?<' . �	� � A ��� -/(,6:6>6�4*3�;:' 8 .	->3,' 8 p�E
F:G,H,I J:K,L:G:M��ZK*QUQZi�f�X*TU[ I G,Y>X*[ I P

 m,n*n�
 , a	� , 223-225. 
 

Continues the earlier mass spectrometric work in that the electrospraying here is directly performed from 

the capillary monolith into the ESI-interface, i.e., the LC-MS configuration incorporates monolithic capillary 

columns over the complete distance from the injection module to the sheathless electrospray interface. 

The main advantage of this modification is a simple removal of adverse effects on chromatographic 

performance resulting from conventional spray capillaries, including post-column dispersion or significant 

back-pressure (if either large- or small-diameter open capillaries are used). Monoliths with continuous 

solid phase are ideally suited for that purpose compared to sphere packings with sintered frit because the 

latter may become instable and break easily, limiting the robustness of this realisation. 
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E. Rapp and U. Tallarek � 1 c�B�1 ?/9 2 .�� 1 +<;*(�4�1 2 2 (�8 p�� 3�2 3*;:' 8 .�� ;�5�8 .	-<(=' .�)	8 (�4�5*p�@	� 3�+,3�8 (:' 1 .	+<(�+�?d;,.�+,' 8 .	2=.�9�-<1 ;�8 .��
(�+�?d+�(*+�.�2 1 ' 3�8�	�.	2 B�-/3,6�E
F=G*H,I J:K,L:G:M�i	X:f*K*I K:[ R G:J<i�TUR X,J,TUX

 m:n*n � , ��o , 453-470. 
 

Describes and discusses instrumental developments in capillary (electro)chromatography relevant for 

generating and controlling required volumetric flow rates in the micro- and nanoliter range through packed 

capillaries. Isocratic and gradient elution is considered. For capillary HPLC it inlvolves only commercial 

instrumentation, but also realizes the innovative concept of a high-pressure electrokinetic pump. Systems 

that have been used to generate electroosmotic flow in chromatographic beds are presented under the 

aspects of basically commercial capillary electrophoresis instruments adapted for electrochromatography, 

home-built configurations, and commercial capillary electrochromatography systems. An emphasis is 

given on feasibility, automation, as well as system-inherent delay times and dead-volumes. 

 


�������	���������������������������	� �	���! "��#�������$��&%'��()�	* +���,
-Morgenstern, and U. Tallarek - p�+�(�-�1 ;,6/.*9�;*(�4�1 2 2 (�8 p>3�2 3�;=' 8 .�;�5�8 .	-/(:' .�)	8 (�4�5*p	@ � C�4,3�8 1 ->3�+,' (*2:;�5�(�8 (,;=' 3�8 1 e:(=' 1 .	+�.*9

9 2 .�� (�+�?<' 8 (�+*6*4�.�8 '�1 +d4�(�8 ' 1 ;�B�2 (:' 3d0*3*?�6*E
VWO*X*YZR TSK,L�
�J�*R J,X*X*I R J�<K,J,k!g=X*TUO*J*G=L G��:P

 m*n:n 
 , � � , 417-428. 
 

Has partly the character of a review article by presenting general aspects of electroosmotic flow in porous 

media, but with original research results concerning electroosmotic perfusion. The chromatographic 

performance with respect to the flow behaviour and axial dispersion in packed beds of nonporous and 

macroporous particles was studied in capillary HPLC and electrochromatography. The existence of 

substantial electroosmotic intraparticle pore flow in columns packed with the macroporous particles was 

found to result in significant improvement of column efficiency compared to capillary HPLC. Based on 

these data an optimum chromatographic performance in view of speed and efficiency can be achieved by 

adjustment of the particle and (intraparticle) pore sizes, as well as electrolyte concentration. 
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U. Tallarek, E. Rapp, T. Scheenen, E. Bayer, and H. Van As � 2 3�;:' 8 .�.�6�-/.*' 1 ;/(�+�?!4�8 3*6:6�B�8 3�� ?	8 1 	,3�+/9 2 .�� 1 +<.	4�3�+<(�+�?�4�(,;�DS3�?d;:(�4�1 2 2 (*8 1 3*6�@��W3�2 .�;�1 ' p
?�1 6=' 8 1 0�B,' 1 .	+*6/(�+�?<9 2 B	1 ?d?�1 6�4*3�8 6�1 .	+�E
l J*K,L P=[ R TSK,L,V�O*X,YZR QS[ I P

 m*n:n*n , ��� , 2292-2301. 
 

In this work the flow field dynamics in (open and packed) segments of a capillary column was studied with 

PFG-NMR using direct motion-encoding of fluid molecules. The method operates in a time window that 

allows a quantitative discrimination of electroosmotic against pressure-driven flow behavior. In contrast to 

the parabolic velocity profile and its impact on axial dispersion characterizing hydraulic flow through a 

cylindrical open capillary, a plug-like velocity distribution is revealed for electroosmotic flow. In the latter 

case, the variances of (radially averaged) axial displacement probability distributions can be quantitatively 

explained by molecular diffusion at the actual buffer temperature, while for Poiseuille flow classical 

Taylor-Aris dispersion and its preasymptotic regime could be resolved. 

 

U. Tallarek, T. W. J. Scheenen, P. A. de Jager, and H. Van As 
� 6�1 +�) b � �"?�1 6*4�2 (*;:3�-/3�+,'W1 -/(*)	1 +�)<' .�;�5�(�8 (*;:' 3�8 1 e=3/3�2 3*;:' 8 .�.�6*-/.�' 1 ;Z9 2 .�� 1 +d4�.	8 .	B*6
-/3�?	1 (�E
�ZK ��J:X*[ R T7h�X*Q=G=J*K,J,T=X�� Y>K�,R J�

 m,n,n�] , _ � , 453-456. 
 

PFG-NMR and NMR imaging were used to study temporal and spatial domains of electrokinetically-driven 

transport in porous media with a homebuilt NMR setup. Characteristics like the velocity distribution and 

dispersion were contrasted to viscous flow behavior. To characterize dispersion of electrokinetically 

driven mobile phase through the pore space of open and packed capillaries the access by PFG-NMR was 

utilized to a temporal domain covering the range from a few milliseconds up to seconds. By combining 

this technique with NMR imaging it was possible to study the microscopic fluid dynamics with a sufficient 

spatial resolution to address factors that influence dispersion on macroscopic scale. 

 

U. Tallarek, T. W. J. Scheenen, and H. Van As ��(*;�8 .�6*;*.	4�1 ;<5*3,' 3�8 .�)*3�+*3�1 ' 1 3*6/1 +/3�2 3�;:' 8 .�.�6�-/.�' 1 ;<(*+�?d4�8 3*6,6*B�8 3�� ?	8 1 	,3�+/9 2 .�� ' 5�8 .	B�)	5
9 1 C�3�?d0�3*?�6/(:'�2 .�� ;*.	2 B�-<+�� ' .�� 4�(�8 ' 1 ;�2 3<?	1 (�->3,' 3�8�8 (=' 1 .�E
F:G,H,I J:K,L:G:M*N�O:P:QSR TUK,L,VWO,X*YZR QS[ I P>\

 m*n,n�] , _ ` � , 8591-8599. 
 

This work demonstrates by using dynamic NMR microscopy with 40 µm spatial resolution the existence of 

specific wall effects for electroosmotic and pressure-driven flow in fixed beds at low column-to-particle 

diameter ratio. While the geometrical wall effect with pressure-driven flow in the sphere packings is due to 

radial distribution of interstitial porosity, an electrokinetic wall effect is promoted by different values of the 

zeta-potential associated with the inner surface of a capillary and that of the particles. The wall effects 

cause a persistent disequilibrium in the axial dispersion dynamics, and correlation lengths in the flow field 

may cover the complete radius of the packed capillary. Characteristic times of these macroscopic flow 

heterogeneities exceed by far those for stagnant mobile phase mass transfer in the bed as was shown by 

complementary pulsed field gradient NMR measurements. 



M. Pa
�
es, J. Kosek, M. Marek, U. Tallarek, and A. Seidel-Morgenstern ��(:' 5*3�-<(:' 1 ;,(�2,-/.�?�3�2 2 1 +�)d.*9�(*?�6,.	8 4,' 1 .	+�(*+�?/' 8 (�+,6*4�.	8 '�4�8 .�;:3*6,6:3*6<1 +�;*(*4	1 2 2 (�8 p

3�2 3�;:' 8 .�;�5�8 .	-<(=' .�)	8 (�4�5�p�@��Z4*3�+�� ' B�0	B�2 (�8�)�3*.	-/3,' 8 p�E

�L X*TS[ I GUf�O*G,I X*QUR Q

 m,n,n�� , ��� , 380-389. 
 

Presents a compact mathematical modelling approach to open-tubular capillary electrochromatography. 

The model accounts for the coupling of (non)linear adsorption of charged analyte molecules (at a charged 

surface) with a local equilibrium electrokinetics, mobile phase transport by electroosmosis and hydraulic 

flow, as well as species transport by electrophoresis and diffusion. Thus, the local zeta-potential and 

electroosmotic mobility then become a function of the concentration of the charged analyte. The resulting 

inhomogeneity of electroosmotic flow through the capillary produces a compensating pore pressure as 

requirement for incompressible flow. These results are further discussed in view of the surface-to-volume 

ratio of a capillary, analyte concentration in combination with a Langmuir isotherm for the adsorption 

process, and buffer effects. 

 

D. Hlushkou, D. Kandhai, and U. Tallarek �q.	B	4�2 3�?d2 (:' ' 1 ;,3�� ��.�2 ' e,-/(�+�+<(�+�?<9 1 +	1 ' 3�� ?	1 9 9 3�8 3�+�;=3/6�1 -<B�2 (:' 1 .	+<.*9�3�2 3�;:' 8 .�.�6�-/.�6�1 6�1 +
-�1 ;�8 .*9 2 B	1 ?	1 ;/;�5�(�+�+*3�2 6�E
� J,[ X,I J*K:[ R G:J,K,L=FSG*H,I J,K,L=M G,I���H,YZX,I R TSK,L �ZX*[ O�G=k*Q�R J���L HSR k*Q

 m,n*n�
 , ��o , 507-532. 
 

This article is concerned with an extension of the lattice-Boltzmann method for the numerical simulation of 

three-dimensional electroosmotic flow problems in porous media. The approach is evaluated for simple 

geometries as encountered in open-channel structures of microfluidic devices. The general case of 

nonuniform zeta-potential distributions requires a three-dimensional solution of the coupled Navier-Stokes 

equation for liquid flow, Poisson equation for electrical potential distribution, and Nernst-Planck equation 

for distribution of ionic species. The hydrodynamic problem has been treated with a high efficiency by 

code parallelization via the lattice-Boltzmann method. For their validation, velocity fields were simulated in 

several microcapillary systems and good agreement with results predicted either theoretically or obtained 

by alternative numerical methods could be established. The approach is particularly useful for more 

complex structures with arbitrary pore space morphologies (e.g., sphere packings or monoliths) and an 

arbitrary distribution of electrokinetic potential at the solid-liquid interface. 
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U. Tallarek, E. Rapp, H. Van As, and E. Bayer � 2 3�;:' 8 .	D*1 +*3,' 1 ;,6<1 +>9 1 C�3�?d0*3�?�6	@ � C�4,3�8 1 ->3�+,' (*2:?�3�-/.	+�6=' 8 (:' 1 .	+�.*9	3�2 3�;=' 8 .�.�6*-<.*' 1 ;
4�3�8 9 B*6�1 .	+	E
l J �,X*tqK,J*k:[ X�V�O,X*YZR X � J*[ X*I J,K*[ R G,J:K,L�
�k,R [ R G=J

 m*n,n�] , �,` , 1684-1687. 
 

This communication provides clear evidence for the existence (and impact) of an electroosmotic perfusion 

mechanism in porous media. Using pulsed field gradient nuclear magnetic resonance (PFG-NMR) as a 

noninvasive motion-encoding technique which operates directly on the nuclear spin of the fluid molecules 

(e.g., 1H2O) the dynamics of pressure-driven and electroosmotic flow was studied in a bed of charged 

porous particles. Starting with an analysis of axial dispersion as a function of the Peclet number (for either 

mode of fluid flow) these data are complemented by the selectively measured dynamics of intraparticle 

mass transfer. Also the influence of thermal effects is addressed. The results are finally discussed in view 

of the hierarchical design of porous particles and important correlation of pore interconnectivity in a 

bidisperse pore network. 

 

U. Tallarek, E. Rapp, A. Seidel-Morgenstern, and H. Van As � 2 3�;:' 8 .�.�6�-/.*' 1 ;Z9 2 .�� 4�5�3�+�.	->3�+�(<1 +d4�(*;*D=3�?�;,(�4�1 2 2 (�8 1 3,6	@ � 8 .	- ' 5*3d1 +,' 3�8 6=' 1 ' 1 (*2
	*3�2 .�;�1 ' 1 3*6Z' .d1 +�' 8 (�4�(*8 ' 1 ;*2 3<(�+�?d0�.	B	+�?�(*8 p � 2 (,p,3�8W-/(,6,6Z' 8 (�+*6=9 3�8 E
F:G,H,I J:K,L:G:M*N�O:P:QSR TUK,L,VWO,X*YZR QS[ I P>\

 m*n,n*m , _ `*o , 12709-12721. 
 

Detailed PFG-NMR studies of (intra- and interparticle) electrokinetic flow through a fused-silica capillary 

packed with spherical porous particles. Measurements reveal that (compared to only pressure driven flow 

through the porous medium) the intraparticle mass transfer rate constant significantly increases by the 

influence of a superimposed electrical potential gradient. This increase also depends clearly on the buffer 

concentration via electrical double layer overlap. The data show that fluid molecules in the porous 

particles remain diffusion-limited in the presence of a pressure gradient over the packed bed. By contrast, 

intraparticle Peclet numbers above unity (i.e., nonzero velocities) have been measured in electroosmotic 

flow and were found to increase with the applied voltage. Further, interparticle resistance to mass transfer 

appears to vanish on pore scale when the electrical double layer thickness is small compared to the 

relevant pore dimensions. 

 

G. Chen and U. Tallarek � 9 9 3*;:'�.*9W1 +,' 8 (�4�(�8 ' 1 ;�2 3�4�.	8 .�6*1 ' p/(�+�?d?�.	B�0�2 3�� 2 (,p:3�8�.�	*3�8 2 (�4<.	+<3�2 3,;:' 8 .	D*1 +*3,' 1 ;<-<.	0�1 2 1 ' p
1 +�-<B�2 ' 1 4�(�8 ' 1 ;�2 3/6*p,6=' 3	->6�E
j*K,J �*Y/H:R I

 m*n:n�� , _ � , 10901-10908. 
 

Experimental study of electrokinetic mobility (depending on mobile phase ionic strength) for different 

porous and nonporous silica-based spherical microparticles. Effects of intraparticle electrical double layer 

overlap and porosity on the electrophoretic mobility in dilute suspensions and electroosmotic mobility in 

fixed beds of the (non)porous particles were investigated. The electrokinetically consistent results 

demonstrate substantially different behaviour for the porous particles with respect to nonporous spheres. 



It can be related to a porous particles dipole coefficient via the intraparticle void volume and, strongly 

depending on mobile phase ionic strength, to the actual magnitude of electroosmotic flow jetted through a 

particles interior. In contrast to the normal electrical double layer behaviour observed for solid spheres 

(continuous decrease of mobility with ionic strength) the competitive contributions give rise to pronounced 

maxima in the mobility curves for porous spheres. These studies resolve perfusive electroosmosis from 

the standpoint of average velocity as compared to its effect on dispersion. 
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Based on the refractive index matching of liquid and solid phase in a bed of porous spherical glass beads 

confocal laser scanning microscopy allowed a quantitative study of intraparticle electrokinetic transport 

phenomena. By recording (transient) single-bead profiles for fluorescent, charged and uncharged tracer it 

was visualized that electrokinetic species transport produces, in contrast to the symmetric-spherical 

distributions observed with diffusion-limited operations, pronounced asymmetric concentration profiles in 

a particle. This behaviour is caused by the unidirectional character of electroosmosis and electrophoresis. 

It forms the basis for a significantly faster intraparticle mass transfer compared to the diffusion-limited 

kinetics. Further, quantitative image analysis permitted the direct determination of velocities underlying an 

intraparticle-forced electroosmotic convection and electrophoretic migration. 
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Extends the earlier work with more detail. Systematic study of electroosmotic perfusion for transport of an 

electroneutral, nonadsorbing tracer. Quantitative analysis in real-time of spatio-temporal distribution of 

fluorescent tracer molecules during their uptake by and release from porous particles with confocal laser 

scanning microscopy. Results of measurements could be successfully interpreted and further analyzed by 

a compact mathematical model. Intraparticle Peclet numbers of up to 150 were realized and found to 

significantly enhance mass transport on a particle-scale towards the convection-dominated regime when 

compared to the conventional, diffusion-limited kinetics. 
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Electrokinetically-driven transport of neutral and charged analytes in porous glass beads was investigated 

by confocal laser scanning microscopy using a microfluidic setup. Investigations were carried out at low 

ionic strength leading to ion-permselective transport through a bead. Concentration polarisation was 

induced by external electrical fields resulting in a diffusion boundary-layer with reduced ion concentrations 

in the solution adjacent to a bead surface. It comprises extraparticle fluid-side mass transfer resistance. 

At increasing field strengths internal flux densities finally exceed extraparticle transport from bulk solution 

toward the surface and a nonequilibrium space charge develops, both inside the ion-permselective 

particles and in the adjacent electrolyte solution outside. As a consequence, the effective adsorption area 

of the intraparticle surface is reduced and beads ultimately remain unloaded for counter-ionic tracer. The 

induced diffuse space charge outside the particles gives rise to tangential electroosmotic convection 

stimulating electrokinetic chaotic mixing. Tracer pulse injections show that the overall signal variance can 

be improved by more than two orders of magnitude adjusting non-equilibrium electrokinetic conditions. 
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Examines electrochromatographic separation efficiencies with electroneutral analytes and the dynamic 

behaviour of EOF in C18-silica capillary monoliths with bimodal pore size distribution over a wide range of 

mobile phase Tris concentration. The dependence of plate height and fluid dynamics on the applied 

electrical field and mobile phase ionic strengths is discussed in view of electroosmosis of the second kind, 

indicating a unique and yet unexplored potential of this electrokinetic transport mechanism in separation 

science. In particular, the onset of a nonlinear electroosmotic flow behaviour in the hierarchical monolithic 

structure and concomitant, significantly reduced dispersion were analyzed in view of concentration 

polarisation and possible nonequilibrium electrokinetic effects which may develop in porous media with 

ion-permselective regions due to the presence of strong electrical fields. 
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Pulsed field gradient nuclear magnetic resonance has been successfully applied to a direct and detailed
experimental study of topological and dynamic aspects involved in the exchange of small, nonsorbed fluid
molecules between the intraparticle pore network and the interparticle void space in chromatographic columns
packed with spherical-shaped, porous particles. The approach provides quantitative data about the effective,
intraparticle diffusion coefficients (and tortuosity factors) and about the associated, diffusion-limited mass
transfer kinetics, including stagnant boundary layer contributions. In view of the recorded exchange kinetics,
an analytical description for solute diffusion into/out of spherical particles is offered and addresses the influence
of the particle size distribution and particle shape on the observed mass transfer rates and calculated diffusivities.
The combined analyses of the steady-state intraparticle pore diffusion data and the associated exchange kinetics
with Peclet numbers up to 500 reveals the existence of external stagnant fluid where all the interparticle
fluid-side resistance to diffusion is localized. It is represented by a thin stagnant boundary layer around the
particles and can be accounted for by the introduction of a hydrodynamically effective particle diameter
which is found to depend on the Peclet number. The approach appears to be promising for a selective, detailed
study of the boundary layer dynamics. Concerning the investigation of different chromatographic media and
intraparticle morphologies, we demonstrate that the actual correlation (or randomness) of interconnection
between intraparticle pores of different size has a profound effect on the observed tortuosity factors and the
diffusion-limited stagnant mobile phase mass transfer kinetics. Compared to intraparticle pore networks with
a random assignment of different pore sizes, hierarchically structured bidisperse porous particles offer a superior
network topology, which can form the basis for an increased chromatographic performance.

Introduction

The packed and consolidated bed of a chromatographic
column obtained with spherical-shaped, porous, rigid particles
intrinsically bears a complex fluid dynamics. It is difficult to
analyze exactly, due not least to the number of different
mechanisms that actually contribute to the dispersion of a solute
band as it passes through the column and to the complex
geometries of the intraparticle pore network and the interparticle
void space involved in this tortuous journey.1-3 Under typical
conditions, solute transport occurs mainly by interparticle
convection and intraparticle diffusion, and chromatographic
separations are generally achieved by a differential adsorption
of the solutes on the large inner surface area of the packing
materials. The adsorption process requires that solute first moves
through a film of fluid at the outer surface of the adsorbent
particles (most often assumed to be stagnant), where diffusion
normal to the surface is at least the dominating transport
mechanism,4-7 and then diffuses through the pools of stagnant
fluid entrained in the intraparticle pore network.8-13 In most
practical cases, the adsorption-desorption process is fast and
the equilibrium kinetics are controlled by the mass transfer
resistances. In this respect, the stagnant mobile phase mass
transfer, i.e., the diffusion of solute molecules into and out of
the fine pores of the particles, has been identified as the major
source of band dispersion in liquid chromatography.1,14-16

Especially with smaller partition coefficients of the solute and

a larger particle radius, this diffusion-limited mass transfer
within the particles may dramatically limit the overall kinetics.9

Advances in the design and preparation of adsorbents have
included the use of small nonporous17,18 and micropellicular
particles,19 continuous polymer phases20 and monolithic struc-
tures21 as an alternative to packed beds, as well as the
development of hierarchically structured, macroporous22 and
gigaporous particles (withdpore/dp > 10-2).23,24 In the case of
the latter, intraparticle fluid forced convection has been proposed
to be operative under certain conditions, to assist and even
dominate over the diffusive transport in the larger, particle-
transecting (“flow-through”) pores of the bidisperse pore
network inside these particles.25-28 Because of the higher mass
transfer rates columns packed with these gigaporous media have
shown significant performance advantages over columns ob-
tained with conventional, purely diffusive adsorbent particles,
especially in high-speed separations and purifications of slowly
diffusing (bio)macromolecules.

Central to the understanding of a diffusion-controlled mass
transfer kinetics in porous particles and to the prediction of the
chromatographic performance of a material is the effective
diffusivity (Deff) of and in the stagnant fluid entrained in the
intraparticle pore network. This parameter inherently contains
a wealth of information and in the general case is related to the
bulk diffusivity in free solution (Dm) by29,30
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with εintra, the internal porosity of the particles andτintra, the
tortuosity (more correctly,31 the tortuosity factor) of the intra-
particle pore network. The enhanced drag coefficient,KH

-1, is
a factor accounting for additional hydrodynamic hindrance
within the pore when solute and pore size are of comparable
magnitudes.KP is the partition coefficient and characterizes the
ratio of solute concentration inside the pores to the concentration
outside the pores in bulk solution at equilibrium. This entropy-
controlled, geometric exclusion effect is intimately related to
the basic retention mechanism in gel permeation chromatog-
raphy.32,33 The restrictive factor Fλ ) KP/KH is a function
dependent onλ, the ratio of the critical molecular diameter to
the pore diameter, and ranges between 0 and 1.30

For diffusion-limited mass transfer kinetics and small values
of λ (Fλ ≈ 1) the effective diffusivity remains the ultimate
transport parameter relatingscommonly expressed by a single
tortuosity factor (and the respective network porosity)sdiffusive
flux into and out of the particles pores to the intrinsic system
morphology (geometry and topology) and range of inhomoge-
neities. It includes surface characteristics (e.g., chemical modi-
fication and roughness), the pore size and its distribution(s),
pore shape, and pore interconnectivity. For a network made of
cylindrical pore segments the effective diffusivity may be
expressed by34,35

whereεintra(r )dr stands for the porosity of pores having a radius
in the interval [r , r + dr ], and εintra(r ) is the porosity density
function which may account for the length and size distribution
of the (cylindrical) pores.35 Unfortunately, this equation does
not contain much information about the actual correlation of
the interconnection between pores of different size that con-
tribute toεintra(r ), an effect that certainly has a strong influence
on the network permeability and value ofτintra. The tortuosity
factor is a very sensitive indicator for the presence of dead-end
pores which adversely affect stagnant mobile phase mass transfer
rates36-38 and may cause excessive bandbroadening and peak
tailing.39,40 At a given porosity and pore size distribution the
tortuosity is lower for pore networks with higher coordination
numbers.41,42

Closely related to the effective diffusivity is the intraparticle
diffusivity Dintra, but compared toDeff it is based on the pore-
level solute concentration and consequently does not account
for the porosity factor and the equilibrium partition coefficient43

Thus, the problem now is to predict the values of the intraparticle
tortuosity factor,τintra (for KH

-1 ≈ 1). Finally, although with
silica it is reasonable to assume that no mass transfer can take
place through the walls between pores, this is not necessarily
true for all the resins used as packing materials.44 For this
diffusion in and through the polymer matrix itself, the diffusion
coefficient would be unusually small, causing low intraparticle
sorption rates.45,46Although estimation procedures are available,
it still remains very complicated to make accurate predictions
of the diffusivities and tortuosities needed for liquid chroma-
tography and bioreactor modeling, including diffusion and
reaction in porous catalysts.47 Despite its importance and
historical background,1,2 the direct and quantitative measurement
of the classical stagnant (i.e., diffusion-limited) mobile phase
mass transfer kinetics also has been extremely difficult.

Based on the averaged propagator formalism for nuclear spin
(hence, molecular) displacements, pulsed field gradient nuclear
magnetic resonance (PFG-NMR) is currently attracting increased
interestsby choice acting as a contrast mechanism in an NMR
imaging approachsin the experimental characterization of fluid
flow and dispersion within a number of porous model
systems.48-56 This includes specific packed-bed applications in
high performance liquid chromatography and heterogeneous
catalysis, such as the study of axial and transverse plate height
relations in analytical columns57 or the performance of prepara-
tive-scale, radially compressed cartridges,58 and effective dif-
fusivity measurements in porous catalyst pellets.59 In particular,
it has been demonstrated most recently that this approach allows
to observe directly, separately and quantitatively the purely
diffusive, intraparticle and the diffusive-convective interparticle
fluid molecules in chromatographic columns packed with porous
adsorbent particles.60

In this article we report about an extended, detailed PFG-
NMR investigation of the stagnant mobile phase mass transfer
kinetics and intraparticle diffusivities of several single-fluid
phases in selected chromatographic media. Special attention is
given to the influence of structural parameters, such as the
particle size and (intraparticle) pore size distributions, and to
the actual correlation of interconnectivity between, e.g., large
and small pores on the observed intraparticle fluid transport
characteristics, such as the tortuosity factor and the rates of fluid
exchange with the interparticle void space. It is demonstrated
that this potential PFG-NMR approach provides important, in
fact complementary data of both steady-state and transient nature
concerning intraparticle diffusion and the associated, diffusion-
limited mass transfer kinetics. The combined use of these series
of data allows an unambiguous determination of intraparticle
diffusivities and tortuosity factors and of the contribution to
the observed mass transfer characteristics at a given Peclet
number of stagnant regions in the interstitial space of packed
beds, i.e., of those between and around the fine particles. The
obtained results are compared to dimensional considerations
concerning the stagnant boundary layer and its hydrodynamics
available from literature data.

Experimental and Procedural Section

The 4.6× 150 mm poly(arylether-ether-ketone) columns were
professionally packed and consolidated using the slurry tech-
nique (Grom Analytik + HPLC GmbH, Herrenberg, Ger-
many),61,62following the detailed instructions of the respective
manufacturer. The PEEK material allows the columns to be
packed and operated at pressures up to 350 bar and also shows
an excellent magnetic susceptibility characteristics.63 1H PFG-
NMR measurements were made at 23( 0.5°C on a 0.5 T NMR
spectrometer. A more detailed description of the NMR hardware
configuration and the liquid chromatography implementation
can be found in a previous article.54 Solvents were of LiChrosolv
quality (Merck, Darmstadt, Germany) and degassed with helium
before use.

Some characteristics of the packing materials used in this
work are listed in Table 1. Particle characterization (mean
diameter and standard deviation of particle size distribution)
was performed by laser light scattering on a Coulter LS 130
particle size analyzer (Beckman Coulter, Inc., Fullerton, CA).
Two of these supports are based on a polystyrene (PS) matrix
cross-linked with divinylbenzene (DVB). One is a so-called
perfusive support with a rather bimodal intraparticle pore
network, which in this case is due to the hierarchical design of
these particles (POROS 50 R2 from PerSeptive Biosystems,

Deff ) 1
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∫r
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Wiesbaden, Germany).23,64 The second consists of extremely
monodisperse spheres, which is due to the salient features of
the Ugelstad method65 on which the particles are based, with a
comparatively broad, unimodal intraparticle pore size distribu-
tion (SOURCE 30Q from Amersham Pharmacia Biotech,
Freiburg, Germany). These monosized beads are substituted with
quaternary ammonium groups which are attached to the matrix
via long, hydrophilic spacer arms (strong anion exchanger). In
addition to the two PS-DVB supports we used conventional
reversed-phase particles based on a porous silica matrix
(YMC•GEL ODS-A S50 from YMC Europe, Schermbeck,
Germany).

For an ideal PFG-NMR experiment66 and in the absence of
any spatial localization gradients the normalized echo amplitude,
E(q,∆), bears a direct Fourier relation with the Lagrangian
averaged propagator, Ph(R,∆), of the fluid molecules67-69

The displacement probability distribution Ph(R,∆) gives the
probability for any fluid molecule in the sample to travel a net
displacement,R, over time∆ in the direction of the applied
pulsed magnetic field gradients of amplitude|g| and duration
δ.69 This gradient area defines the vectorq ) (2π)-1γδg in
q-space, which is the space reciprocal to the dynamic displace-
mentR.70-72 Thus, Ph(R,∆) can be reconstructed directly from
the PFG-NMR signal by Fourier transform ofE(q,∆) with
respect toq. When on the observational time scale both the
intraparticle diffusion and the convection-driven interparticle
dispersion processes of the fluid molecules are Gaussian in
nature,54 the net amplitude attenuation ofE(q,∆) as a function
of q is modulated, as long as the exchange between stagnant
intraparticle and moving interparticle fluid is still incomplete
over time ∆, by the respective two (also Gaussian) decay
envelopes representing the intraparticle diffusivityDintra and the
apparent axial dispersion coefficientDap,a. Including in general
the possibility of differences in the longitudinal (T1) and
transverse (T2) relaxation time characteristics of the fluid
molecules in the intra- and interparticle pore space environ-
ments,73,74 we then obtain forS(q,∆)68

Here,κ1 and κ2 denote the time of the (nonselective) second
and third 90° r.f. pulse in the pulsed field gradient stimulated
echo sequence used in this work.75,76On the basis of the dynamic
displacementsR over time∆, theAn(∆) in this case represent
the number of fluid molecules which have remained in stagnant
regions of the packed bed or which have (at least once)
participated in the interparticle flow, respectively. Experiments

at different observation times∆ (κ2 varied) were generally
performed with a constant gradient pulse duration (δ ) 2.5 ms
and δ , ∆) but incremented gradient amplitude, taking 64
q-steps in the range of(qmax and up to 48 phase-alternated
signal averages at each value ofq. By keepingκ1 fixed, the
contribution of transverse relaxation in eq 5 is also constant.
Echoes were acquired on-resonance and were phased individu-
ally to extract the net amplitude modulation ofS(q,∆) at a given
flow rate and observation time. For the calculation ofDintra and
Aintra(∆) individual measurements were repeated at least three
times, withr2 > 0.9996 for the best fit of the raw data to eq 5
and a reproducibility of the results within 5%.

All calculations were performed using IDL (Interactive Data
Language, Research Systems Inc., Boulder, CO). To account
for the contribution of intraparticle longitudinal relaxation over
time (κ2 - κ1) ) (∆ - κ1) to the slope of theAintra(∆) vs ∆
curve (cf. Equation 5), combinedT1/T2

1H relaxation time
measurements were made with a standard inversion-recovery
technique (T1), incorporating a proper echo-train (T2). These
measurements did not reveal the existence of discreteT1

distributions for the intraparticle and the interparticle fluid
molecules. Although the surface-to-volume ratios of the respec-
tive pore spaces are different, it suggests that surface relaxation
is not strong enough to impart a significant difference in
longitudinal relaxation behavior. It is probably caused by the
low-field NMR measurements (1H 20.35 MHz), combined with
the extremely low amount of paramagnetic impurities present
in these chromatographic media and the respective chemical
modification of the particles (internal and external) surfaces.
In the case of the porous silica particles (the only inorganic
oxide-based particles used in this work), for example, the Fe3+

contamination of the parent silica is well below 10 ppm. From
a chromatographic point of view, surface trace metal impurities
would give strong Lewis acid adsorption sites which adversely
affect performance.77 Further, the originally polar, silanolic
surface has been chemically derivatized by a bonded alkyl layer
(high coverage of C18 chains), including a C1-endcapping of
residual silanols. It is a classical chromatographic support used
for many reversed-phase separations, most applicable for polar
to moderately nonpolar samples. Thus, returning to the NMR
standpoint, surface (and bulk) trace metal activity is very small,
and the respective sites become sterically almost inaccessible.

Results and Discussion

With respect to the actual fluid dynamics encountered in the
experiments, Figure 1a shows a representative single-fluid phase
averaged propagator distribution, Ph(R,∆), recorded in the axial
(flow) direction, at a volumetric flow rate (Fv) of 8.0 mL/min
and an observation time (∆) of 25 ms. This quantitative
displacement probability distribution illustrates both the potential
steady-state character (regarding intraparticle diffusion) and
transient nature (with respect to the stagnant mobile phase mass
transfer kinetics) of these PFG-NMR measurements. For

TABLE 1: Some Characteristics of the Spherical-Shaped, Rigid Porous Particles

properties: material YMC ODS-A S50 POROS 50 R2 SOURCE 30Q

mean diameter,dp [µm] 50.2 49.6 30.7
standard deviation [µm] 10.6 9.5 0.7 (<0.03dp)
matrix C18-bonded silica,

fully endcapped
cross-linked PS-DVB,

hierarchically structured
cross-linked PS-DVB,

quaternary ammonium
internal porositya ∼ 0.5
average pore sizes [Å] 120( 15, unimodal

distribution
6000-8000, 500-1500;

bimodal distribution
200-10000, unimodal

distribution

a According to the information provided by the respective manufacturer.
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example, under the experimental conditions (Figure 1a), we find
24.6% of the water molecules in the packed bed being left
unexchanged in the deep stagnant pools inside the porous C18
silica particles. By a systematic variation of the observation time,
this actually transient character of the measurement allows to
record the stagnant mobile phase mass transfer kinetics toward
a complete exchange between stagnant and moving fluid in the
packed bed.54 As is demonstrated in Figure 1b, at∆ ) 420 ms
only less than 0.5% of the stagnant water remains unexchanged.
On the basis of tortuosity factor, the average size and spherical
shape of the particles it should be finished after some charac-
teristic exchange time,∆e, assuming that the fluid molecules
have to travel a net distance ofdp/2 (from the spheres center to
its external surface) to leave the porous particles completely1

We will see how this dimensional consideration matches the
experimental data. On the other hand, the root-mean-squared
(rms) translational displacement of the yet unexchanged intra-
particle fluid molecules (as long as∆ < ∆e, cf. Figure 1a)
probed in the direction of the applied magnetic field gradient
is given by

For the particle dimensions of the chromatographic media,
mobile phase diffusivities and observation times selected for
this study, the corresponding diffusive displacements of the

stagnant fluid molecules are much larger than the range of
typical inhomogeneities in either intraparticle pore network. In
this respect, the experiment then provides a steady-state pore
diffusion measurement which allows to extract an effective
intraparticle diffusion coefficient,Dintra. Furthermore, these data
necessarily have to be consistent with the characteristic decay
rates of the aforementioned, diffusion-limited exchange kinetics.
These two series of data in fact provide us with complementary
information, not only in view of the stagnant (diffusion-
controlled) boundary layer existing at the particles external
surface under laminar flow conditions.5 Consequently, the
obtained results are now discussed separately under the light
of these aspects.

Intraparticle, Effective Self-Diffusion Coefficients. The
single fluid phases used in this study consist of water, aceto-
nitrile, methanol, 2-propanol, and methylene chloride. These
nonsorbed molecules are rather small compared to the pore
constrictions encountered inside the porous particles. Thus,
hydrodynamic friction is negligible and the directly measured
intraparticle rms translational displacements (andDintra) at long
enough times approach the values given by the topology, i.e.,
the interconnectiveness of the pore network, by means of eq 3
(with KH

-1 ≈ 1). Because only single-fluid phases are used,
the calculated values ofDintra represent the corresponding self-
diffusion coefficients.78

Because of different mean pore sizes, pore size distributions,
and pore interconnectivities in the particles (Table 1), the
associated transport heterogeneities in the respective pore
networks are expected to be characterized by different correla-
tion times and length scales. Figure 2, however, demonstrates
that, within the range of observation times∆ encountered in
the measurements,Dintra in fact is found independent of this
parameter and in the tortuosity-limited regime of the respective
pore network, corresponding to a steady-state pore diffusion in
either case (i.e., such thatDintra ≡ Dintra

eff ) Dm/τintra). Other-
wise, Dintra would depend on∆ and still decrease toward the
tortuosity asymptote. The attainment of a steady-state pore
diffusion, together with its verification here by the data shown
in Figure 2 is also important with respect to the average particle
diameters (Table 1). For example, when larger pores start to
contribute to the intraparticle porosity, the pore network becomes
inhomogeneous on an increasing scale that may approach the
size of the whole particle. On the other hand, as long as the
asymptotic (tortuosity limited) diffusion regime is reached, the
tortuosity factor of a network consisting of 100% small pores
is the same as with 100% large pores.42

Figure 1. Axial displacement probability distributions of the fluid
molecules (water) in a packed bed of porous particles (YMC ODS-A
S50). 4.6× 150 mm PEEK column; volumetric flow rateFv of 8.0
mL/min. The stagnant, purely diffusive fluid is found centered at zero
net displacement. Observation times,∆ ) 25 ms and∆ ) 420 ms.

∆e )
τintra

2 Dm
[dp

2]2

with (x〈Rintra
2 〉)∆)∆e

)
dp

2
(6)

x〈Rintra
2 〉 ) (2 Dintra∆)1/2 (7)

Figure 2. Intraparticle self-diffusion coefficient of water in two of
the chromatographic media as a function of the observation (diffusion)
time; Fv ) 8.0 mL/min.
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The intraparticle tortuosities measured by PFG-NMR are
summarized in Table 2, and the discussion necessarily focuses
on the topology of the three pore networks. The most striking
feature of these data is the tortuosity factor of the gigaporous
particles (POROS 50 R2) which, for all the mobile phases
considered in this work, is significantly lower than that of the
other two supports. In contrast to conventional media, these
POROS beads have two discrete classes of pores interconnected
in a well-correlated manner.23 The bidisperse particles are made
by inter-adhering PS-DVB microspheres which are fused into
the final, continuous particle structure by using several steps
of clustering. This process creates a first set of 6000-8000 Å
pores which transect the whole particle (throughpores) and a
second, more abundant set of smaller pores with 500-1500 Å
in diameter. Because of the hierarchical design of these particles,
the spacing between throughpores is seldom greater than 1µm,
thereby reducing diffusion path lengths in the interconnecting
smaller pores to below that distance.23 Thus, the actual cor-
relation of interconnectivity between the large and small pores
creates a gigapore network (dpore/dp > 10-2) that spans the whole
particle and minimizes diffusion distances in the macroporous
domain (dpore > 500 Å). On the basis of the lower network
tortuosities, the stagnant mobile phase mass transfer rates within
such hierarchical bidisperse networks will be superior compared
to bidisperse structures in which the pore sizes are assigned at
random.79,80 The transport behavior of such nonrandom bidis-
perse pore networks in fact is expected to be closer to that of
the individual giga- and macropore (or macro- and mesopore)
networks arrayed in parallel rather than to the behavior of the
corresponding random network with bimodal pore size distribu-
tion.81 Although the correlation of interconnectivity is now well-
recognized as being of prime importance in the design of
(bidisperse) porous particles,79-83 surprisingly little experimental
data (likeDintra) are available which directly characterize the
topology of these hierarchically structured pore networks
compared to less correlated ones.

In contrast to the 50-µm PS-DVB particles (POROS 50 R2),
the pore network of the 30-µm beads (SOURCE 30Q) is
characterized by a relatively broad, unimodal pore size distribu-
tion, with the interconnection of the larger and smaller pores
being rather uncorrelated, i.e., comparatively random. Thus, the
large and small pores do not form interconnected, distinct pore
networks, and the tortuosity factor then increases due to the
shielding of large pores by small ones (Table 2).84 Finally, the
yet slightly higher intraparticle tortuosity factors found for the
mesoporous silica-based particles (YMC ODS-A S-50) could
be caused by the presence of a larger number of dead-end pores.
However, the exact topological differences of the latter two pore
networks are hardly known with sufficient accuracy to allow
such small distinctions to be made meaningfully. Nevertheless
and as a more general trend in view of the arguments followed
in this work, the tortuosity factors observed for the nonhierar-
chical intraparticle pore networks are significantly higher than
those found for the hierarchical bidisperse particles; however,
the values are still close to 2. This value has been predicted for
an isotropic porous medium,31 recalling the basic arguments of
Carman85 in context of the parallel-pore model. Other arguments

suggest a tortuosity factor of 3 for a particle network consisting
of randomly oriented, nonintersecting cylindrical pores where
each straight capillary covers the length of the whole particle.86

With respect to the remarkably lower value ofτintra, the
hierarchical bidisperse particles can be viewed as consisting of
loosely packed agglomerates being responsible for the several
types of pores finally present in the matrix.23 Thus, the actual
network within a single support particle resembles itself, to some
degree at least, the overall (intra- and interparticulate) pore space
typically encountered in packed beds of porous particles. Using
this similarity for a moment, Table 3 summarizes some
properties of cubic, i.e., regular lattices of identical, impenetrable
spheres at dense packing so that the hard spheres are just
touching each other.87,88 An increase in the distance between
neighboring spheres (or corresponding decrease, while spheres
start to overlap) causes also an increase (decrease) in the
interstitial porosity and in the effective, translational diffusivity
of small molecules entrained in the respective pore network.89

Further, any kind of positional disorder introduced into the
particle arrangement (at a constant porosity) leads to an
increased lengthscale of heterogeneities and a higher tortuosity
factor.

Given the fact that a conservative estimate for the intraparticle
porosity of the hierarchically structured particles (POROS 50
R2) is 0.5,23 comparison with Table 3 and the tortuosity factors
given in Table 2 suggests that neither regular (cubic) lattice at
dense packing is appropriate to describe well this pore network.
On the basis of a pure value identification, the simple cubic
arrangement comes closest. Not surprisingly, it is the one with
the smallest coordination number. These observations are in
agreement with recent findings that the pore structure of these
particles rather behaves like an inhomogeneous assemblage of
loosely packed microspheres.90 This situation is quite different
from the one typically encountered in random close-packed beds
of chromatographic columns. Here, the interparticle porosity is
usually found to vary between 0.36 and 0.4. More extreme
values are possible, depending on packing and operational
procedures, as well as on particle characteristics.91

Remarkably low intraparticle tortuosity factors have also been
postulated for hierarchically structured, spherical, porous zir-
conia particles using PFG-NMR methods.92,93Even though the
authors did not report the net effective, intraparticle diffusion
coefficients, the trend in their diffusivity data at least indicates
values ofτintra between 1.5 and 2 (i.e., below the isotropic porous
medium value). This behavior has been attributed to the very
open packing of the colloids within the particles.92 Higher
tortuosity factors, yet close to 2, have been reported for protein
diffusion within macroporous size-exclusion chromatographic
media.43,94 By restricting the diffusing species to individual

TABLE 2: Intraparticle Tortuosity Factors, τintra ) Dm/Dintra

fluid: material YMC ODS-A S50 POROS 50 R2 SOURCE 30Q Dm [10-5 cm2/s]

water 2.24 1.47 2.08 2.15
acetonitrile 2.29 1.56 2.16 3.83
methanol 2.23 1.51 2.11 2.23
2-propanol 2.15 1.43 2.03 0.58
methylenechloride 2.21 1.53 2.09 3.07

TABLE 3: Cubic Lattices of Identical Spheres at Dense
Packing

cubic lattice
coordination

number
interstitial
porosity

tortuosity
factor

SC 6 0.476 1.38
BCC 8 0.320 1.47
FCC 12 0.259 1.62
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particles using excluding solvent in the interparticle void space,
intraparticle labeled-protein (tracer) diffusion could be studied
selectively by fluorine PFG-NMR.

All these data seem to indicate a general trend for the actual
hierarchy in pore structure and the associated tortuosity factor.
However, they also call for further studies demonstrating
systematically its dependence on the processing conditions and
thereby achieved correlation (or randomness) of interconnection
between differently sized pores. These experimental data will
help in the refinement of chromatographic separations95 and in
the development of a numerical approach (and model validation
in general) for predicting the interrelationship of structure and
transport in porous adsorbent particles.96

Another aspect closely related to the intraparticle diffusivity
of the hierarchically structured particles (POROS 50 R2) merits
attention. On the basis of dimensional considerations and
morphological observations concerning the gigaporous (through-
pore) network, it has been proposed that these hierarchically
bidisperse particles can be operated under perfusion conditions,
i.e., in such a mode that both intraparticle forced-convection
and diffusion contribute to the fluid transport in the gigapores,
while only diffusion is active in the smaller macropores.23

According to Liapis and McCoy,97 the term “perfusion chro-
matography” refers to any chromatographic system in which
the intraparticle fluid velocity is nonzero. The effect of
intraparticle convection is an enhancement of the overall rate
of mass transfer in the particle, thereby improving the efficiency
of diffusion-limited chromatographic operations. It has been
pointed out conceptually that its contribution can be well-
represented by a convection-augmented effective, intraparticle
diffusivity.23,98The first experimental direct confirmation of net
flow through gigaporous particles has been reported recently
in a test apparatus that isolates single particles.90 Figure 3a
however shows that within the range of hydrodynamic condi-
tions encountered in our current work,Dintra in all the chro-
matographic media remains constant in the purely diffusive,
tortuosity-limited regime (Dintra < Dm and τintra > 1). As can
be concluded from Figure 3b which records the accompanying
pressure drop over the 4.6× 150 mm columns and also from
a comparison with the results reported by Pfeiffer et al.,90 the
actual pressure gradient across individual particles in the packed
bed is probably too small to act as a driving force for any
measurable intraparticle forced-convection assisting or even
dominating fluid transport. Thus, compared to the other two
supports, the low tortuosity factor recorded for the hierarchically
bidisperse particle structure resembles diffusion control in a yet
superior pore network, without the need to postulate, at this
stage at least, the operation of a perfusive mechanism.

Next, we turn to the stagnant mobile phase mass transfer
kinetics which is associated with the exchange of fluid molecules
between the investigated purely diffusive intraparticle pore
network (already with a preknowledge of the respective values
of Dintra) and the diffusive-convective interparticle void space,
how we can acquire and analytically describe it, and to the
complementary information it provides.

Nonsteady-State Diffusion into/out of Spherical Particles.
On the basis of the net (dynamic) displacements of the fluid
molecules over time∆, the propagator formalism provides a
quantitative characterization of the stagnant and moving fluid
in the packed bed using the PFG-NMR technique. Averaged
propagator distributions recorded at increasing observation times
thus directly monitor the progressive diffusion out of the
spherical particles.60 Those fluid molecules which leave the
spheres and participate in the interparticle forced convection

within (increased) time∆ will no longer contribute to the
ensemble of purely diffusive fluid molecules which is found
centered at zero net displacement. At long enough observation
times the stagnant fluid fraction has disappeared and exchange
is complete (cf. Figure 1). Consequently, this situation resembles
the general case of an unsteady-state diffusion of a solute into/
out of spherical, porous particles in which the spheres are
emptied or, vice versa, filled by diffusion, and it can be treated
analytically in the same manner. Thus, when we then consider
the case in which the diffusion (no chemical reaction yet) from
the bulk of the particle of radiusrp to its surface is radial, i.e.,
the initial and surface conditions are such that the concentration
C of a solute only depends onr and time∆, the diffusion
equation for a constant diffusion coefficient takes the form99

With the substitutionu ) Cr and assuming an initial
concentrationCi(r) in the sphere and surface concentration
Cs(∆), the equations for u become99

with

Figure 3. Intraparticle self-diffusion coefficients of water in (a) the
chromatographic media and (b) column pressure drop as a function of
the volumetric flow rate;∆ ) 60 ms.

∂C
∂∆

) Dintra[∂2C

∂r2
+ 2

r
∂C
∂r ] (8)

∂u
∂∆

) Dintra
∂

2u

∂r2
for 0 e r < rp (9)

u ) 0 when r ) 0 and ∆ > 0

u ) Cs(∆)‚rp when r ) rp and ∆ > 0

u ) Ci(r)‚r when 0e r < rp and ∆ ) 0
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These are the equations for diffusion in a slab of thicknessrp,
with its ends atr ) 0 and r ) rp kept at zero andCs(∆)rp

respectively, and with the initial distributionCi(r)r. Thus, the
problem of radial diffusion in (uniform) spheres can be deduced
from the solution of the corresponding linear problem. Equation
9 is of the same form as the analogous differential equation
characterizing heat transfer for unsteady-state heat conduction
in plane sheets (and spheres). For that case, Carslaw and
Jaeger100have derived an analytical solution which is the product
of a trigonometric and an exponential series. In terms of the
differential equation (eq 9) and the boundary conditions that
the sphere initially is at a uniform concentration (Ci(r) )
constant) C0) and that the concentration at the surface of the
sphere is maintained steady at zero (Cs(∆) ) constant) 0),
which causes the sphere to be emptied by diffusion, the average
amount of diffusing substance still remaining in the sphere at
any time,Aintra(∆), is given by100

The corresponding solution for small exchange times (and
small values of the dimensionless parameterú ) (Dintra∆)/rp

2)
is

At large observation (exchange) times∆, on the other hand,
eq 10 approximates to a simple exponential decay function

Figure 4a shows the dependence on the observation time of
the amount of stagnant water entrained in the respective particle
packings. At first glance, all the mass transfer data are well-
described by eq 10 and values of the constantB ) Dintraπ2/rp

2

obtained from the best fit of the data to this equation are
summarized in Table 4, together with the corresponding values
obtained by use of eqs 11 and 12 at short and long times,
respectively. Evidently, the experimental approach followed in
this work using single-fluid phases, while monitoring a (ficti-
tious) diffusional emptying of the porous particles (Figure 4a),
avoids problems that could arise due to a nonconstant (i.e.,
concentration-dependent) diffusion coefficient during transient
diffusion experiments.101

A closer look at the data however reveals slight, but
characteristic deviations from the best fit to eq 10 which
inherently assumes, apart from a constant diffusion coefficient,
a uniform diameter of the spherical particles. In this respect,
both the particle shape and a size distribution will have a
pronounced effect on the experimental mass transfer curves.102

Compared to the predictions of eq 10, smaller-than-average
particles will cause a higher initial rate, while the larger-than-
average particles will be responsible for lower decay rates at
long times, especially whenAintra(∆)/Aintra(0) becomes smaller
than about 0.2. This is exactly what we observed for the supports
with the larger particle size distribution (Figure 4b and Table

4). In view of the fact that the monodisperse polymer particles
(SOURCE 30 Q) have a remarkably narrower particle size
distribution than the other two supports (cf. Table 1),65 the effect
was investigated further. In passing we note that the influence
of the particle shape is not addressed separately and that a perfect
spherical shape of the particles is assumed, a fairly reasonable
assumption for these modern supports as can be shown by
electron microscopy of the media.

Introducing a particle size distribution functionf(rp), where
f(rp)drp is the fraction of particles having a radius in the range
(rp + drp), the appropriate expression for describing diffusion
out of the spherical particles is

The particle size distributions of the supports have been
measured and particle sizes were found to be normally (Gauss-
ian) distributed. Whenµ andσ, respectively, denote the mean
and standard deviation of the particle radius, eq 13 then
becomes102

Figure 4. (a) Unsteady-state diffusion and total intraparticle fluid
fraction unremoved as a function of the observation time. Mobile phase,
pure water.Fv ) 4.8 mL/min (30µm particles) and 8.0 mL/min (50
µm particles). (b) The effect of the finite particle size distribution
becomes evident, best fit of the data to eqs 10 and 14.
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With the information aboutµ and σ, obtained by means of
independent measurements, eq 14 was evaluated numerically
and an indeed excellent agreement with the experimental data
could be established (Figure 4b). The values ofDintra obtained
by this procedure (eq 14) are also given in Table 4.

Thus, by taking proper account of the supports particle size
distribution (and the shape), a very satisfactory quantitative
description of the experimental mass transfer data may be
obtained from the diffusion equation, and for the moderate
particle size distributions encountered in this work, already eq
10 provides a good working definition of the intraparticle
diffusivity. With the monodisperse particles hardly any error is
introduced in the determination ofDintra by assuming a uniform
particle size (eq 10). For the other two supports, the effect of
the broader size distribution leads to an upward correction of
Dintra of the order of 8%. These particle size distributions are
still representative for today’s high-performance packings where
the distributions tend to be no wider than about 25% around
the mean.61 The results are in agreement with theoretical
analyses on this topic,103,104which indicate that the particle size
distribution has a significant influence on chromatographic
performance only for much broader or asymmetric distributions.

The same series of measurements and calculations reported
for water (Figure 4 and Table 4) were also made using
acetonitrile as the mobile phase, with similar results. These
values ofDintra for water and acetonitrile (eq 14), together with
the corresponding data obtained from the steady-state pore
diffusion measurements (Table 2) are summarized in Table 5.
It is now instructive to compare the agreement between these
two sets ofDintra values because they necessarily have to be
consistent in terms of the inherently associated fluid dynamics,
network topology and particle dimensions.

Comparison between Steady-State and Transient Mea-
surements.There exists a fair qualitative agreement between
these two approaches, but it becomes evident that the intrapar-
ticle diffusivities based on the exchange kinetics are systemati-
cally smaller (between 10 and 20%), even though these data
have been corrected for the effects of the particle size distribu-
tion. In turn, the particles shape or size distribution does not
influence the values ofDintra which are calculated from the
steady-state pore diffusion measurement, because the rms
translational displacement of the stagnant fluid over time∆ is

here directly measured (cf. Figure 1 and eq 7). Thus, the latter
values ofDintra represent the time-weighted average of the fluid
molecules in stagnant regions of the packed bed. On the other
hand, the values ofDintra extracted from the mass transfer curves
are based on the predetermination of the stagnant fluid fractions
over times∆, which represent the volume-weighted average of
fluid molecules in (any) stagnant regions of the packed bed,
andDintra is then obtained from the decay rate of these curves
(using eq 10 or 14). Included in these data,Aintra(∆)/Aintra(0) vs
∆ (Figure 4), is the contribution of the stagnant boundary layer
which exists under laminar flow conditions at the particles
external surface.5,13 When the fluid molecules diffuse out of
the particles and reach the spheres boundaries they first move
through this stagnant film, where the transport normal to the
surface is dominated by diffusion,4 before they enter the flow
streamlines. The effect of the boundary layer, an idealized
stagnant, spherically symmetric film, is to slightly enlarge each
particle.9

Considering the effect of the stagnant boundary layer on the
time-weighted average value ofDintra, any influence is due to
the higher value of the diffusivity within this film (Dfilm ≈ Dm)
compared to the situation in the intraparticle pore space (Dintra

) Dm/τintra). Following a fluid molecule from the center of the
spherical particle to its external surface, a characteristic time
∆intra of 325 ms is calculated based on eq 6 for travelling this
net distance ofrp (using water and the porous C18 silica particles
as an example,dp ) 50 µm andτintra ) 2.24). Assuming a film
thickness of 2.0µm (0.04dp), the time∆film it takes the fluid
molecules to pass this stagnant boundary layer (moving normal
to the particle surface) is less than 1 ms (Dm ) 2.15 × 10-5

cm2/s). When each stagnant fluid molecule has enough time to
sample both the intraparticle pore space and the film region,
the time-weighted average of the diffusion coefficientsDstagof
the stagnant fluid can be expressed as

Using for Dn and ∆n the values calculated in the above
example, we findDstag ) 1.0038Dintra. Unfortunately, this

TABLE 4: Exchange Kinetics B ) Dintra π2/rp
2 and Dintra for Water

material

parameter YMC ODS-A S50 POROS 50 R2 SOURCE 30Q

B (eq 10) 11.51 19.11 35.48
B (eq 11)a 11.94 19.54 e
B (eq 12)b 8.62 16.47 35.53
Dintra [10-5 cm2/s], eq 10c 0.73 1.21 0.81
Dintra [10-5 cm2/s], eq 14d 0.80 1.30 0.83

a For Aintra(∆)/Aintra(0) > 0.45. b For 0< Aintra(∆)/Aintra(0) < 0.15. c Based on the mean particle radius alone.d Using the mean particle radius and
its standard deviation (cf. Table 1).e The initial part of the mass transfer data is missing due to the smaller particle size and the lower limit of the
observation times.

TABLE 5: Dintra from Exchange Kinetics and Steady-State Pore Diffusion

YMC ODS-A S50a POROS 50 R2a SOURCE 30Qa

parameter H2Ob CH3CNb H2Ob CH3CNb H2Ob CH3CNb

Dintra [10-5 cm2/s], eq 14 0.80 1.45 1.30 2.18 0.83 1.48
Dintra [10-5 cm2/s], Table 2 0.96 1.67 1.46 2.46 1.03 1.77
δfilm [µm] 2.2 1.9 1.7 1.7 1.6 1.4
δfilm/dp 0.044 0.038 0.034 0.034 0.052 0.046
Pec 491 275 491 275 177 99

a Material. b Fluid. c Pe) particle Peclet number) 4Fvdp/(εinterπdc
2Dm), with εinter, the interparticle porosity (assumed 0.38) anddc, the column

diameter (0.46 cm).

Dstag)

∑
n

Dn∆n

∑
n

∆n

)
(Dintra∆intra) + (Dfilm∆film)

∆intra + ∆film

= Dintra (15)
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situation corresponds to observation times where the stagnant
mobile phase mass transfer becomes already complete, because
in terms of probability, fluid molecules originally located at the
center of the particle must also be able to reach the stagnant
boundary layer so that eq 15 can be applied (i.e.,∆ ≈ ∆intra )
∆e, eq 6). But even at the shorter observation times, where the
effective, intraparticle self-diffusion coefficients are typically
measured (cf. Figure 2), a similar dimensional consideration
shows thatDstag≈ Dintra to within 1.5%. Thus, the influence of
the slightly different diffusivity experienced by the fluid
molecules in the stagnant film enveloping the spheres on the
determined values of the steady-state intraparticle diffusivities
(given in Table 2 in form of the respective tortuosity factors)
can be neglected.

The situation is different for the reported transient measure-
ments. The volumetric effect of the stagnant boundary layer
manifests itself in an additional (diffusional) mass transfer
resistance external to the spheres. Thus, the actually stagnant
interstitial fluid in the packed bed at a given Peclet number
dictates an effective interparticle porosity available for flow.5

On the other hand, the mean particle radius enters in eqs 10
and 14 as a squared “constant”. From an intraparticle viewpoint,
this immediately suggests the introduction of a hydrodynami-
cally effective particle radius (including the film thicknessδfilm)
to account for its contribution to the recorded mass transfer
kinetics. It certainly represents an oversimplified picture of the
(considerably streamlined) stagnant fluid at the free surface of
the particles and in the cusp regions around their contact points,
but nevertheless provides a tractable starting point within this
study to cover the average effect.

For the calculation of the data reported in Tables 4 and 5,
the mean particle radius was used as determined from the
particle size distribution measurement. Now, the accurate values
of the steady-state pore diffusivities act as a boarder line for
Dintra and the systematically lower diffusivities obtained from
the exchange kinetics are adjusted to these numbers by defining
the hydrodynamically effective particle radius,rp* ) rp + δfilm,
i.e., the steady-state diffusivities (Table 2) are used as input
parameters in eq 14 and the (“effective”) mean particle radius,
with µ ) rp*, is fitted. The values ofδfilm obtained by this
procedure are listed in Table 5. The measurements were made
at a volumetric flow rate,Fv, of 8.0 mL/min in case of the 50
µm particles and at one of 4.8 mL/min with the smaller 30µm
particles due to a higher column pressure drop in this case. The
corresponding (particle) Peclet numbers of each experiment are
also given in Table 5. Depending on the actual hydrodynamic
conditions, we find a film thickness for the different fluid phases
and support particles ranging between 1.4 and 2.2µm (i.e., up
to 0.05dp). These data are now inspected in view of their
dimension, but they are too limited to allow conclusions about
the dependence of the stagnant boundary layer thickness on
molecular diffusivity (H2O and CH3CN) and Peclet number.
Compared to the 50µm particles, the results obtained for the
30 µm spheres (Table 5,δfilm/dp), however, indicate that the
boundary layer is thicker at lower Peclet numbers.

The flow rate dependence (above Pe≈ 50) of its thickness
is an important criterion for the existence of a stagnant boundary
at the interface. To confirm this observation, we conducted
experiments at different flow rates and carefully recorded the
complete mass transfer kinetics with purely diffusive particles.
This ensures that the intraparticle diffusivity itself will be
independent of Pe (cf. Figure 3a) and any significant differences
in the observed exchange kinetics may then be traced back to
a change in the hydrodynamically effective particle diameter.
Figure 5 shows the results for acetonitrile in the column packed
with the 50µm C18 silica particles. The parameters obtained

with eqs 10 and 14 are summarized in Table 6. As may be seen,
the flow rate probably has an effect and the value ofDintra

apparently increases steadily when the mean particle radius is
maintained strictly constant at its value obtained from the
particle size distribution measurement.

The same kind of observation has already been made by Boyd
et al.9 in their classical work on the kinetics of ion exchange
adsorption processes in a shallow-bed apparatus. For their
diffusion-limited stagnant mobile phase mass transfer kinetics
these authors found a clear dependence on the flow rate of the
“constant”B ) Dintraπ2/rp

2 in eq 10. They concluded that the
particles were made effectively slightly larger by a surrounding
liquid film which should be an inverse function of the flow
velocity.

Thus, by keeping now in our calculations the acetonitrile
intraparticle diffusivity constant at its value known from the
steady-state pore diffusion measurement (Dintra ) 1.67× 10-5

cm2/s), the increase in Peclet number is accompanied by a steady
decrease of the film thickness from 3.1 to 1.9µm (rp* from
28.2 to 27.0µm, Table 6). Due to the dimensions inherently
involved (50 and 30µm particles), the absolute effects are
expectedly small. We now seek for dimensional estimates of
the boundary layer and its dependence on the hydrodynamics
available from literature data.

In an attempt to describe the interplay of convective and
diffusional mixing of unsorbed solutes in the interstitial space
of packed beds, Horva´th and Lin105 argued that eddy dispersion
occurs only outside the stagnant film, i.e., in the liquid which
is actually moving between the particles. To evaluate the
thickness of this film they came up with the “free surface model”
of Pfeffer and Happel106,107who developed it in their analytical
study of heat and mass transfer to a bed of spherical particles
at low Reynolds numbers. These authors found that at high
Peclet (Pe) numbers the Sherwood (Sh) number depends on Pe
by

Here, kfilm is the fluid film mass transfer coefficient and the
value ofΩ is a function of the interstitial porosity only, changing
from 3.6 to 3.2 whenεinter varies from 0.36 to 0.42. Fair
agreement with this dependence has been obtained by Wilson
and Geankoplis108 on the basis of their electrochemical mea-
surements (for 0.0016< Re < 55).

Figure 5. Influence of the flow rate on the diffusion-limited exchange
kinetics. Mobile phase, pure acetonitrile. Column packed with porous
C18 silica particles (YMC ODS-A S50). Best fit of the data to eq 14
(solid line).

Sh≡ kfilmdp

Dm
) ΩPe1/3 (16)
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The film thickness was then obtained by relating it to the
mass transfer coefficient via the Nernst diffusion layer105

The stagnant boundary layer thickness expected on the basis
of eq 17 (strictly applicable for Pe> 50) is given in Table 6
for comparison. Although the absolute values of the film
thickness obtained from our measurements are found to diverge
from the calculated ones by up to 20%, they still fall into a
reasonable order of magnitude and follow qualitatively the
predictions of eq 17. It should be pointed out that at this stage
and with the available data such a comparison should help to
gain dimensional insight, rather than providing quantitative
description or agreement.

Thus, by introducing a flow rate dependent, effective particle
radius, which is similar to the definition of an effective (velocity
dependent) interparticle porosity, the PFG-NMR approach
appears promising to study the (relative) hydrodynamic behavior
of the interstitial stagnant fluid volume in packed beds of porous
particles. (N.B. For the sake of completeness, it has been pointed
out correctly that the film mass transfer coefficient used by
Horváth and Lin105 was originally derived under conditions of
a concentration boundary layer profile.109 The correct film
thickness thus would be the concentration boundary layer
thickness which will be less than the Nernst diffusion layer
thickness.)

Finally, we close by returning to the topological aspect of
the intraparticle pore network. All mass transfer data recorded
for the three packing materials are plotted in Figure 6 against
the observation time which now has been normalized by the
characteristic exchange time defined by eq 6. In the calculation
for ∆e the intraparticle tortuosity factors obtained from the
steady-state pore diffusion measurement (Table 2) have been
used. The exchange kinetics obtained for the small, nonsorbed
fluid molecules in the different pore networks collapse onto a

single decay curve characteristic of Fickian diffusion. It
demonstrates that in this case simple geometrical aspects
(particle shape, mean diameter, particle size distribution, and
the tortuosity factor) are the only important parameters which
characterize the stagnant mobile phase mass transfer resistance.
In this respect, the results indicate again the importance of the
actual correlation (or randomness) of pore interconnectivity in
the particles.

Conclusions

The PFG-NMR approach followed in this work allows to
record two series of data with complementary character regard-
ing the diffusion and exchange kinetics in chromatographic
media. The steady-state pore diffusion measurement gives an
effective, intraparticle self-diffusion coefficient from which the
respective tortuosity factor can be calculated. The results
demonstrate the profound effect of the actual correlation of
interconnectivity between different pore sizes and thereby
achieved hierarchy in pore structure on the associated transport
behavior. It has a strong impact on the chromatographic
performance of the support. These data are independent of the
actual packing quality of particles in the column, their shape or
size distribution, and external contributions due to the stagnant
boundary layer.

The observational time scale of the PFG-NMR method can
also be used to record the complete stagnant mobile phase mass
transfer kinetics in the packed bed of porous particles. These
data are influenced by the respective particle shape and size
distribution, and by the hydrodynamics of the stagnant boundary
layer (consequently, also by the packing density), which presents
diffusional mass transfer resistance external to the particles. The
effects of the particle shape and size distribution can be
accounted for by independent measurements and the diffusion
equation provides an excellent quantitative description of the
exchange kinetics including this information. Slight corrections
(<10%) of the intraparticle diffusivity are found for moderate
Gaussian particle size distributions. The remaining effect of the
stagnant boundary layer can be accounted for by the introduction
of a hydrodynamically effective particle diameter, which is
found to depend on Peclet number.

The approach shows potential to study and differentiate
between the mechanisms that may contribute to the mass transfer
in porous particles. This points toward enhanced surface
diffusion and intraparticle-forced convection, which both may
be responsible for higher effective, intraparticle diffusivities than
those within the tortuosity limited regime (i.e.,Dintra < Dm and
τintra > 1) encountered in this work. Further, the kinetics of
adsorption/desorption could be derived more accurately if we
correct properly for the intraparticle diffusivity contribution.
Thus, it will be extremely useful to carry out similar determina-
tions on a variety of other relevant chromatographic and ion
exchange media.
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TABLE 6: Flow Rate Dependence of Mass Transfer Kineticsa

Fv [ml/min] Pe Dintra [10-5 cm2/s]b rp* ) rp + δfilm [µm]c δfilm/dp Bd δfilm [µm]e

1.6 55 1.34 28.2 0.062 19.2 3.7
4.1 141 1.42 27.3 0.044 20.9 2.7
8.0 275 1.45 27.0 0.038 21.3 2.2

a Mobile phase: acetonitrile. Packing material: 50µm C18 silica (YMC ODS-A S50).b Calculated with eq 14, assuming a constant mean
particle radius,rp ) 25.1µm (Table 1).c Obtained from eq 14, using a constant diffusivity,Dintra ) 1.67× 10-5 cm2/s (Table 2).d B ) Dintraπ2/rp

2,
eq 10.e Based on eq 17, withΩ ) 3.6.

Figure 6. Total fraction of the stagnant fluid remaining unexchanged
in the packed beds as a function of the observation time, normalized
by the characteristic exchange time (∆e). Mobile phases, water and
acetonitrile.Fv ) 4.8 mL/min (30µm particles) and 8.0 mL/min (50
µm particles).
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We have studied hydrodynamic dispersion in single-phase incompressible liquid ®ow
through a  xed bed made of spherical, permeable (porous) particles. The observed
behaviour was contrasted with the corresponding ®uid dynamics in a random pack-
ing of impermeable (non-porous) spheres with an interparticle void fraction of 0.37.
Experimental data were obtained in the laminar ®ow regime by pulsed  eld gradi-
ent nuclear magnetic resonance and were complemented by numerical simulations
employing a hierarchical transport model with a discrete (lattice Boltzmann) inter-
particle ®ow  eld. Finite-size e¬ects in the simulation associated with the spatial
discretization of support particles or dimension and boundaries of the bed were min-
imized and the simulation results are in reasonable agreement with experiment.

Keywords: ¯xed beds; stagnant zones; di® usion-limited mass transfer; lattice
Boltzmann ° ow ¯eld; pulsed magnetic-¯eld gradient NMR

1. Introduction

An understanding of transport phenomena in porous media is important for many
technological and environmental processes such as enhanced oil recovery, paper man-
ufacturing, subterranean transport of hazardous wastes,  ltration, or  xed-bed oper-
ations in catalysis and separation science (see, for example, Bear 1988; Dullien 1992;
Sahimi 1995). In the past, several approaches have been developed to study trans-
port phenomena in porous media and numerical simulations, in particular, were
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often employed to connect theoretical analysis with experimental measurements. The
extremely complex geometry inherent to porous media, however, has always been one
of the major di¯ culties in these studies. Several simpli cations in pore structure or
transport mechanisms have been introduced to allow more e¯ cient computer sim-
ulations. In the last decade, lattice-gas and lattice Boltzmann simulations (see, for
example, Rothman & Zaleski 1997; Chen & Doolen 1998; Chopard & Droz 1998)
have proven to be versatile tools in simulating a wide variety of applications related
to transport in porous media. Examples of such applications are di¬usion and ®ow,
including multi-component or multi-phase ®ows in several models of porous media
such as spherical bead packings (Maier et al . 2000),  brous media (Koponen et al .
1998; Clague et al . 2000) and even digitized samples of real porous media (Ferŕeol
& Rothman 1995).

In this contribution we are interested in the hydrodynamic dispersion in porous
media, i.e. transport of tracer particles in a solvent by ®ow and molecular di¬usion
within a complex pore network. This problem, also known as pore-scale dispersion,
has been the subject of many studies (see, for example, Gunn & Price 1969; Han
et al . 1985; Koch & Brady 1985, 1987; Gunn 1987; Salles et al . 1993; Lebon et al .
1996; Lowe & Frenkel 1996; Stapf et al . 1998; Tallarek et al . 1998b, 1999; Manz et
al . 1999; Maier et al . 1998, 2000). In these studies a wide variety of techniques have
been applied to probe the motion of tracer particles in a porous medium. Signi cant
progress has been obtained by using theoretical methods, experimental measurements
based on pulsed  eld gradient nuclear magnetic resonance (PFG NMR) and numer-
ical simulations based on traditional  nite-di¬erence schemes and lattice Boltzmann
algorithms in combination with Monte Carlo methods.

To the best of our knowledge all the numerical modelling e¬orts conducted so far
has focused on porous media composed of impermeable spherical beads. Therefore,
transport is solely restricted to the void space between the bead particles or the
so-called interparticle transport. Here we consider porous materials with additional
purely di¬usive stagnant regions inside the beads, thus allowing for intraparticle mass
transport. Our model porous medium is composed of permeable spherical beads with
a rather complex tortuous network. These extra stagnant zones have a substantial
in®uence on dispersion, since ®uid molecules entrained in the deep di¬usive pools
of the particles give rise to a hold-up contribution and a¬ect both the time-scale of
(transient) dispersion and the value of the asymptotic dispersion coe¯ cient (Koch
& Brady 1987; Salles et al . 1993; Hulin 1994).

From a computational point of view, the main di¬erence between our system and
those studied previously is that characteristic time- and length-scales associated with
an exchange of ®uid molecules moving in velocity extremes of the ®ow  eld may dif-
fer by several orders of magnitude. Therefore, a direct numerical simulation that
resolves transport processes including geometrical details of the tortuous pore net-
work inside the permeable beads is not feasible, even with current state-of-the-art
high-performance computer systems. Instead we followed a hierarchical and semi-
empirical modelling approach. The ®ow  eld in a computer-generated model of the
interparticle pore space was computed by means of a lattice Boltzmann algorithm.
A particle tracking method was then used to record tracer dispersion in the entire
interconnected (interparticle and intraparticle) pore network. The actual morphology
of the intraparticle pore space is lumped into the model by an e¬ective intraparti-
cle di¬usion coe¯ cient Din tra, itself obtained from the PFG NMR measurements.
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solid matrix

intraparticle pores

particle scale  

pore scale  

interparticle voids

liquid flow 
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Figure 1. Illustration of di® erent spatio-temporal scales concerning possible velocity extremes
in the mobile phase (and associated mass transfer phenomena based on molecular di® usion or
lateral dispersion) in a packed bed.

Mass transfer through the interparticle{intraparticle interface is accounted for by a
stochastic approach.

2. Simulation methods

It has already been indicated in the Introduction that ®uid transport through the
packed bed involves a hierarchy of time- and length-scales. In the measurements, for
example, we used spherical, totally porous particles with average diameter 50 m m
packed into a 4.6 mm internal diameter (dc) cylindrical column. Pores inside the
particles have a mean diameter (dp ore) of only 12 nm. The size of interparticle voids
is ca. 25{40% of the particle size (Dullien 1992) and exceeds the intraparticle pore size
by a factor of more than 103. Mainly due to this variety of spatial and corresponding
temporal scales with respect to the ®ow heterogeneity and mass transfer (see  gure 1),
we did not attempt a model which simultaneously resolves details at all scales, but
exploited a hierarchical approach.
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(a) Interparticle transport

Fluid transport in the voids between bead particles is due to a combination of
pressure-driven convection and molecular di¬usion. Similar to the detailed work
reported by Maier et al . (2000) we used a lattice Boltzmann (LB) algorithm for
the computation of the ®uid ®ow  eld and a particle-tracking method to calculate
tracer motion in the LB velocities. In LB methods local streaming and collision
rules de ne a mesoscopic world from which the correct hydrodynamic behaviour in
certain ®ow regimes emerges at a macroscopic level (Chopard & Droz 1998; Chen
& Doolen 1998). In this paper we use the D3Q19 lattice Bhatnagar{Gross{Krook
(BGK) model, where the collision operator is based on a single-time relaxation to the
local equilibrium distribution (Qian et al . 1992; Chopard & Droz 1998). To de ne
the displacement probability distributions or averaged propagators Pav(R; ¢ ), a large
number of tracer molecules has been distributed in the computational domain. Since
interparticle transport is driven by ®ow and di¬usion, the position of each tracer
particle during an elementary time-step ¯ t is determined by convective and di¬usive
contributions and its time evolution can be described by (Maier et al . 2000)

r(t + ¯ t) = r(t) + u(r(t)) ¯ t + ¯ r D : (2.1)

u(r) is the local velocity at r approximated with the computed ®ow  eld by a linear
interpolation of velocities at neighbouring lattice nodes. ¯ r D is the displacement due
to molecular di¬usion and can be modelled by a random-walk process:

¯ r D = ¹
p

6Dm ¯ t; (2.2)

where Dm is the free molecular di¬usion coe¯ cient (Dm = 2:15 £ 10¡9 m2 s¡1 for
water at 25 ¯C) and ¹ is the unit vector with a random orientation in space. Pav(R; ¢ )
is then determined by calculating the number of particles with a net displacement R
after time ¢ . The total number of tracer particles is chosen such that statistical ®uc-
tuations in Pav(R; ¢ ) are small, and the time-step in these simulations is constrained
by the maximum net displacement and the lattice spacing (Maier et al . 2000).

(b) Intraparticle transport

Transport inside the bead is purely di¬usive because the mean velocity through
a network of interconnected pores increases with the square of the pore diameter
(Bear 1988). Thus, intraparticle pores (assuming that they are well interconnected
like interparticle pores in a bed of uniform hard spheres|and even this is not guar-
anteed) restrain ®uid motion to a velocity approximately a factor of 106 less than the
interparticle average. Intraparticle di¬usion is incorporated in the simulation semi-
empirically, i.e. we use Din tra = 7:3 £ 10¡6 cm2 s¡1 obtained experimentally for this
packing material by PFG NMR (Tallarek et al . 1999). The motion of tracer particles
is modelled by equation (2.1), neglecting the convective term.

(c) Mass transfer between intraparticle and interparticle pore space

Close to the particle’s external surface, in the thin hydrodynamic boundary layer,
transport normal to the solid{liquid interface is dominated by di¬usion. In the case
of porous beads, molecules can enter or leave the deep pools of stagnant ®uid only
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through pores that lead from the particles interior to the external surface. Initially,
tracer molecules are distributed uniformly in the interconnected pore space. In deal-
ing with the geometrical restrictions for the tracer ®ux through the sphere’s external
surface we follow a probabilistic approach. Close to this interface ®uid transport is
di¬usive in both the inner (Din tra) and outer (ca. Dm ) pore space. Corresponding
di¬erences in di¬usive displacements within the interparticle and intraparticle pore
space become apparent in di¬erent probabilities for entering or leaving a sphere. By
using mass-balance arguments the following relation can be derived for the entrance
and exit probabilities pen ter and pexit:

pen ter =
Din tracin tra

Dm cin ter

pexit =
Din tra

Dm

nin tra"in ter

nin ter(1 "in ter)
pexit: (2.3)

Here "in ter is the porosity of the interparticle pore space and nin ter and nin tra are the
number of particles in the interparticle and intraparticle pore space, respectively.
cin tra = nin tra=(1 "in ter)V and cin ter = nin ter="in terV are the intraparticle and inter-
particle tracer concentrations, and V is the total volume of the porous medium.

In the simulations, we assume that the probability for leaving a particle is 1. This
choice is optional because the important aspect is the ratio of entrance and exit
probabilities.

3. Experimental set-up and measurements

(a) Packed column

A 4:6 mm internal diameter £150 mm2 long cylindrical poly(arylether-ether-ketone)
column was packed and consolidated using the slurry technique (see, for example,
Neue 1997). We used conventional silica-based particles as packing material. These
spherical particles have a relatively narrow and Gaussian size distribution, which
has been measured on a Coulter LS 130 particle size analyser (Beckman Coulter,
Fullerton, CA). Particles are porous (by 50%) and intraparticle pores have an average
size of 120 § 15 A̧. The mean particle diameter (d p ) is 50.2 m m, with a standard
deviation of 10.6 m m. In general, the interparticle porosity "in ter in columns packed
by using slurry technology (as in our case) ranges between 0.38 and 0.4 (Stanley et
al . 1997), but can be smaller (ca. 0.35) when compression techniques like hydraulic
axial or radial compression are applied (Neue 1997; Stanley et al . 1996).

(b) Displacement probability distributions by PFG NMR

In an ideal PFG NMR experiment (Stejskal & Tanner 1965) without spatial local-
ization gradients, the complex signal, E(q; ¢ ), bears a direct Fourier relation with
the Lagrangian averaged propagator, Pav(R; ¢ ), of the ®uid molecules (Stejskal 1965;
K�arger & Heink 1983; Callaghan 1993):

E(q; ¢ ) =
S(q; ¢ )

S(0; ¢ )
=

Z
Pav(R; ¢ ) exp(i2 º q ¢ R) dR: (3.1)

Pav(R; ¢ ) gives the average probability for any particle to travel a dynamic (net)
displacement R over time ¢ in the direction of the pulsed magnetic  eld gradi-
ents of amplitude g and duration ¯ (K�arger & Heink 1983). This gradient area
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de nes a wavevector q = (2 º )¡1 ® ¯ g in q-space, which is space reciprocal to the
dynamic displacement R (Callaghan et al . 1991; Cotts 1991). Thus Pav(R; ¢ ) can
be reconstructed from the PFG NMR signal by Fourier transformation of E(q; ¢ )
with respect to q. Due to the inherent time-scale (including values for ¢ from a few
milliseconds up to a few seconds), it is possible to recover convective and stagnant
®uid in Pav(R; ¢ ) and study the associated mass transfer kinetics if, in general,
¢ ½ l2

s tag=2D s tag, where l s tag is a characteristic dimension of the stagnant zone and
D s tag is the di¬usion coe¯ cient. In this way PFG NMR has been used to measure the
intraparticle e¬ective di¬usion coe¯ cient Din tra that we subsequently employ in the
simulation to account for the actual morphology of the intraparticle pore space (Tal-
larek et al . 1998a, 1999). Experiments were performed with a constant gradient pulse
duration ( ¯ = 2:5 ms), but gradient amplitude was incremented using the stimulated
echo sequence (K�arger et al . 1988), taking 64 q-steps in the range of §qm ax and 56
phase-alternated signal averages at each value of q. Details of the NMR hardware
con guration can be found in an earlier publication (Tallarek et al . 1998a).

4. Results and discussion

(a) Porous medium

Prior to a presentation of the actual results concerning the inherent dispersion process
we brie®y discuss some important aspects of our model porous medium. The packed
bed used in the NMR experiments is characterized by a column-to-particle diameter
(aspect) ratio, Á = dc=d p , of the order of 100. For the simulations, however, we
needed to restrict ourselves to a much smaller system (Á = 10 and a length of 40d p )
because of computational limitations. In this respect it is well known that for beds
of identical spheres the interstitial porosity ("in ter) starts with a maximum value of
unity at the column wall and displays damped oscillations with a period close to d p

over a distance of up to 5dp into the bulk until the void fraction reaches values which
are typical for random packings ("in ter = 0:38{0.40) (Bey & Eigenberger 1997; Giese
et al . 1998). It is caused by a decrease of packing order as the distance from the wall
increases.

The consequences of this geometrical wall e¬ect for macroscopic ®ow heterogeneity
on a column scale (see  gure 1), axial dispersion, and particle-to-®uid heat and mass
transfer are particularly severe at aspect ratios below 15 where the critical `wall annu-
lus’ occupies a substantial fraction of the bed’s cross-section (Hsiang & Haynes 1977;
Martin 1978; Carbonell 1980; Ahn et al . 1986). For systems with a larger Á, however,
these e¬ects become smaller and it was found that, for example, the dispersion in
beds of spheres is then independent of Á (Gunn & Price 1969). To represent closer
the column cross-sectional average of ®uid transport in the PFG NMR measurements
(Á º 100) we considered periodic packings in the simulations (Á = 10).

There exist a number of algorithms which may be used to generate a random
packing of spheres even though the expression of actual randomness in such a system
still poses challenges (Torquato et al . 2000). In particular, Monte Carlo schemes
(Tobochnik & Chapin 1988) and drop-and-roll methods (Visscher & Bolsterli 1972;
Lebon et al . 1996) have been used. To obtain an adequate representation of our
porous medium, a random packing of identical hard spheres has been simulated using
the Jodrey{Tory algorithm (Jodrey & Tory 1985). This method was chosen because
of its e¯ ciency and the dense bed that we actually required ("in ter = 0:37). Since
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Figure 2. Pair-correlation function for a sphere packing of dimension 10D £ 10D £ 10D.

we have reproduced this algorithm with only slight di¬erences we will not discuss it.
One of the most widely known tools for investigating `randomness’ of a bed structure
is an analysis of the pair-correlation function g(r). g(r)d3

p r is proportional to the
probability of  nding a sphere with its centre in a volume d3

p r at distance r from a
given point. It is normalized to unity when r goes to in nity. We checked whether
g(r) of the bed exhibits features well known for random structures (Gusak 1987).
In particular, a double-peak characteristic for close packing appears in the range
1.7{2.0, and oscillations decay to unity at larger r ( gure 2).

(b) Finite-size e® ects

LB methods have proven to be versatile tools in the simulation of ®uid ®ow through
porous media (Chen & Doolen 1998; Koponen et al . 1998; Clague et al . 2000), mainly
due to their ®exibility in dealing with arbitrary and complex geometries. Further, the
inherent spatial and temporal locality of the simulation algorithm makes it ideal for
parallel processing, facilitating large-scale simulations (Kandhai et al . 1998). Com-
monly, the no-slip condition at the solid{liquid interface is implemented by a simple
bounce-back formalism. However, it has been pointed out that problems related to
this bounce-back boundary condition may lead to a signi cant error in the ®ow  eld
(see, for example, Kandhai et al . 1999). In practice, a su¯ ciently large computa-
tional grid is often required to reduce these e¬ects. To gain more insight into this
artefact we performed preliminary simulations for ®ow in a periodic box of dimension
10D £ 10D £ 10D (with D equal to the diameter of the beads in lattice units) and
"in ter = 0:37. The BGK relaxation parameter is unity and viscous ®ow is driven by
a constant body force. From the ®ow  eld we computed the hydraulic permeability,
K, using sphere diameters of 10, 15, 20, 25 and 30 lattice points. K is often used to
characterize ®ow through porous media and expresses the ®ow resistance by the solid
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Figure 3. Finite-size e® ects. (a) Dimensionless bed permeability (k = K=r2
p ) versus the spatial

discretization of a particle. (b) Velocity autocorrelation function CL (t)=CL (0) versus dimension-
less convective time in random sphere packings of di® erent length, "in te r = 0:37.

phase (Bear 1988). Figure 3a shows computed values of dimensionless permeability
k = K=r2

p for a di¬erent sphere discretization. It is obvious that as the resolution is
increased k approaches a constant value and the di¬erence between results obtained
with a diameter of 20 lattice points is less than 11% compared with 25 lattice points.
A further increase does not signi cantly improve the results.

Besides numerical errors associated with the boundary conditions, recorrelation
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e¬ects due to the periodic boundaries may also in®uence dispersion. These e¬ects
were studied in detail by Maier et al . (2000) and can be analysed to some extent
via the velocity autocorrelation function (VACF) for a simulation box and Peclet
number while changing dimensions. The VACF measures the decay of the velocity
autocovariance from its initial value. The longitudinal velocity autocovariance C L (t)
is de ned as

CL (t) =

NX

i = 1

(ui(t) uav)(ui(0) uav); (4.1)

with ui(t) the velocity of tracer particle i at time t, uav is the mean velocity of tracers,
and the VACF is given by CL (t)=CL (0). Figure 3b compares the behaviour of systems
with dimension 10D £ 10D £ 10D and 40D £ 10D £ 10D. It is clear that stronger
recorrelation e¬ects are present in the smaller system. They tend to slow down the
decay of the VACF, thereby increasing the longitudinal dispersion coe¯ cient by an
arti cial contribution (Maier et al . 2000). Based on these observations we used the
system with 40D £ 10D £ 10D, D = 20 lattice points, and, thus, a grid size of
800 £ 200 £ 200 in our  nal simulations.

(c) Propagator distributions

Figure 4 begins with a comparison of simulated propagator distributions for the
random packings of non-porous (impermeable) and porous (permeable) uniform
spheres. The characteristic di¬erences in propagator position and shape for the oth-
erwise identical sphere packings originate in the existence of a pronounced intra-
particle stagnant zone in the case of porous particles. The volumetric ®ow rate
(Fv) is the same in both cases, but it results in di¬erent averaged linear veloci-
ties through the bed (uav = Fv="TA with A the column’s free cross-sectional area)
according to the total porosity "T of the respective pore space: "T = "in ter = 0:37 for
non-porous spheres and "T = "in ter + (1 "in ter)"in tra = 0:68 for porous spheres
("in tra = 0:5V s p h ere). Consequently, at observation times ¢ < r2

p =2Din tra (rp is
the particle radius) we observe a stagnant, i.e. di¬usion-limited, ®uid fraction in
Pav(R; ¢ ) very close to zero net displacement ( gure 4).

It contains molecules that have remained only inside the particles over time ¢ (dif-
fusive ensemble), while those molecules leaving or entering the sphere gain a net dis-
placement due to interparticle ®ow. By contrast, Pav(R; ¢ ) for the random packing
of non-porous spheres does not reveal any di¬usion-limited ®uid, i.e. molecules which
temporarily experience the no-slip condition at the solid{liquid interface exchange
rapidly with downstream velocities in the interparticle channels of only a few micro-
metres in dimension. Thus, boundary-layer mass transfer is already in a steady state
(achieved by di¬usion normal to the interface) at the shortest observation time real-
ized in our study ( ¢ = 15 ms). Intraparticle motion of tracer molecules is computed
via equations (2.1) and (2.2) with zero velocity  eld and by using the experimental
Din tra = 7:3 £ 10¡6 cm2 s¡1 for water inside these particles (Tallarek et al . 1999)
instead of Dm to represent tortuosity-limited e¬ective di¬usion. When comparing
simulated bimodal propagator distributions obtained for porous particles with the
results of our PFG NMR measurements we observe a reasonable agreement regard-
ing the reproduction and scaling with time of interparticle convective{di¬usive and
intraparticle stagnant ®uid (cf.  gure 5).
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Figure 4. Simulated displacement probability distributions for pressure-driven ° ow of water
through a random packing of spheres. The system size is 40D £10D £10D with D = 20 lattice
points. (a) ¢ = 25 ms, (b) ¢ = 90 ms.

5. Conclusion and outlook

Compared with non-porous (impermeable) spheres, a  xed bed of porous (permeable)
particles contains an additional contribution to the dispersion which arises from liq-
uid hold-up (di¬usion-limited mass transfer) in the particles. Both PFG NMR mea-
surements and numerical simulations characterizing di¬usion and convection on a
time-scale short enough to capture the disequilibrium of intraparticle ®uid trans-
port indicate, in an encouraging agreement, that liquid hold-up strongly a¬ects
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Figure 5. Comparison of the simulated and measured displacement probability distributions for
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longitudinal dispersion. Thus, the hierarchical simulation approach presented and
validated in our work enables us to study in more detail the associated (di¬usion-
limited) mass-transfer kinetics and in®uence of stagnant zones on both transient and
asymptotic longitudinal and transverse dispersion. This, in turn, will allow us to
discriminate directly between dispersion mechanisms that originate in ®owing and
stagnant regions of the medium and helps to determine whether an inequality of the
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macroscopic ®ow pattern or mobile phase stagnation contributes most persistently
to transient dispersion at given Peclet and Reynolds numbers. This topic is of fun-
damental importance in many areas ranging from reservoir engineering to separation
science.
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The role of stagnant zones in hydrodynamic dispersion is studied for creeping flow through a fixed
bed of spherical permeable particles, covering several orders of characteristic time and length scales
associated with fluid transport. Numerical simulations employ a hierarchical model to cope with the dif-
ferent temporal and spatial scales, showing good agreement with our experimental results on diffusion-
limited mass transfer, transient, and asymptotic longitudinal dispersion. These data demonstrate that
intraparticle liquid holdup in macroscopically homogeneous porous media clearly dominates over con-
tributions caused by the intrinsic flow field heterogeneity and boundary-layer mass transfer.

DOI: 10.1103/PhysRevLett.88.234501 PACS numbers: 47.15.Gf, 05.60.–k, 47.55.Mh
A detailed understanding of transport in porous media
over the intrinsic temporal and spatial scales is important
in many technological and environmental processes [1].
For example, natural and industrial materials such as soil,
rock, filter cakes, or catalyst pellets often contain low-
permeability zones with respect to hydraulic flow of liquid
through the medium or even stagnant regions which then
remain purely diffusive. The relevance of stagnant zones
stems from their influence on dispersion: Fluid molecules
entrained in the deep diffusive pools cause a substantial
holdup contribution and thereby affect the time scale of
transient dispersion, as well as the value of the asymptotic
dispersion coefficient (if the asymptotic long-time limit
can be reached at all) [2–4]. Consequently, the associated
kinetics of mass transfer between fluid percolating through
the medium and stagnant fluid becomes rate limiting in
a number of dynamic processes, including the separation
and reaction efficiency of chromatographic columns and
reactors, or economic oil recovery from a reservoir.

In this respect, transport phenomena observed in model
systems such as random packings of spheres may help to
characterize materials with a higher disorder [5–7]. For
random packings of nonporous (impermeable) particles,
for example, the long-time longitudinal dispersion coef-
ficient is dominated by the boundary-layer contribution
(due to the no-slip condition at the solid-liquid interface)
or by medium and large-scale velocity fluctuations in the
flow field depending on the actual disorder of the medium
and the Peclet number, Pe �

uay dp

Dm
(with uay , the aver-

age velocity; dp , particle diameter; and Dm, the molecular
diffusivity) [6,8]. This behavior contrasts with random
01-1 0031-9007�02�88(23)�234501(4)$20.00
packings of porous (permeable) particles. In that case,
liquid holdup associated with stagnant zones inside the
particles may dominate dispersion when convective times
tc �

uayt
dp

significantly exceed the dimensionless time for

diffusion, td �
Dmt
d2

p
[9]. In many situations, however, both

a macroscopic flow heterogeneity and solute trapping in
stagnant zones contribute to transient and asymptotic dis-
persion [3,7,9].

Despite numerous theoretical, experimental, and nu-
merical studies (e.g., [1,7,8,10–12]), the transient and
asymptotic behavior of dispersion in porous media is not
completely understood [13]. In particular, the influence of
stagnant zones with respect to the actual mesoscopic and
macroscopic flow field heterogeneity of the medium has
found little attention in theory and experiment, and fur-
thermore, the additional length and time scale associated
with transport in stagnant regions complicates numerical
simulations. Therefore it leaves the controversy about the
dominating contribution to dispersion and the origin of
long-time tails in residence-time distributions unresolved
[3,7,14], let alone the question whether hydrodynamic
dispersion coefficients exist at all [13]. In this Letter,
we are able to resolve this issue experimentally and
numerically for a macroscopically homogeneous medium
by considering transient and asymptotic dispersion in a
random packing of porous spheres, i.e., in a medium with
bimodal porosity and associated length scales that differ
by orders of magnitude. The results are contrasted to the
behavior observed in packed beds of nonporous spheres.

In the experiments we used pulsed field gradient nuclear
magnetic resonance (PFG-NMR) [15] to measure over
© 2002 The American Physical Society 234501-1



VOLUME 88, NUMBER 23 P H Y S I C A L R E V I E W L E T T E R S 10 JUNE 2002
discrete temporal and spatial domain longitudinal nuclear
spin (hence, molecular) displacement probability distribu-
tions of the fluid molecules in single-phase incompressible
flow through beds of porous particles with average diame-
ter (dp) of 50 and 34 mm packed into a 4.6 mm internal
diameter (dc) cylindrical column. Pores inside the par-
ticles have a mean diameter (dpore) of only 12 nm. In this
hierarchical pore network the size of interparticle voids is
about 25% 40% of the particle size and exceeds the intra-
particle pore size by a factor of more than 103. One of the
consequences is that transport of solutes also occurs on
separate scales and is governed by different mechanisms
[7,9], i.e., while the forced convection dominates transport
between particles, diffusion is the only effective mecha-
nism—based on pore space permeability [1]— that oper-
ates inside the particles.

Mainly due to this large variety of spatial and tempo-
ral domains we did not attempt a model which simultane-
ously resolves the fluid dynamics on column, particle, and
pore scale, but exploited a hierarchical approach in the nu-
merical simulations: A lattice-Boltzmann (LB) algorithm
[16,17] was implemented for computing the flow field in
computer-generated models of the interparticle pore space,
and a particle tracking method was then used to record
tracer dispersion in the total interconnected pore network
(between and inside particles) [12]. The influence of pore
space morphology in a single particle on the effective in-
traparticle diffusivity (Dintra) is not modeled explicitly, but
is lumped into the model by using Dintra obtained from the
PFG-NMR measurements. In dealing with the geometri-
cal restrictions for tracer flux through the spheres exter-
nal surface, we followed a probabilistic approach. Close
to this interface fluid transport is diffusive in the inner
(Dintra) and outer (Dinter � Dm) pore space. Correspond-
ing differences in diffusive displacements become apparent
in different probabilities for entering (pe) or leaving (pl)
particles and can be shown by using mass balance argu-
ments to follow the relation

pe

pl
�

Dintra 3 eintra

Dm
, (1)

with eintra the porosity of the intraparticle pore space. In
the final flow simulations a periodic packing with dimen-
sion 800 3 200 3 200 (with bead particles of diameter 20
lattice points) was used, and the particle tracking calcula-
tions were performed by using 500 000 particles and a time
step of 0.1h (with h the lattice spacing). A more detailed
description of the numerical methods and generated porous
media including finite-size effects can be found elsewhere
[18]. It should be noted that this numerical approach in-
volves only a single free parameter, Dintra.

Figure 1 compares simulated displacement probability
distributions (propagators) Pay�R,D� in random packings
of nonporous and porous spheres where R is the net
displacement of the tracer over time D. Characteristic
differences in propagator position and shape for the oth-
erwise identical sphere packings originate in the existence
of an intraparticle stagnant zone in the case of porous
particles. While the volumetric flow rate is identical
234501-2
FIG. 1. Simulated and measured displacement probability dis-
tributions for liquid flow through a fixed bed of spheres after
D � 25 ms (porosity of the inter- and intraparticle pore space,
einter � 0.37 and eintra � 0.45, Dintra � 7.3 3 1026 cm2 s21,
dp � 50 mm, Pe �

uay dp

Dm
� 274 and Re �

uaydp

n � 0.66 with
kinematic viscosity: n � 8.9 3 1023 cm2 s21). Liquid phase:
degassed water.

in both cases, it results in different averaged velocities
through the bed according to the total porosity of the
respective pore space. Consequently, at observation times

D ,
r2

p

2Dintra
(rp is the particle radius) we expect a stagnant,

i.e., diffusion-limited fluid fraction in Pay�R, D� very
close to zero net displacement containing molecules that
have remained inside the particles over time D (diffusive
ensemble). Fluid molecules leaving (or entering) the
sphere gain (have gained) a net displacement due to
interparticle convection. By contrast, Pay�R, D� for the
random packing of nonporous spheres does not reveal
diffusion-limited fluid molecules. Those which temporar-
ily experience the no-slip condition at the solid-liquid
interface exchange rapidly with downstream velocities
in channels of only a few micrometers in dimension.
As also seen in Fig. 1 the simulated bimodal propagator
distributions obtained for porous particles are in good
agreement with the results of PFG-NMR measurements.
By recording the amount of stagnant fluid molecules at
increasing D that remain unexchanged with interparticle
velocities, Aintra�D�, we can monitor a (fictitious) empty-
ing of the spherical particles characterized by the classical
mass transfer rate constant Bintra � p2 Dintra

r2
p

[19]

Aintra�D�
Aintra�0�

�
6

p2

infX
n�1

1
n2 exp�2n2BintraD� . (2)

Figure 2 demonstrates that the experimental and simulated
intraparticle mass transfer kinetics match satisfactorily
(within 3%) using Dintra � 7.3 3 1026 cm2 s21 and
rp � 2.5 3 1025 m in both cases. As mentioned, this
value for Dintra is obtained from the experimental data
(Bintra � 11.52 s21) [19] and then used in the simula-
tions to reconstruct diffusion-limited mass transfer. The
234501-2
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FIG. 2. Intraparticle stagnant mobile phase mass transfer ki-
netics (dp � 50 mm, Pe � 274).

results in Fig. 2 demonstrate that the semiempirical simu-
lation procedure followed in this Letter works well, as
does Eq. (2) in describing both data sets.

Thus, mass transfer in these spatially discrete stagnant
zones (uniform spheres) has been adequately accounted for
and allows us to focus now on its influence on longitudinal
dispersion which we analyze by [12]

DL�t� �
Z t

0
CL�t0� dt0 , (3)

where CL�t� �
PN

i�1�ui�t� 2 uay� �ui�0� 2 uay� is the
velocity autocovariance [N is the number of tracer
particles and ui�t� is the longitudinal velocity of particle
i at time t]. Figure 3 compares transient behavior at
constant Pe (dp � 34 mm, dc � 4.6 mm). In both ex-
periment and simulation DL�t� for the nonporous particles
reaches its asymptotic value (D�

L) in a much shorter time
(after approximately 50 ms) than with the porous particles
(ca. 160 ms). While we observe a good agreement
between simulation and experiment concerning this time
scale, D�

L itself is underestimated by the simulation in
either case (by up to 25%). This effect seems to be
systematic as it appears for packings of porous and non-
porous particles and is probably caused by inaccuracies
in the LB flow field (notice that the relative error in the
hydraulic permeability, a measure of the flow resistance
by the solid phase, is around 11%) [18]. Other possible
explanations are related to the influence of the column
wall confining the sphere packing [20], bead particles
not being perfectly monodisperse (as evident from Fig. 2,
cf. [19]), and the fact that the nonporous particles actually
have small (micro)pores at the surface which contribute to
a finite but small particle holdup. With the independently
measured Dintra and known rp , intraparticle diffusion can
be identified as the most persistent contribution to transient
dispersion in the random packing of porous spheres, i.e.,
the holdup dispersion mechanism reaches its long-time
234501-3
FIG. 3. Time-dependent longitudinal dispersion for flow
through random packings of porous and nonporous spheres. In
both cases dp � 34 mm, einter � 0.37, Pe � 54 and Re � 0.13.

behavior after th �
r2

p

2Dintra
[19]. For nonporous particles,

on the other hand, we find a qualitative agreement be-
tween the corresponding time scale (about 50 ms, Fig. 3)
and characteristic time for boundary-layer dispersion
(tb � 40 ms) based on the nonlocal dispersion theory of
Koch and Brady [2]. This transient behavior may be also
due to mechanical dispersion [12,18]. Further work is
needed to resolve these contributions in macroscopically
homogeneous beds of nonporous particles.

Figure 4 compares the velocity dependence of asymp-
totic dispersion coefficients for random packings of porous
and nonporous spheres in the range 0.1 , Pe , 100.
While the simulated data again underestimate experimen-
tal values of D�

L (cf. Fig. 3) the effect of intraparticle
liquid holdup on a significantly increased dispersion is
evident. Already Aris [21] showed that this contribution
scales with Pe2, a result that was rediscovered later by
Koch and Brady [8]. When analyzing the dependence of
D�

L on Pe we have to account for longitudinal diffusion,
mechanical dispersion (Qm), boundary layer mass transfer
(Qb) and, of course, the intraparticle holdup (Qh) [7,8]

D�
L

Dm
� t 1 QmPe 1 QbPe ln�Pe� 1 QhPe2 . (4)

For Pe ! 0 D�
L

Dm
approaches the packed beds tortuosity

factor (t) which represents the long-time diffusion coeffi-
cient in the interconnected pore space. This value has been
measured independently by PFG-NMR (without flow) and
is subsequently used in the analysis. We then fitted the
experimental data, D�

L vs Pe (Fig. 4), to Eq. (4) and the
values of the parameters �t, Qm, Qb, Qh� thus obtained
are �0.51, 0.153 6 9 3 1023, 0.080 6 5 3 1023, 1.65 3

1023 6 2 3 1024� and �0.74, 0.144 6 0.016, 0.101 6

0.011, 0.020 6 6 3 1024� for the packings of nonporous
and porous spheres, respectively. The most striking
feature of this analysis is the substantial difference in Qh

characterizing holdup dispersion. Further, mechanical
234501-3
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FIG. 4. Dependence of asymptotic longitudinal dispersion on
Peclet number in fixed beds of porous and nonporous particles
(dp � 34 mm, dc � 4.6 mm). Liquid phase: water. The ex-
perimental data in Figs. 3 and 4 were obtained with an accuracy
of better than 5%.

dispersion is very similar in both columns which were
packed and consolidated by the same procedure. Values
for Qm (0.153 and 0.144) are actually of the same
order as Qm � 0.25 reported by Maier et al. [12] for
their simulation of dispersion in random packings of
nonporous spheres, in the range 1 , Pe , 5000 and
with einter � 0.44. As has already been pointed out by
these authors, values for Qb found in our work (0.08 and
0.101), together with their own value (0.03) suggest that
boundary layer dispersion is much lower than predicted by
the theory of Koch and Brady [8]. A possible explanation
for this discrepancy may be found in the significantly
different porosities considered in that theory, on one hand,
and the simulations and experiment on the other. Even the
relatively small difference in particle volume fractions of
the systems used by Maier et al. [12] (einter � 0.44) and
in this work (einter � 0.37) may contribute significantly
to the observed differences in Qm and Qb.

To conclude, the present work combines experimental
and numerical elements to differentiate between dispersion
mechanisms that originate in stagnant and flowing regions
of a macroscopically homogeneous porous medium. The
numerical simulations employ a semiempirical hierarchi-
cal model with a single free parameter to cope with the
large variety of temporal and spatial scales. The results are
in good agreement with our experimental data and clearly
demonstrate the dominating contribution of liquid holdup
to transient (Fig. 3) and asymptotic (Fig. 4) longitudinal
dispersion in a random packing of porous spheres with
column-to-particle diameter ratio above 100. Persistent
effects due to flow field nonuniformities were not identi-
fied which suggests that characteristic times for mechanical
dispersion are short compared to the diffusive time of this
234501-4
nonmechanical contribution. These findings suggest that
holdup dispersion in porous media may be more important
than assumed in many cases [3,7,14]. One of the remain-
ing challenges is to characterize the relative importance
of mechanical and nonmechanical dispersion mechanisms
when the heterogeneity length scale is increased, e.g., in a
confined random sphere packing with smaller column-to-
particle diameter ratio. Then, the macroscopic flow profile
may start to dominate dispersion and prevent an observa-
tion of Gaussian residence-time distributions [20,22].
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Characterization of Silica-Based Monoliths with
Bimodal Pore Size Distribution
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64293 Darmstadt, Germany

Band dispersion was studied and the retention thermo-
dynamics addressed for insulin and angiotensin II on C18
silica monoliths with a bimodal pore size distribution,
covering linear mobile-phase velocities up to 1 cm/s and
different temperatures. These data suggest that the influ-
ence of average column pressure on retention (between
0 and 10 MPa) is not negligible. Plate height curves were
interpreted with the van Deemter equation by assuming
an independent contribution from mechanical and non-
mechanical dispersion mechanisms. This analysis re-
vealed diffusion-limited mass transfer in the mesoporous
silica skeleton which, in turn, allowed us to calculate an
equivalent dispersion particle diameter (ddisp ) 3 µm)
using the C-term parameter of the van Deemter equation.
The resulting superposition of reduced plate height curves
for monolithic and particulate beds confirmed that this
view presents an adequate analogy. The macroporous
interskeleton network responsible for the hydraulic per-
meability of a monolith was translated to the interparticle
pore space of particulate beds, and an equivalent perme-
ability particle diameter (dperm ) 15 µm) was obtained by
scaling based on the Kozeny-Carman equation.

Monolithic structures, as compared to particulate chromato-
graphic beds, have a continuous solid phase.1-12 In this respect,
at least, they resemble consolidated natural porous media which,

on the other hand, are often characterized by a low average
porosity and large-scale permeability heterogeneity.13 Skeleton and
domain sizes of monoliths, by contrast, can be small and repeated
uniformly, resulting in microscopically disordered, but macro-
scopically homogeneous materials.14-16 Again compared to par-
ticulate beds where the packing procedure and actual column-to-
particle diameter ratio strongly influence a velocity correlation of
the flow field on mesoscopic and macroscopic scale,17-21 it is
largely the manufacturing process of monolithic beds that deter-
mines the existence and amplitude of velocity extremes in the
mobile phase on any time and length scale and, in turn, the
mechanical contribution to transient and asymptotic dispersion.
A particular flow regime is described by Peclet and Reynolds
numbers defined with respect to a characteristic dimension of the
medium, e.g., the average diameter of spherical particles in a
particulate bed. By analogy, the domain size may be used as
equivalent dimension in the case of monoliths.14 However, the
individual skeleton units are not randomly close packed as
particles in a fixed bed but, rather, (in combination with the
relatively large interskeleton flow channels) build a monolith
domain of much higher porosity. Further, because the skeleton
itself (like particles) may cover the range from totally porous to
nonporous or, more correctly, contains (un)accessible pores
depending on experimental conditions, we also need, in general,
two lengths for permeability and diffusion-limited mass transfer
when comparing different monoliths or relating these materials
to particulate beds.

In this work, we are concerned with silica-based monoliths that
possess a rather discrete bimodal pore size distribution and a high
correlation of interconnectivity between these two sets of pores.8,10

The larger macropores form a flow-channel network outside the
monolith skeleton that rapidly transports solute molecules by
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(11) Sýkora, D.; Svec, F.; Fréchet, J. M. J. J. Chromatogr., A 1999, 852, 297-

304.
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convection down the column and to the smaller mesopores inside
the silica matrix. The porous skeleton provides a relatively large
surface area compared to the interskeleton pore space but, at the
same time, needs only very short diffusion lengths and does not
contain micropores to any significant amount. It has been shown
that the macropore size can be varied independently from the
skeleton size.14 Thus, a careful control of the macropore perme-
ability (transport dominated by convection) relative to mesopore
residence times (diffusion-limited mass transfer) can be used to
optimize the performance of this monolithic support in terms of
throughput, dispersion, and capacity. For particulate structures,
by contrast, a similar (independent) adjustment of permeability
and dispersion length scales includes the transition from totally
porous via pellicular to nonporous particles (or vice versa), with
a concomitant drastic decrease in surface area (or increase of
intraparticle residence times). In this study, we first address
retention thermodynamics as column pressure drop spans more
than 2 orders of magnitude, then characterize band dispersion,
and finally determine equivalent sphere dimensions to interpret
the observed behavior in view of particulate structures.

EXPERIMENTAL SECTION
Chemicals and Apparatus. Thiourea, trifluoroacetic acid

(TFA), and acetonitrile (gradient grade) were obtained from
Merck (Darmstadt, Germany). Deionized, purified water was
prepared with a MilliQ water purification system. Angiotensin II
(Mw ) 1180) and insulin (Mw ) 5807) were purchased from Sigma.
All experiments were run on a Merck/Hitachi LaChrom HPLC
system including quaternary low-pressure gradient pump, au-
tosampler, column oven, and UV detector. The configuration was
controlled by Merck/Hitachi HSM software.

Measurements were made with Chromolith Performance
RP18e columns (100 × 4.6 mm) having interskeleton macropores
of 1.9 µm and 12.5 or 20 nm intraskeleton mesopores, as can be
seen in Figure 1. Pore size distributions were measured by
nitrogen adsorption and mercury porosimetry at Merck. LiChro-
spher RP18 columns (100 × 4.6 mm) packed with spherical
particles having 10-nm mesopores were also obtained from Merck,
including their particle size distributions. Plate numbers were

determined by a computer algorithm based on an exponentially
modified Gaussian (EMG). Relative errors made by using an EMG
are within 1.5% for peaks with asymmetry factors between 1 and
2.76, while statistical moment analysis leads to similar accuracy.22

Peak shapes of angiotensin II and insulin had asymmetry factors
smaller than 1.5 and, thus, remained in the range for adequate
use of an EMG.

Separation Conditions. The premixed eluent for insulin
separation was prepared from 1500 mL of deionized (DI) water,
643 mL of acetonitrile, and 2.143 mL of TFA, which translates to
70:30 (W/CH3CN) eluent mixed by the gradient delivery system.
For angiotensin II, the eluent consisted of 2000 mL of DI water,
440 mL of acetonitrile, and 2.440 mL of TFA corresponding to a
82:18 (W/CH3CN) eluent. The pump was operated at volumetric
flow rates between 0.1 and 9.0 mL/min (5% accuracy). Angiotensin
II and insulin were dissolved at 20 and 100 µg/mL, respectively,
in the eluent to avoid concentration effects due to different elution
strengths. The injection volume was 10 µL with thiourea (4 µg/
mL) as the t0 marker, and detection was carried out at 215 nm
(16-µL detection cell volume). Plate height curves were measured
at increasing flow rate. After reaching the maximum bed velocities
(∼1 cm/s), this sequence was repeated to minimize systematic
errors. Data emerge as mean values of two independent runs; all
temperatures are given as oven temperature.

RESULTS AND DISCUSSION
Retention Thermodynamics. One of the main advantages

of bimodal silica-based monoliths is their increased hydraulic
permeability compared to random close packings of porous
spheres with similar dispersion characteristics. It allows compara-
tively high mobile-phase velocities. When under isocratic condi-
tions, the volumetric flow rate is increased from 1 to 2 mL/min
in particulate packings to 5 to 10 mL/min through monolithic
structures, the actual influence of pressure drop on retention, peak
capacity, and selectivity may not be negligible any longer. This
becomes particularly important for larger molecules. As shown
in Figure 2, the separation factor of both angiotensin II and insulin

(22) Foley, J. P.; Dorsey, J. G. Anal. Chem. 1983, 55, 730-737.

Figure 1. Cumulative specific pore volume for silica-based mono-
liths with 1.9-µm macrocopres and 12.5- (A) or 20-nm (B) mesopores.

Figure 2. Dependence of the separation factor on average column
pressure at 24 °C using the silica-based monolith with 12.5-nm
average mesopore diameter.
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clearly depends on the average column pressure. Possible
thermodynamic explanations have been discussed for many
years.23-31 In contrast to Martire and Boehm,25 who presented a
unified theory of chromatography using statistical thermodynam-
ics, other authors obtained equivalent results from macroscopic
solution thermodynamics. The isothermal change in Gibbs free
energy with pressure equals the change of the analyte’s standard
partial molar volume (∆V°assoc) for its association process with a
stationary phase. By relating Gibbs free energy to the chemical
equilibrium constant expressed by the phase ratio Φ and separa-
tion factor k′ we obtain eq 1. It describes the dependence of k′on

pressure if the influence of the latter on Φ and an isothermal
change in molar concentration due to mobile-phase compressibility
are negligible.27,30 Since retention of polyelectrolytes such as
peptides and polypeptides depends on their ionization, shifts in
ionization equilibrium strongly affect the separation factor, espe-
cially at pH values close to the pI. In our studies, the pH was
adjusted to 2.1. Under these conditions, angiotensin II and insulin
are fully protonated and changes of the pKa and pH with pressure
have a negligible effect. An analysis of the data in Figure 2 by
use of eq 1 revealed changes of the standard partial molar volume
of -63 and -109 mL/mol for angiotensin II and insulin, respec-
tively. These differences are consistent with earlier observations
for peptides and polypeptides.28,31 We obtained similar results for
monoliths with 20-nm average mesopore diameter suggesting that
the C18 end-capped surface modification is comparable on each
column. Our data indicate that for peptides and proteins the
molecular size becomes important in retention thermodynamics.
For example, the Stokes’ radius of insulin is ∼1.1 nm.32 Thus,
changes in pressure drop may not be negligible any longer as
normally assumed for small, uncharged solutes.33

Band Dispersion. Although from a general point of view the
solid phase in monoliths is continuous (while it is discontinuous
in a bed of spheres), the inherent physical mechanisms leading
to axial spreading of a solute band in particulate packings also
prevail in monolithic structures: (a) molecular diffusion, (b) a
mechanical contribution due to the stochastic velocity field
(outside the spherical particles or solid monolith skeleton) induced
by the randomly distributed pore boundaries, and (c) nonme-
chanical effects associated with liquid holdup inside the particles
or (in the present case mesoporous) monolith skeleton and no-
slip condition at the solid-liquid interface.13,34 This very last effect
still exists in a monolith with nonporous skeleton as in a bed of
nonporous spheres. Further, it is known that the dispersion in
consolidated and unconsolidated media is similar concerning
individual contributions, but characteristic time and length scales
may differ significantly.35 By considering these processes as
independent, their rate constants add inversely, and in view of a
typical chromatographic analysis performed in our present study,
we return to the familiar van Deemter equation36 for characterizing
axial dispersion also in monolithic structures (parameters are
listed in Table 1).

Plate height curves at different temperatures were measured
for angiotensin II and insulin using silica monoliths with 12.5- or
20-nm mesopores (Figures 3 and 4). The contribution of axial
diffusion (B-term) resulting from the relatively low solute diffu-
sivities remains small. Due to the very few data points (usually)
acquired in that region of the curves where the B-term dominates,
fitting procedures did not result in reliable parameters. Thus, prior
to our data analysis, in view of the van Deemter equation, diffusion
coefficients of the analytes were calculated by the Young-
Carroad-Bell method.37,38 Although originally developed for large
globular proteins, this approach only requires the molecular mass
and also recognizes the influence of temperature and viscosity.
Diffusion coefficients in Table 2 were then used to calculate the
B-term parameter (cf. Table 1), and results of our subsequent plate
height analysis are summarized in Table 3. We compared the
regression coefficients obtained on the basis of the van Deemter
model (A-term independent of velocity) to an analogous procedure
by using the Knox equation with uav

1/3 dependence of the eddy
dispersion term.39 In all cases, the regression analysis favored the
van Deemter equation, which may be due to the fact that we

(23) Bidlingmeyer, B. A.; Hooker, R. P.; Lochmüller, C. H.; Rogers, L. B. Sep.
Sci. 1969, 4, 439-446.

(24) Bidlingmeyer, B. A.; Rogers, L. B. Sep. Sci. 1972, 7, 131-158.
(25) Martire, D. E.; Boehm, R. E. J. Phys. Chem. 1987, 91, 2433-2446.
(26) McGuffin, V. L.; Evans, C. E. J. Microcolumn Sep. 1991, 3, 513-520.
(27) Guiochon, G.; Sepaniak, M. J. J. Chromatogr. 1992, 606, 248-250.
(28) McGuffin, V. L.; Chen, S.-H. J. Chromatogr., A 1997, 762, 35-46.
(29) Ringo, M. C.; Evans, C. E. Anal. Chem. 1997, 69, 643-649.
(30) Ringo, M. C.; Evans, C. E. Anal. Chem. 1997, 69, 4964-4971.
(31) Chen, S.-H.; Ho, C.-T.; Hsaio, K.-Y.; Chen, J.-M. J. Chromatogr., A 2000,

891, 207-215.
(32) Olesen, H.; Rehfeld, J.; Hom, B. L.; Hippe, E. Biochim. Biophys. Acta 1969,

194, 67-70.
(33) Guiochon, G.; Golshan-Shirazi, S.; Katti, A. M. Fundamentals of Preparative

and Nonlinear Chromatography; Academic Press: Boston, 1994.

(34) Koch, D. L.; Brady, J. F. J. Fluid Mech. 1985, 154, 399-427.
(35) Sahimi, M. Rev. Mod. Phys. 1993, 65, 1393-1534.
(36) van Deemter, J. J.; Zuiderweg, F. J.; Klinkenberg, A. Chem. Eng. Sci. 1956,

5, 271-289.
(37) Young, M. E.; Carroad, P. A.; Bell, R. L. Biotechnol. Bioeng. 1980, 22, 947-

955.
(38) Tyn, M. T.; Gusek, T. W. Biotechnol. Bioeng. 1990, 35, 327-338.
(39) Knox, J. H. J. Chromatogr. Sci. 1977, 15, 352-364.

Table 1. Parameters Considered in the Band Dispersion Analysis

eddy dispersion36 A A ) 2γdp
longitudinal diffusion36 B/uav B ) 2kDDm
mass transfer43 Cuav

C )
εp

2(1 - εb)m2dp
2

30[εb + εp(1 - εb)m]2D̃eff

effective diffusivity43 D̃eff
D̃eff )

Deff

f (λ)
)

εpKpDm

τ [3
λ( 1

tanh λ
- 1

λ)]-1

retention parameter45 m m ) 1 + (1 - εp)k′/εpΦ

(∂ ln k′
∂p )T

) -
∆V°assoc

RT
(1)
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worked in a relatively narrow range (of only two decades) and at
low values (below 102) of Peclet numbers; for the calculation of
Peclet numbers, we refer to our forthcoming discussion. This
observation, however, is not surprising when diffusion-limited
mass transfer of stagnant fluid entrained in the monolith skeleton
dominates the band spreading at higher flow rates (it should be
remembered that we also work under retained conditions). Then,
plate height curves are expected to taper off only slightly, if at
all, due to that particular dispersion contribution arising from the

stochastic flow field outside the monolith skeleton coupled with
lateral dispersion.40

Another question arising in relation to high linear flow rates
and column pressure drops is whether a perfusion mechanism is
operative in the bimodal silica monoliths. It refers to the particular
situation in which the intraskeleton velocity in the hierarchic
network of interconnected (interskeleton) macropores and (in-
traskeleton) mesopores becomes nonzero. Then, mass transfer
in the porous skeleton is enhanced by convection and the effective
pore diffusivity increases. This phenomenon has been studied in
much detail for particulate beds.41-46 In the laminar flow regime

(40) Giddings, J. C. Dynamics of Chromatography. Part I: Principles and Theory;
Marcel Dekker: New York, 1965.

(41) Afeyan, N. B.; Gordon, N. F.; Mazsaroff, I.; Varady, L.; Fulton, S. P.; Yang,
Y. B.; Regnier, F. E. J. Chromatogr. 1990, 519, 1-29.

(42) Liapis, A. I.; McCoy, M. A. J. Chromatogr. 1992, 599, 87-104.

Figure 3. Plate height curves for angiotensin II with C18e silica
monoliths: (a) 16, (b) 24, and (c) 32 °C oven temperature; average
macropore diameter, 1.9 µm.

Figure 4. Temperature dependence of the plate height curves for
insulin on C18e silica monoliths with different mesopore diameters:
(a) 12.5 and (b) 20 nm, macropore diameter, 1.9 µm.

Table 2. Calculated Mobile-Phase Viscosity and
Solute Diffusivities

angiotensin II insulin

temp
(°C)

ηmp
(10-3 Pa s)

Dm
(10-6 cm2 s-1)

ηmp
(10-3 Pa s)

Dm
(10-6 cm2 s-1)

16 1.10 2.1 0.94 1.4
24 0.85 2.8 0.79 1.8
32 0.75 3.2 0.68 2.1
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and with equivalent particulate material, perfusive flow may be
approximated by a linear relationship between the intraparticle
and bed superficial velocities, i.e., uintra ) a0usf.43 However, an
analysis of our plate height curves using the C-term parameter
that incorporates the influence of intraparticle (or intraskeleton)
convection through a convection-augmented diffusivity (cf. Table
1) gives values for a0 statistically indistinguishable from zero.
Thus, inside the monoliths mesopores, which provide most of the
effective surface area, the mobile phase is stagnant and associated
mass transfer remains diffusion-limited. Possible reasons are (i)
the pore network connectivity of the silica skeleton is unfavor-
able,47 (ii) the solute diffusivity is too large compared to a small
intraskeleton velocity component,47,48 and (iii) mesopores are too
small compared to macropores (factor 102) so that the typical
pressure drop is not sufficient to create a significant intraparticle
(or intraskeleton) flow.49 Our results suggest that these bimodal
silica monoliths inherently show diffusion-limited mass transfer
similar to conventional particulate beds of spheres having 12.5-
nm (or 20-nm) intraparticle pores.

The fact that the term perfusion has been associated recently
with monolithic columns in which the intraskeleton pores were
largely unaccessible for solute molecules is misleading.50,51 In
these cases, the tracer only samples dedicated flow pores of an
(effectively) monomodal interskeleton pore network where con-
vection naturally exists. This situation simply translates to liquid
chromatography with a packed bed of nonporous particles for
which the plate height data are well known to taper off at
increasing flow rate because a classical holdup contribution is not
present. It does not resemble the case in which a subnetwork of
pores, e.g., in a hierarchically structured medium having bimodal
(or higher order) pore size distribution like a bed of porous
particles, is permeated by any significant amount of convection
(in addition to diffusion and, of course, in addition to convection
in the primary set of pores).

The data in Table 3 (and corresponding Figures 3 and 4)
indicate a strong influence of temperature on band spreading by
eddy dispersion; i.e., the A-term parameter is reduced by almost

half as temperature increases from 16 to 32 °C. Elevated temper-
ature increases molecular diffusion and, thus, enhances lateral
mass transfer (more correctly, lateral dispersion), which equili-
brates between molecules residing temporarily in velocity ex-
tremes of the mobile phase.40 Similarly, concerning stagnant zones
in the monolith, intraskeleton mass-transfer resistance (as indi-
cated by the C-term parameter in Table 3) is decreased by
increasing diffusion. Further, when addressing different behavior
of the solutes, hindered pore diffusion needs attention: angio-
tensin II is about one-fifth of the molecular mass of insulin and
gives much smaller C-term parameters, a fact that is certainly
influenced by its higher pore diffusivity.52 The only general
conclusion concerning these still complex data with contributions
from (stagnant and flowing) mobile and stationary phase is that
an elevated temperature favors separation efficiency over the range
studied.

Equivalent Sphere Dimensions. The foregoing analysis
indicates that it could be beneficial (and not only tempting from
an intuitive or historical point of view) to introduce equivalent
particle dimensions for hydraulic permeability and the dispersion
characteristics of monoliths. This may be particularly important
and helpful when compiling these data for a dimensionless analysis
or scaling purposes using particulate and monolithic beds.39

Nonporous, pellicular, and totally porous, but spherical particles
are most widely used in liquid chromatography today. Thus, we
focus on equivalent sphere dimensions when considering a
particular hydrodynamic property of monoliths, but could also
extend our view to, for example, slab-shaped particles.43

Silica-based monoliths with bimodal pore size distribution can
offer high bed permeability, low dispersion, and relatively high
surface area at the same time, so they cannot be described by
just one characteristic length. Rather, equivalent particle (sphere)
dimensions must be attributed to the following factors influencing
the overall performance: band dispersion, bed permeability, and
column surface-to-volume ratio. As a characteristic dimension for
band dispersion, we consider the spatial domain of diffusion-
limited mass transfer in the monolith and calculate the diameter
of an equivalent, totally porous spherical particle by using the
C-term value obtained in our previous van Deemter analysis of
plate height data (Table 3). Before rearranging the expression
for the C-term (Table 1) in view of an equivalent dispersion particle
diameter (ddisp), parameters in this equation have to be addressed
by measuring pore volume of the monolithic structure. Together
with the total porosity (εtotal) obtained by dividing the elution
volume of an inert tracer by the total column volume, the pore
volume ratio Θ ) Vmacro/Vmeso forms the basis for calculating

(43) Rodrigues, A. E.; Lopes, J. C.; Lu, Z. P.; Loureiro, J. M.; Dias, M. M. J.
Chromatogr. 1992, 590, 93-100.

(44) Carta, G.; Gregory, M. E.; Kirwan, D. J.; Massaldi, H. A. Sep. Technol. 1992,
2, 62-72.

(45) Frey, D. D.; Schweinheim, E.; Horváth, Cs. Biotechnol. Prog. 1993, 9, 273-
284.

(46) Davis, R. H.; Stone, H. A. Chem. Eng. Sci. 1993, 48, 3993-4005.
(47) Meyers, J. J.; Liapis, A. I. J. Chromatogr., A 1999, 852, 3-23.
(48) McCoy, M.; Kalghatgi, K.; Regnier, F. E.; Afeyan, N. J. Chromatogr., A 1996,

743, 221-229.
(49) Pfeiffer, J. F.; Chen, J. C.; Hsu, J. T. AIChE J. 1996, 42, 932-939.
(50) Hahn, R.; Jungbauer, A. Anal. Chem. 2000, 72, 4853-4858.
(51) Ghose, S.; Cramer, S. M. J. Chromatogr., A 2001, 928, 13-23. (52) Brenner, H.; Gaydos, L. J. J. Colloid Interface Sci. 1977, 58, 312-356.

Table 3. van Deemter Parameters for Angiotensin II and Insulin (cf. Table 1)

angiotensin II insulin

A
(10-6 m)

Bcalc
(10-9 m2 s-1)

C
(10-3 s)

A
(10-6 m)

Bcalc
(10-9 m2 s-1)

C
(10-3 s)

temp
(°C)

12.5
nm

20
nm

12.5
nm

20
nm

12.5
nm

20
nm

12.5
nm

20
nm

12.5
nm

20
nm

12.5
nm

20
nm

16 12.35 16.75 0.25 0.25 3.05 3.34 32.87 23.94 0.17 0.17 10.85 6.98
24 8.30 13.59 0.33 0.33 3.12 2.98 22.03 20.66 0.21 0.21 10.28 6.61
32 7.23 14.33 0.39 0.39 3.17 2.40 17.30 13.29 0.25 0.25 9.00 6.39
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skeleton porosity εp (which translates to the intraparticle porosity
of a spherical particle)

and bed porosity εb characterizing the pore space outside the
monolith skeleton (which translates to the interparticle porosity
in a packed bed of spheres)

Physical properties of the monoliths are summarized in Table 4.
Both bed and skeleton porosities (thus, the total porosity) of these
bimodal monolithic structures are significantly increased com-
pared to random close packings of spherical, porous particles.53

For example, LiChrospher RP18 (5-µm particle diameter and 10-
nm pore diameter) has a total porosity of 0.69, i.e., a pore porosity
(εp) of 0.50 combined with a bed porosity (εb) of typically 0.38. In
addition to these parameters, the effective pore diffusion coefficient
(Deff) of the solute, the experimental C-term parameter in Table
3, and corresponding retention parameter m (Table 1) are needed
for calculating ddisp. This quantity can be regarded as an equivalent
length scale that solute molecules travel in stagnant zones of the
porous medium. Thus, the monolith is viewed as an ensemble
(but not a close packing; see εb in Table 4!) of spheres with
diameter ddisp and, of course, the identical intraparticle pore
network morphology (including εp, Table 4).

In view of fixed beds based on random close packings of spheres
with εb of 0.37-0.4, a porous medium consisting of spherical
particles located (fixed) in space such that the resulting interpar-
ticle porosity of this geometry gives a permeability approaching
that of the monoliths, although satisfying the dispersion criterion
by the size (ddisp) and porosity (εp) of the particles, can only result
in a fictitious equivalent as it requires εb . 0.37-0.4. It is more
realistic to introduce a second (and larger) equivalent particle
diameter based on hydraulic permeability (dperm) and combine it
with ddisp to a pellicular particle that satisfies both dispersion and
permeability of a monolith. For this purpose, we rearrange the

Kozeny-Carman equation54

Figure 5a demonstrates how dperm for monoliths is determined
by using particulate packings as a reference. The bed’s superficial
velocity, normalized by the respective (well-characterized) average
particle diameter, is plotted against column pressure drop for both
monolithic and particulate material. This scaling procedure gives
an equivalent permeability particle diameter of slightly more than
15 µm for the silica-based monoliths.

Table 5 summarizes equivalent permeability and dispersion
particle dimensions calculated with eqs 4 and 5. Based on this
result, Figure 5b presents reduced plate height curves for
angiotensin II obtained with monoliths and beds of porous
particles under similar conditions. An equivalent particle Peclet
number (Pe) is defined via the dimensionless times for diffusion
(tD ) Dmt/ddisp

2) and convection (tC ) uavt/ddisp), Pe ) tC/tD )

(53) Neue, U. D. HPLC Columns: Theory, Technology, and Practice; Wiley-VCH:
New York, 1997.

(54) Bear, J. Dynamics of Fluids in Porous Media; Dover Publications: New York,
1988.

Table 4. Physical Properties of the Monolithic
Structures (cf. List of Symbols)

dmacro
(µm)

dmeso
(nm) εtotal εb εp Φ τ

1.9 12.5 0.862 0.597 0.658 0.160 1.171
1.9 20 0.915 0.676 0.738 0.093 1.131

εp )
Vmeso

Vskeleton
)

εtotal

1 + Θ(1 - εtotal)
(2)

εb )
Vmacro

Vcolumn
)

εtotal

1 + 1/Θ
(3)

ddisp ) [30DeffC
[εb + εp(1 - εb)m]2

εp
2(1 - εb)m2 ]1/2

(4)

Figure 5. (a) Scaling of hydraulic permeability data originating from
particulate and monolithic beds according to the Kozeny-Carman
equation, based on dp for particles and leading to dperm for monoliths.
(b) Reduced plate height curves for particulate and monolithic
structures (based on ddisp ) 2.5 µm and dp), with angiotensin II as
the solute.

usf

dperm
2 ) -

εb
3

180ηmp(1 - εb)2
∆p
L

(5)
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uavddisp/Dm and characterizes the relative importance of these
contributions at a given flow rate. It should be noted that our
values for ddisp between 2.5 and 3.9 µm (Table 5) are very close
to the monoliths’ domain size, which has been used as an effective
particle dimension in earlier work by Minakuchi et al.14,16 This
domain includes the macropore size and thickness of the silica
skeleton at the narrower (saddle) portions. Thus, our approach
for estimating ddisp based on a characteristic dimension of diffusion-
limited mass transfer and, in turn, the morphological approach
lead to conservative estimates. Then, under most ideal conditions
and as clearly seen in Figure 5b, the monolithic and particulate
axial dispersion data collapse on a single universal reduced plate
height curve. Deviations from that behavior are expected, e.g.,
when a particulate column (or monolith) is irreproducibly packed
(more irregularly manufactured) and flow field heterogeneities
of that particular structure become more important relative to
stagnant mobile-phase mass transfer.

Because the silica monoliths show a relatively high bed
porosity εb of about two-thirds (Table 4), which forms the basis
for their substantial permeability (dperm ≈ 15 µm), the question
naturally arises whether this material can still provide a significant
intraskeleton surface. In fact, these monoliths also have a highly
porous backbone as indicated by the mesopore porosity (εp) in
Table 4. Compiled data from Merck KGaA (Darmstadt, Germany)
on the specific surface area and density of totally porous, spherical
particles confirm that the effective surface of a column does not
depend on the particle diameter, but rather on intraparticle pore
size (at constant εp), illustrated in Figure 6. The silica-based
monoliths with bimodal pore size distribution show an only slightly
smaller surface area with respect to beds of totally porous particles
(cf. Table 5).

CONCLUSIONS
There exists no diffusive particle type that offers all of the three

main advantages of silica-based monoliths with bimodal pore size
distribution: high separation efficiency, low pressure drop, and a
large effective, specific surface area for high adsorption/reaction
capacity. Intraskeleton mass transfer is diffusion-limited as in
porous particles with identical pore network morphology, but it
is characterized by only short diffusion path lengths. While for
beds of totally porous spheres, efficiency and permeability are
usually analyzed by using the same mean particle diameter, the
monoliths with bimodal pore size distribution can be described
by pellicular particles with an overall diameter dperm (15 µm),
having a diffusive porous layer of ddisp/2 (1.5 µm). We express
characteristic lengths for dispersion in stagnant zones of the
monolith and its hydraulic permeability by two independent
equivalent particle diameters and, thus, account for an also

independent variation of the macropore and skeleton size.
Consequently, the associated fluid dynamics in the monolith is
comparable (equivalent) to that in random close packings of the
resulting pellicular particles. The benefit of this monolithic
structure is, however, that due to its porous skeleton it can offer
a much higher surface area than these pellicular particles.

Monoliths with a nonporous skeleton or an unaccessible
intraskeleton pore network resemble beds of nonporous spheres
(dp ) dperm). In this case, the characteristic diffusion length is
expectedly small as it is associated with the no-slip condition at
the skeletons external surface, giving rise to a velocity boundary
layer that needs transchannel equilibration only. By introducing
different characteristic (permeability and dispersion) lengths,
monoliths can combine short diffusion paths (high separation
efficiency), large specific surface (loading capacity), and high bed
permeability (mobile-phase velocity) for a superior performance
compared to fixed beds of particulate, diffusive adsorbents. They
may also be an alternative to perfusive particulate media that
develop their potential, i.e., a dynamically reduced intraparticle
diffusion length at increasing superficial flow rates only for slowly
diffusing molecules and relatively large intraparticle pores, which
either reduces the surface-to-volume ratio of a particle or the
amount of intraparticle flow.

GLOSSARY
A, B, C parameters in van Deemter equation,36 Table 1
Deff effective pore diffusivity (m2/s)
Dm molecular free diffusion coefficient37 (m2/s)
D̃eff convection-augmented diffusivity (m2/s), Table 1
dp particle diameter (µm)
ddisp/perm equivalent particle diameter for monoliths (µm), eqs

4 and 5
HETP height equivalent to one theoretical plate (µm)
k′ separation factor
kD obstruction parameter (taken as 0.6)
Kp hindrance parameter for pore-level diffusion52

m retention parameter, Table 1

Table 5. Equivalent Sphere Dimensions for
Silica-Based Monoliths with Bimodal Pore Size
Distribution

pore diameter equivalent sphere diameter

macropore
(µm)

mesopore
(nm)

dperm
(µm)

ddisp,Ang. II
(µm)

ddisp,Insulin
(µm)

relative surface
area (%)

1.9 12.5 15.6 2.5 3.9 79
1.9 20 15.2 2.5 3.4 73

Figure 6. Absolute surface area of a 4.6 mm i.d. × 100 mm column
depending on the (intraparticle or intraskeleton) mesopore diameter
of particulate beds and monoliths.
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pav average column pressure (MPa)
∆p column pressure drop (MPa)
R universal gas constant (J mol-1 K-1)
uav average linear velocity through the bed (mm/s)
usf mobile-phase superficial velocity (mm/s)
∆V°assoc difference in standard partial molar volume (cm3/mol)
Vmacro macropore volume (cm3)
Vmeso volume of mesopores (cm3)
Vskeleton volume of silica skeleton (including mesopores) (cm3)
Φ phase ratio: (1 - εp) (1 - εb)/(εb + εp (1 - εb))
Θ pore volume ratio: Vmacro/Vmeso

εp pore porosity (inside spheres or intraskeleton), eq 2
εb bed porosity (between spheres/interskeleton), eq 3

εtotal total column porosity
γ eddy-diffusivity parameter
ηmp dynamic viscosity of mobile phase (Pa s)
λ intraparticle (or intraskeleton) Peclet number
τ intraskeleton tortuosity factor: εp + 1.5 (1 - εp)
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Abstract

Monolithic chromatographic support structures offer, as compared to the conventional particulate materials, a unique
combination of high bed permeability, optimized solute transport to and from the active surface sites and a high loading
capacity by the introduction of hierarchical order in the interconnected pore network and the possibility to independently
manipulate the contributing sets of pores. While basic principles governing flow resistance, axial dispersion and adsorption
capacity are remaining identical, and a similarity to particulate systems can be well recognized on that basis, a direct
comparison of sphere geometry with monolithic structures is less obvious due, not least, to the complex shape of the skeleton
domain. We present here a simple, widely applicable, phenomenological approach for treating single-phase incompressible
flow through structures having a continuous, rigid solid phase. It relies on the determination of equivalent particle (sphere)
dimensions which characterize the corresponding behaviour in a particulate, i.e. discontinuous bed. Equivalence is then
obtained by dimensionless scaling of macroscopic fluid dynamical behaviour, hydraulic permeability and hydrodynamic
dispersion in both types of materials, without needing a direct geometrical translation of their constituent units. Differences
in adsorption capacity between particulate and monolithic stationary phases show that the silica-based monoliths with a
bimodal pore size distribution provide, due to the high total porosity of the material of more than 90%, comparable
maximum loading capacities with respect to random-close packings of completely porous spheres.
   2003 Elsevier B.V. All rights reserved.

Keywords: Monolithic columns; Stationary phases, LC; Hydrodynamic; Adsorption; Packed columns; Permeability;
Dispersion

1 . Introduction phase catalysis (especially as automotive exhaust gas
catalysts and in industrial gas purification), as con-

Monolithic high surface area materials have found densators, and in liquid chromatography[1–7]. Due
a number of applications in industrial and environ- to the reduced dynamic viscosity of gases at elevated
mental technologies, e.g. as ceramic supports for temperatures, solid-phase catalysts for gas reactions
high-temperature heterogeneous solid-phase–gas usually are highly ordered microporous media with a

monomodal pore size distribution. Stationary phases
for liquid chromatography, however, preferably have
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a hierarchically-structured pore space with macro-391-671-2028.
pores dedicated for convective mass transportE-mail address: ulrich.tallarek@vst.uni-magdeburg.de(U. Tal-
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porous) support material. This offers a large surface by problems in getting the submicron spheres settled
area accessible via diffusion-limited mass transfer. reasonably into a ‘‘fixed’’ bed[11].
Such bimodal pore size distributions can be realized Another aspect concerning the hydrodynamics in a
by packing micrometre-sized mesoporous particles random-close packing of completely porous spheres
into the desired column geometry. A reduced axial is that the mean interparticle macropore diameter
dispersion, one of the goals in high-performance (affecting the hydraulic permeability) and particle or
liquid chromatography, is accomplished when the domain size (influencing axial dispersion) cannot be
large and irregularly shaped particles first used in manipulated independently as both parameters are
(low-pressure) liquid chromatography are replaced ultimately coupled with the mean particle diameter.
by spheres of only a few micrometres in diameter Pellicular[12] and nonporous particles[13,14] may
with a narrow size distribution (Fig. 1), because be an alternative but lack a large effective surface
dispersion associated with the liquid hold-up (in- area. In order to overcome these limitations for a
traparticle stagnant mobile phase mass transfer resist- fixed bed of spheres with its particulate (and, there-
ance) can be then significantly reduced due to a fore, discontinuous) solid-phase, monolithic struc-
decreased characteristic diffusion path length in the tures can be a solution because, in their continuous
stagnant zone[8]. Additionally, mechanical disper- solid-phase, the macropore diameter and domain size
sion may be reduced by an increased packing can be adjusted independently over the complete
homogeneity due to a uniform particle shape[9]. length of the bed. Monolithic media for liquid
Although hydrodynamic dispersion analysis suggests chromatography can be distributed into two main
the use of spheres as small as possible, any further categories based on their manufacturing material:
reduction of particle size to the submicrometre range organic polymer[15–20] and silica-based monoliths
is of only limited value because the resulting beds [21–26]. The macroscopic differences in bed mor-
create an unacceptably high back pressure[10] and, phology are revealed by SEM pictures of some of the
further, slurry packing of these columns is impeded commercially available monolithic stationary phases

 

Fig. 1. Scanning electron microscopy pictures of different types of porous chromatographic materials. (a) Irregularly-shaped silica particles,
(b) spherical silica particles, (c) organic polymer monolith A (UNO S), (d) organic polymer monolith B (CIM Disk), and (e) silica-based
monolith (Chromolith).
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(Fig. 1). Since the bed structure of organic polymer first step (this determines domain size and macropore
monoliths more or less resembles that of a loose diameter), followed by a solvent exchange as the
packing of spherical or nearly so particles (microg- second one, leaching out the silica skeleton to create
lobules) with a broad size distribution, the silica the intraskeleton mesopore space[28–32]. Conse-
monoliths show a more fractal morphology with quently, the resulting pore space shows a bimodal
large interskeleton pore space. Differences in macro- pore size distribution[21]. Up to date, only the use
scopic stationary phase structures are intensified by of silica as the basis material for monoliths in
the pore size distribution measurements (Fig. 2, chromatography allows to create a hierarchically-
although these measurements do not contain infor- structured pore space with independent adjustment of
mation about the actual pore interconnectivity) and all skeleton parameters. Based on preparation as-
these can be, by referring to the original literature, pects, most of the applications for polymer monoliths
directly related to the respective preparation process: are in the purification (downstreaming) process of
the organic polymer monoliths are synthesized by a biomacromolecules like proteins and plasmid-DNA
thermally initiated one-step radical polymerization [33–35], while the silica-based monoliths as station-
process in the presence of a mixture of porogens that ary phase material in partitioning chromatography
induces phase separation and creates the inter- are mainly used for low- and medium molecular
skeleton macropores[5]. The reaction temperature mass substances[36–38].
and composition of the porogenic mixture determine Polymeric continuous stationary phases for liquid
the macropore, as well as the microglobule diameter, chromatography offer, in comparison with the par-
but both also influence the development of micro- ticulate fixed beds, the possibility to be easily
pores in the microglobules, hence in the stationary prepared in any dimension desired, in normal tube
phase, so that reaction conditions are normally [15] and in disk format[19], and in radial flow
adjusted to lead to a nearly nonporous skeleton and, geometry[39] or on microfluidic devices[40,41],
for sufficiently large molecules, to an effectively whereas for silica-based materials the column geom-
monomodal pore size distribution[27]. Silica-based etry has to be fitted to the stationary phase due to the
monoliths, in contrast, are prepared through a two- syneresis of the silica-gel[21,32]. One main restric-
step process involving a sol–gel mechanism over- tion for both polymeric and silica-based monolithic
lapped by a spinodal phase transition process as the structures is, since the stationary phase cannot be

packed under a high pressure into the confining
column geometry, the proper attachment of the

 

stationary phases to the column wall. This results in
a maximum operating pressure (recommendation)
ranging from 1 to 5 MPa for the organic polymers
and up to 20 MPa for the silica monoliths. Another
problem concerning highly permeable monolithic
structures or those in an extraordinary geometry like
a disk or radial flow type is the proper (radial)
sample introduction. In comparison to packed beds
of small particles in narrow-diameter columns, there
exists no sufficiently high back pressure to create a
more homogeneous radial flow distribution[42].
Further, polymeric monolithic stationary phases are,
like the conventional polymer beads, restricted to an
eluent composition prohibiting the use of strong

Fig. 2. Cumulative pore volume data for the monolithic and organic solvents due to swelling of the skeleton[5].
particulate fixed beds indicating monomodal pore size distribu-

In any confining geometry the description of thetions in the case of the polymer monoliths and bimodal pore size
respective flow regime via Reynolds and Pecletdistributions for both the silica-based monolith and the bed of

porous silica beads. numbers relies on the definition of some characteris-
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tic and, over the length of the bed, constant dimen- on the macropore diameter and the pore (inter)con-
sion + of the respective medium[10,43]. In open- nectivity. The consideration of permeability func-
tubular geometry this dimension is the inner column tions similar to those established for random-close
diameter, while for a fixed bed of (completely) packings of spheres[44–46] may actually fail be-
porous spheres the mean particle diameter is a good cause pore space morphology of each monolith
measure for the determination of Reynolds and offers unique geometrical properties and the differ-
Peclet numbers (Fig. 3). In the monolithic structures ences between monoliths cannot, in contrast to that
there also exists a continuously repeating geometrical for fixed beds of nearly spherical particles, be easily
unit, for the silica monoliths it is the average domain reduced to only a few macroscopically relevant bed
size [22,26], or for polymer monoliths the mean parameters. To obtain insight into the hydrodynamic
microglobule diameter[27]. However, monolithic behaviour of the various monolithic stationary phases
resins are not closely packed and they rather provide it is, thus, favourable not to try to set up a model for
a large interskeleton porosity impeding the direct use a particular monolithic system, but to rather scale
of some characteristic geometrical skeleton units to their hydrodynamic behaviour to that of the (well
determine a particular flow regime. The hydraulic established) systems of particulate fixed beds via
permeability is certainly a function of interstitial introduction of ‘‘equivalent sphere dimensions’’ for
porosity, macropore diameter, and domain size (as permeability and dispersion in monoliths, in general
well as of their distribution functions). Axial disper- [47,48].By defining+ and+ (Fig. 3 [48]) forflow disp

sion depends on the size and porosity of the domain, hydrodynamics in different monoliths their behaviour

 

Fig. 3. Characteristic length-scales for hydraulic permeability and hydrodynamic dispersion in a bed of spheres and in monoliths. While the
particle diameter is useful to define a region impermeable for flow, the actual thickness of the porous layer may be used to address the
dispersion originating in stagnant zones of a sphere packing. Apparently+ and + are different. Adapted with permission fromstag flow

Tallarek et al.[48].
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is translated into the diameter and porosity of a integration of each population distribution led to the
¯spherical particle in a fixed bed of such spheres mean surface-averaged particle diameter (d ). Poly-p,2

which shows an identical macroscopic flow resist- mer-based monoliths CIM Disk SO and UNO S3

ance and/or the identical longitudinal dispersion Polishing Kit were purchased from BiaSeparation
characteristics. (Lubljana, Slovenia) and from Bio-Rad (Munich,

The purpose of our current investigation is to Germany). The pore size distributions and specific
analyze the hydrodynamics of monolithic stationary surface area data of all porous materials were
phase materials in comparison to some particulate determined by mercury intrusion and nitrogen ad-
reference materials. The general (and widely applic- sorption at Merck. Scanning electron microscopy
able) phenomenological approach of dimension anal- pictures were taken at the Mikrostrukturzentrum of

¨ysis allows the scaling of permeability and dis- the Otto-von-Guericke-Universitat Magdeburg. A
persivity data from particulate media and from both comprehensive overview of the properties of differ-
polymer and silica-based monoliths. The hydro- ent fixed beds used in the permeability and disper-
dynamic analysis is complemented by adsorption sion analysis is given inTable 1.
capacity studies for the silica-based materials cover- Chromolith Performance monolithic columns
ing RP4e, RP8e and RP18e surface modification. (10034.6 mm) with an RP4e, RP8e and RP18e
The monolithic and particulate chromatographic surface modification containing 12.5 nm mesopores
media are quantitatively compared via three main and macropores of 1.9mm were obtained from
chromatographically relevant parameters: pressure Merck. PurospherSTAR RP18e in a particulate refer-
drop, efficiency and adsorption capacity. ence column (5534.0 mm) for the adsorption

capacity studies (3mm particle diameter and 12 nm
mesopore diameter) was also obtained from Merck.

2 . Experimental
2 .3. Apparatus

2 .1. Chemicals
All measurements on hydraulic permeability, van

Acetone, caffeine, trifluoroacetic acid (TFA), and Deemter curves and adsorption capacity were con-
acetonitrile (gradient grade) were purchased from ducted on a Merck–Hitachi HPLC system. Each
Merck (Darmstadt, Germany). Purified water was column material was first thoroughly wetted with
prepared on a Milli-Q water purification system. pure acetonitrile (except organic polymer monoliths)
Angiotensin II, insulin and bovine serum albumin and, thereafter, the total pressure drop was recorded
(BSA) were purchased from Sigma. with purified, degassed water until the maximum

possible flow-rate was reached. Correction by the
2 .2. Columns system back pressure gave the column pressure drop.

All dispersion experiments were conducted on an
Silica-based monoliths (Chromolith Performance Agilent 1100 capillary HPLC system including a

RP18e) with mean intraskeleton mesopores of binary low-pressure gradient pump, an autosampler,
25 nm, as well as a column of LiChrospher WP300 and UV detector. The microlitre flow control sensor
RP18e spheres having 30 nm mesopores were ob- was bypassed and the eluent was directly delivered
tained from Merck. A Zorbax SB300-C column in isocratic mode in the range from 100 to 250018

was obtained from Agilent Technologies (Wald- ml /min by the pump. The volumetric flow-rate
bronn, Germany), a Micra NPS column packed with through each column was determined by measuring
nonporous particles was purchased from Bischoff elution volume over time behind the detection cell.
Analysentechnik (Leonberg, Germany). The particle The actual flow-rate deviated within 2% of the
size distribution functions of all particulate porous system value. All connecting tubes were replaced by
media were measured after the completion of experi- 200mm I.D. capillary tubing from Agilent with a
ments on a CILAS 968 laser light diffraction and maximum length of 10 cm between injection valve
diffusion system (CILAS, Marcoussis, France). An and column, both to avoid a high system pressure-
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T able 1
Characteristic dimensions and parameters of porous media used in this study

a b 2 2¯Fixed bed L (mm) d (mm) V /V d (mm) d (mm) r (g /ml) ´ ´ ´ t F A (m /g) A (m /ml)bed col extra bed p,2 macro bed total inter intra intra spec rel

Nonporous spheres 53 4.6 0.02 3.2 – 1.20 0.36 0.36 – – 1.78 1 1

Porous spheres A 50 2.1 0.10 4.3 – 0.87 0.65 0.37 0.44 1.28 0.54 51 44

Porous spheres B 55 2.0 0.10 7.2 – 0.85 0.75 0.37 0.60 1.20 0.33 76 65

Silica monolith 100 4.6 0.01 – 1.9 0.26 0.92 0.72 0.70 1.15 0.09 147 39

Polymer monolith A 10 4.6 0.10 – 1.1 0.76 0.70 0.70 – – 0.43 4.4 3.3

Polymer monolith B 3 12 0.42 – 1.1 1.06 0.47 0.47 – – 1.13 3.6 3.8

a Nonporous spheres, Micra NPS; porous sphere packing A, Agilent Zorbax SB300-C ; porous sphere packing B, Merck LiChrospher WP300 RP18e; silica monolith, Merck18

Chromolith; polymer monolith A, BioRad UNO S Polishing Kit; polymer monolith B, BiaSeparations CIM Disk SO .3
b V 517 ml, except with polymer monolith B for whichV 5142 ml (resulting from the disk housing).extra extra
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drop at maximum flow-rates and to minimize extra- the tracer residence times in the column. It is, thus,
necessary to deconvolute the detector signal into twocolumn volume. The column was directly connected
functions: (i) a Gaussian function describing theto a 5ml semi-micro detection cell. Data acquisition
signal variance caused by extra- and intracolumnrate was increased up to 50 Hz at highest volumetric
band broadening, and (ii) a first order exponentialflow-rates to prevent artificial band broadening due
decay function resulting in a time constant for firstto an insufficient detector response time.
order dilution effects. The latter one accounts only
for peak tailing due to incomplete axial equilibrium2 .4. Elution conditions
and increases as tracer residence times decrease. In
order to distinguish between these complementaryDispersion analysis under non-retained elution
effects a convenient approach consists of using anconditions was achieved for all tracers by the use of
exponentially modified Gaussian function (EMG)premixed eluents consisting of a water–acetontrile
[49–51]:(50:50) mixture, adjusted to acidic conditions for

] 2reversed-phase materials by addition of 0.1% (v/v) h s s t 2 tp 10 t t 0
]] ] ] ] ]]F Gf(t)5 y 1 exp 2S D0trifluoroacetic acid and to basic conditions for the œt 2 2 t t

strong cation-exchange polymer monoliths with s t 2 t1 t 0
] ] ]]S D3 12erf 2 (1)H F GJ10 mM sodium phosphate buffer (pH 11). Prior to ]Œ t t2

use, the eluents were filtered with 0.45mm mem-
2where t , s and h represent mean residence time,brane filters and degassed with helium. The injection 0 t 0

variance and area of the Gaussian function andt isvolume ranged between 1 and 5ml (depending on
the time constant of the first order decay function. Asthe bed volume) with sample concentrations of 0.5%
the extracolumn system geometry and, hence, ex-(v /v) for acetone, 20mg/ml for angiotensin II and
tracolumn band broadening remained identical for50 mg/ml for insulin and BSA. Each sample was
each column during the whole experiment, and bydissolved in the mobile phase to avoid concentration
taking into account only the Gaussian part of theeffects due to different elution strengths. Detection
deconvoluted elution profile, it allows to suppress thewas carried out at 215 nm (ref.: 250 nm) with 10 nm
influence of an incomplete axial equilibration andbandwidth, except for acetone (254 nm, ref.: 330
offers the possibility of comparing axial dispersion innm). Elution was made at controlled room tempera-
different column geometries. Chromatographic datature (218C).
were therefore exported from ChemStation softwareVan Deemter curves for caffeine were recorded at
and imported into Origin 6.0 (Microcal, Northham-increasing flow-rate in two independent runs. The
pton, USA) in order to fit each signal response by anretention factor was adjusted tok955 for all station-
EMG. A transformation of the Einstein diffusionary phase materials yielding in eluent compositions
equation yields the apparent axial dispersion coeffi-of water–acetonitrile of 92:8, 94:6, 94.5:5.5 and 95:5
cient D describing the sum of the intra- andaxfor the RP18e particles, the RP18e, RP8e and RP4e
extracolumn dispersion effects as derived from thesilica monolith, respectively. All eluents were pre-
detector output:mixed, thoroughly degassed with helium and filtered

2 2 2with membrane filters prior to their use. The in- s u sL av t
] ]]D 5 5 (2)jection volume ranged between 2 and 10ml depend- ax 2Dt 2tel,iing on column volume. The detection wavelength

was 254 nm and all experiments were carried out at A time-scale-based signal response variance, how-
controlled room temperature (218C). ever, has to be transferred into a length-scale-based

variance by multiplication with the square of the
2 .5. Analysis of dispersion data average mobile phase velocity.

Signal response obtained under nonretained con- 2 .6. Analysis of adsorption data
ditions is usually characterized by asymmetric peak
shapes whereas the asymmetry mainly depends on Adsorption isotherms of caffeine on particulate



214 F.C. Leinweber, U. Tallarek / J. Chromatogr. A 1006 (2003) 207–228

and monolithic RP18e material were determined via K
]frontal analysis at room temperature. Eluent com- u 5 2 =p (3)sf h

position was the same as with the van Deemter
analysis and the retention factor was kept atk95 5 This linear relationship is valid for the case of
for all materials. Step gradients were run by the laminar flow and that both the Newtonian fluid and
gradient pump at constant superficial velocity of porous medium remain incompressible.

211 mm s with pure mobile phase in the first and The hydraulic permeability data for (porous and
caffeine solution (20 mg/ml in the eluent) in the nonporous) particulate and monolithic resins are
second channel. The accuracy of the step gradient shown inFig. 4a.These data indeed confirm a linear
was confirmed a priori with an acetone solution increase of pressure drop (per metre) over the whole
(0.5%, v/v), confirming a deviation below 1% for all velocity range which reproduces nothing else than
steps. To avoid exceeding the detector’s dynamic Darcy’s law. For each material the flow regime
range the detection wavelength was 300 nm. The remains in the laminar regime and both the bed and
inflection point of each step was determined by
fitting a Boltzmann function through the corre-  

sponding breakthrough curve. The calculation of
adsorption isotherms was carried out as described in
the literature[52].

3 . Results and discussion

3 .1. Hydraulic permeability

Unconsolidated porous media (either particulate or
monolithic) usually exhibit a macroscopically coher-
ent pore network system as evidenced by the average
macropore diameters seen in the pore size distribu-
tions (Fig. 2), together with an inspection of scan-
ning electron microscopy (SEM) pictures (Fig. 1)
which reveal irregular, but geometrically congruent
media. Even though these systems are macro-
scopically homogeneous (i.e. time and length scales
on which transport processes occur are much smaller
than the scales of variations in the velocity field
experienced by the analyte) all porous media are
characterized by a more or less broad distribution of
diameter, characteristic lengths and shape (thus,
morphology) of their respective interparticle (or
interskeleton) macropore system, resulting in micro-
scopically disordered structures. The general phys-
ical law governing flow resistance to a Newtonian

Fig. 4. Hydraulic permeability (using water as a liquid) offluid through such a fixed bed (particulate or mono-
particulate and monolithic beds. (a) Flow resistance againstlithic) is Darcy’s law (Eq. (3)), which presents a
superficial velocity, (b) dimensionless Darcy–Weißbach friction

linear relationship between cross-sectional averaged ¯factor–Reynolds number relation (withd as + for thep,2 flow
superficial velocity and pressure gradient over the particulate media, leading to+ for the monoliths via scaling offlow

length of the bed[43]: their data).
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fluid can be regarded as being incompressible. much higher than that of a random-close sphere
Besides the fact that particulate media show different packing is physically not consistent and will there-
slopes according to their different particle dimen- fore lack accuracy. Despite such restrictions the
sions this figure, in general, reveals quite strong Kozeny–Carman equation gives reasonable results
differences in hydraulic permeability, especially when permeability data based on similar column and
between organic polymer and silica-based monoliths. particle dimensions are considered[47]. To avoid
The silica monolith offers the highest permeability of limitations and allow for a comparison of chromato-
the systems investigated, while both polymer mono- graphic media with very different porosities we here
liths show a permeability less than that of a random- adopt the approach of the dimension analysis. This
close packing of the smallest particles, i.e. the phenomenological approach was used by Rumpf and
nonporous beads with an average diameter of 3.2 Gupte[54,55] in their study of liquid flow through
mm. Although these curves already indicate some porous media covering a wide range of porosities

22 2trends, for a quantitative treatment of hydraulic (for 10#Re # 10 , using sphere packings pre-
permeability accounting for different interstitial pared by a special procedure, with interparticle
porosities and particle diameters (as indicated by porosities between 0.35 and 0.68). In dimension
+ in Fig. 3) a transformation of the absolute data analysis all the experimentally available systemflow

into a dimensionless form has to be performed and parameters are first defined and then calculated
first properly applied to the particulate beds. Then, a against each other, leading to a dimensionless num-
direct comparison of the monolith’s hydraulic per- ber which specifically characterizes the system under
meability to those of particulate beds can be carried investigation.
out by defining an appropriate characteristic length In the case of laminar flow of a Newtonian fluid
(+ ) for which both types of curves (monoliths, through a fixed bed (fluid and bed are consideredflow

particulate beds) coincide. incompressible and, therefore, Darcy’s law is valid)
Due to the fact that the specific permeabilityK can the general approach of dimension analysis for

be determined exactly from Darcy’s law but, vice hydraulic permeability can be represented as[55]:
versa, an exact prediction of the actual bed per-

Dpmeability from its characterizing macroscopic prop- ]]52
ruerties like porosity or average pore diameter fails, sf

simplified geometrical models of the pore network ¯u x Lsf
]] ]S Df Re 5 , , ´ , q , c , packing structure (4)(especially for particulate fixed beds) were developed inter i i¯n x

to allow an estimation of the bed’s permeability by
knowing macroscopic properties like the interstitial System parameters affecting flow resistance are:
porosity, mean particle shape or diameter[44–46]. (i) total pressure dropDp over the fixed bed, (ii)

For example, the Kozeny–Carman equation[53] is cross-sectionally averaged superficial velocityu ,sf

based on the assumption that an irregular distribution and (iii) volumetric density of the liquidr. Their
of pore dimensions in a fixed bed of particles can be ratio (see left-hand side of Eq. (4)) is a function of
replaced by a bundle of twisted, nonintersecting several also dimensionless variables characterizing
channels with a similar diameter in which flow liquid flow, packing material and structure: (i)
resistance is governed by the Hagen–Poiseuille law Reynolds number, (ii) interstitial porositý , (iii)inter

for laminar flow in open tubes. If the permeability particle shape and size distribution factors (c andq )i i

data shall be normalized through this approach also and (iv) the ratio of bed lengthL divided by a mean
¯the limitations of this model have to be considered: characteristic lengthx of the porous medium ortho-

the equation is based on empirical data that were gonal to the flow direction which governs the flow
acquired for random-close packings of nearly spheri- resistance, defined as+ for both the particulateflow

cal particles, having narrow particle size distribution and monolithic media. In a random-close packing for
and an interstitial porosity of about 0.4[53]. An which L strongly exceeds+ all factors affectingflow

extension of the porosity function obtained for this the axial flow resistance can be considered as
model to porous media with an interstitial porosity constant over the bed length, leading to a linear
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2relationship betweenDp /(hu ) andL /+ , sum- more difficult to explain by only their mean in-sf bed flow

marized in the Darcy–Weißbach friction factor̂: dividual bed properties. For example, based on
macropore diameters (and by considering the

+Dp flow Hagen–Poiseuille law) the expected permeability]]]]^ 5 2 Lru bed ratio concerning the silica and polymer monolithssf

should be about 4, but it actually ranges between 12u +sf flowS ]]] D5 f Re 5 , ´ , q , c (5) and 16. Certainly the porosities also need to beinter i in
considered here, but because the monoliths span a
quite substantial range of porosities, the resultingThe (dimensionless) Darcy–Weißbach friction fac-
difficulty lies in the estimation of an accuratetor itself is a function of several dimensionless
porosity function which is able to cover the totalparameters but if spherical particles with a narrow
range. Already an extrapolation based on theparticle size distribution are used, deviations in the
Kozeny–Carman equation for sphere packings withinterstitial porosity, particle shape and size distribu-
higher interstitial porosity than the typical 0.4 be-tions have a negligible influence, reducinĝ to a
comes inaccurate. For example, as shown by Rumpffunction of only one dimensionless variable, the

2 3and Gupte the porosity function (12´ ) /´Reynolds number. Taking+ as the mean surface- inter interflow

after Blake, Kozeny and Carman should be betteraveraged particle diameter, the friction factor–
25.5replaced by´ or by the still more meaningfulReynolds number relation for the different sphere

24.55function 4(12´ )´ [55].packings leads to a coincidation of these data onto a inter inter

Hence, there seems to exist no clear relationshiplinear master curve (open symbols inFig. 4b),
between bed structure properties like porosity orjustifying the assumption that the phenomenological
macropore diameter and permeability according toapproach of dimension analysis is well suited for
Darcy’s law (cf. + and Table 1). It pointscomparing different sphere packings, porous and flow

towards the usefulness of a pragmatic approach, tononporous, and that also the resulting packing prop-
relate hydrodynamic properties of monoliths to thoseerties in view of ´ , q , and c are sufficientlyinter i i

of the well-defined and understood system comprisedsimilar. (Because the viscous drag on a spherical
by a fixed bed of spheres via the phenomenologicalparticle in laminar flow is proportional to the surface
approach of dimension analysis, taking into accountarea orthogonal to the flow direction[10], it is
only directly measurable macroscopic system prop-physically meaningful to use the mean surface-aver-

¯ erties.aged particle diameterd for characterizing+ .p,2 flow

Absolute permeability data for various organicAlso other authors dealing with the flow resistance in
¯ polymer-based monoliths adapted from the literatureporous media have usedd [46,55].)p,2

were subsequently scaled to obtain+ with theThe close correlation of hydraulic permeability flow

help of particulate reference materials and with waterdata for porous and nonporous beads suggests an
as the liquid. The resulting equivalent sphere dimen-extension of this phenomenological approach to the
sions are listed inTable 2.Data for the commerciallymonolithic resins in order to relate their specific
available polymer monoliths A and B adapted frompermeability data to those of particulate beds simply
different authors reveal that the permeabilities ofby scaling them with an appropriate+ to theflow

these monoliths result in an+ of similar mag-particles’ master curve (closed symbols for the flow

nitude as in this study. Polymer-based monolithicmonoliths, Fig. 4b). The data for both silica-based
resins offer an individual permeability characteristicand polymer monoliths fit well into the master curve,
depending on preparation conditions. Therefore, nosuggesting the usefulness of this approach. The
general relationship between the nature of theseequivalent sphere dimensions for permeability
monolithic stationary phases (organic polymer or(+ ) are 3.0mm and 2.7mm for the polymerflow

inorganic silica skeleton) and permeability can bemonoliths A and B, respectively, whereas the per-
drawn.meability of the silica monolith equals that for a

¯ A phenomenological approach relying on thefixed bed of 11.0mm spheres (d ). Differences inp,2

Darcy–Weißbach friction factor–Reynolds numberflow resistances between the monolithic resins are
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relation, which is not based on any confining model function ofPe) in order to use the Van Deemter
and which takes into account only directly mea- equation. Reduced plate height plots originating from
sureable system parameters, is shown to be a suffi- the dispersion data for particulate and monolithic
cient, yet extremely practical tool for the dimension- beds then may coincide by appropriate dimensionless
less scaling of permeability data for porous media scaling.
with a quite different porosity and structure. By To verify this simple approach with uncharged
introducing the radial length scale+ (an equiva- analyte molecules on reversed-phase materials, Vanflow

lent sphere diameter for hydraulic permeability), it is Deemter curves for monolithic columns with differ-
possible to attribute to each monolithic bed a single ent surface modification (RP4e, RP8e and RP18e), as
value which describes its macroscopic permeability well as for a 3.0mm particulate RP18e ‘‘reference’’
in terms of the average particle diameter of spheres material are shown inFig. 5. They were obtained
in the equivalent sphere packing and, thus, allows a with caffeine under strong retention conditions (k95
convenient and straightforward comparison of mono- 5). Regression data for both theA-term andC-term
lithic and particulate chromatographic beds, at least parameters are (for all the reversed-phase monolithic
under this point of view. media) very similar to those for the random-close

packing of these 3.0mm spheres (cf.Table 3). Thus,
3 .2. Hydrodynamic dispersion the monoliths equivalent particle diameter for axial

dispersion representing that in a bed of completely
For a quantitative comparison of the axial disper- porous spheres of 3mm (this dimension is obtained

sion coefficients of the solute a method has to be here without the need for concrete calculation of the
devised which also allows to evaluate the apparently C-term parameter, but just—accidentally—by optical
diverging data for the various media in a dimension- inspection) is consistent with our previous findings
less form. Prerequisite is a constant and sufficiently [47]. One advantage of the Van Deemter analysis is a
small extracolumn contribution to the band broaden- convenient direct derivation based on readily obtain-
ing. Then, a possible approach consists of applying able plate height curves of equivalent sphere dimen-
the Van Deemter model for band dispersion in sions for axial dispersion under conditions of re-
chromatographic media[62] which uses the theoret- tained elution. These conditions guarantee relatively
ical plate height (H ), an already reduced parameter, long tracer residence times in the column, resulting
for indicating the effectiveness of a column via the in accurate experimental data concerning theC-term
first derivative of the axial variances of the detector
response signals with respect to the column length

2  (i.e. H 5ds /dL). The introduction of three param-L

eters for mechanical (eddy) dispersion, axial molecu-
lar diffusion and nonmechanical dispersion (stagnant
mobile phase mass transfer) results in the well-
known Van Deemter equation in which all processes
are considered to occur independently and, therefore,
their offered resistances add in series. Then, the
dispersion data for silica-based monoliths with a
bimodal pore size distribution can be scaled on the
basis of a lumped mass transfer kinetics (C-term
parameter) to those observed for fixed beds of porous
spheres (also with a bimodal pore size distribution cf.
Fig. 2) by introduction of an equivalent sphere
dimension concerning axial dispersion[47]. For this
purpose, the mass transfer in the stagnant part of theFig. 5. Van Deemter curves for caffeine on silica-based mono-
mobile phase, here the intraskeleton or intraparticle lithic and particulate stationary phases obtained under conditions
pore space, has to remain diffusion-limited (as a of strong retention (k95 5).
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T able 3
Van Deemter parameters for caffeine elution

29 2 a 23Stationary phase A (mm) B (10 m /s) C (10 s)calc

Silica monolith RP4e 10.160.5 0.7 1.460.1
Silica monolith RP8e 10.060.4 0.7 1.660.1
Silica monolith RP18e 9.760.2 0.7 1.660.1
Fixed bed of spheres RP18e 9.360.6 0.7 1.560.2

a 29 2B 5 2k D with k being the obstruction factor (0.7), andD 50.5310 m /s[62].calc b m b m

(significant slope in the plate height curves) which reasonable sphericity.$ depends on the Peclet
then clearly dominates the overall dispersion. But, at number, on intraparticle porosity and reduced pore
the same time, the use of retained conditions is also diffusivity (D /D ), where D is the effectivestag m stag

one of the major drawbacks of this approach. Com- diffusion coefficient of analyte molecules in the
parisons of dispersion behaviour will then be compli- stagnant zone. However, in order to scale the disper-
cated by the surface-specific adsorption kinetics, in sion data for porous and nonporous spheres via
addition to the differences in diffusion path lengths dimension analysis in a similar way as for the
in the particulate and monolithic materials. Thus, the permeability data, we have to introduce a common
main focus of this work (the hydrodynamic disper- (appropriate) length scale+ for the consistentdisp

sion) will be, at least partly, obscured by thermo- determination of the dispersive flow regime (cf. Eq.
dynamic effects. To circumvent these difficulties (6)).
elution under nonretained conditions is favored For studying the axial dispersivity$ of a neutral,
because dominating mass transfer resistances in the nonreacting solute in incompressible liquid flow
mobile phase then arise from diffusive processes that through a random sphere packing as a function ofPe
itself originates in stagnant zones characterized by a we have to take into account the bed’s tortuosity
different spatial dimension (and pore space morphol- (t ), a mechanical dispersion contribution (coeffi-bed

ogy), depending on the material under consideration. cientQ ) and two nonmechanical mechanisms,m

But, as a consequence, theC-term parameter is then namely boundary-layer mass transfer (Q ) and theb

reduced to a magnitude which represents the actual liquid hold-up in the intraparticle stagnant zone (Q )h

experimental error in its determination and this, in [63]:
turn, prohibits a meaningful data evaluation.

DTherefore, the plate heightH is first replaced by ax
]$ 5 Dthe dispersivity$, the dimensionless ratio of the m

effective axial dispersion coefficient to the analytes 2
5t 1Q Pe 1Q Pe ln (Pe)1Q Pe (7)bed m b hmolecular diffusivity. By applying dimension analy-

sis to axial dispersion in fixed beds of porous spheres
we can formulate Eq. (6), describing$ as a function Apparently, the liquid hold-up contribution is not
of several (also dimensionless) factors[48]: present with nonporous particles (unless some of the

particles crush and lead to an appreciable amount of
Dax dead-end blockage, or the ‘‘nonporous’’ particles]$ 5 Dm have micropores to a finite extent). The relevant flow

regime for mechanical dispersion and boundary layeru + Dav disp stag
]]] ]]5 f Pe 5 , ´ , q , c , ´ , (6)S D mass transfer can be characterized by+ becauseinter i i intra flowD Dm m

both contributions are physically related to the
The same parameters as for the permeability data (velocity and shear stress at /close to the) particles

are used to characterize interstitial porosity, particle external surface. By contrast, the liquid hold-up in
shape and size distribution, and they can be neg- beds of porous spheres is inherently coupled to+stag

lected for a random close packing of spheres with (cf.Fig. 3), the effective intraparticle diffusion
relatively narrow particle size distribution and pathlength that we determine, in this study, for



220 F.C. Leinweber, U. Tallarek / J. Chromatogr. A 1006 (2003) 207–228

completely porous spherical particles from their numbersPe sufficiently exceeding unity are en-
¯mean surface-averaged particle diameter (d ). countered (Pe .20; it is, thus, most relevant inp,2

In beds of nonporous spheres, i.e. in the absence liquid chromatography practice). This has been re-
of liquid hold-up, + is determined uniquely by evaluated and demonstrated recently by the com-disp

+ , but for the porous particles both+ and plementary pulsed field gradient NMR measure-flow flow

+ are important. Apparently, they are not identi- ments, combined with a numerical simulation (usingstag

cal (Fig. 3). The intraparticle liquid hold-up contri- high-resolution flow fields) of axial dispersion co-
bution begins to dominate axial dispersion when efficients in packings of porous and nonporous
completely porous spheres are used and Peclet spherical particles (Fig. 6a) [64], an aspect to which

we will return to below.
Axial dispersion in random-close packings of

 
totally porous and completely nonporous spheres
represents two limiting cases for which the flow
regime can be conveniently characterized by a single
length scale (+ ) which is+ in the former anddisp stag

+ in the latter situation. The actual flow regimeflow

for pellicular particles (cf.Fig. 3), however, needs
two different length scales and the dimensionless
dispersivity is not expressed easily in a reduced
form. Because liquid hold-up in these particles is
strongly reduced (this is one of the main purposes of
the pellicular particles), it may not be the dominating
contribution to band dispersion any longer, yet not
be negligible, and+ cannot be replaced simplydisp

by + without introducing an ambiguity.stag

Before we continue with a demonstration of the
importance of liquid hold-up in stagnant zones for a
determination of an equivalent dispersion length for
monoliths compared with that in particulate beds, it
should be pointed out that Eq. (7) apparently con-
tains a coupling (via the boundary-layer contribution)
between mechanical dispersion and mass transfer
resistances arising in the mobile phase. This is in
contrast to the Van Deemter model (A-term indepen-
dent of velocity) and it is still incomplete compared
to the Giddings coupling theory[8]. Giddings has
addressed the important role played by lateral diffu-
sion (or, more correctly, by lateral dispersion, al-
though it is only a very weak function ofPe) in the

Fig. 6. Dimensionless dispersivity versus the Peclet number for relaxation of radial concentration gradients. For this
random packings of totally porous and nonporous spheres. (a)

purpose, he has identified several velocityData obtained with PFG-NMR measurements and numerical
inequalities of the flow pattern in a packed bed,simulations, reprinted with permission from Kandhai et al.[64].

Regression analysis results in the following values fort , Q , covering length scales from the radius of an in-bed m

Q , andQ : 0.74, 0.144, 0.101 and 0.020 in the case of the porousb h dividual interparticle pore (transchannel contribu-
particles, and 0.51, 0.153, 0.080 and 0.0016 for the nonporous tion), via short and long range interchannel effects
spheres. (b) Data obtained by tracer elution experiments under

(including a few particle diameters), up to the wholeunretained conditions. For all curves (porous or nonporous
diameter of the column (transcolumn contribution)particles)Pe has been calculated, as is usually done, on the basis

of the mean particle diameter. [65]. For the sake of completeness, Eq. (7) expresses
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coupling only between the pore-scale velocity dispersion in the bed of porous spheres at Peclet
inequality arising due to the no-slip condition at the numbers exceeding about 20. Thus, liquid hold-up as
solid–liquid interface and diffusion normal to that a particular dispersion mechanism is also suited to
surface. This pore-level Taylor dispersion translates study and compare the band broadening in mono-
to the Giddings transchannel effect. Velocity lithic and particulate beds, as long as this contribu-
inequalities on a higher length-scale (like short and tion is sufficiently present in a material and disper-
long range interchannel, or even transcolumn effects) sion data are acquired over a sufficiently wide range
are not considered[63]. Thus, ‘‘coupling’’ between ofPe.
mechanical and nonmechanical effects in Eq. (7) Compared to these results based on the direct
represents a situation between the Van Deemter measurement and simulation of axial dispersive
model and the comprehensive Giddings equation[8]. processes in packed beds, the classical chromato-
Nevertheless, the importance of intraparticle liquid graphic tracer dispersion data derived from an exter-
hold-up, irrespective of the foregoing discussion, nal detector response are strongly affected by the
stems from the fact that this contribution (propor- respective extracolumn volumes and, therefore, are

2tional to Q Pe , cf. Eq. (7))—as there is no flow usually more scattered (Fig. 6b). Dispersion data forh

inside the particles and, thus, no coupling with porous particles A and B (cf.Table 1) in Fig. 6b
mobile phase velocities—starts to dominate overall have a different dependence of$ on Pe, caused
dispersion at higher values ofPe. But how high must mainly by differences in the intraparticle porosity
Pe get to clearly distinguish between mechanical and and different reduced pore diffusivitiesD /Dstag m

nonmechanical effects? The answer is provided by (Table 4), as both quantities contribute to the
Fig. 6a. coefficient Q characterizing the liquid hold-up.h

By having used well-defined computer-generated, Consequently, these parameters (´ andD /D )intra stag m

as well as physical sphere packings of porous and also directly influence the slope of dispersivity
nonporous particles, lattice-Boltzmann flow field curves in a regime where the hold-up contribution
simulations and pulsed field gradient NMR measure- dominates the overall dispersion[48].
ments have revealed (Fig. 6a), in excellent agree- The direct comparison of axial dispersion in
ment, that for both types of particles (porous and monolithic and particulate media having a bimodal
nonporous) the parameters for mechanical dispersion pore size distribution (one set of pores for convec-
and boundary-layer mass transfer are indeed very tion-dominated transport, the other set of pores for
similar (most probably because surface chemistries, achieving a large surface area, but with diffusion-
particle shape and size, as well as their distribution limited mass transfer) can be accomplished, in
parameters were comparable), but that the coefficient analogy to the permeability data, by defining an+stag

for liquid hold-up shows an increase by more than a for the monolithic structures so that their dispersion
decade with the porous particles[64]. It should also data collapse onto the dispersivity curve for the
be mentioned that both columns (porous vs. nonpor- particulate media. This dimensionless scaling
ous particles) were packed and consolidated by the strategy will work perfectly when both axial disper-
same procedure. As clearly demonstrated inFig. 6a sion curves (i.e. for the monolithic and particulate
the liquid hold-up contribution starts to dominate beds) are characterized by a similar slope, meaning

T able 4
Physical properties of the tracer molecules used in dispersion analysis

Tracer Molecular R D D /D Ref.G m stag m
210 2mass (g/mol) (nm) (10 m /s)

Porous spheres A Porous spheres B Silica monolith

Acetone 58.1 n.a. 12.8 0.35 0.50 0.64 [66]
Angiotensin II 1046 ,0.2 3.1 0.20 0.37 0.36 [67]
Insulin 5807 0.54 1.4 0.14 0.29 0.25 [68,69]
BSA 67 000 3.06 0.6 0.05 Size exclusion Size exclusion[70]
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 that the reduced effective pore diffusivities (cf.Table
4 and the list of symbols) become similar. Otherwise,
the dispersivity plots will not coincide exactly, a
behaviour that is well known from the reduced plate
height curves for different particulate media in liquid
chromatography.

The elution under nonretained conditions allows to
derive the effective total porosity experienced by
each analyte from its residence time distribution
(Table 5). Acetone, angiotensin II and insulin are
able to enter the intraparticle or intraskeleton pore
space of all silica-based chromatographic materials.
Further, liquid hold-up dominates dispersion at
Pe 4 1 in these hierarchically-structured porous
materials (with intraparticle or intraskeleton meso-
pores and interparticle or interskeleton macropores).
For the porous spheres B and the silica-based
monolith the dispersion data for all analytes demon-
strate a unique behaviour when defining an+ forstag

the monolith of 1.0mm (Fig. 7a). This actually
means that dispersion in this monolithic structure
corresponds to (is equivalent to) that in a random
close packing of porous spheres with an average
particle diameter of 2.0mm having similar stagnant
zone pore space morphology as the porous spheres B
(which were used as a ‘‘reference’’ in this analysis).
In contrast to the above-mentioned analytes, effec-
tive porosity data for BSA elution (Table 5) indicate

Fig. 7. Dimensionless scaling of tracer dispersion data for thethat this molecule is size-excluded from the
silica-based monolith. (a) Axial dispersivity in the monolithicmesoporous intraparticle pore space of the porous
structure and in the random packing of porous particles B, with

spheres B and also from the mesoporous skeleton of the analyte experiencing liquid hold-up in the stagnant part of the
the silica monolith (see alsoTable 1). Because BSA mobile phase (intraparticle or intraskeleton pore space). The data
does not experience a substantial liquid hold-up (if are plotted and scaled versusPe calculated based on the thickness

¯of the porous layer of completely porous particles which isd /2any at all—boundary layer mass transfer resistance is p,2

(cf. Fig. 3). This procedure leads to an+ for the monolith ofstagstill present and it is certainly diffusion-limited close
1.0mm. Reprinted with permission from Tallarek et al.[48]. (b) $

to the surface, normal to it, but its characteristic vs. Pe for the nonporous spheres, together with the BSA elution
length-scale is small and it does not constitute a data for porous spheres B and the monolith (size exclusion). In all
liquid hold-up mechanism) and undergoes convec- cases,Pe is now calculated based on+ .flow

T able 5
Effective tracer porosities in the different porous media

Tracer Sphere packings Monoliths

Nonporous Porous spheres A Porous spheres B Silica-based Organic polymer A Organic polymer B

Acetone 0.36 0.65 0.75 0.92 0.70 0.47
Angiotensin II 0.36 0.55 0.68 0.84 0.60 0.35
Insulin 0.36 0.51 0.63 0.80 0.58 0.34
BSA 0.36 0.37 0.36 0.70 0.55 0.32
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tion-dominated dispersion in the interparticle or erably for molecules obeying a Langmuir isotherm
interskeleton pore space, these dispersion data re- type[73] because the monolayer saturation capacity,
semble more those for beds of nonporous spheres. in contrast to the nitrogen adsorption data, inherently
Then, the best measure for+ in this limiting case contains the influence of the respective pore spacedisp

¯appears to be+ like d for the nonporous morphology, e.g. it accounts for differences inflow p,2

particles, as pointed out earlier. By representing the accessible pore space for larger analytes.
BSA dispersion data with an+ of 11.0 mm for All adsorption isotherms in this study were de-flow

the silica monolith (obtained from the permeability termined by frontal analysis[74–78] under strong
analysis) and 7.2mm for the porous spheres B and retention conditions (k95 5) for RP18e porous
by comparing these data to those for the packing of spheres and the silica monoliths with RP4e, RP8e
nonporous spheres, we arrive at a unique scaling and and RP18e surface modification. Caffeine was
finally obtain an equivalence for the axial dispersion chosen as analyte because it adsorbs reversibly on
behaviour in the interstitial (interparticle or inter- reversed-phase materials and shows Langmuir be-
skeleton) pore space of these media (Fig. 7b). haviour (as has been determined a priori). Further, its

21The axial dispersion data for both polymer mono- high solubility in water (of more than 20 g l )
liths could not be scaled in a meaningful way to the allows to realize sufficiently high surface concen-
behaviour observed in the reference beds of porous trations so that the monolayer saturation capacity can
or nonporous particles. While the pore size measure- be approached. Adsorption studies were not carried
ment by mercury intrusion and a surface area out for polymer monoliths because both are fabri-
determination by nitrogen adsorption could not prove cated from different monomers and, therefore, they
any significant amount of micro- and/or mesopores, show different SCX surface characteristics. More-
the effective porosity data inTable 5 indicate that over, a suitable (polymer-based) particulate reference
these two monoliths are not completely nonporous material was not available. In addition, an extensive
concerning liquid hold-up meaning that their pore capacity study for proteins on polymer monolith B
size distribution (Fig. 2) remains not necessarily has already been published[33].
monomodal for all of the analytes. Moreover, the For complementary information about the specific
data for polymer monolith B cannot be further adsorption behaviour of caffeine, its adsorption
differentiated because of the relatively high extra- isotherms were plotted with respect to the following
column volume engendered by the disk housing parameters (Fig. 8): volumetric solid-phase concen-
system (cf.Table 1). tration (mass of caffeine per stationary phase vol-

ume), surface concentration (mass of caffeine per
3 .3. Adsorption capacity BET surface area of the solid-phase), and the relative

column volume-weighted concentration (mass of
In preparative chromatography the sample amount caffeine per column volume). Differences in phase

loaded on a column is increased to a stage in which ratio between the two columns (particulate and
the surface concentrations of adsorbed analyte mole- monolithic bed) indicate that the volume-weighted
cules cannot be treated independent from the already adsorption isotherm, although useful for modelling
adsorbed molecules any longer and the adsorption chromatograms with a single stationary phase[71], is
isotherm begins to show a nonlinear behavior not suited for describing variations in adsorption
[52,71,72]. In view of high-throughput processes, capacity for different materials because adsorption
stationary phase materials have to be designed for occurs on the surface of the solid, but not within its
nonlinear chromatography which offer large specific volume. Therefore, the adsorption is better repre-
surface areas[73]. This aspect clearly favours com- sented by the surface-weighted isotherm, indicating
pletely porous support structures over nonporous that the monolith’s loading capacity (per squared
ones (Table 1). Differences in the maximum loading metre of the BET surface area) is increased com-
capacity for different stationary phases can be de- pared to sphere packings with a similar surface
rived from the determination of the adsorption modification. But also this illustration allows only
isotherms under identical retention conditions, pref- limited conclusions about adsorption behaviour on
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 different porous media, because the area determi-
nation was carried out by using nitrogen, a molecule
assumed to enter the whole meso- and micropore
space. However, the BET analysis does not describe
the effective surface area for caffeine. Possible
explanation for differences in surface loading capaci-
ties may be found in a reduced accessibility of parts
of the pore network, (i) in reversed-phase modi-
fications with longer chain lengths (RP18e) com-
pared to materials with a shorter carbon chain (RP4e
and RP8e) and (ii) in the silica spheres compared to
monoliths due to the higher solid-phase content of
the particles (cf. phase ratio inTable 1).

Quantitative information about adsorption capacity
in different chromatographic beds is obtained by
illustrating the adsorption isotherm with respect to
the column volume-weighted concentration (Fig. 8c),
because this representation includes the materials-
specific adsorption and solid-phase content in the
actual column. Adsorption data were fitted to the
Langmuir isotherm and resulted in a maximum
column volume-weighted loadability for the porous
spheres of 40.4 mg/ml and one of 25.7, 33.1 and
34.9 mg/ml for the silica monoliths with RP18e,
RP8e and RP4e surface modification, respectively. In
all cases, regression coefficients were better than
0.999. Reduction of chain length from RP18e to
RP8e and RP4e leads to a significant increase in the
maximum adsorption capacity for the monolithic
columns. A possible explanation may be found by a
better accessibility of the mesopore space (combined
with a larger effective surface area) when shorter
chain lengths are used. In general, however, the
silica-based monoliths offer a lower adsorption
capacity than particulate beds, e.g. the monolayer
saturation capacity for caffeine on the RP18e silica
monolith is about 64% of that for the corresponding
RP18e modified fixed bed of porous spheres. This
difference is mainly caused by the actual amount of
solid-phase in each column. In the particulate chro-
matographic beds the total mass of solid is about
three times higher than for the highly porous silica
monolith. But the significantly higher intraskeleton
porosity, possibly also providing better accessible

Fig. 8. Adsorption of caffeine on monolithic and particulate intraskeleton pore space, compensates partly the
stationary phase materials under conditions of strong retention.

solid-phase ratio of these materials of only 0.34: theReference parameter: (a) the solid-phase concentration (q ), (b)sp
resulting surface ratio is 0.58 and the actual ratio ofsolid-phase surface concentration (q ), and (c) the columnarea

volume-weighted concentration (q ). maximum loading capacities amounts to 0.64. Thus,col
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compared to conventional particulate stationary ing contribution to the axial dispersion), as well as to
phase materials the silica-based monoliths with a packing with equivalent sphere diameter for hy-
bimodal pore size distribution provide a still compar- draulic permeability and dispersion in the macro-
able and only slightly decreased dynamic adsorption porous interskeleton pore space of+ 511.0mm.flow

capacity. The hydrodynamic performance ratio for analytes
experiencing liquid hold-up thus is reduced to5 5HP

0.09. To realize this ratio in sphere geometry,
pellicular particles have to be applied with a total4 . Conclusions
diameter of 11mm (as+ ), and with a thicknessflow

of the porous layer (in the first approximation) ofThe phenomenological approach of dimension
+ . However, a geometrical analysis of this diffu-staganalysis, suitable for scaling the hydrodynamics in
sive layer suggests that its thickness can be treated asdifferent fixed beds of (porous and nonporous)
small in comparison with the total radius of thespheres via their mean particle diameter, also allows
resulting solid core–porous shell sphere. This allowsto relate hydraulic permeability and axial dispersion
to apply the one-dimensional diffusion equationdata for monolithic chromatographic supports to the
(Fick’s second law) for infinite plane sheets[79,80]behaviour of well characterized random-close pack-
(i.e. for slab geometry) in the case of the pellicularings of spheres. It is achieved by the introduction of
particle. The corresponding thickness of the porousequivalent sphere dimensions for the monolithic
layer leading to a similar dispersion as the (com-structures. Although the continuous solid-phase of
pletely porous) sphere with a radius+ is derivedstagmonoliths leads to a different bed morphology, this
by solving the diffusion equation in slab and sphereapproach provides an excellent competitive analysis
geometries for transient diffusion and assumingconcerning the hydraulic permeability of all mono-
equivalent mean residence times of the analyteliths (organic polymer, silica-based) and the axial
molecules in both media[81,82]. Rodrigues et al.dispersion behaviour of, at least, the porous silica
[83,84] have solved this problem and have obtainedmonoliths. The hydrodynamics in these monoliths ]Œa value of 1/ 5 for the ratio of the slabs halfcan now be characterized in terms of particle dimen-
thickness to the sphere radius, assuming purelysions via single values of+ and+ .flow disp diffusive mass transport. Pellicular particles havingIn general, the hydrodynamic properties of a
an overalld 511 mm to account for permeability,pporous medium can be described by the ratio of the
with similar hydrodynamic performance ratio as theaforementioned dimensions for axial dispersion and
silica-based monoliths (i.e.550.09), then have ahydraulic flow resistance:
porous layer that is only 0.45mm thick. For such a
pellicular particle, the resulting nonporous core+disp

]]5 5 (8)HP contains more than 77% of the spheres volume so+flow
that the effective surface area and the adsorption
capacity per column are strongly reduced comparedIt characterizes the hydrodynamic performance of
to both the completely porous spheres and silicastationary phases[48]. For completely porous
monoliths (Table 6). In this respect, these pellicularspheres this ratio is 0.5 (Fig. 3), meaning that the
particles provide no alternative to the silica-basedmean sphere diameter, respectively the mean radius,
monoliths with a bimodal pore size distribution.can determine the flow regime for permeability and

The bimodal pore size distribution of silica-baseddispersion.
monoliths with large macropores and a thin, highlyThe hydrodynamic properties of the silica-based
porous (but pressure-stable) skeleton, is the basis formonoliths with a bimodal pore size distribution
the unique combination of high bed permeability,correspond to those of a bed of totally porous
short diffusion path lengths and high adsorptionspheres with a radius of+ 51.0 mm concerningstag

capacity which cannot be achieved in a fixed bed ofdispersion originating in the monoliths mesopore
any diffusive particle type. Since, up to date, onlyspace (under nonretained elution condition and with
silica-based monoliths show a distinct bimodal poreliquid hold-up in the mesopore space as the dominat-
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T able 6
Hydrodynamic and adsorption properties of selected porous media

2 2Fixed bed + (mm) + (mm) 5 A (m /g) A (m /ml) q (mg/ml)flow stag HP sp rel max

liquid hold-up

Silica monolith 11.0 1.0 0.09 91 39 25.7
Pellicular particle 11.0 0.45 0.09 13 14 9.1
Porous spheres B 7.2 3.6 0.5 161 65 40.4

size distribution as a result of their two-step manu- A column volume-weighted surface area ofrel
2facturing process, these columns are clearly favored porous medium (m /ml)

for use in chromatographic applications especially in c feed concentration[52] (g / l)Feed

those for which the combination of a high bed d macro or flow-through pore diametermacro

permeability, short diffusion pathlengths and high (mm)
surface area is stringently needed like in high- d average particle diameter (mm)p

throughput routine analysis, process-scale chroma-$ dimensionless dispersivity, Eq. (6)
tography using, e.g., simulated moving bed technolo- D effective axial dispersion coefficientax

2gy, and for determination of compounds in complex (m /s)
2mixtures by liquid chromatography on-line coupled D molecular diffusion coefficient (m /s)m

to mass spectrometry. D effective diffusion coefficient in stagnantstag

On the other hand, organic polymer monoliths mobile phase,D 5´ K D /tstag intra p m intra
2which are characterized by monomodal pore size (m /s)

¯distributions due to their one-step polymerization d surface area-averaged particle diameter,p,2
3 2¯process, have been designed for purification pro- d 5o d n /od n (mm)p,2 n,i i n,i i

cesses of biomacromolecules by gradient elution. ^ Darcy–Weißbach friction factor
Since the monomodal pore size distribution provides, H theoretical plate height (m)

2for sufficiently large molecules, almost exclusively K bed permeability (m )
flow-through pores leaving diffusion-limited mass K hindrance parameter for pore level diffu-p

transfer on transchannel length-scale, the transport of sion[86]
these molecules in polymer monoliths can be consid- + characteristic length for liquid hold-up instag

ered as being convection-dominated in the pore porous medium
space available for the analyte. This certainly results + characteristic length for axial dispersiondisp

in a reduced axial dispersion compared to the high + characteristic length for hydraulic per-flow

surface area monoliths like the bimodal silica struc- meability
tures. Thus, the hydrodynamic behavior in organic L length of packed bed (m)bed

polymer monoliths more resembles that in beds of DP pressure drop along column (Pa)
nonporous spheres. However, the slight, but yet finite Pe Peclet number
porosity of the skeleton, as seen from porosity data q parameter(s) of particle size distributioni

and the broad pore size distribution (cf.Fig. 2) q stationary phase surface concentrationarea
2suggests that organic polymer monoliths are not (mg/m )

completely nonporous and that their skeleton pro- q maximum (monolayer) adsorptionmax

vides, even for molecules of BSA size, accessible capacity (mg/ml)
pores with a stagnant mobile phase. q column volume-weighted concentrationcol

(mg/ml)
q solid-phase concentration (g/ l)sp

5 . Nomenclature Re Reynolds number
5 hydrodynamic performance ratio, Eq.HP

A specific surface area of the porous (8)spec
2medium (m /g) R radius of gyration (nm)G
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2Eberhard-Karls-Universität Tübingen, Institut für Organische Chemie, Auf der Morgenstelle 18, D-72076 Tübingen, Germany
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Capillary liquid chromatography based on particulate and monolithic stationary phases was used

to screen complex peptide libraries by fast gradient elution coupled on-line to electrospray ioniza-

tion Fourier transform ion cyclotron resonance mass spectrometry (ESI-FTICRMS). A slightly mod-

ified commercial electrospray interface consisting of a fused-silica transfer capillary and low dead

volume stainless steel union at which the electrospray voltage was grounded enabled the effluent

of all the capillary columns to be directly sprayed into the mass spectrometer. Stable electrospray

conditions were generated over a wide range of mobile phase compositions, alleviating the need for

a tapered end of the spray capillary, pneumatic assistance or preheated nebulizer gas. Since the

identification of complex samples containing numerous isobaric substances is facilitated by chro-

matographic separation prior to mass spectrometry, stationary phase materials have been employed

which offer a fast, efficient elution and, due to the complexity of samples, a high loading capacity.

Silica-based monolithic capillary columns combine these three characteristics in a unique manner

due to a tailored adjustment of both macro- and mesopore sizes in the highly porous silica struc-

ture. As we demonstrate by a comparative study of the silica-based monolithic and packed capil-

laries for LC/MS analysis of complex peptide libraries, silica monoliths show superior performance

over packed beds of small-diameter particles with respect to analysis time and separation effi-

ciency. Libraries with more than 1000 different peptides could be screened in less than 20min.

Copyright # 2003 John Wiley & Sons, Ltd.

High-resolution mass spectrometry in combination with

electrospray ionization presents one of the most powerful

systems in use for the analysis of complex biological samples

encountered, for example, in proteomics and drug discov-

ery.1–4 Fourier transform ion cyclotron resonance mass spec-

trometry (FTICRMS) with superconducting magnets up to

25 Tesla provides a mass resolving power exceeding

m/Dm50% ¼ 106 for the analysis of single peptides, allowing

an identification of individual analytes directly by their mole-

cular mass without needing time-consuming in-cell dissocia-

tion.5,6 Especially with complex mixtures the extremely high

signal capacity in FTICRMS provides a basis for the simulta-

neous analysis of numerous compounds, as was demon-

strated for a broad range of different samples.7–10 The

possibility of a direct identification via the molecular mass

significantly reduces analysis time for samples in which the

molecular mass of all components is known or can be calcu-

lated in advance, e.g., for tryptic digests of proteomes

expressed by sequenced genomes and, of course, synthetic

libraries. However, two major drawbacks arise for a direct,

accurate mass spectrometric identification: in complex mix-

tures a signal suppression becomes possible due to the differ-

ent efficiencies of ionization within the ESI process,11 an effect

that is also observed in ESI-FTICRMS.12 The second problem

is that isobaric components, e.g., those containing structural

isomeric amino acids leucine and iso-leucine, are hardly dis-

tinguishable and usually have to be identified by further

high-energy fragmentation, although there have been

attempts to overcome this limitation.13

Capillary separation techniques based on liquid chromato-

graphy which are applied prior to mass spectrometric

Copyright # 2003 John Wiley & Sons, Ltd.
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detection, and coupled on-line through an ESI interface,

provide a suitable means for meeting the requirements for a

fast identification of samples containing isobaric compounds

because, after efficient chromatographic separation, analytes

enter the mass spectrometer in concentrated elution bands

with only a few or, in the case of baseline separation, without

any further components that would decrease the sensitivity

and resolution of the MS detection. Its low sample consump-

tion (injection volumes are of the order of some tens of

nanoliters) and volumetric flow rates of about 1mL/min make

the capillary separation techniques well suited to the

optimum operation conditions of ESI interfaces.14 To date,

chromatographic capillary columns conventionally consist of

a random-close packing of small-diameter spherical particles

packed under high pressure into fused-silica capillaries. The

use of small spheres (1.5–3mm) significantly enhances the

separation efficiency15 under the limitation, however, of a

drastically increased column back-pressure.16 The capillaries

packed with these particles (either porous or non-porous) are

capable of providing high separation efficiency in reasonably

short elution times only if they are operated as very short beds

or with expensive ultra-high pressure LC equipment enabling

system pressure drops between 700 and 1100 bar.17–19

To circumvent limitations of packed and therefore dis-

continuous stationary phases (in these beds the interstitial

pore diameter and particle size are inherently coupled),

monolithic stationary phases, based on either silica20–23 or on

organic polymers,24–27 can provide useful alternatives

because the morphology of their continuous solid phase

can be tailored by an independent manipulation of both the

macropore diameter and skeleton domain size via appro-

priate reaction conditions. Since the manufacturing process

of the silica-based monoliths involves solvent exchange as the

second step, the internal porosity of their skeleton may be

varied in addition to and independently from the other

skeleton parameters,28 a feature that can hardly be realized

for polymer monoliths due to their one-step polymerization

manufacturing process.29 The silica-based monoliths conse-

quently show a distinct bimodal pore size distribution with

relatively large macropore diameters (providing a favorable

hydraulic permeability to the porous medium), small

skeleton domain sizes (resulting in short diffusion path

lengths) and large mesopore space which guarantees high

adsorption capacity (Fig. 1).

The hydrodynamic behavior of silica-based monoliths

(and monoliths in general) can be expressed in terms of

‘equivalent particle (sphere) dimensions’ for the permeabil-

ity (dperm) and band broadening (ddisp).30,31 Due to the unique

manipulation of their skeleton morphology, silica-based

monoliths are characterized by quite different values for

dperm (10mm) and ddisp (2 mm). This means that these silica

monoliths offer the separation efficiency of a packed bed of

2mm porous spheres, but with only the back-pressure that a

bed of 10mm spheres will generate, while keeping the

adsorption capacity similar to that of a bed of porous spheres

(Table 1).30,31

Silica-based capillary columns have already been success-

fully used for highly efficient separations of neutral and

charged analytes under isocratic elution conditions (as

in mLC and CEC).23,32 In this communication we demonstrate

the use of silica-based capillary monoliths with internal

diameter of 100mm for a fast and efficient gradient-LC

elution, directly coupled with FTICRMS detection in view of

synthetic library screening. Due to the combination of a high

permeability, separation efficiency and their large surface

area, there was no need to use ultra-high pressure equipment

with these monoliths. Rather, a standard high-pressure chro-

matographic system with maximum pressure drop of about

350 bar was well sufficient to realize short elution times.

To demonstrate the differences between particulate and

monolithic stationary phases, three different capillary col-

umns of identical dimension and similar reversed-phase

surface modification were employed; these were either

packed with two different porous particulate materials or

contained the silica-based monolith. These materials were

Figure 1. Scanning electron microscopy picture of the

(silica-based) monolithic capillary column showing a bimodal

pore size distribution with large flow-through pores (1.9 mm),

small skeleton domains and a high internal skeleton porosity

(12.5 nm mesopores).

Table 1. Characteristic physical properties of the different capillary columns

Fixed bed Stationary phase dp [mm] rbed [g cm�3] etotal einter eintra Aspec [m2/g]

Small porous spheres
(nominal 5mm)

discontinuous,
silica-based

6.1 0.85
0.65 0.37 0.44

about 300Large porous spheres
(nominal 10 mm)

discontinuous,
silica-based

10.7 0.87

Silica monolith continuous,
silica-based

— 0.29 0.92 0.72 0.70

dp: mean particle diameter; rbed: chromatographic bed density; etotal: total bed porosity; einter: interstitial porosity; eintra: intraparticle or intraske-
leton porosity; Aspec: specific surface area (for further details see ref. 30).

Copyright # 2003 John Wiley & Sons, Ltd. Rapid Commun. Mass Spectrom. 2003; 17: 1180–1188
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compared in the context of achieving a fast and efficient

analysis of complex synthetic peptide libraries.

EXPERIMENTAL

Chemicals
Acetonitrile (ACN), purified water (both HPLC grade) and

formic acid were purchased from VWR International (Darm-

stadt, Germany). The synthetic peptide library VSXLY

(X¼ all 20 proteinogenic amino acids) was donated by the

Institute of Organic Chemistry, University of Tübingen

(Germany), and library CWXXXG (X¼ 10 different amino

acids E, N, R, F, P, S, W, Y, L, and H) came from EMC Micro-

collections GmbH (Tübingen, Germany).7,8

Capillary columns
Three different capillary columns of 100 mm i.d. (365mm o.d.),

50 cm length and with a similar reversed-phase RP18 surface

modification, were used in this study. Two of these capillaries

were packed with 5 mm or 10mm porous silica spheres (Puro-

spherSTAR, Merck KGaA, with mesopore diameter of

12 nm), and the third one contained a monolithic chromato-

graphic bed (ChromolithTM, Merck KGaA; 1.9 mm as mean

macropore diameter and mesopore diameter of 12.5 nm).

Packed capillaries were prepared by the following proce-

dure: briefly, fused-silica capillaries were cut to the desired

length and first both ends were ground (grid 4000 sand

paper) to ensure rectangular cuts. A glass fibre filter was

then pre-cut and placed into a 1/1600 stainless steel coupling

union (Upchurch, Oak Harbor, USA; 25 nL dead volume). On

this side of the union the fused-silica capillary was inserted to

ensure proper direct contact with the glass fibre filter. Tubing

sleeves and PEEK finger-tight ferrules (Upchurch) sealed the

capillary properly in the union. The glass fibre filter now

functions as a low dead-volume in-line retaining frit for the

stationary phase material (Fig. 2). The packing of capillary

columns was achieved by preparing a slurry of 10% (w/v)

of the respective stationary phase material in methanol, ultra-

sonicating for about 5 min and packing with a methanol/

water mixture (1:4) for about 3 h at 550 bar. Afterwards, the

flushing liquid was changed to pure water and a small inlet

frit was burned with a laser splicing machine at a distance of

50 cm from the middle of the stainless steel union. The capil-

lary then was directly cut at this frit and the pressure released

very slowly. All packed capillaries were inspected under the

microscope for homogeneity prior to their use.

Nano-LC system and gradient elution
Solvent delivery was achieved by an Eldex MicroPro dual syr-

inge pumping system (SunChrom, Friedrichsdorf, Germany)

at a constant volumetric flow rate of 20mL/min which was

then split in a graduated micro-splitting device from

Upchurch. The splitting device was adjusted individually

for each column to reach the maximum possible volumetric

flow rate (as indicated by system pressure drops of about

320 bar). Injection (20 nL) was performed with a micro-injec-

tion valve and the separation capillary was directly connected

to this valve in order to avoid pre-column band broadening.

Gradient elution for the two synthetic peptide libraries was

conducted with 0.1% (v/v) formic acid in both water and

acetonitrile serving as eluents A and B, respectively. For all

separations of peptide library VSXLY a linear gradient of 10%

to 30% B in 10 min was applied; for the large peptide library

CWXXXG, the gradient increased linearly from 15% to 50% B

in 20 min, and for the tryptic BSA digest from 10% to 55% B in

15 min. In all analyses the final percentage of organic modifier

was held at its maximum value until the end of data

acquisition.

Nano-ESI interface
The built-in, conventional stainless steel transfer capillary

(192 mm long, 100mm i.d., 1500 nL dead volume) of the ESI

Figure 2. Schematic representation of a liquid junction between the capillary

column and spray capillary of the electrospray interface (using a stainless steel

union). While for packed capillaries an in-line glass fibre filter has to be used to retain

the chromatographic beds, monolithic columns can be directly connected to the

union. Note that the glass fibre filter is enlarged; after fingertight-fitting, it is only a few

micrometers thick.
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interface (Analytica of Branford, Branford, USA) was

replaced by a fused-silica capillary having a similar length,

but with 25mm i.d. and 160 mm o.d., which possesses only

92 nL dead volume. The spraying end was ground to provide

a flat surface, and the polyimide coating was carefully

removed at this end of the capillary. The electrospray voltage

(�4300 V) was grounded via the acidic mobile phase at the

stainless steel coupling union. If necessary the electrical con-

tact area between ground and solvent may be increased by

the use of stainless steel filter disks for retaining the column

packing.33 However, a stable electrospray was obtained with

all eluent compositions, and neither pneumatic assistance

nor sheath liquid or heated nebulizer gas had to be used.

Spraying was done at 608 off-axis.

FTICRMS conditions
ESI-FTICRMS was performed with a passively shielded

4.7 Tesla APEXII-ESI/MALDI-FTICR mass spectrometer

(Bruker Daltonik, Bremen, Germany). The software XMASS

version 5.0.10 (Bruker Daltonik), running on a Silicon Gra-

phics O2 workstation, was used for data acquisition and pro-

cessing. Mass calculation was performed with the standard

elemental mass compilation of Audi and Wapstra.34 A

cylindrical ‘infinity’ cell is integrated in the superconducting

magnet,35 and is primarily used to avoid ion ejection in the

z-direction during the excitation by simulating an rf field of

an infinitely long cell. Instead of pulsed cooling gas, the ‘side-

kick’ cell component of the ‘infinity’ cell was used to trap ions.

Vacuum with a base pressure of 2.5� 10–10 mbar at the cell

side was provided by turbomolecular pumps (Edwards, Sus-

sex, UK). In general, 512 k data points were acquired. For the

monitoring of HPLC peaks, 256 sequential experiments were

used and four spectra per experiment accumulated. A vol-

tage of 1.0 V was applied to the trapping plates within the

analyzer cell. An external four-point calibration was made

by using compounds with an m/z of 364, 922, 1522 and 2122.

The mass ranges were m/z 200–2000 for the peptide library

VSXLY, and m/z 300–3000 for the peptide library CWXXXG

and the tryptic BSA digest, resulting in data acquisition times

of 22 and 28 min, respectively.

RESULTS AND DISCUSSION

Nano-electrospray interface
A nano-electrospray interface which is mainly based on com-

mercial equipment has been designed for coupling capillary

liquid chromatography with FTICR mass spectrometry. It

allows a convenient exchange of capillary columns and con-

tains a robust spray needle that guarantees constant (long-

term) electrospray conditions and only negligible post-

column dead volume. In order to meet these requirements,

the built-in stainless steel transfer capillary was replaced by

a 25mm i.d. fused-silica capillary, and the built-in coupling

union was replaced by one with a lower dead volume. Other-

wise, the commercial interface remained unchanged for the

analytical LC/MS coupling. Although the transfer capillary

was not equipped with a tapered end, stable electrospray

conditions could be achieved for eluent compositions

between 0 and 50% acetonitrile (with 0.1% formic acid added

to both the aqueous and the organic phases) while spraying

directly out of the transfer capillary at 608 off-axis to prevent

contamination of the ESI interface. With this setup, post-

column dead volume is reduced to approximately 120 nL for

the union and transfer capillary, which amounts to less than

2% of the volume of mobile phase in the different separation

capillaries. Since this setup successfully meets the prerequi-

sites for strongly reduced post-column band broadening, all

the capillary columns were directly connected to the interface

as indicated in Fig. 2. Due to its continuous stationary phase, a

monolith could be simply connected to the union by appro-

priate fittings, but for the capillaries containing particulate

beds a precut glass fibre filter had to be placed between capil-

lary and union to retain the discontinuous stationary phase

(cf. Fig. 2, note that the thickness of the glass fibre filter is

exaggerated). In order to virtually remove all post-column

dead volume the monolith may be cut in two pieces of appro-

priate length that can be placed on both sides of the union.

Spraying is then performed directly out of the monolith.

Comparative gradient LC elution
Gradient elution usually starts with mobile phase composi-

tions of weak elution strength, so most of the analytes are first

(relatively) strongly adsorbed on the stationary phase mate-

rial and thereafter, at increasing elution strength, continu-

ously desorbed in different chromatographic bands

according to their intensity of interaction. This technique

inherently incorporates a chromatographic focusing (zone

sharpening) step resulting in narrow bands also for the late-

eluting compounds, especially if a steep gradient is run.15,36

To demonstrate the suitability of the three different stationary

phase materials for a fast, efficient gradient elution of com-

plex samples, a preliminary comparative study was con-

ducted using the smaller peptide library VSXLY. A linear

gradient with 10–30% organic modifier in 10 min was

applied to all capillaries, and the micro-splitting device was

adjusted to set maximum flow rate through each separation

column as indicated by a maximum system pressure drop of

320 bar (close to the pressure limit for standard PEEK fittings

of ca. 350 bar). Since all pre-injection system capillaries had at

least 100mm i.d., the total back-pressure recorded at the

pump mainly originated from the separation and the transfer

capillary. By using the results of a previous study on the

hydraulic flow resistance of particulate and monolithic

resins, the observed pressure drop could be translated to a

volumetric flow rate of about 250 nL/min for the (nominal)

5mm material and to about 1000 nL/min for the 10mm parti-

cles and the silica monolith (all capillaries with a 100 mm i.d.

and 50 cm length).30,31 An LC/MS analysis of peptide library

VSXLY with these three stationary phases indicates signifi-

cant differences between monolithic and particulate media

with respect to elution time and peak width under otherwise

similar elution conditions and column dimensions (the gradi-

ent LC/MS contour plots are shown in Fig. 3).

From these contour plots two main conclusions concerning

the separation characteristics of the particulate media can be

drawn. First, the zone sharpening effect in gradient elution

reduces strong differences in separation efficiency normally

observed in isocratic elution mode for the 5 and 10mm

spheres.30,31 Both materials now lead to almost identical peak

broadening. Second, the hydraulic permeability has the most
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pronounced influence on separation time. Despite a constant

pre-split volumetric flow rate of 20mL/min resulting in a

constant gradient delay time of less than 1 min for each

capillary column, the reduced volumetric flow rate (and,

concomitantly, the reduced linear mobile phase velocity)

through the 5mm sphere packing causes a strongly increased

elution time, and therefore the total analysis time for this

small peptide library takes more than 40 min. A further

reduction of particle diameter would even more drastically

decrease the speed of separation since column pressure drop

is inversely related to the squared particle diameter.16 Thus,

packed beds of particles smaller than 5 mm are less suitable for

a fast screening of complex mixtures with standard high-

pressure equipment and were, for this reason, not a subject of

this study on rapid peptide screening.

The main critical issue for high-throughput separations of

complex mixtures (which usually require large column

adsorption capacity to avoid overloading effects) is, there-

fore, the highest linear mobile phase velocity through the

chromatographic bed that is attainable on a routine basis. One

possibility for overcoming the limitation of decently high

linear flow velocities through a packing would be the use of

an ultra-high pressure system, but this is quite expensive and

needs special operating precautions. An alternative is the use

of much shorter columns; however, this approach has the

limitation of a reduced loading capacity, especially when the

particles are only superficially porous or even completely

non-porous. A still more convenient alternative is the

implementation of monolithic adsorption columns having a

distinct bimodal pore size distribution which, to date, are

available only as silica-based materials. As mentioned

above30,31 these columns combine the advantages of a large

hydraulic permeability (dperm ¼ 10mm) and high separation

efficiency (ddisp¼ 2mm), while keeping the adsorption

capacity comparable to that of particulate beds consisting of

completely porous spherical particles (Table 1). When using

the capillary monolith for gradient elution of the peptide

library VSXLY a highly efficient separation in short elution

times can be realized (Fig. 3). Peak width and overall elution

time are significantly reduced compared with those achieved

using both particulate ‘‘reference’’ materials.

Data for the elution order according to relative hydro-

phobicity of the various peptides, as well as for the accuracy of

the mass determination by an on-line MS analysis, are listed in

Table 2. With an external four-point mass calibration in the

rangem/z 200–2000 a mean relative mass error of 4.9 ppm was

obtained, a value that can be further decreased by injection of

less concentrated samples to avoid undesired space charge

effects due to ion/ion interaction. Mass spectra for the co-

eluting basic peptides in the elution window from 3.8 to

4.2 min (with the silica monolith) demonstrate the unambig-

uous identification by high-resolution FTICRMS (Fig. 4).

LC/MS analysis of complex samples
In order to demonstrate the need in high-throughput LC/MS

analysis of complex samples for both a high permeability and

high separation efficiency, as well as a large surface area, the

silica monolith and a column packed with 10mm porous

spheres were used to screen the synthetic peptide library

CWXXXG, with X varied among ten different amino acids.

This library contains 1000 different peptides in total, and

the LC/MS contour plots for both capillaries are shown in

Fig. 5. An efficient chromatographic elution with the silica

monolith permits the identification also of doubly and triply

charged peptides. This characteristic is hardly distinguish-

able with the packed capillary due to the broadened

(and therefore diluted) peaks. The elution data for this large

peptide library indicate that this new type of monolithic

Figure 3. Contour plots of a gradient LC/MS analysis (at the

highest attainable linear velocity) of synthetic peptide library

VSXLY with both particulate and monolithic chromatography

stationary phases. Capillary columns: (a) the silica-based

monolith (ChromolithTM from Merck KGaA, Darmstadt,

Germany) with a bimodal pore size distribution, (b) and (c)

capillaries packed with the 10 and 5mm porous spheres,

respectively.
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capillary column is capable of resolving complex libraries in

very short analysis times due to its bimodal pore size distri-

bution characterized by dperm¼ 10 mm and ddisp¼ 2 mm: it

provides rapid access to a large surface area at a high volu-

metric flow rate. The zoomed insert in Fig. 5(a) reveals two

well-separated peaks which represent the isobaric com-

pounds CWSSEG, CWESSG or CWSESG (m/z¼ 668.23,

peak width 0.15 min), whereas with the particulate material

the two peptides could not be chromatographically separated

(cf. Fig. 5(b), peak width 0.5 min). The detailed sequence of

each peptide can, of course, be further elucidated by MS/

MS studies. For the particulate capillary column packed

with 10 mm porous particles intraparticle diffusion path

lengths are strongly increased and, as demonstrated in

Fig. 5, lead to a significant band broadening and retarded gra-

dient elution profiles. This becomes evident by an elution

window of about 22 min (to be compared with only 11 min

for the monolith), even though the same gradient was applied

to both columns and, secondly, this particulate column offers

a hydraulic permeability comparable to that of the monolith.

In addition to the analysis of synthetic peptides with their

clearly predefined amino acid sequences and controlled

purity, the monolithic capillary column was now used to

demonstrate its feasibility for fast peptide mapping using real

biological samples. We used a tryptic protein digest which

represents a common, wide-spread separation problem in

modern biotechnology. The contour plot of a gradient elution

of a tryptic BSA digest (20 mM) as the model sample is shown

in Fig. 6. Selective peptide masses obtained by single LC/MS

runs were analyzed using the on-line Internet research

software PROWL and, as expected, the fragment peptides

could be unambiguously attributed to the protein BSA.

Although the monolithic capillary column shows good

Table 2. Mass accuracy of the MS detection of peptide

library VSXLY after gradient elution on the silica monolith

Peptide
VSXLY

Order of
elution

exp. m/z
[MþH]þ

theo. m/z
[MþH]þ Dm/z d [ppm]

X¼G 9 538.28870 538.28714 0.00156 2.9
A 12 552.30563 552.30279 0.00284 5.1
S 7 568.30068 568.29770 0.00298 5.2
P 13 578.31800 578.31844 �0.00044 �0.8
V 15 580.33667 580.33409 0.00258 4.4
T 10 582.31614 582.31335 0.00279 4.8
C 14 584.27632 584.27486 0.00146 2.5
L 18 594.35234 594.34974 0.00260 4.4
I 19 594.35234 594.34974 0.00260 4.4
N 4 594.35174 594.34974 0.00200 3.4
D 5 595.30839 595.30860 �0.00021 �0.4
Q 6 596.29814 596.29262 0.00552 9.3
K 2 609.32589 609.32425 0.00164 2.7
E 11 609.36235 609.36064 0.00171 2.8
M 17 610.31085 610.30827 0.00258 4.2
H 1 612.31035 612.30616 0.00419 6.8
Mox 8 618.32993 618.32459 0.00534 8.6
F 20 628.30763 628.30108 0.00655 10.4
R 3 628.33809 628.33409 0.00400 6.4
Y 16 637.37198 637.36679 0.00519 8.1
W 21 644.33137 644.32901 0.00236 3.7

Mean 4.9
Std. dev. 2.9

Figure 4. (a) TIC of peptide library VSXLYobtained using gradient elution with the silica monolith and

(b) mass spectrum of the elution window from 3.8 to 4.2 min, including (c) the zoomed region for m/z

608–612.
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separation efficiency, many fragment peptides are still co-

eluting due to the variation in composition and chain length

for each individual peptide and a possible post-translational

modification. They have to be identified by the high mass

resolving power of the FTICR mass spectrometer, as

demonstrated in Fig. 7 for a pair of co-eluting peptides: the

isotopic distribution of a five-fold charged peptide

(m/z¼ 997.486, M¼ 4982.4) interferes with the signal pattern

of a singly charged peptide (m/z¼ 997.622). The closest

isotopic signals of these peptides differ by only 0.07 and

0.04 Th, but, with a mean mass resolving power of m/

Dm50%& 55 000, they could be resolved on-line in a single

run.

CONCLUSIONS

For the high-throughput screening of low-volume and, at the

same time, complex samples, capillary LC coupled to ESI-

FTICRMS provides a general approach to fulfil the require-

ments for fast elution, high separation efficiency and high

loading capacity. However, not all chromatography columns

are equally suited. When using standard high-pressure

Figure 5. Contour plots (retention time vs. m/z) for the gradient elution of synthetic

peptide library CWXXXG. (a) Monolithic capillary column and (b) a column packed with

10 mm porous spheres. The zoomed areas show the isobaric peptides CWXXXG (with X

varied among S, S and E), but baseline separation is obtained only for the monolith.
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laboratory equipment, long packed beds of small-diameter

spheres can offer severe disadvantages with respect to the

achievable elution time due to their strongly increased

hydraulic flow resistance. While the pressure drop character-

istics may be improved by a reduced column length, the over-

all adsorption capacity of the bed may be insufficient for

complex mixtures. In addition, the short columns necessitate

use of comparatively long (open channel) transfer capillaries

that causes additional band broadening and, consequently,

restricts a convenient implementation of on-line capillary

LC/MS coupling. Further, the separation efficiency remains

nearly identical for particulate columns of different particle

sizes when operated in gradient elution mode because the

band broadening (usually increased by the size of larger

spheres in an isocratic elution) can be largely compensated

by zone sharpening.

The silica-based monoliths can offer a further increased

chromatographic performance due to their continuous solid

phase, exhibiting a distinguished bimodal pore size distribu-

tion for which relevant skeleton parameters are adjusted

independently. It allows the unique combination of low

pressure drop (comparable to that of a 10 mm sphere packing,

dperm ¼ 10mm), high separation efficiency (like that of a 2mm

sphere packing, ddisp ¼ 2mm), much higher than that for the

reference columns, and a loading capacity similar to that of

random-close packings of porous spheres (despite the

strongly reduced solid-phase content). Further, the increased

volumetric flow rate of about 1mL/min through the capillary

monolith generates stable electrospray conditions over a

wide range of mobile phase composition. Thus, the high

separation efficiency of the monolithic capillary columns

coupled to the outstanding mass resolving power of

FTICRMS provides a very sensitive tool for the direct analysis

of complex mixtures, especially in combinatorial chemistry

or proteomics.
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Dear Sir,

Sheathless electrospray ionization directly from a capillary
monolith for fast liquid chromatography coupled to Fourier
transform ion cyclotron resonance mass spectrometry

High-resolution Fourier transform ion cyclotron resonance (FTICR)
mass spectrometry (MS) has emerged as one of the most efficient
analytical tools for the identification of numerous different com-
pounds in complex biological and synthetic samples only by means
of the precisely determined molecular mass.1 Especially in active
areas such as proteomics or high-throughput library screening,
relevant samples may contain several isobaric compounds. Their
exact identification requires either a further and time-consuming
in-cell fragmentation and/or a preceding chromatographic gradient
elution.2–6 Liquid chromatography (LC) with nanobore capillaries
(up to 100 µm i.d.) and volumetric flow-rates in the lower microliters
per minute range meet best the optimum conditions for electro-
spray ionization7 and, in addition, the inherent chromatographic
focusing step in gradient elution allows low-abundance molecules
to be identified even from complex mixtures. However, to guarantee
highly efficient chromatographic separations, a large surface area
(column adsorption capacity) in sufficiently long capillaries is also
required. Capillaries packed with small-diameter porous spheres
generate high back-pressure and the resulting increased analysis

ŁCorrespondence to: U. Tallarek, Otto-von-Guericke-Universität
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time limits their use in fast LC. Monolithic columns provide an alter-
native because the devised preparation of their constituting solid
skeleton allows a tailored adjustment of all relevant stationary phase
characteristics.8,9 To date only monoliths based on porous silica are
capable of offering the unique combination of high hydraulic bed
permeability, high separation efficiency and large surface area,6,10 a
combination which cannot be realized with any type of particulate
stationary phase material.

For an efficient ionization process, the commonly used inter-
faces operating with sheath flow remain unsuitable for capillary

Figure 1. Schematic representation of the sheathless liquid
junction interface with electrospray performed directly out of
the silica-based monolithic separation column (capROD
RP18e, 100 µm i.d.) (Merck, Darmstadt, Germany). The
system’s dead volume reduces to that of the liquid junction
(25 nl).
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Figure 2. Comparison of the ionization performance of the peptide-based antibiotic gallidermin15 using (a) a commercial
electrospray ionization set-up incorporating an open-tube stainless-steel transfer capillary and (b) the silica-based monolithic
capillary column (both 100 µm i.d.). Capillary LC/FTICR-MS settings: 200 individual scans to obtain reliable statistics; electrospray
voltage, �4000 V; mobile phase: water–acetonitrile �50 : 50� C 0.1% (v/v) TFA; flow-rate, 1 µl min�1; other conditions similar to those
in Ref. 6.
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separation techniques owing to severe sample dilution and a signif-
icant decrease in detection sensitivity.11 Thus, sheathless interfaces
based on liquid junctions are preferably used in LC/MS coupling
owing to the versatile implementation of either open narrow-bore
spray capillaries or packed separation columns with a tapered
end.11–13 In addition, metal-coated spray tips as an alternative for
sheathless electrospray show only very limited long-term stability
of a few hours at the maximum.14

Here we present an LC/MS configuration which incorporates
monolithic capillary columns over the complete distance from
the injection module to the sheathless electrospray interface. The
commercially built-in stainless-steel spray capillary is replaced with
a silica-based monolith sealed in a fused-silica capillary of the same
dimensions (Fig. 1). Since the electrospray was performed directly
out of the plain-cut end of this monolithic separation capillary,
the main advantage of the device is a simple removal of the
adverse effects on chromatographic performance resulting from
the spray capillary. These include post-column band broadening
or significant back-pressure if either large- or small-diameter open
capillaries are used. A comparison of the ionization efficiency with
respect to the commercially built-in stainless-steel spray capillary
where the electrospray voltage can be conducted directly to the
spraying tip was made by eluting the antibiotic peptide gallidermin15

�Mw D 2164 g mol�1� under unretained conditions (Fig. 2). The
signal intensities and ionization patterns show similar qualitative
and quantitative results concerning the electrospray process. With
both configurations no additional preheated nebulizer gas or
pneumatic assistance was needed to establish stable electrospray
conditions at the respective capillary end.

The almost dead volume-free configuration in combination with
the monolithic stationary phase allows fast and efficient gradient
elution at volumetric flow-rates up to 4 µl min�1 (350 bar with
standard micro-LC pumping systems) because these silica-based
monoliths offer a relatively high permeability of a bed of 11 µm
diameter hard spheres and a separation efficiency corresponding to
that of 2 µm porous spheres.10 The chromatographic performance
is demonstrated by the capillary LC/FTICR-MS analysis of a
synthetic pyrrole collection containing 284 different target molecules.
The complete collection could be screened within 6 min (Fig. 3).
Especially the separation at elevated flow-rates is accompanied by
two advantages: first, in combination with short gradient delay
times, a strong reduction of the total analysis time can be achieved
compared with that reported in earlier work on the elution of
complex samples with different monolithic or particulate stationary

Figure 3. Fast gradient elution of a synthetic pyrrole library
containing 284 different heterocyclic molecules each at a
concentration of about 30 nmol l�1. Elution conditions:
(A) deionized water 1; (B) acetonitrile, both with addition of
0.1% TFA; gradient 0 min 30% B, 1 min 50% B, 6 min 80% B;
flow-rate, adjusted to a maximum back-pressure of 350 bar
corresponding to a flow-rate of about 4 µl min�1. FTICR-MS
settings similar to those in Ref. 6.

phase materials;5,6 second, the increased flow-rates alleviate the
need for tapered ends to generate stable electrospray conditions
and successfully circumvent the risk of clogging at the spraying
outlet. Not only fast and efficient chromatographic elution but
also an accurate mass determination is possible. The FTICR
mass spectrum in Fig. 4 taken directly from the gradient elution
LC/MS analysis indicates a mass resolving power of more than

Figure 4. On-line mass spectrometric resolution of three structurally different, co-eluting pyrrole derivatives with a mass resolving
power of more than m/m50% ³ 24 000 (at an elution time of 3 min in Fig. 3).

Copyright  2004 John Wiley & Sons, Ltd. J. Mass Spectrom. 2004; 39: 223–225
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m/m50% ³ 24 000 and an average mass accuracy of below 5 ppm
with external calibration for structurally different but co-eluting
pyrrole derivatives. It is sufficient to allow the fast, efficient and
direct on-line identification of relevant library components including
the determination of their elemental composition.

In conclusion, the presented modified sheathless electrospray
configuration with silica-based monolithic capillary columns allows
fast LC because this stationary phase material may be used
continuously to cover the complete distance from the injector to the
mass analyzer including the electrospray ion source. Mechanically
unstable parts such as sintered frits, tapered ends or coated spraying
tips are successfully replaced and the presented chromatographic,
ionization and mass spectrometric properties and also the robust
nature of the monolith demonstrate that the direct electrospray
out of the monolithic separation capillary is compatible with the
demands of high-throughput LC/MS screening.
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FELIX C. LEINWEBER,1† DIETMAR G. SCHMID,2†‡ DIETER
LUBDA,3 BERND SONTHEIMER,4 GÜNTHER JUNG2 and
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Liquid flow in capillary (electro)chromatography:
Generation and control of micro- and nanoliter
volumes

We describe and discuss instrumental developments in capillary (electro)chromato-
graphy which are of particular relevance for generating (and controlling) required
volumetric flow rates in the micro- and nanoliter range through packed capillaries.
Both isocratic and gradient elution are considered. For capillary HPLC this practically
involves only commercial instrumentation, with systems based on syringe or piston
pumps, but it also realizes the innovative concept of a high-pressure electrokinetic
pump. The numerous systems that have been used to generate electroosmotic flow
through chromatographic beds are classified under the following headings: i) basically
commercial capillary electrophoresis instruments (adapted for electrochromatogra-
phy); ii) home-built configurations; and iii) commercial capillary electrochromatogra-
phy systems. Concerning the reviewed instrumentation, emphasis is placed on feasi-
bility, automation, as well as system-inherent delay times and dead volumes.
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1 Introduction

Miniaturization with regard to the column inner diameter
(ID) of high-performance liquid-phase separation systems
utilizing fixed beds of (nowadays) typically porous, spheri-
cally shaped, slurry-packed adsorbent particles was
initiated more than 25 years ago [1–5]. This continuing
trend is mainly driven by the need to handle small volumes
of complex sample, e.g., for the elucidation of physiologi-
cal processes and identification of successful drug candi-
dates, especially in the context of high-throughput screen-
ing technologies. On moving from analytical and narrow-
bore LC with 2.1–4.6 mm ID columns, an average particle
size in the range 3–10 lm, and bed lengths rarely
exceeding 200 mm towards nano-scale LC and sub-
microliter flow rates (see Table 1 for definitions [6–9]),
the ensuing benefits include:

i) an increased mass sensitivity (in combination with
concentration-sensitive detection) due to reduced
chromatographic dilution,

ii) the possibility of using smaller particle diameters
which – at constant average flow velocity through the
bed – translates into an increased efficiency as it
(mainly) reduces the stagnant mobile phase mass
transfer resistance,

iii) the achievement of a high column efficiency per unit
time and pressure drop which translates into a low
separation impedance [10],

iv) a lower stationary phase, solvent, and sample volume
consumption which facilitates the use of exotic liquids,
expensive solids, and/or long columns (if pressure
drop is not a limiting factor),

v) compatibility with flow rate requirements of a nano-
ESI interface for on-line coupling to mass spectrome-
try, and

vi) the possibility of applying high electric fields for an
additional (or exclusive) transport of solute molecules
by electroosmosis and/or electrophoresis.

This last aspect has stimulated a tremendous interest in
capillary electrochromatography (CEC) which combines
retention mechanisms and stationary phase selectivities
known from HPLC with the miniaturization potential of
capillary electrophoresis (CE) [11–17]. Tsuda [18] de-
scribed electrochromatography as an electrophoretic pro-
cedure where sorptive interactions with the stationary
phase of the support particles are a major contribution,
i.e., the separation is achieved by differential partitioning
and migration. Compared to pressure-driven flow, the
superior performance of electroosmosis in bulk transport
of liquid through a single, straight, and open (unpacked)
cylindrical capillary accrues from the fact that, in the limit
of thin electrical double layers, the liquid moves as in plug
flow, i.e., the velocity field apparently slips at the inner wall
of the capillary [19, 20] and that, further, the ratio of elec-
troosmotic to hydraulic volumetric flow rates (at a fixed
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potential and pressure gradient) is inversely proportional
to the square of the capillary radius [21]. The flat flow pro-
file typical for CE under conditions of pure electroosmotic
flow (EOF) [22, 23] and negligible or moderate thermal
effects [24] has also clear implications for the dynamics of
the EOF in CEC, which involves porous media like random
sphere packings or monolithic structures. Compared to
pressure-driven flow, solute dispersion and the medium
geometry can be improved

i) due to a relatively flat microscopic (pore-level) velocity
profile of the EOF in the interparticle pore space of the
packing (under most practical conditions the electrical
double layer is thin compared to interparticle pore
dimensions),

ii) because, again for thin electrical double layers, volu-
metric pore-level EOF is fairly independent of the pore
diameter which reduces interparticle flow heterogene-
ity on a mesoscopic scale,

iii) due to intraparticle EOF [25–28]. Although under
many conditions the electrical double layer cannot be
regarded as thin in the intraparticle pore space with its
smaller pore dimensions the resulting volumetric EOF
can be still substantial,

iv) because intraparticle transport of charged species
(applying to most solutes) can be increased by migra-
tion and surface electrodiffusion [29], and

v) because the contrasting pore-scale dependence of
electroosmotic and hydraulic permeabilities allows
operation of comparatively long packed columns in
CEC and the use of nanoparticles as packing mate-
rial [30, 31]. Vice versa, CEC can achieve fast, effi-
cient separations already with very short chromato-
graphic beds [32].

These contributions leave longitudinal molecular diffusion
as the only limitation to performance in CEC, as in CE, but
in a porous medium with much higher surface-to-volume
ratio. On the other hand, returning to the benefits of minia-
turization in HPLC, the electrokinetic transport of liquid
and solute through packed capillaries or monolithic struc-
tures increases separation efficiency and mass sensitivity
further towards a new dimension. Despite the clear advan-
tages, CEC still awaits a comprehensive validation includ-

ing the interface electrokinetics [33] and, in this respect,
especially the influence of the sample on the matrix, and it
is far from being an alternative to HPLC and/or CE on any
routine basis. Among other problems, including the prep-
aration of chromatographic beds with long-term stability
(that indeed deserve the attribute “fixed bed”), the minimi-
zation of system dead volume and fast mixing of small
amounts of liquid for gradient elution, an important issue in
CEC and cHPLC practice is related to the generation and
control of micro- and nanoliter flow rates.

Following this line of thought, our present paper is con-
cerned with a hardware overview and the comparison of
instrumental configurations that can be used to address
the volumetric flow rate requirements bridging capillary
and nano-scale LC (cf. Table 1). While for pressure-driven
flow, which we will discuss first, it effectively involves only
commercial devices (Section 2 and Table 2), the great
variety of setups that have been presented and success-
fully used for realizing electrokinetic flow through chroma-
tographic beds can be divided into

i) (in most cases) commercial, but also home-built CE
instruments adapted for CEC, implemented directly or
only slightly modified, without an option for pressure-
assisted CEC (pCEC) or cHPLC (see Section 3 and
Table 3), and

ii) instruments designed for CEC, cHPLC, and pCEC
which, in the past, were realized almost exclusively
via home-built configurations (commercial systems
have become available only recently, cf. Table 4) dis-
cussed in Section 4.

2 Commercial lHPLC and cHPLC
instruments

The continuing interest in (l/c)HPLC is reflected in the
large number of articles that have been published about
with these techniques, including reviews that cover gen-
eral aspects [34–42], column technology [43–47], detec-
tion [48–56], and instrumentation [57, 58]. A significant
decrease of bed volume puts stringent demands on instru-
mentation for lHPLC and especially cHPLC as all the
volumetric extra-column dispersion (and delay) sources

Table 1. Suggested nomenclature for various regimes in LC practice.

Regime Column type Column diameter,
cross-section

Flow rates Typical loading

Analytical LC normal-bore column 5.0–3.9 mm, 20–12 mm2 5–1.5 mL/min 2–10 mg
Narrow-bore LC narrow-bore column 3.9–2.1 mm, 12–3.5 mm2 1.5–0.2 mL/min 0.5–2 mg
Micro LC micro-bore column 2.1–0.5 mm, 3.5–0.2 mm2 300–10 lL/min 50–500 lg
Capillary LC packed capillaries 0.5–0.15 mm, 0.2–0.02 mm2 15–1 lL/min 1–50 lg
Nano(scale) LC packed capillaries a 0.15 mm, a 0.02 mm2 a 1 lL/min a 1 lg
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have to be scaled down accordingly. It is particularly
important for injection and detection, as well as for sample
and solvent preparation. In gradient elution attention has
to be given to minimization of extra-column volumes and
associated delay times arising from mobile phase transfer

and mixing. Commercial instruments have become avail-
able in (l/c)HPLC (Table 2) following different ap-
proaches for providing constant flow rates in the lower
and sub-microliter range through the packed beds (i.e.,
against substantial back-pressure) which are based on

Table 2. Selection of commercial (l/c)HPLC instruments.

Specifications Agilent 1100 series Waters CapLCTM LC Packings UltiMateTM Eldex MicroProTM

Hydraulics two serial dual pistons,
servo-controlled variable
stroke drive and active
inlet valves

two controlled, parallel,
positive-displacement
syringe-style pistons h)

reciprocating double-
piston pump, electronic
suppression of residual
pulsation

up to four high-pressure
syringe pumps with 2 mL
or 10 mL volume

Flow rates 0.01 to 2500 lL/min
in 0.01 lL/min increments

0.25 to 40 lL/min,
increments of 0.01 lL/min

0.05 to 1000 lL 0.01 to 10000 lL/min in
increments of 0.01 lL/min

Recommended
flow ratesa)

1–100 lL/min by EFC,
0.1–2.5 mL/min without
split b)

1–40 lL/min without split 0.05–1000 lL with
different calibrator
cartridgesj)

1–200 lL/min without
split k)

Gradient mixing (binary) presplit high-
pressure mixingc)

followed by EFC

(binary or ternary) splitless
high-pressure mixing

low pressure (quarternary)
mixing

(up to quarternary) splitless
high-pressure mixing

Delay volumes presplit mixer: 420 lL,
1–20 lL/min kit: 5 lL d)

20–100 lL/min kit: 14 lL d)

>100 lL/min: 180–480 lL

a 20 lL without sample
loop

without autosampler,
depending on calibrator
cartridge: lHPLC L

120 lL, cHPLC L 12 lL,
nano-HPLC L 0.6 lL

dynamic mixer:
15 and 85 lL, static:
5 lL down to 29 nL
(e.g., micro-tee
P N 775 from Upchurch) l)

Pressure range up to 400 bar up to 5000 psi (L 345 bar) up to 400 bar up to 10000 psi (L 700 bar)

pH range 1.0 to 8.5 recommended no information available 2.0 to 10.0 recommended no information available

Degasser 4-channel vacuum
degasser e)

no information available four bottles helium
sparkled

not integrated

Fully integrated
autosampler

thermostatted, 0.01–
40 lL injection volume;
10–100 lL delay
volumef)

0.02–100 lL injection
volume, no information
about delay volume
available

can be connected to the
LC Packings FamosTM

autosampler

can be connected to the
Spark m) autosamplers

Column oven 3 3 3 not integrated

Available
integrated
detected

UV-Vis, MWD, and PDA,
MS systems from Agilent
and other manufacturers

PDA and MS systems,
especially from
Micromass i)

fast scanning UV-Vis,
several MS systems

a variety of detectors from
different manufacturers
detectors

UV flow cells 500 nL; flow cell with
10 mm path length and
larger ones g)

250 nL, 5 mm path length
flow cell for pressures up
to 1000 psi (L 70 bar)

3 nL, 45 nL, and 180 nL
flow cells, each with
10 mm path length,
for pressures up to 400 bar

depends on detector
manufacturer

a) Especially for solvent gradients. b) With by-passed EFC. c) Using adjusted primary flow rates (200–800 lL/min). d) From the
EFC to the column inlet (without sample loop). e) Each channel has an internal volume of 1 mL. f) Depending on sample-loop
volume; automatic reduction of system delay volume down to 5 lL (cf. d) and delay volumes) is possible via by-passing the auto-
sampler after injection. g) Semi-micro flow cell, standard flow cell, high-pressure flow cell. h) With active check valve control for
continuous solvent delivery. i) Micromass UK Limited, Manchester, United Kingdom (http://www.micromass.co.uk). j) Non-con-
trolled flow splitters. k) In any case allows a minimum run time of 50 min before syringe refill is required. l) Additional volumes only
by injection device and transfer lines. m) Spark Holland Instrumenten, Emmen, The Netherlands (http://www.spark-holland.nl).
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i) conventional reciprocating piston pump systems
reconfigured for this flow rate range by requiring (in
most cases) a flow splitter,

ii) the use of a syringe pump system which directly pro-
duces nanoliter flow rates without needing flow split-
ting, and

iii) electrokinetic pumping by an intersegmental pressure
that develops as a consequence of nonuniform elec-
troosmosis in a segmented setup.

2.1 Agilent [59] 1100 series (l/c)HPLC

This system belongs to the first category which relies on a
flow splitter. It has been developed on a modular basis
and can run HPLC columns of 0.18–2 mm ID with similar
functionality, performance characteristics, robustness,
and ruggedness as the established 1100 series (designed
for analytical and semi-prep scale). The operational opti-
mum of this capillary system covers columns with ID
between 0.3 and 1.0 mm and a flow rate range of

Table 3. Commercial CE instruments adapted for CEC applications.

Specifications Agilent Technologies CE Beckman Coulter P/ACE MDQ Prince Technologies
PrinCE-C 660

Operation modes constant (or ramped) voltage,
current or power

constant (or ramped) voltage,
current or power

constant (or ramped) voltage or
current

Injection modes elektrokinetic (0 to l30 kV),
pressure

elektrokinetic (0 to l10 kV),
pressure

elektrokinetic (0 to l30 kV),
pressure

Pressure range 0–50 mbar bidirectional for
injection. 1 bar and 2–12 bar
for rinsing, or 2–12 bar for
vial pressurization with
(external) N2 or He

–5 to +25 psi (L 1.8 bar) for
injection, –5 to +100 psi
(L 7 bar) for rinsing or vial
pressurization

–180 to 250 mbar for injection, up
to 2.5 bar by DCI g) or 10 bar with
external N2 or He pressurization
for rinsing or vial pressurization

Voltage range l30 kV l30 kV l30 kV

Current range l300 lA l300 lA l200 lA

Thermostatting of
capillary at 258C

forced air convection (15–608C) recirculating liquid cooling
(15–608C)

forced air convection (20–608C)

Sample/buffer tray 48-position carousel for samples,
buffer vials and buffer
replenishment

sample tray: 2696 well plates
or 2648 vial plates, buffer tray:
2636 vial plates or (262)
25 mL vial plates

carousel with 30–48 positions for
sample and buffer vials

Fraction collection possible no information available no information available

Sample thermostatting 10–408C 5–608C 4–408C

Capillary lengths Leff (bed) down to 24.5 cm a) and
Ltotal down to 33.0 cm

Leff: 21–100 cm d) and
Ltotal: 31.2–110 cm

no information available

Capillary and window
geometries

restricted due to the hollow
electrodes and the alignment
interface for UV detection b)

restricted due to the liquid
cooling system and aperture
device e)

relatively free due to the flexible
design of the forced air cooling
and external detection

Available integrated
detectors

UV/VIS-PDA, fluorescence and
LIF c) as well as several Agilent
MS systems

UV/VIS with several wave-
lengths, UV/VIS-PDA, LIF and
Finniganf) LCQDUO-MS system

variety of detectors from different
manufacturers (more or less
integratable)

a) Leff L 8.5 cm for short-end injection. b) Different interfaces and the hollow electrodes allow installation of 365 lm OD capillaries
with different ID; bubble cells can also be installed and a special Z-shaped sensitivity detection cell is available. c) Fluorescence
detector, e.g., from Flux Instruments (Basel, Switzerland; http://www.flux.ch) and LIF detector from Picometrics (Ramonville,
France; http://www.picometrics.com). d) Leff L 10 cm for short-end injection. e) Aperture and the coolant fittings allow installation of
365 lm OD capillaries with different ID and also bubble cells. The 4 mm ID tubing for liquid cooling restricts the use of (high-
pressure) unions for coupling of capillaries. f) Thermo Finnigan, San Jose, CA (http://www.thermofinnigan.com). g) DCI:
(patented) Dynamic Compression Injection.
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1–100 lL/min. In this range the flow rate is electronically
controlled and regulated (Figure 1.a). As shown in Fig-
ure 1.b flow control is achieved by an electromagnetic

purge valve (EMPV) that splits solvent delivered by the
pump in a controlled manner. This valve has one outlet
(waste) with an adjustable flow restrictor and a second

Table 4. Commercial (l/c)HPLC/CEC/pCEC instruments.

Specifications Unimicro Tri-SepTM 2000GV Micro-Tech Ultra-Plus IITM ProLab Evolution 200

Hydraulic system two PU-1580 lHPLC pumps binary gradient pump with
reciprocating single pistons

double-piston pumps for binary
high pressure gradients h)

Settable flow rates 1 lL/min to 10 mL/min a), lower
flow rates only by splitting b)

5–300 lL/min without split,
splited down to 10 nL/min e)

isocratic: 0.02–200 lL/min
(no split) gradient: 1–200 lL/min
(no split) i)

Gradient generation binary back-pressure regulated
pre-split mixing c)

binary two-stage dynamic high-
pressure pre-split mixing f)

high-pressure passive mixing
inside a mixing tee

Delay volumes no information available mixer: 1, 20, 80 or 400 lL no information available

Pressure range up to 1000 psi (L 70 bar)d) up to 10000 psi (L 700 bar) up to 400 bar

Degasser no information available two bottles helium sparkled 4-channel vacuum degasser

Available integrated
detectors

UV/Vis, variable or fixed
wavelength

electrochemical or UV/VIS
(variable wavelength)

variety of detectors from different
manufacturers, more or less inte-
gratable

UV flow cells capillary flow cell for on-line
detection

250 nL cell or an on-capillary
column flow cell

depending on detector manufac-
turer

Operation modes (l/c)HPLC, (p)CEC, CE in
isocratic and gradient mode

(l/c)HPLC, (p)CEC, CE in
isocratic and gradient mode

(l/c)HPLC and (p)CEC in iso-
cratic and gradient mode

Injection modes pressure, no more information pressure, no more information pressure and electrokintetics

Injection device 10 and 20 nL injection valves autosampler (>100 nL) or
injection valve (low nanoliter
range)

autosampler in combination with
a 7-port valve

Voltage range l30 kV 0–60 kV g) l30 kV

Current range no information available no information available l200 lA

Column thermostatting not implemented column oven for cHPLC,
cooling for (p)CEC; no further
information available

dry, Peltier-thermostatted
forced air

Sample thermostatting not implemented not implemented possible

Column lengths no information available no information available up to 50 cm

Capillary and window
geometries

relatively free due to the
flexible design

relatively free due to the
flexible design

quite free due to flexible injector
position, forced air cooling,
external detection

a) Isocratically; limits for gradient elution not available. b) Non-controlled flow splitter. c) Compare Figure 10.b. d) Limited by the
back-pressure regulator. e) Isocratic split rate is non-controlled; limits for gradient elution not available. f) This dual-chamber
dynamic mixing system allows to adjust the mixer volume to the flow rate. g) No polarity switching possible. h) Includes four high-
pressure linear drives, electric pump-head selector valves (patent pending) with pressure-compensation channel and software
tool for pulsation suppression and syringe pump mode. i) Additional splitting is possible, but limits for split gradient elution were
not available.
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outlet comprising the micro-flow path containing a flow
sensor that measures the flow rate (Figure 1.c). A feed-
back control loop regulates the flow resistance in the
waste outlet to maintain a constant flow rate from 1–
100 lL/min (down to 10 nL/min is, in principle, possible in
isocratic mode, but is not recommended by the manufac-
turer). Both devices together constitute the electronic flow
control (EFC). In this (regulated) range the flow rate is
independent of column back-pressure up to 400 bar (cf.
Table 2), which is the biggest advantage compared to the
passive split-flow arrangements realized, for example, in
the LC Packings system (see below). If the flow rate
decreases because of an increase in column back-pres-
sure it will be counteracted by increasing flow resistance
in the split waste path. Thus, the capillary pump will be
insensitive to pressure variations induced by changes in
mobile phase composition (as in gradient elution) or by a
gradually plugging column, demonstrated in Figure 2. A
disadvantage of this system is that flow rates below 1 lL/
min (which, in principle, can be regulated in a controlled
manner) are not recommended by the manufacturer as
they exceed the calibrated range and reasonable volume
ratios, i.e., of the split-flow to system and detection-cell
volume. But precisely those flow rates from 1000 down to
20 nL/min are relevant for capillary columns with an ID
smaller than 150 lm and for the on-line coupling of nano-
ESI-MS to HPLC. Another problem at lower flow rates is
the relatively large UV-detection cell with a volume of
500 nL and a 10 mm path length, contributing measurably
to extra-column dispersion below 5 lL/min.

2.2 LC Packings [60] UltiMateTM (l/c/nano)HPLC

This system is also a reciprocating pump with proprietary
micro-flow processing based on flow splitting, but without
electronic split control and regulation. Flow rates for differ-
ent column geometries and packings are realized by an
automatic pump flow adjustment and predefined split ratio
selected with different calibrator cartridges. The system is
able to maintain flow rates from 200 lL/min (optionally
1 mL/min) down to 50 nL/min, even for solvent gradients
generated with a quaternary low-pressure gradient for-
mer. If the flow path does not become plugged, this sys-
tem works reproducibly also for gradient elution, but the
split ratio changes over a single run due to mobile phase
viscosity changes. Thus, the flow rate also changes in gra-
dient elution, but can be reproducible from run to run.
Unlike the Agilent system the LC Packings system can
generate solvent gradients at flow rates below 1 lL/min
and handle capillary and nano-HPLC columns in isocratic
and gradient mode. Further, LC Packings offers a variety
of UV-detection cells for their UltiMateTM (nano/l/c)HPLC
System reaching from 180 nL down to 3 nL cell volume.

a)

b)

c)

Figure 1. a) Illustration of the Agilent 1100 series (l/c)HPLC
system incorporating electronic flow control (EFC). Cycle of
pumping procedure: Outlet valve A is closed, channel A (pis-
ton 1) pushes the fluid towards the column, while piston 2
refills with fluid from the degasser via the opened inlet valve
A. After the refill of channel A (piston 2) the inlet valve A
closes because piston 2 now compresses the fluid inside the
cylinder until system pressure is reached. This opens outlet
valve A, fluid is pushed towards the column via the (now
refilling) piston 1, afterwards the cycle starts again. The
same procedure applies to channel B. b) Electromagnetic
purge valve (EMPV) regulating the split rate to the waste
after feedback with the thermal flow sensor. c) Thermal flow
sensor based on mass-flow measurement which has to be
calibrated for each solvent pairing using software-implemen-
ted calibration data for most common solvents and mixtures.
(All figures adapted with permission from Agilent Technolo-
gies.)



J. Sep. Sci. 2003, 26, 453–470 Liquid flow in capillary (electro)chromatography 459

2.3 Waters [61] CapLCTM (l/c)HPLC

This system is based on a patented syringe-style, positive
displacement, continuous delivery design (Figure 3). It
can be used to run isocratic (down to 250 nL/min) and gra-

dient separations from 1–40 lL/min. Each syringe is
motor-driven and software-controlled so that crossover-
related flow phenomena are eliminated. Gradients are
mixed under high pressure and the overall system volume
is below 20 lL (according to the manufacturer). Syringe

Figure 2. Flow rate precision during repetitive injection at different column back-pressures.
Column: Hypersil ODS (Thermo Hypersil Ltd., Runcorn Cheshire, U.K.), 5 lm particles,
15060.3 mm, flow rate: 4 lL/min, solvent: water/acetonitrile, gradient: 5–85% acetonitrile,
injection volume: 0.1 lL, temperature: 258C, detection wavelength: 250 nm. The column back-
pressure increased from 80 to 160 bar after run 24. (Adapted with permission from Agilent
Technologies.)

Figure 3. a) CapLCTM system configured for the generation of binary gradients. Each solvent has an individual, binary, continu-
ous-flow, positive-displacement pump (pump A, respectively pump B) delivering pulse-free gradient flow in the 1–40 lL/min
range and isocratic flow down to 250 nL/min. b) Binary, continuous-flow, positive-displacement pump (CFPD): Each pump tray
(pump A and B, optionally C) has two syringe pumps, each with a pressure transducer and an active check valve, i.e., a 4-port
valve. While syringe 1 is delivering, syringe 2 is refilling. When syringe 1 is almost empty, syringe 2 compresses its liquid to sys-
tem pressure with an intermediate “dead-end position” of its 4-port valve. Then, the 4-port valve 1 opens toward the low pressure
side (refilling), the 4-port valve 2 switches to the high-pressure side and eluent flow continues at system pressure. Syringe 1
refills and the cycle repeats. (Adapted with permission from Waters Corporation.)
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pumps are self-priming and self-purging. A high-pressure
switching valve permits running of binary (as seen in Fig-
ure 3) and optionally ternary gradients, as well as on-col-
umn pre-concentration and post-column solvent delivery.
Similarly to the Agilent system, the Waters system
includes only a relatively large 250 nL UV-detection cell
volume with a 5 mm path length. Figure 4 demonstrates
that the actual performance achieved with the CapLCTM

system can be comparable to that of an analytical HPLC
system. Both chromatograms show the same separation
(with the same sample, column chemistry, and pro-
grammed gradient), only scaling down the flow rate to the
same linear velocity and the sample load to column
volume. With fourty times less sample, the CapLCTM sys-
tem generates a two times greater peak height response,
yielding an 80-fold enhancement in mass sensitivity.
(Because the optical path length for the analytical system
is 10 mm, while it is only 5 mm for the capillary flow cell,
this enhancement factor is correspondingly smaller than
the expected 149 for the case of identical path lengths.) In
general, however, and as also indicated by the chromato-
grams in Figure 4, the significance of gradient mixing and
transfer volumes (relevant for the delay and steepness of
the gradient) and detector dead volume (engendering
additional dispersion) should not be underestimated.

2.4 Eldex [62] MicroPro (l/c)HPLC pumping
system

This is a modular syringe-based system that allows prac-
ticable flow rates from 200 lL/min (10 mL/min possible)
down to 10 nL/min in isocratic and, down to 1 lL/min, in
gradient elution mode without split. Mixing is provided by a

(85 lL or 15 lL) dynamic mixer or, for the lower microliter
flow rates, by (g 5 lL) static mixers. A single MicroProTM

pump can interact with up to three other MicroProTM

pumps, offering the possibility of generating quaternary
gradients or of using the syringes in reciprocating mode
(i.e., one syringe delivers while another one is refilling).
The fully integrated system provides stable flow without
pressure pulsation, thereby increasing the UV-detector
sensitivity by decreased baseline noise. Syringe plungers
are displaced by software-controlled micro-stepper
motors (0.1 nL/step) and are fitted to a pressure transdu-
cer for high flow rate and gradient reproducibility. The
MicroProTM can be programmed for positive and negative
flow rates, constant pressure, as well as constant flow
mode and for the generation of pressure gradients. These
pressure gradients are mainly used for rapid automatic,
software-controlled pressure ramps necessary for fast,
reproducible column pre-pressurization between two
separations or after syringe refill. The complete pumping
system (including syringes, transfer lines, and solvent
mixer) is thermostatted to suppress temperature fluctua-
tions which can significantly affect the flow stability, espe-
cially at low flow rates. Due to free access to this modular
setup, it is (relatively) easy to configure the system for
specific needs without loosing software control. For exam-
ple, mixer and transfer lines can be replaced by smaller
devices for the minimization of gradient volume and delay
at lower microliter flow rates.

2.5 Electrokinetic pump technology

For miniaturization in LC, basic instrumental requirements
have remained essentially unchanged over the years,
especially concerning the high pressure pumping devices
which are either reciprocating piston or syringe pumps.
However, these pump systems besides mixers, valves
and detectors, appear to be of enormous size compared
to nano-scale (or even on-chip) separations. A size match
seems to be difficult (if not impossible) due to the fact that
individual components of the pumping device have to be
fabricated separately and then assembled manually. An
approach that seems to overcome this limitation relies on
the design of a high-pressure electrokinetic pump
(EKP) [63–65]. This can utilize conventional fused-silica
capillaries arranged in a segmented configuration, where
each capillary segment contains porous material, but for a
different purpose. The EKP segment itself is packed with
a high surface area material showing a stable and sub-
stantial surface charge density under operating condi-
tions. Two electrodes are immersed in the electrolyte at
the ends of this segment and an applied electric field gen-
erates EOF through the medium. As a consequence pres-
sure is developed at the outlet until (pressure-driven)
back-flow through this segment matches the EOF. The

Figure 4. Separation of a cytochrome C tryptic digest, com-
parison of cHPLC results with those of analytical HPLC.
a) Analytical system: Waters AllianceTM (SymmetryTMC18 col-
umn: 3.9 mm ID, 5 lm particles with 100 � pores, flow rate:
800 lL/min, 810 pmol sample). b) Capillary system: Waters
CapLCTM (SymmetryTMC18 column: 320 lm ID, 5 lm particles
with 100 � pores, flow rate: 5 lL/min, 20 pmol sample). Joint
conditions: Mobile phase 0–40% B in 80 min (A = 0.1% TFA
in H2O, B = 0.085% TFA in acetonitrile), UV detection at
214 nm. (Adapted with permission from Waters Corpora-
tion.)
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ratio of maximum pressure to applied voltage depends on
inherent properties of the porous medium (like surface-to-
volume ratio, surface roughness, charge density) and the
working electrolyte solution (viscosity, permittivity, salt
concentration, pH). A second, connected, packed capil-
lary segment then contains porous material for the
separation. Liquid is driven through this segment by the
pressure gradient that develops at its ends. Conse-
quently, the separation segment needs an adjusted
hydraulic permeability and surface (area) optimized for
chromatography, while for the EKP segment its electroos-
motic permeability is important. The EKP contains no
moving parts and controls pressure-driven flow (in the mL
to nL/min flow rate range) through the separation segment
by EOF generated in the EKP segment, thus, by an easily
controllable gradient in electric potential. Based on this
approach the Eksigent company [66] was founded in May
2000, commercialising the (in the meantime patented)
EKP as the Eksigent Smart FlowTM HPLC system (sche-
matically shown in Figure 5). This technology allows gen-
eration of pressures in excess of 10000 psi (L 700 bar)
without flow pulsation [63, 64]. Because the pumping unit
is a porous medium, devices can be realized in a variety of
geometries. Eksigent’s development in EKP materials
and design enabled 10 psi/volt to be exceeded in high-
pressure devices and flow rates of 5 mL/min in low-pres-

sure (ca. 150 psi) devices. Figure 6 demonstrates how
the Eksigent Smart FlowTM HPLC system (in a dual config-
uration) can repeatedly run steep water/acetonitrile sol-
vent gradients allowing, for example, the reproducible gra-
dient separation of angiotensin peptides [66].

The (l/c)HPLC systems offered by Micro-Tech [67] and
ProLab [68] are considered later in Section 4.2 because,
in addition to configurations presented so far, they allow
application of electric fields on a modular basis.

3 Commercial CE instruments adapted
for CEC

Commercial instruments originally developed for CE are
not ideally suited for CEC. Especially the first generations
of these systems had several disadvantages. Unlike in
CE, bubble formation is a practical problem in CEC. Along
with noisy baselines and spikes, bubbles can even cause
a breakdown of electrical current and, consequently, of
the EOF [69–72]. This was a problem when adapting the
first generations of commercial CE instruments for CEC
because they usually had no feature for pressurizing
capillary ends to avoid bubble formation. Thus, CE sys-
tems had to be modified along these lines, as was
reported, e.g., by Smith and Evans [71, 73] or Bought-
flower et al. [70], and later described in more detail by
Smith and Carter-Finch [74]. They used modified CE
intruments from ABI [75] and Prince [76] enabling the
application of up to 35 bar to inlet and outlet buffer vials.
The latest generation of commercial CE instruments now

Figure 5. Schematics of an isocratic EKP (l/c/nano)HPLC
system. The heart of the high-pressure electrokinetic Smart-
FlowTM system from Eksigent is the EKP segment producing
high-pressures by EOF. It is connected to the electrodes of a
high-voltage power supply via running buffer vial and a
bridge. This bridge (borosilicate glass with 4 nm pore size –
small enough to suppress EOF and pressure-induced flow)
acting as a ionic conductor enables to separate the electro-
des from the primary flow stream. The EKP segment and
auxiliary elements are packed with 1.5 lm non-porous silica
spheres having a non-retentive surface optimized for EOF,
giving interparticle pores sufficiently small to suppress hydro-
static flow, but still large enough to generate a substantial
EOF. The separation segment is packed with 3 lm porous
C18 silica particles for achieving a higher hydraulic permeabil-
ity and chromatographic suitability. Sample injection is sup-
ported electrokinetically by applying a potential difference
across the auxiliary sections.

Figure 6. Solvent gradients generated by water/acetonitrile
pressure-gradients (at constant overall system pressure)
with a dual setup of the electrokinetic SmartFlowTM pump
can be run repeatedly with reset times less than one minute.
Example: Gradient separation of angiotensin peptides (1:
[Ile7] Angiotensin III, 2: [Val4] Angiotensin III, 3: Angiotensin
III, 4: Angiotensin I) and monitored pressure plot for water
representing the water/acetonitrile gradient. Run-to-run
reproducibility is demonstrated by the overlay. (Adapted with
permission from Eksigent Technologies.)
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allows application of pressure (He, N2, or air) to the inlet
and/or outlet vial, but only up to 7–12 bars (depending on
the manufacturer, cf. Table 3). While this may be sufficient
to prevent bubble formation, it is definitely not enough for
a hydrodynamic conditioning of packed capillaries or, if
the accompanying pressure drop is not too high (as may
be expected for relatively permeable monoliths), for condi-
tioning in a reasonable time. Further, nearly all CE instru-
ments of the first generation only allowed in-built on-capil-
lary UV detection. Coupling to other detection devices
such as PDA, RI, EC, LIF, or even the hyphenation with
MS and NMR was originally not intended. However, due to
the growing interest additional in-built detectors and
upgrade kits became available for later versions. Another
problem with CE instruments is the lack of flexibility in per-
forming continuous solvent gradients. The only possibility
for an unmodified commercial CE instrument (for interest-
ing modifications undertaken with the HP3DCE system see
Section 4.2) is to perform step-gradients where the mobile
phase composition is varied by first stopping the applied
voltage in order to change the inlet vial to another one with
a different elution strength, followed by a continued appli-
cation of voltage [77–79]. A problem besetting most com-
mercial CE instruments lies in restrictions concerning col-
umn geometry and configuration, especially with Beck-
mann Coulter [80] systems which, in this case, is mainly
due to the small dimensions of the liquid capillary-cooling
system. The outer diameter of the capillary, its length, and
the position and geometry of the detection window can
only be chosen within certain limits. However, modern CE
instruments are fully integrated systems which permit
automation. They show a sufficient run-to-run reproduci-
bility concerning injection volumes or retention times, and
they allow parallel acquisition of data (multiple detector
signals, voltage, current, temperature) and effective con-
trol of column temperature by either air or liquid cooling,
depending on the manufacturer (cf. Table 3). Thus, today,
for the most part, CEC (can be and) is carried out by using
commercial instrumentation originally designed for CE. In
this review we consider only the latest generation of these
devices as they offer the mentioned advantages.

4 Instruments specifically designed
for CEC

In order to better utilize the inherent potential of CEC it is
necessary to employ instrumentation with gradient elution
capability for improving peak capacity, to speed up the
separation via zone compression, but particularly for sol-
ving problems too complex for standard isocratic elution.
Besides temperature [25] and voltage [81] gradients
(which can already be run with commercial CE systems)
the most powerful elution gradient is the continuous
mobile phase gradient well known from HPLC. Here, we
focus on pressurizable gradient systems performing

separations in chromatographic beds because of the
above-mentioned reasons and a several dimensions
higher loadability of these media compared to open-tubu-
lar or isocratic systems (an important factor for the micro-
scale).

4.1 Home-built instruments for (p)CEC

The need for gradient elution, together with an opportunity
to perform cHPLC, CEC, pCEC (and even CE), inspired
several CEC-pioneering groups to construct and use
instruments despite their lack of user-friendliness and
automation. Nevertheless, some of these configurations
were highly flexible for solvent delivery, injection by pres-
sure or electrokinetics, column dimensions, design, and
geometry. They also show compatibility with a wide vari-
ety of detectors and are well suited for hyphenation with
NMR and especially MS. Because home-built instrumen-
tation for CEC has been repeatedly reviewed
recently [82–84], in this work we are concerned only with
the most practicable and innovative configurations.

4.1.1 Subjective selection of home-built
instruments for (p)CEC

To provide a useful classification of the numerous config-
urations we divide them into pre-split and post-split injec-
tion systems.

4.1.1.1 Pressurizable gradient cHPLC/(p)CEC
systems with pre-split injection

The pre-split injection design schematically shown in Fig-
ure 7.a is quite suitable for building up systems with an
(optional) automation of sample injection and it shows a
high stability regarding EOF. Due to the spatial separation
of individual components in this arrangement including
gradient pump, injection device and splitter, and due to the
tolerance of larger injection volumes by the post-injection
split, it is straightforward to install an autosampler for run-
ning sequences. Concerning band broadening, a delay
volume between split and column inlet, and dead volume
between column outlet and detector has to be minimized.
The pre-split injection setup also causes problems: First,
the column flow rate and consequently the injected sam-
ple volume and sample amount can only be examined by
determining the actual split ratio. Measuring flow rate
changes in the lower micro- or even nanoliter range
caused by changing solvent viscosities (gradients) or by a
partial column clogging is time-consuming and laborious.
Secondly, if the split ratio changes so does the flow velo-
city. Thus, the run-to-run reproducibility can deteriorate,
especially in the presence of an ongoing column clogging.
But this is a problem for all types of non-controlled and
unregulated flows. Still, however, the biggest disadvan-
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tage of this setup is the tremendous waste of sample by
the split, a severe problem for sample-limited applica-
tions.

The pre-split injection design was first presented 1994 by
Behnke and Bayer [85], then by Eimer et al. [86], and was
further developed by Huber et al. [87], Kitagawa et
al. [88], and Zhang et al. [89]. Later, optimized setups,
e.g., with autosampler, minimized dead volume, in-line fil-
ters to prevent clogging, and outlet restrictor capillary to
prevent bubble-formation were presented by Taylor et
al. [90, 91] (similar to the Unimicro [92] starter kit config-
uration shown in Figure 10.b), Behnke and Metzger [93],
Strickmann et al. [94], and Alexander et al. [95]. Nearly all
publications demonstrated the importance of an optimized
design of the capillary column inlet device which is sche-
matically shown in Figure 7.a. The interface should be
resistant to high pressure and high voltage, show a low
dead volume, and include one of the two electrodes, a
flow-restricting split, a connection for the transfer line from
the pump (respectively injector), and a connection for the
column inlet. Geometry should be optimized such that sol-
vent and sample pass the capillary inlet coaxially and
mainly leave the interface through the split. Due to this

arrangement the peak tailing and broadening caused by
the injection can be minimized. Further, bubbles formed at
the electrode due to high voltage are immediately
removed from the system by the coaxial pump flow and
cannot reach the column inlet. What may happen if this
interface is not optimized with respect to the aspects listed
above has been shown by Lister et al. [96]. Low-pressure
solvent gradients were generated with a lHPLC system
which was connected to the CEC column via a flow-injec-
tion analysis (FIA) interface. After having compared the
performance of their instrumental setup with that of a stan-
dard one the authors found an increase in asymmetry (tail-
ing) of about 70% and an increased peak width by a factor
of 2.5. The authors report a dwell volume of ca. 250 lL, an
injection loop volume of 10 lL, and suspected turbulent
flow causing sample dilution inside the FIA interface.

4.1.1.2 Pressurizable gradient cHPLC/(p)CEC
systems with post-split injection

Because this setup (Figure 7.b), as compared to pre-split
injection, contains the injection device and split in
reversed order, dead volume between split, injector, and
column inlet has to be minimized. It is not simple to install
an autosampler for running sequences because of the
inherent size (e.g. injection needle, sample loop, transfer
lines) and resulting delays. The problems associated with
the split (changes in split ratio), the determination of col-
umn flow rate, and amount of injected sample are the
same as mentioned for pre-split injection. Flow velocity
can change for the same reasons, but compared to the
pre-split injection design, waste of sample is minimized.
This is an advantage for sample-limited applications, but
presents a problem for automation because autosamplers
with an overall dead volume in the lower microliter or
(even better) nanoliter range are not available. A first step
in this direction can be made with mirco- or nano-injection
valves supplied by VICI [97], Rheodyne [98], or
Upchurch [99]. The post-split injection design was first
presented in 1991 by Verheij et al. [100], followed by
Tsuda [101], Behnke et al. [102], and was recently re-
examined by Anderson and Bloomberg [103] and Sander
et al. [104]. However, gradient elution has been demon-
strated in only two of these articles [100, 104].

4.1.2 Hardware aspects of home-built instruments

4.1.2.1 Splitless isocratic cHPLC/(p)CEC system

Guo et al. [105] describe a splitless cHPLC/(p)CEC sys-
tem schematically shown in Figure 8.a. An ISCO [106]
Model 3850 capillary electropherograph was used for
CEC operation and a Valco 20 nL injector for sample
injection. In some of their experiments, smaller injections
were achieved by switching the injection valve back to
“load” after a certain time interval (typically 5 s, corre-

Figure 7. a) Pressurizable gradient (l/c)HPLC/(p)CEC sys-
tem with pre-split injection mode. b) Pressurizable gradient
(l/c)HPLC/(p)CEC system with post-split injection mode.
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sponding to a 5 nL injection at 1200 psi). A high-pressure
syringe pump (Model 100 DM from ISCO) was used to
provide supplementary flow to the CEC column. The high
voltage for CEC operation was applied to the injector after
the injection. A stainless steel union placed in the transfer
line from pump to injector was grounded to protect the
pump from possible damage caused by high voltage (as
current can also flow back through the solution from the
high voltage end of the CEC power supply to the pump).
Two 10 cm open-tube segments (25 lm ID, 150 lm OD
fused-silica) were connected to the inlet and outlet of the
CEC column with two identical Upchurch microtight zero
dead volume (ZDV) unions. The syringe pump was oper-
ated in isocratic constant-pressure mode. An initial
attempt to employ the injection valve via direct connection
of the separation column resulted in broad, but basically
symmetrical peaks. This led the authors to suspect dead
volume acting as a mixing chamber just in front of the col-
umn inlet. In fact, they observed a void volume in the sam-
ple port of the injection valve. The smallest ID of the sam-

ple port was 180–200 lm so that the column (375 lm
OD) could not reach through the port to approach the rotor
(Scheme A in Figure 8.b). The dead volume between col-
umn inlet and the rotor surface has been reduced by the
mentioned 10 cm long, 150 lm OD fused-silica segment
which comes so close as to almost touch the rotor
(Scheme B in Figure 8.b). The authors compared chroma-
tograms obtained with and without this minimization of
dead volume and found that peak areas in both cases
were at comparable level. However, a (two times) better
sensitivity and (four times) increased separation efficiency
were obtained with the smaller OD of the capillary.

4.1.2.2 Elektrokinetically generated eluent
gradient CEC system

Yan et al. [107, 108] developed a setup for gradient CEC
(Figure 9) without any need for HPLC devices to form the
gradient. An electrokinetically generated gradient is
achieved by coupling the inlet of the capillary column (via
a T-piece) to two independent, voltage-controlled solvent
delivery capillary channels, each ending in a vial with dif-
ferent mobile phase and a high-voltage electrode. The
outlet of the capillary column ends in a reservoir contain-
ing the grounded electrode. By utilizing two high-voltage
power supplies, one connected to each inlet vial, and
applying voltage at various (computer-controlled) rates,
the mobile phase gradient can be mixed by the ratio of
EOF rates between the two delivery channels. Shortcom-
ings of this approach are the need to disconnect the col-
umn from the mixing tee prior to each sample injection and
the difficult control of the exact mobile phase composition
as it enters the column. Further, it has to be recognized
that EOF changes with the composition of the mobile

Figure 8. a) Splitless isocratic cHPLC/(p)CEC system. Due
to the grounded outlet device the connection between pump
and high-voltage inlet has to be grounded somewhere (e.g.,
with a conductive union) to protect the syringe pump from
being damaged by high voltage. The grounded outlet device
can be a buffer vial, a nucleation light-scattering detection
system, a (nano-)ESI interface to the MS, or a grounded
union for the transfer capillary to an NMR spectrometer. b)
Different connections to the sample port. (Figures adapted
with permission from [105]. Copyright (1999) Elsevier
Science.)

Figure 9. Outline of a CEC system using electrokinetically
generated solvent gradients. (Adapted with permission
from [107]. Copyright (1996) American Chemical Society.)
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phase as the zeta potential sensitively depends on its
ionic strength, viscosity, pH, and dielectric constant.

4.1.2.3 Ultrahigh-voltage capillary electrophoresis
system

Here, we address the significant problems and hardware
requirements arising when operating at voltages far above
30 kV. Although demonstrated for open tube appplica-
tions these considerations are also relevant for packed
bed operation (in view of, e.g., frit stability and bubble for-
mation, or pressure-assisted CEC which exerts additional
stress on the capillary wall). Hutterer and Jorgenson [109]
reported an ultrahigh-voltage CE system based on a com-
mercial 30 kV power supply, extensively modified in order
to provide electric potentials up to 120 kV. To prevent
capillary breakdown and corona or spark discharges they
developed an electric shield system. Their electrophoretic
studies with peptides showed that the number of theoreti-
cal plates increased linearly with the applied voltage (up to
6.1 million plates at 120 kV). The resolution increased
with the square root of the applied voltage, as predicted by
theory. However, a routine use of potentials far beyond
30 kV becomes difficult owing to the possible electrical
breakdown of the fused-silica wall, as well as to an
increased risk of electric discharge and shock. By apply-
ing a potential difference across the capillary, electric
fields are induced both axially (along the capillary axis)
and radially (through the capillary walls). An appropriate
choice of capillary length, inner diameter, and electrolyte
conductivity can reduce problems associated with the
heat dissipation in the capillary. The radial electric field
strength increases from the grounded end of the capillary
to the high-potential end and is responsible for stress on
the fused-silica wall and its eventual dielectric breakdown.

4.2 Commercial instruments for (l/c)HPLC, CEC,
and pCEC

4.2.1 The Unimicro [92] TriSepTM 2000GV

This instrument from Unimicro combines (l/c)HPLC,
(p)CEC, and CE. It enables operation with high voltages
and pressure at the same time. The instrument even
allows gradient pCEC to be run with orthogonal (chroma-
tographic and electrophoretic) selectivity. Ru et al. [110]
used it to manipulate the selectivities (by solvent and vol-
tage gradients) in a separation of 18 amino acids (Fig-
ure 10.a). Besides different types of TriSepTM instruments
(for further technical information see Table 4), Unimicro
offers a CEC StarterTM which includes micro-filters, mixer,
micro-splitter, back-pressure regulator, micro-injector,
high-voltage power supply, and restrictor (schematically
shown in Figure 10.b), and a complete upgrade kit includ-
ing the starter kit, UV/Vis-detector, and data system to

Figure 10. a) Effect of voltage on the chromatograms of a
(18 amino acids) standard separated by gradient nano-
HPLC and pCEC. The sensitivity, resolution, and number of
detected amino acid peaks increases with the applied vol-
tage. Further, the order of the peaks changes. Column: PS-
C18 (3 lm), 130 mm675 lm ID, injection volume: 20 nL. 1:
aspartate, 2: glutamate, 3: tyrosine, 4: derivate, 5: serine, 6:
tryptophan, 7: glycine, 8: threonine, 9: proline, 10: alanine,
11: valine, 12: methionine, 13: isoleucine, 14: leucine, 15:
phenylalanine, 16: lysine, 17: arginine. (Adapted with per-
mission from [110]. Copyright (2000) Elsevier Science.).
b) Schematics of the CEC StarterTM which is also implemen-
ted in the TriSepTM instruments. It includes i) micro-filters to
prevent a plugging of the splitter, column and back-pressure
regulator, ii) static mixer, iii) micro-splitter that divides the
flow coming from the mixer into two lines, one going to the
injector and the other directly going towards the restrictor,
by-passing the capillary column, iv) back-pressure regulator
(ca. 3–70 bar), v) micro-injector enabling the injection of 10
or 20 nL samples, vi) high-voltage power supply providing up
to 30 kV, and vii) restrictor that constrains the out-flow, mini-
mizing bubble formation at the interface between packed
segment and UV-detection window.
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convert a conventional HPLC to a CEC system which can
also be used for cHPLC (but only up to 70 bar, cf. Table 4)
and CE.

4.2.2 The Micro-Tech [67] Ultra-Plus IITM

Micro-Tech developed the Ultra-Plus IITM System for sol-
vent delivery and gradient mixing down to sub-microliter
flow rates. Sample injector, detector flow cell, and inter-
connecting tubing volume have been optimized accord-
ingly. This instrument enables isocratic flow rates down to
0.1 lL/min, while 3 lL/min micro-gradients can be gener-
ated without split. The latter are provided by a micro-
dynamic mixer which allows the user to configure the
mixer volume down to 320 lm ID capillary column opera-
tion. The Ultra-Plus IITM gradient system combines cHPLC
and (p)CEC. Like the Unimicro system this apparatus
combines the selectivity tunings of cHPLC and CE/CEC
via an additional high-voltage power supply (but only with
a single polarity). The system can utilize capillary columns
down to 25 lm ID by adopting the split-technique and a
time-controlled Valco cHPLC injector for nanoliter sample
injection. It allows either electric field assisted-cHPLC or
pCEC. The combination of gradient elution and electro-
phoretic migration fosters increased sensitivity, complex

sample resolution and analysis speed. Further details are
given in Table 4.

4.2.3 The ProLab [68] Evolution 200

The Evolution 200 (l/c)HPLC/CEC system from ProLab
integrates a (l/c)HPLC high-pressure gradient pump, a
solvent degasser, a (readily accessible) thermostatted
column chamber with injection valve for manual or auto-
matic injection, and a high-voltage power supply (with
switchable polarity). The Evolution 200 can be used for
(l/c)HPLC, CEC, and pCEC. It contains a binary dual-pis-
ton high-pressure gradient pump system (Figure 11) deli-
vering from 20 nL/min to 200 lL/min which enables the
use of columns down to 200 lm ID for gradient elution
without split-flow (columns with a smaller ID can still be
run isocratically without split, but gradient mode then
requires flow-splitting). The electrically driven injection
valve is located on a sliding carriage within the thermo-
statted column chamber and can be adjusted to the capil-
lary length. This simplifies the connection of capillaries
and a change of sample loops. The incorporated Lab-
Source 7-port valve, especially developed for the Evolu-
tion 200 (l/c)HPLC/CEC system, is connected to the high-
voltage electrode and has an (electrically insulated) elec-

Figure 11. Flow scheme of the ProLab Evolution 200 (l/c) HPLC/(p)CEC binary dual-piston high-pressure
gradient pump system. The option for (p)CEC is not included in this scheme. Switch-over between the two
pistons of a channel is realized by an electrically driven pump head selector valve. Channels A and B are
separated by (almost dead volume-free) check valves. By switching the pump head selector valve it connects
the two pistons of the channel for a short moment via the so-called pressure release channel, thus pressure-
matching both pump heads. In addition, the actually delivering piston uses some compression steps to reach
the original pressure. Altogether, it minimizes pressure fluctuations or pulsation and enables to circumvent
pulsation dampers which, further, would increase the system dead volume. (Adapted with permission from
ProLab Instruments.)
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tric drive. Thus, the capillary column inlet, directly con-
nected to the valve, can be set to high potential. This pro-
vides the option of electrokinetic injection and, even more
important, the direct hyphenation with MS or NMR (setting
the capillary column outlet to ground). The valve simulta-
neously fulfils the function of a static mixer and a splitter.
Technical details of the Evolution 200 can be found in
Table 4. This apparatus has been used by Mayer et
al. [111] for enantiomer separation by cHPLC on a cellu-
lose-based stationary phase (while they employed a
Prince CE and a Beckman P/ACE instrument for CEC).

4.2.4 Agilent 1100 HPLC coupled to Agilent CE

Agilent studied the performance of an automated cHPLC/
(p)CEC apparatus via two different approaches. The first

one was realized by coupling a 1100 series ternary gradi-
ent pump (in combination with a HP 1100 autosampler)
via flow split and CE/MS-capillary-cassette to the HP3DCE
instrument, first published in 1997 by Dittmann et
al. [112], performing cHPLC, CEC, and pCEC in isocratic
and gradient elution mode. The setup depicted in Fig-
ure 12 shows that this cassette was modified to allow
grounding of the T-piece which acts as the flow splitter
and column inlet. Since high voltage in the HP3DCE can
only be applied at the position normally used as the capil-
lary inlet vial; the path of the separation capillary and vol-
tage polarity have to be changed to enable its use as an
outlet. The capillary column and capillary transfer line
from the pump were both mounted in 1/1699 OD (500 lm
ID) PEEK tubing with a drilled hole to enable split-flow and
grounding of the column inlet (cf. Figure 12). A similar
setup was used by Apffel et al. [113] to investigate the
separation of peptide digests. They also performed all the
chromatographic modes that have already been men-
tioned, but with an extension to electrically assisted
cHPLC (pressure-driven chromatography with enhanced
selectivity for charged molecules by an electric field). This
can be realized by suppressing EOF at low pH or by using
a stationary phase unsuitable for producing any EOF.

The second approach followed by Agilent was the devel-
opment of a prototype high-pressure standing seal vial
and hollow (concentric double-tube) electrode. This setup
enabled an upgrade of the existing HP3DCE instrument
serving as the platform for capillary chromatographic
separations coupled (via this prototype) to a HP 1100
pump. In contrast to the first approach, injection is per-
formed with the intrinsic autosampler of the HP3DCE and
the capillary path could stay as usual. The seal-vial
(cross-sectional view in Figure 13) allows different chro-

Figure 12. Schematics of the cassette (originally used for
CE-MS coupling) interfacing the HP3DCE with an 1100 series
HPLC system via flow splitter, depicted in more detail in the
zoomed section. (Adapted with permission from Agilent
Technologies.)

Figure 13. Illustration of the integrated
platform of the Agilent prototype gradient
cHPLC/(p)CEC system. (1) stainless-steel
tubes, (2) 1 m6100 lm open-tube fused-
silica capillary, (3) 0.5 m6100 lm open-
tube fused-silica capillary, and (4)
grounded stainless-steel unions. (Adapted
with permission from [114]. Copyright
(1999) Elsevier Science.) The inset illus-
trates details of the seal-vial. (Adapted
with permission from Agilent Technolo-
gies.)
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matographic modes by a dedicated positioning of the inlet
lift. In its lower position, isocratic and gradient CEC is pos-
sible. The pump delivers liquid via the inner channel of the
concentric double-tube electrode, which passes the N2 (or
He) pressurized vial and mostly leaves it through the outer
channel by using the low-resistance flow path of the outlet
restrictor. Pressures in this and the outlet vial are matched
to suppress bubble formation and hydraulic flow. Liquid
required for CEC is pulled into and moved through the col-
umn electrokinetically. The upper position of the seal-vial
enables isocratic and gradient (l/c)HPLC and pCEC. In
this position, the vial functions as a high-pressure flow
splitter in combination with the high-resistance flow path
of the outlet restrictor. In all cases sample is injected elec-
trokinetically using a standard sample-vial and injection
procedure of the CE system. The whole configuration
shown in Figure 13, presented by Choudhary et al. [114]
and Rozing et al. [84], remained a prototype.

5 Conclusions and outlook

Despite recent instrumental developments in (l/c)HPLC
and (p)CEC, a further miniaturization of individual compo-
nent volumes which are involved in the bulk transport of
liquid (adequately accounting for the actual bed dimen-
sion) seems to be necessary as they cause delay times
and result in dispersion. While injectors, static mixers, and
detection cells are already available from sub-microliters
down to a few nanoliters, pumping devices, autosamplers,
and dynamic mixers are still too large. A controlled and
regulated split is certainly an attractive feature, but it
should be reasonably adaptable down to low nanoliter
flow rates. Preferably, single split-regulated solvent chan-
nels should be introduced for these flow rates, allowing
solvent recycling by splitting prior to mobile phase mixing.
However, this technique and the splitless high-pressure
solvent delivery of sub-microliter flow rates requires nano-
liter dynamic mixers to provide a perfect mixing also for
more critical solvent mixtures without adding significant
delay volumes. Despite an ongoing miniaturization, pump
systems still appear enormously overdimensioned in rela-
tion to generated flow rates. In this context (and especially
for splitless systems) the relative expansion of the pres-
surized setup, fluid compressibilities, and volumetric mix-
ing effects also have to be considered carefully. Commer-
cial CE instruments (Section 3) are often used today for
CEC applications, but alongside the above-mentioned
home-built configurations (Section 4.1) which were (and
still are) necessary to explore and validate CEC, espe-
cially gradient pCEC, commercial gradient (l/c)HPLC/
(p)CEC instruments are now on the market (Section 4.2).
However, they are still based on more or less modified
conventional components. The future hopefully will see
the enhanced development of new LC device concepts,

as illustrated by the hardware innovations described in
Section 4.1.2 or the EKP (cf. Section 2).
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Electroosmotic and Pressure-Driven Flow in Open
and Packed Capillaries: Velocity Distributions and
Fluid Dispersion

Ulrich Tallarek,*,† Erdmann Rapp,‡ Tom Scheenen,† Ernst Bayer,‡ and Henk Van As†

Laboratory of Molecular Physics and Wageningen NMR Centre, Department of Biomolecular Sciences, Wageningen
University, Dreijenlaan 3, 6703 HA Wageningen, The Netherlands, and Research Center of Nucleic Acid and Peptide
Chemistry, Institute of Organic Chemistry, University of Tübingen, Auf der Morgenstelle 18, 72076 Tübingen, Germany

The flow field dynamics in open and packed segments of
capillary columns has been studied by a direct motion
encoding of the fluid molecules using pulsed magnetic
field gradient nuclear magnetic resonance. This non-
invasive method operates within a time window that allows
a quantitative discrimination of electroosmotic against
pressure-driven flow behavior. The inherent axial fluid
flow field dispersion and characteristic length scales of
either transport mode are addressed, and the results
demonstrate a significant performance advantage of an
electrokinetically driven mobile phase in both open-
tubular and packed-bed geometries. In contrast to the
parabolic velocity profile and its impact on axial disper-
sion characterizing laminar flow through an open cylin-
drical capillary, a pluglike velocity distribution of the
electroosmotic flow field is revealed in capillary electro-
phoresis. Here, the variance of the radially averaged, axial
displacement probability distributions is quantitatively
explained by longitudinal molecular diffusion at the actual
buffer temperature, while for Poiseuille flow, the pre-
asymptotic regime to Taylor-Aris dispersion can be
shown. Compared to creeping laminar flow through a
packed bed, the increased efficiency observed in capillary
electrochromatography is related to the superior charac-
teristics of the electroosmotic flow profile over any length
scale in the interstitial pore space and to the origin, spatial
dimension, and hydrodynamics of the stagnant fluid on
the support particles’ external surface. Using the Knox
equation to analyze the axial plate height data, an eddy
dispersion term smaller by a factor of almost 2.5 than in
capillary high-performance liquid chromatography is re-
vealed for the electroosmotic flow field in the same
column.

The actual flow pattern of a fluid undergoing slow, laminar
flow in a packed bed of particles depends on the morphology (i.e.,
the topology and geometry) of the pore space that is available for
the flow, and the existence of a point-to-point difference in flow

velocity is a fundamental property of the fluid flow field under
the most general conditions.1 However, not only the inherent
structural heterogeneity of the porous medium but also the actual
physical origin(s) of the flow may very sensitively influence the
correlation time and length which characterize velocity fluctuations
in the mobile phase.

In contrast to the more conventional pressure-driven mode,
capillary electrochromatography (CEC) utilizes the hydrodynam-
ics of an electroosmotic flow (EOF) to transport solute molecules
through the interconnected pore space of capillary columns
packed with small adsorbent particles.2-7 The ideal EOF in a
narrow cylindrical channel should be characterized by a flat, i.e.,
pluglike velocity profile at distances from the surface that are of
the order of the electric double-layer thickness. This intrinsic
property makes the channel cross-sectional profile and magnitude
of the EOF independent of the actual channel diameter, provided
that the latter is significantly larger than the electric double-layer
thickness.8 The situation is in sharp contrast to the parabolic
(Poiseuille) velocity profile encountered in pressure-driven flow,
which directly results from the distribution of shear stress in a
viscous fluid under laminar flow conditions. Further, the cross-
sectional average velocity in the (cylindrical) channel here
depends on the square of its diameter.

These characteristics have important implications for the eddy
dispersion contribution to the overall band spreading expected
in CEC and capillary high-performance liquid chromatography
(CHPLC).9 In general, eddy dispersion is caused by any velocity
inequality of the flow pattern over the whole column cross section.
Due to the anatomy of the available stream paths in the packed
bed and local or systematic changes in packing density, fluctua-
tions in permeability and mobile-phase velocity also exist at
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different length scales in the packing with laminar flow.10 In
addition to the convective mechanism of exchange, the time scale
of lateral diffusion between the slow and fast stream paths largely
governs the actual extent of band spreading.10,11 Velocity extremes
within and (on any time and length scale) between different
channels in the packing may be absolutely minimized with
electroosmotic flow, resulting in a much smaller eddy dispersion
contribution. An improvement in efficiency by a factor of almost
2 over CHPLC has been demonstrated experimentally for CEC
when carried out with the same column.12 It was concluded that
only axial diffusion constitutes the ultimate limitation to perfor-
mance in CEC when achieved with nanoparticles.

Due to the high efficiencies that may be obtained with
electrokinetically driven fluid flows in open tubes13 (CE) and
packed capillaries5 (CEC), any factor influencing fluid dispersion
under these hydrodynamic conditions should be well character-
ized and under control. The actual profile of the EOF and its
stability have a large effect in improving the resolution and
efficiency and certainly belong to the most important aspects
controlling reproducibility.14 Temperature effects may constitute
a further source of difficulties.

The goal of our work is the development of an experimental
approach toward the intrinsic fluid dynamics of capillary electro-
separation techniques. In this first article, we report about a quali-
tative and quantitative characterization of pressure- and electro-
kinetically driven flows through open and packed capillaries. The
discrimination is based on the respective fluid flow field and axial
dispersion behavior which are both directly measured over
discrete temporal and spatial domains by pulsed field gradient
nuclear magnetic resonance (PFG-NMR).15-17 A setup has been
devised that allows measurements in capillary columns to be
performed with a 0.5-T (1H 20.35 MHz) electromagnet. Due to its
open access, the presented NMR configuration offers a most
flexible and convenient implementation of the CE, CHPLC, and
CEC equipment, and the approach holds great promise for a
fundamental study of many hydrodynamic aspects within these
open tube and packed bed segments.

EXPERIMENTAL SECTION
NMR Hardware Configuration. The schematics of the setup

is shown in Figure 1. 1H 20.35-MHz PFG-NMR measurements
were made on a 0.5-T NMR spectrometer with open access,
consisting of a SMIS console (Surrey Medical Imaging Systems,
Guildford, U.K.), an iron core magnet (Bruker, Karlsruhe,
Germany), and a 45-mm-i.d. actively shielded gradient system
(Doty Scientific, Columbia, OH) capable of producing pulsed
magnetic field gradients of up to 0.5 T/m in the direction of the
column axis (y-direction). The solenoidal radio frequency (rf) coil18

was directly wound on a 35-mm-long, 1.57-mm-o.d. (381-µm- i.d.)
PEEK tubing sleeve, which accommodates the 360-µm-o.d. (open
or packed) capillary columns and which can be properly fixed
within the setup (Figure 1a). For this purpose, a 300-µm-o.d.
varnished copper wire was used in combination with a 200-µm-
diameter Nylon strandsthe latter keeping constant the distance
between individual turns of the copper wiresto obtain a regular,
∼11-mm-long solenoid (22 closely wound turns of the copper-
nylon pair). The gradient system including the rf coil assembly
can be rotated by 90° (i.e., from the y- into the x-direction, Figure
1a). This horizontal configuration was used for all CE experiments
to prevent any pressure-driven flow component in the capillary
due to gravity.

PFG-NMR Background. With this technique, the quantitative
measurement of nuclear spin (hence, molecular) displacements
over an adjustable time ∆ relies on motion encoding by a pair of
identical magnetic field gradients of amplitude (and direction) g.19

These are applied (pulsed) for a short time δ at the beginning
and the end of this period ∆, respectively. The PFG-NMR
time domain may cover a range for ∆ from a few milliseconds
up to a few seconds. Thus, several parameters of the involved
fluid dynamics, e.g., dispersion in the axial and transverse
direction20-22 or the stagnant mobile-phase mass transfer,23 can
be studied in packed beds over any discrete evolution time within
this range. For a PFG-NMR experiment in the narrow gradient
pulse approximation (δ , ∆),24 the echo signal amplitude and
phase E∆(g) depend on the nuclear spin self-correlation function,
Ps(r/r0,∆), which is the conditional probability that a spin initially
at r0 has migrated to r over time ∆

Here, F(r0) denotes the normalized density of the initial spin
positions, γ is the magnetogyric ratio of the nucleus considered
(e.g., 1H), and as usual, i2 ) -1. Introducing the concept of the
dynamic displacement R (with R ) r - r0) and defining an
averaged propagator Pav(R,∆) as the ensemble-averaged prob-
ability that any molecule will move a net distance R over time
∆,25 we obtain

The signal is acquired in the q-space (with 2πq ) γδg) which is
the space reciprocal to the dynamic (i.e., net) displacement R.26

The key feature of eq 2 is that it bears a direct Fourier relation
between the normalized echo signal, E∆(q), and the averaged
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E∆(g) ) ∫F(r0) ∫Ps(r/r0,∆) exp[iγδg‚(r - r0)] dr dr0
(1)

E∆(q) ) ∫Pav(R,∆) exp(i2πq‚R) dR (2)
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propagator, Pav(R,∆), of the fluid molecules. Thus, the complete
spectrum of molecular displacements over time ∆ can be obtained
by adequate sampling of q-space and subsequent Fourier trans-
formation of E∆(q) with respect to q. For the measurement of
Pav(R,∆) using the stimulated echo version of the PFG-NMR
technique, we typically chose for 32 q-steps equidistant between
+qmax and -qmax, with up to 24 phase-alternated averages at each
value of q for a sufficient signal-to-noise ratio (SNR). To minimize

errors due to data discretization, the E∆(q) data were zero-filled
to 64 points prior to Fourier transformation.27 Truncation effects
were here avoided by acquiring E∆(q) properly into the noise level
at (qmax. For the case that the distribution of molecular displace-
ments over time ∆ is a Gaussian, the PFG-NMR measurement

(27) Marshall, A. G.; Verdun, F. R. Fourier Transforms in NMR, Optical, and
Mass Spectrometry; Elsevier: Amsterdam, 1990.

(28) Callaghan, P. T.; Stepisnik, J. Adv. Opt. Magn. Reson. 1996, 19, 325-388.

Figure 1. (a) Experimental setup used for the fluid dynamics studies in open and packed capillaries by pulsed field gradient nuclear magnetic
resonance on a 0.5-T (1H 20.35 MHz) electromagnet. For CE and CEC measurements, the gradient system with the incorporated home-built
rf probe head is rotated into the x-direction and allowed to operate the capillaries in a horizontal orientation. The electrodes can be placed within
a few centimeters from either edge of the gradient system and the capillary configuration thus may be as short as 0.4 m. (b) Fritless design of
the packed column.
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yields an echo signal modulated in amplitude and phase by28

The first term in the exponent of eq 3 can then be used to obtain
the column cross-sectional averaged velocity, uav (when q | uav),
while the second term accounts for the contribution due to the
incoherent motion of the fluid. Thus, depending on the actual
hydrodynamics, D may represent pure molecular diffusion in an
open capillary (Dm) or effective diffusion in the pore space of a
packed bed (Deff), as well as convection-driven apparent dispersion
(Dap).

PFG-NMR Measurements in the Presence of an Electric
Current. With respect to the analytical techniques involving a
strong axial electric field and steady electric current (Iy) in the
capillary (of radius rc), i.e., in the y-direction (Figure 1a), it should
be noted that (on the basis of the classical physics Biot-Savart
law) this current produces a uniform radial magnetic field gradient
(gx) in the x-direction, i.e., perpendicular to that of the current
given by29

This linear field gradient within the capillary does not interfere
with the motion-encoding pulsed magnetic field gradients g when
the latter are applied in the fluid flow direction (i.e., in the
y-direction such that g ⊥ gx), because their vector product vanishes.
Further, gx can be compensated for with the proper external shim
coil.30 Electric currents typically involved in the CE and CEC
measurements were below 80 and 30 µA, respectively (rc ) 125
µm), and the field gradient associated with this current density
(Iy/rc

2) is very small compared to the magnetic field gradient
amplitudes |g| ) g that are normally applied during the PFG-NMR
measurements. Thus, the electric current manifests itself as a
small background gradient perpendicular to the fluid flow direc-
tion, without influence on the determination of the (axial) averaged
propagator, Pav(R,∆).

Implementation of CE, CHPLC, and CEC Equipment. The
polyimide-coated, fused-silica capillaries were purchased from
Polymicro Technologies (Phoenix, AZ). For the study of electro-
osmotic flow, they were connected to a modular CE and (pressur-
izable) CEC system (Grom, Herrenberg, Germany; 0-30 kV,
0-0.2 mA). A conventional HPLC pump with splitter (Sykam,
Gilching, Germany) was used for measurements involving pres-
sure-driven flow. Borate buffers were prepared from a 0.01 M stock
solution of sodium tetraborate (Merck, Darmstadt, Germany) and
adjusted to pH 9.0 at 26 °C with 2 M HCl. Freshly cut capillaries
(between 0.55 and 0.7 m long) were first flushed with 0.1 M NaOH
and then with buffer solution and were run for at least 30 min at
15 kV/m.31 Before use, the buffer solutions were filtered through
a 0.2-µm syringe filter and then degassed with helium, followed
by ultrasonication under vacuum. To ensure steady and reproduc-

ible conditions within the NMR setup, e.g., to avoid sample heating
due to factors other than the Ohmic loss in the capillary itself,
forced air convection thermostats the system to 26 ( 0.5 °C
(Figure 1a).

In general, the electrokinetically or pressure-driven aqueous
phase is continuously flowing through the column while the
displacement probability distribution of water molecules (1H2O)
is measured over an adjustable observation time (∆) by 1H PFG-
NMR. The approach directly focuses on the fluid flow field
(including diffusion over time ∆) under either condition. When
the inner radius of the open capillary (or typical flow channel in
a packed bed) is considerably larger than the electric double-
layer thickness, the linear EOF velocity (ueo) is given by the
Helmholtz-Smoluchowski equation32

Here, µeo denotes the electroosmotic mobility and η the viscosity
of the buffer solution, ú the zeta potential (assumed to be constant
over the whole surface), and E the electric field strength. ε0 is
the permittivity of vacuum and εr the relative permittivity of the
electrolyte solution. Typical measurement times of a single axial
displacement probability distribution, Pav(R,∆), are of the order
of 15 min.

For dispersion studies in packed beds, specially prepared
capillaries33 were slurry-packed with spherical-shaped, rehydrox-
ylated silica particles (Hewlett-Packard, Newport, DE). The slurry
was prepared in methanol, and the material was consolidated for
∼35 min at 250 bar (under ultrasonication). During this packing
process, the totally porous, high-purity particles (dp ) 40 µm with
9-nm average pore size) were retained in the 250-µm-i.d. (360-
µm-o.d.) fused-silica columns by a taper (65-µm orifice) through
a keystone effect.34 Afterward, this tapered end served as the inlet
retainer of the packed capillary, while the tapered end of an open
tube segment (150 µm i.d.) was fitted to the packed-bed outlet
(Figure 1b).33 Great care was taken that particles did not settle
before injecting the slurry via an injection valve and slurry
reservoir into the destination capillary. The final bed length of
this fritless design was 20 cm.

RESULTS AND DISCUSSION
Fluid Flow Field in Cylindrical Open Tubes. Figure 2 shows

representative axial averaged propagator distributions of the buffer
solution obtained for pure electroosmotic and pressure-driven flow
through a 250-µm-i.d. fused-silica capillary. A rather short observa-
tion time (∆ ) 14.2 ms) was chosen for these measurements,
and column cross-sectional averaged axial convective displace-
ments clearly dominated over those due to radial molecular
diffusion, i.e., (2Dm∆)1/2 , u∆ and rc.

Two features become immediately evident: (a) Pav(R,∆) for
electroosmotic flow shows a perfect Gaussian shape and all fluid
molecules apparently move at a single velocity (ueo) with diffu-
sional broadening only. (b) In the case of pressure-driven flow,
the radially averaged axial displacement profile mostly reveals the

(29) Holz, M.; Müller, C. J. Magn. Reson. 1980, 40, 595-599.
(30) Holz, M.; Lucas, O.; Müller, C. J. Magn. Reson. 1984, 58, 294-305.
(31) van de Goor, A. A. A. M.; Wanders, B. J.; Everaerts, F. M. J. Chromatogr.

1989, 470, 95-104.

(32) Lyklema, J. Fundamentals of Interface and Colloid Science, Vol. II: Solid-
Liquid Interfaces; Academic Press: London, 1995.

(33) Rapp, E.; Bayer, E. J. Chromatogr., A, in press.
(34) Lord, G. A.; Gordon, D. B.; Myers, P.; King, B. W. J. Chromatogr., A 1997,

768, 9-16.

E∆(q) ) exp(i2πq‚uav∆ - 4π2q2D∆)

) exp(i2πq‚uav∆)|E∆(q)| (3)

|gx| ) ∂Bz/∂x ≈ 0.2Iy/rc
2 (4)

ueo ) µeoE ) -ε0εr(ú/η)E (5)
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boxcar shape readily anticipated for the velocity distribution under
these laminar flow conditions.35 Pav(R,∆) is far from a Gaussian
and the no-slip boundary condition (i.e., u ) 0 at the capillary
surface), together with the contribution of molecular diffusion over
time ∆ of fluid molecules near the surface, is responsible for the
negative net displacements that are still observed (in sharp
contrast to the electroosmotic displacement profile). The local
velocity is therefore a function of the radial position in the capillary,
as expressed by the Hagen-Poiseuille equation

where uav is the column cross-sectional average linear velocity,
with umax ) 2uav (cf. Figure 2). The total variance of this propagator
distribution (including contributions from molecular diffusion and
the Poiseuille flow spread) is given by35

At ambient temperature (26 ( 0.5 °C) and in the absence of
any flow, we find the diffusion coefficient of water at Dm )
2.35 × 10-5 cm2/s.36,37 Thus, a total variance of ∼1266 µm2

is calculated for the pressure-driven displacement distribution
shown in Figure 2. By contrast, a variance of σ2 ) 2Dm∆ ) 66
µm2 may be predicted for the electroosmotic displacement
distribution when molecular diffusion is considered as the only
source of axial dispersion.38 However, from an analysis of the raw
data using eq 3, we calculate a variance of 78 µm2; i.e., pure
molecular diffusion at ambient temperature cannot account
quantitatively for the observed width of this Gaussian distribution
(Figure 2). As we will demonstrate, the most probable explanation
for this fact is that the buffer temperature has increased due to
Joule heating in the capillary and that the variance then obtained

can be well accounted for by the diffusion coefficient at the actual
temperature of the solution, Dm(T). The Gaussian propagator
characterizing EOF thus becomes

with

The (single) electroosmotic linear flow velocity is obtained from
the center position of the distribution at Rc ) ueo∆. For example,
an analysis of the measurement shown in Figure 2a gives ueo )
2.29 mm/s. Note that column cross-sectional average velocities
differ by a factor of 1.85 (Figure 2). Thus, for a velocity uav identical
to that in electroosmotic flow, the variance of the “diffusion-
weighted” boxcar distribution is expected around 420 µm2 (eq
7), which is still a factor of 5.4 larger than for the electrokinetically
driven fluid flow (and a factor of 6.4 larger than a purely diffusive
contribution at ambient temperature).

In calculating the actual buffer temperature under a given set
of conditions, we follow the treatment of Knox and McCormack.39

As a starting point, Figure 3 presents the EOF velocity and electric
current against the electric field strength (for natural and forced
air convection). With this forced convective cooling that we
generally apply throughout the measurements, the equipment
actually performs (solid circles) between the limiting cases of a
perfect forced cooling (linear behavior) and still air (open circles)
regarding a temperature rise of the buffer solution.

On the basis of eq 5 and Ohms law, a linear relationship is
predicted for both the EOF velocity and the electric current.
However, above ∼10 kV/m, the degree of curvature increases at
higher electric field strengths. It is important to note that the
deviation from linearity observed for ueo vs E exactly parallels that
for I vs E; i.e., a plot of ueo vs I, in turn, is linear over the whole
range of data.39-41 Figure 4 shows the variance and apparent
dispersion coefficient that characterize the Gaussian displacement
distributions obtained with forced air cooling at the respective
field strength (open circles). At moderate values (below 10 kV/
m), the variance can be quantitatively explained by pure molecular
diffusion of water at ambient temperature (measured at 0 kV/
m), which certainly is the ultimate limitation to performance in
CE. When the EOF velocity starts to deviate from the linear
behavior above ∼10 kV/m (cf. Figure 3), the averaged propagator
still retains its Gaussian shape, but with an increasing width
(Figure 4). These combined results suggest that self-heating of
the buffer solution is responsible for the curvature observed in
Figures 3 and 4, most likely via the temperature dependence of
the viscosity (ueo and I vs E, Figure 3) and the diffusion coefficient
(σ2 and Dap vs E, Figure 4) of the liquid.

To confirm that the apparent dispersion coefficient (Dap) in
fact represents the molecular diffusion coefficient at the actual
buffer temperature, Dm(T), and as such can fully account for the

(35) Golay, M. J. E.; Atwood, J. G. J. Chromatogr. 1979, 186, 353-370.
(36) Mills, R. J. Phys. Chem. 1973, 77, 685-688.
(37) Weingärtner, H. Z. Phys. Chem. (N. F.) 1982, 132, 129-149.
(38) Jorgenson, J. W.; Lukacs, K. D. J. Chromatogr. 1981, 218, 209-216.

(39) Knox, J. H.; McCormack, K. A. Chromatographia 1994, 38, 207-214.
(40) Terabe, S.; Otsuka, K.; Ando, A. Anal. Chem. 1985, 57, 834-841.
(41) Tsuda, T.; Nomura, K.; Nakagawa, G. J. Chromatogr. 1983, 264, 385-392.

Figure 2. Axial displacement probability distributions, Pav(R,∆), of
the fluid molecules in a 0.65 m × 250 µm i.d. (360 µm o.d.) fused-
silica capillary. (a) Electroosmotic flow (E ) 23.1 kV/m, I ) 49 µA).
(b) Pressure-driven flow. Mobile phase, borate buffer (2 × 10-3 M,
pH 9.0); observation time, ∆ ) 14.2 ms; ambient temperature, 26 (
0.5 °C.

u(r) ) 2uav[1 - (r/rc)
2] (6)

σ2 ) 2Dm∆ + (uav∆)2/3 (7)

Pav(R,∆) ) 1

x2πσ2
exp[-(R - ueo∆)2

2σ2 ] (8)

σ2 ) 2Dm(T)∆ (9)
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observed distribution variance, this temperature has to be
calculated. It is based on the nonlinearity of the ueo vs E data itself
(Figure 3). Considering the temperature dependence of the
viscosity and neglecting a variation of εrú with temperature, which
may be justified by the linearity of ueo with I,39,40 the actual slope
defined by eq 5, i.e., ueo/E ) -ε0εrú/η(T) can then account for
any deviation from linear behavior by a decrease of the buffer
viscosity at the respective level of heat dissipation in the capillary.

In the initial linear domain of that curve (Figure 3), the slope
is determined by the viscosity at ambient temperature. For water,

this value is readily available42 (η ) 0.8705 cP) and provides
ε0εrú/η(26 °C). With this information, η(T) and thus the actual
temperature can be calculated for any ueo-E pair in the nonlinear
region. These temperatures are then used to estimate the trend
in molecular diffusivity, Dm(T). Both the viscosity42 and the
diffusion coefficient36,37 of water are very accurately known as a
function of the temperature that facilitates the conversion of ueo

at E to T and Dm(T) via η(T). Following this procedure, Figure 4

(42) Handbook of Chemistry and Physics, 66th ed.; CRC Press: Boca Raton, FL,
1986-1987.

Figure 3. Electroosmotic flow velocity (ueo) and electric current (I) vs the electric field strength. The velocities are calculated from the center
position of the Gaussian displacement probability distributions, Pav(R,∆), found at Rc ) ueo∆. Experiments: 250-µm-i.d. (360-µm-o.d.) fused-
silica capillary, 2 × 10-3 M sodium tetraborate buffer (pH 9.0); observation time, ∆ ) 60 ms (δ ) 3.5 ms).

Figure 4. Displacement distribution variance (σ2) and apparent dispersion coefficient (Dap ) σ2/2∆) against the electric field strength (forced
convective air cooling, experimental conditions as in Figure 3). Both σ2 and Dap are calculated from the PFG-NMR raw data acquired in the
q-space using eq 3 (open circles). Solid line: Expected molecular diffusion coefficient of water at temperatures that were calculated from the
corresponding viscosity data, η(T), itself based on eq 5 and the ueo vs E data shown in Figure 3 (solid circles).

Analytical Chemistry, Vol. 72, No. 10, May 15, 2000 2297



shows the expected increase of the molecular diffusion coefficient
of water (solid line) in comparison with the experimental data.
Calculated temperatures cover a range from 26 to 42 °C; i.e., we
find a temperature increase of ∼16 °C above ambient at the
highest power level in the capillary (which is EI ) 2.42 W/m at
E ) 31.4 kV/m and I ) 77 µA; Figure 3). The striking feature is
that the measured distribution variance and the apparent disper-
sion coefficient can be well accounted for by the temperature
dependence of the molecular diffusivity, and there is no need to
propose any contribution of a laminar flow component or effect
of a radial temperature gradient in the capillary lumen (at least
within the moderate temperature range encountered here). In fact,
the experimental data presented in Figures 3 and 4 suggest a plug-
flow profile for electroosmosis with axial dispersion only due to
molecular diffusion (as implied by eqs 8 and 9). The results agree
with Raman spectroscopic measurements of temperature gradients
in operating CE capillaries.43 Those studies have shown that, if
the average operating temperature is not 25 °C or more above
ambient, radial gradients are small enough that the associated
Taylor dispersion can be neglected.

A similar conclusion about the temperature effects in CE was
reached by Knox and McCormack,39 who showed that the
increased value of the diffusion coefficient (at the actual buffer
temperature) can largely explain the reduced number of theoreti-
cal plates obtained for a given separation. They pointed out that
the differences still observed at higher linear velocities are partly
due to an extra column dispersion caused by injection and de-
tection effects.44,45 Clearly, these factors are absent in the present
PFG-NMR study in which the fluid flow field with any (intrinsic)
source of dispersion is measured directly, i.e., without introducing
a tracer. In this respect, our approach is similar to that of Paul et
al.,46 who recently used fluorescence imaging of a photoactivatable
rhodamine dye to demonstrate a pure electrokinetic flow behavior
in a 75-µm-i.d. fused-silica capillary (within the resolution of the
technique). Images collected at a series of time delays after the
uncaging event indicate a pluglike velocity profile, and peak widths
were found to have increased only by axial diffusion of the tracer.
The caged fluorescent dye is uniformly seeded throughout the
active fluid phase (perfectly mixed) and can be activated at any
position in the system. Thus, the injection of a dye, a process that
may affect the initial conditions and dispersion characteristics,47

is circumvented.
Starting with the situation in Figure 2 (∆ ) 14.2 ms), it is now

instructive to follow the time evolution of either displacement
distribution and see the interplay between axial convection and
radial diffusion. The (Gaussian) electroosmotic displacement
profiles shown in Figure 5a reveal a constant diffusion coefficient,
i.e., Dap ≡ Dm(28 °C) ) 2.47 × 10-5 cm2/s at 15.1 kV/m (cf.
Figure 4), and the increase in distribution variance scales exactly
with the increase in observation time (eq 9). As demonstrated in
Figure 5b, the assumption of a perfect Gaussian shape is
reasonable and hardly any symmetric deviation (indicative of a

laminar flow component) can be resolved by statistical analysis.35

These observations again indicate a very narrow (if any) velocity
distribution over the whole column cross section (on the inherent
time scale of the measurements), with diffusional broadening at
the actual buffer temperature only.

In contrast to the already constant electroosmotic displacement
pattern, the influence of radial diffusion in the regime (2Dm∆)1/2

, rc under now laminar flow conditions manifests itself in an
exchange between the involved velocity extremes (cf. Figure 2).
The Lagrangian correlation length of this flow velocity field is
much higher than for an ideal EOF profile, and exchange by radial
diffusion proceeds over the whole capillary radius (125 µm), i.e.,
on the time scale of a few seconds. Because the velocity gradient
changes with radial position, rather unique axial displacement
profiles are observed at increasing observation times (Figure
6).35,48 In the region of steep velocity gradients near the capillary
surface, for example, an inward diffusion leads to a bump at the
rear which then grows to consume the former boxcar shape. Due
to the fact that the velocity varies only quadratically with distance
from the capillary axis (eq 6), the leading edge of the boxcar
substantially retains its shape in this early stage. Finally, however,
the central front also will lose its sharpness and the displacement

(43) Liu, K.-L. K.; Davis, K. L.; Morris, M. D. Anal. Chem. 1994, 66, 3744-
3750.

(44) Sternberg, J. C. Adv. Chromatogr. 1966, 2, 205-270.
(45) Huang, X.; Coleman, W. F.; Zare, R. N. J. Chromatogr. 1989, 480, 95-110.
(46) Paul, P. H.; Garguilo, M. G.; Rakestraw, D. J. Anal. Chem. 1998, 70, 2459-

2467.
(47) Tsuda, T.; Ikedo, M.; Jones, G.; Dadoo, R.; Zare, R. N. J. Chromatogr. 1993,

632, 201-207. (48) Shankar, A.; Lenhoff, A. M. AIChE J. 1989, 35, 2048-2052.

Figure 5. (a) Electroosmotic displacement profiles as a function of
the observation time (∆ as indicated). E ) 15.1 kV/m, I ) 29 µA
(ueo ) 1.34 mm/s). Mobile phase: 2 × 10-3 M sodium tetraborate
buffer (pH 9.0); 0.7 m × 250 µm i.d. (360 µm o.d.) fused-silica
capillary. (b) Pav(R,∆) at ∆ ) 90 ms and best Gaussian fit (center
position, Rc ) ueo∆ ) 121 µm).
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distribution becomes a skewn Gaussian.35 These observations
concerning the underlying fluid flow field demonstrate that the
(Gaussian) Taylor-Aris limit49,50 for the axial dispersion of an
injected tracer pulse is valid only for sufficiently long capillaries
or residence times, most conveniently expressed in terms of a
dimensionless minimum transit time.51 For a pure electrokinetic
behavior, by contrast, the characteristic length scale of velocity
fluctuations in the mobile phase is of the order of the electric
double-layer thickness, which is a few nanometers under the most
typical conditions. Exchange of fluid molecules over this spatial
domain falls into the nanosecond regime and the total effect on
dispersion must be extremely small (Figure 5). However, the
contribution from resistance to mass transfer in the mobile phase
may increase significantly when retention becomes more impor-
tant, but is expected to be still smaller than in pressure-driven
flow, at any given value of the retention factor.52,53

The velocity distributions reported and characteristic length
scales indicated for pressure-driven and electroosmotic flow
through open cylindrical capillaries bear a close resemblence to
the so-called transchannel effect10 in the interparticulate pore space
of packed beds. It manifests itself as part of the eddy dispersion
contribution to the overall band spreading, which we consider
next.

Fluid Dispersion in Packed Capillaries. In laminar flow
through a fixed bed, not only the transchannel effect between
particles, i.e., the distribution of velocities in individual interstitial
flow channels with a considerably more complex geometry than
cylindrical capillaries, but a fluctuation in packing density and
permeability on any time and length scale over the cross-sectional
area of the column contributes to velocity extremes in the mobile
phase. Although there exists a fairly continuous distribution of
these scales in the interstitial pore space of the column, Giddings10

further divided them into a short-range and long-range interchan-
nel effect, as well as a transcolumn contribution. For electroki-
netically driven fluid flow, however, as implied by eq 5, the EOF

velocity is expected to be independent of the actual pore diameter
and shape and this spatial hierarchy of heterogeneity length scales
has lost (at least substantially) its conceptual impact on fluid
dispersion.

With the PFG-NMR methodology presented in this work, axial
displacement probability distributions of the fluid molecules are
measured directly over discrete domains of time (∆) and space
(total length of the rf coil; cf. Figure 1a). Consequently, the bulk
apparent axial dispersion coefficients (Dap,a) do not include
contributions from any effects other than due to the intrinsic
dispersive nature of the flow field in this particular region of the
column packing. They are related to the reduced plate heights
via the conventional relationship54

The corresponding column cross-sectional average flow velocity
(uav) used to calculate the reduced flow velocity (ν) is derived
from the center position of the Gaussian propagator distribution
(at Rc ) uav∆) in displacement space

Because the fluid molecules have explored both the intraparticle
and interparticle pore space environments, i.e., the associated
exchange is complete over time ∆, the total porosity of the packing
(εT) appears in the denominator of eq 11. Fv is the volumetric
flow rate and A the cross-sectional area of the column.

Kennedy and Knox55 showed that a simple additive contribu-
tion, aνn, to the plate height equation can account for the combined
effect of the four different scales of velocity extremes in the mobile
phase distinguished by Giddings.10 The exponent n is between
0.25 and 0.35, but often taken as 0.33 in the chromatographic
literature.56 The resulting plate height equation is known as the
Knox equation

This totally empirical correlation is in agreement with most
experimental results, and for the moment we assume that it applies
to both our CHPLC and CEC dispersion data. The silica particles
have rather small pores (∼9 nm in diameter), and together with
the low buffer concentration used (10-3 M), intraparticle convec-
tion is not expected to be operative in CEC at any measurable
level. A rough calculation of the electric double-layer thickness
(∼10 nm) indicates a complete double-layer overlap.4 Thus, an
electroosmotic perfusion57,58 is considered as being inactive under
these conditions and any differences in plate height can then be
traced back to velocity extremes that may exist in the interparticle
mobile phase under pressure-driven and electroosmotic flow
conditions. The results from a systematic study of the axial
reduced plate height versus the reduced flow velocity in CEC and

(49) Taylor, G. I. Proc. R. Soc. (London) A 1953, 219, 186-203.
(50) Aris, R. Proc. R. Soc. (London) A 1956, 235, 67-77.
(51) Shankar, A.; Lenhoff, A. M. J. Chromatogr. 1991, 556, 235-248.
(52) Martin, M.; Guiochon, G.; Walbroehl, Y.; Jorgenson, J. W. Anal. Chem.

1985, 57, 559-561.
(53) McEldoon, J. P.; Datta, R. Anal. Chem. 1992, 64, 227-230.

(54) Giddings, J. C. J. Chem. Phys. 1959, 31, 1462-1467.
(55) Kennedy, G. J.; Knox, J. H. J. Chromatogr. Sci. 1972, 10, 549-556.
(56) Knox, J. H. J. Chromatogr. Sci. 1977, 15, 352-364.
(57) Li, D.; Remcho, V. T. J. Microcolumn Sep. 1997, 9, 389-397.
(58) Venema, E.; Kraak, J. C.; Poppe, H.; Tijssen, R. J. Chromatogr., A 1999,

837, 3-15.

Figure 6. Axial displacement probability distributions, Pav(R,∆), of
the fluid molecules in laminar flow as a function of the observation
time (∆ as indicated). Note the higher averaged flow velocity
compared to Figure 2.

ha ) (2/ν)(Dap,a/Dm) (10)

uav ) Fv/εTA ) Rc/∆ (11)

ha ) b/ν + aν1/3 + cν (12)
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CHPLC with the same column are shown in Figure 7, together
with the best fit of these data to the Knox equation. The
observation time (∆ ) 120 ms) has been chosen high enough to
include the total contribution of stagnant (diffusion-limited)
intraparticle and interparticle (boundary layer) mobile-phase mass
transfer in the variance of both propagator distributions. These
are then adequately represented as being single Gaussians.59

Although the minimum plate height (hmin) in CHPLC, at a reduced
flow velocity (νmin) of 3.6, is already as small as 0.83, thereby
demonstrating how efficient the fluid flow field is actually perform-
ing under these conditions, the value achieved by CEC (at νmin )
5.3) is still 1.6 times smaller. Starting with the eddy dispersion
term (aν1/3), which accounts for a combination of transverse
diffusion and tortuous flow,60 the interparticle charateristics of the
EOF (in view of eq 5 and its validity), i.e., the temporal and spatial
domain of velocity extremes in the mobile phase, can explain the
much smaller a-term for electrokinetically driven fluid flow. Not
surprisingly, the b-term, which represents an obstructed axial
molecular diffusion, is identical for both separation modes. This
parameter is related to the tortuosity factor of the interconnected
pore space in the column (τ) by

In the present case (no retention), the effective diffusion coef-
ficient, Deff, is the time-weighted average of diffusion coefficients
in the intra- and interparticle pore space environments.61 It should

be noted that the tortuosity factor is the squared of the tortuosity
and the inverse of the obstruction factor, γ, which is often
used in the chromatographic literature.10 The value of γ ) 0.63
(obtained under both conditions) is very typical for randomly
packed beds.60 It is in an excellent agreement with the effec-
tive diffusivity measured separately in the absence of any flow,
Deff ) 1.43 × 10-5 cm2/s, which gives γ ) 0.61 (Dm ) 2.35 ×
10-5 cm2/s). The c-term remaining in the Knox equation mainly
includes mass-transfer resistance from stagnant fluid entrained
in the deep tortuous pools of the intraparticle pore network.
However, in creeping laminar flow through a packed bed (with
negligible turbulence), the stagnant fluid on the particles’ external
surface and in the cusp regions between particles provides an
additional mass-transfer resistance and it makes particles effec-
tively slightly larger. In this surrounding liquid film, molecular
diffusion normal to the surface is at least the dominating transport
mechanism.62 This contribution manifests itself in the stagnant
mobile-phase mass-transfer kinetics and may actually explain its
flow rate dependence.59,63 What, however, happens to the concept
of the stagnant boundary layer and associated interparticle fluid-
side resistance to mass transfer in electroosmotic flow? Here, the
spatial dimension of this diffusion-limited mass transfer external
to the particles is largely reduced and practically all the fluid
external to the hard-sphere boundaries of the particles is flowing,
except close to contact points between particles where the electric
double layers may overlap completely. In laminar flow, a substan-
tial fraction of the interparticle fluid can be regarded as being
stagnant and is an inverse function of the flow rate. This basic
difference in the hydrodynamically effective particle diameter or,
vice versa, in the effective external porosity that is available for
fluid flow, may explain differences in the c-term also under
conditions that do not favor electroosmotic perfusion.

The results concerning the parameters in the Knox equation
are in qualitative agreement with data recently published by Wen
et al.64 Comparing the efficiency in CHPLC and CEC for an
unretained neutral marker (acrylamide) in a 50-µm-i.d. column
packed with 6-µm Zorbax ODS particles having 8-nm pores (aspect
ratio, 8.3), they reported a decrease in the a-term by a factor of
2.5 for the CEC mode and a c-term 1.3 times smaller than in
CHPLC. For the same material, but with 30-nm pores, the
corresponding decrease in a- and c-terms was by a factor of 3.0
and 1.6, respectively. In their study, Wen et al.64 used particles
with average pore diameter up to 100 nm (10-2 M phosphate
buffer) and concluded that electroosmotic perfusion then contrib-
utes significantly to the increased performance in CEC, docu-
mented by a further decrease in the c-term as compared to
CHPLC. We are currently performing PFG-NMR studies on
intraparticle-forced electroosmotic flow in columns packed with
large-pore materials, where the experimental approach presented
here will be extremely helpful in revealing a perfusive electro-
osmotic fluid flow field at work.

CONCLUSIONS
The open-tubular work indicates that superimposed onto a

flat (i.e., pluglike) velocity profile over the column cross section,

(59) Tallarek, U.; Vergeldt, F. J.; Van As, H. J. Phys. Chem. B 1999, 103, 7654-
7664.

(60) Knox, J. H. J. Chromatogr., A 1999, 831, 3-15.
(61) Knox, J. H.; Scott, H. P. J. Chromatogr. 1983, 282, 297-313.

(62) King, C. V. J. Am. Chem. Soc. 1935, 57, 828-831.
(63) Boyd, G. E.; Adamson, A. W.; Myers, L. S., Jr. J. Am. Chem. Soc. 1947, 69,

2836-2848.
(64) Wen, E.; Asiaie, R.; Horváth, Cs. J. Chromatogr., A 1999, 855, 349-366.

Figure 7. Reduced axial plate height (ha ) Ha/dp) versus the
reduced flow velocity (ν ) dpuav/Dm) for the CHPLC and CEC modes;
solid line, eq 12. CHPLC (r2 ) 0.997): a ) 0.14, b ) 1.25, c ) 0.07,
hmin ) 0.83, νmin ) 3.6. CEC (r2 ) 0.996): a ) 0.06, b ) 1.26, c )
0.04, hmin ) 0.55, νmin ) 5.3. Capillary column: 250-µm-i.d. (360-
µm-o.d.) fused silica. Packing: 40 µm rehydroxylated, spherical-
shaped silica particles. Aspect ratio, dc/dp ) 6.25. Buffer solution,
10-3 M sodium tetraborate (pH 9.13); observation time, ∆ ) 120 ms
(δ ) 3.5 ms).
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axial molecular diffusion presents the ultimate limitation to
performance in CE (for an unretained solute), and the plate height
becomes

Temperature effects were quantitatively characterized and can
explain, via the temperature dependence of the molecular diffusion
coefficient, the increasing variance of the Gaussian axial displace-
ment probability distributions recorded at higher electroosmotic
flow velocities (and associated levels of heat dissipation in the
capillary).

The low values of reduced plate height observed with both
the CHPLC and CEC modality (ha < 1) demonstrate the excellent
performance of the underlying fluid flow field in the packed bed
region, even with an aspect ratio of only 6.25. Compared to the
pressure-driven mobile phase (hmin ) 0.83), however, the electro-
osmotic flow shows a still superior efficiency (hmin ) 0.55). It is
attributed to the improved flow uniformity on any time and length
scale over the whole column cross section and to the difference
in the hydrodynamically effective particle diameter concerning the

total fraction of stagnant fluid in the column and associated,
diffusion-limited mass transfer. These effects, which affect the
a- and c-terms in the Knox equation but leave unchanged the
b-term, also explain the shift of the minimum of the CEC plate
height curve to higher reduced flow velocities.
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Using NMR displacement imaging to characterize electroosmotic flow
in porous media
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Abstract

Pulsed field gradient nuclear magnetic resonance (PFG-NMR) and NMR imaging were used to study temporal and spatial domains of
an electrokinetically-driven mobile phase through open and packed segments of capillaries. Characteristics like velocity distribution and an
asymptotic dispersion are contrasted to viscous flow behavior. We show that electroosmotic flow in microchannel geometries can offer a
significant performance advantage over the pressure-driven flows at comparable Pecle´t numbers, indicating that velocity extremes in the
pore space of open tubes and packed beds are drastically reduced. An inherent problem of capillary electrochromatography that we finally
address is the existence of wall effects when in the general case the surface zeta-potentials of the capillary inner wall and the adsorbent
particles are different. Using dynamic NMR microscopy we were able resolve this systematic velocity inequality of the flow pattern which
strongly influences axial dispersion and may be responsible for long time-tails of velocity distribution in the mobile phase. © 2001 Elsevier
Science Inc. All rights reserved.

Keywords:Electroosmotic flow; Capillaries; Dispersion; Dynamic NMR imaging; Fixed beds

1. Introduction

The use of electroosmosis to drive mobile phase and
solute through packed capillaries has received tremendous
attention in capillary electrochromatography (CEC) over the
last decade [1–3], because an electroosmotic flow (EOF)
may offer significant advantages over pressure-driven
flows. They include an essentially flat (i.e., plug-like) flow
profile in individual channels of the pore space similar to the
situation in capillary electrophoresis (CE) [4], as well as the
fact that the average velocity (uav) in channels is found
relatively independent of the pore radius over a wide range
of conditions [5]. This translates to high separation efficien-
cies, increased mass sensitivity and the potential of using
extremely small particle diameters (dp , 1 mm), while
retaining still those separation mechanisms and selectivities
that have already been established in HPLC. Thus, CEC is
actually a hybrid between CE and HPLC.

To characterize the transient (and asymptotic) dispersion
of an electrokinetically driven mobile phase through the

pore space of open and packed capillaries we have used the
access by PFG-NMR to a temporal domain covering the
range from a few milliseconds up to several seconds [6]. By
combining this technique with NMR imaging it is possible
to study the microscopic fluid dynamics with sufficient
spatial resolution to address those factors that influence
dispersion on a macroscopic scale.

2. Materials and methods

The 1H PFG-NMR and NMR imaging studies were per-
formed on a 0.7 T electromagnet (Bruker, Karlsruhe, Ger-
many), interfaced with a SMIS console (Surrey Medical
Imaging Systems, Guildford, U.K.) and an actively shielded
gradient system from Doty Scientific (Columbia, SC). The
250mm i.d. (365mm o.d.) fused-silica capillaries were fixed
within a homebuilt radiofrequency setup based on a sole-
noidal r.f. coil which is manufactured on a PEEK microtight
tubing sleeve (cf. Fig. 1). Degassed sodium tetraborate so-
lutions (pH 9.13) were chosen as the mobile phase in all
experiments. Capillaries were packed with either rehy-
droxylated spherical silica particles or strong cation-ex-
change particles by the slurry-technique [7]. In general,
when both motion-encoding (q-space) and spatial localiza-
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tion (k-space) gradients are applied, the modulation of the
complex echo signal (in the narrow gradient pulse limit) is
given by [6]

S~q,k! 5 Er~r )EPav(R,D)

z exp(i2pq ? R)dR exp(i2pk ? r )dr (1)

Fourier transformation of S(k,q) with respect to bothk
and q returns r(r )Pav(R,D), and a normalization of this
function by the image densityr(r ) acquired withq 5 0 then
allows to reconstruct the averaged propagator of the fluid
molecules, Pav(R,D), for each pixel of the image. In spa-
tially non-resolved studies we used the stimulated echo
version of the PFG-NMR approach [8], while for imaging of
dynamic displacements we implemented a turbo spin-echo
sequence that has recently been developed [9].

3. Results and conclusions

Fig. 2 expresses the flow field dynamics in EOF and
pressure-driven (Poiseuille) flows through an open cylindri-
cal capillary. At short observation times, (2DmD)1/2 ,, uavD
and the axial displacement probability distribution mostly
reflects the column cross-sectional flow profile (cf. dashed
lines). While Pav(R,D) in EOF already shows a Gaussian
shape (Fig. 2a) and an asymptotic dispersion (Fig. 2c) with
broadening only due to molecular diffusion at the actual
buffer temperature (s2 5 2DmD) [10,11], Pav(R,D) in Poi-
seuille flow at this early stage of dispersion reveals the well
known box-car shape for the distribution of instantaneous
velocities [10–13]. It causes a significantly higher disper-
sion, s2 5 (uavD)2/3 1 2DmD [14], as compared to pure
electrokinetic flow. In contrast to EOF, the development
toward a Gaussian shape must proceed by lateral diffusion

on a time- and lengthscale covering the total column radius
(i.e.,D 5 rc

2/2Dm ' 3.3 s) [13,14]. Although for both types
of fluid flow the “no-slip” condition requires a zero velocity
at the solid-liquid interface, the profile in EOF becomes
plug-like beyond the electrical double layer (which is only
a few tens of nanometers compared to rc 5 125 mm) [4],
while the parabolic profile in Poiseuille flow results from
the distribution of shear stress over rc.

These single-channel flow characteristics with plug-like
profile in EOF and the parabolic profile in Poiseuille flow
have important implications for the dispersion expected in
the pore space of a packed capillary (Fig. 3). The use of an
electrokinetically driven mobile phase through a bed of
charged particles (with rehydroxylated silica surface, pH
9.13) gives rise to a significantly smaller dispersion as
compared to pressure-driven flow. For electrical double

Fig. 2. Displacement probability distribution of fluid molecules in (a) EOF
with a column cross-sectional averaged velocity uav of 2.29 mm/s (E5
23.1 kV/m, I 5 49 mA) and (b) pressure-driven flow (note that the uav

differ by a factor of 1.85). Sodium tetraborate buffer (23 1023 M), D 5
14.2 ms and molecular diffusivity (Dm) of 2.353 1025 cm2/s. (c) Apparent
dispersion coefficient in EOF vs. the observation time (uav 5 1 mm/s).
Technique: stimulated echo PFG-NMR.

Fig. 1. Experimental setup for1H 30 MHz measurements in a capillary. The electrodes of the CE instrument were placed close to the edges of the 30 cm
long gradient system and forced air convection thermostates the probe to 266 0.5°C. For the experiments involving EOF a horizontal configuration could
be used to prevent pressure-driven flow in the capillary due to gravity.
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layers which are thin with respect to characteristic pore
diameters, this performance advantage can be attributed to
the relatively flat profile of the EOF in the individual chan-
nels and to the similar magnitude of the cross-sectional
average of the EOF velocity in pores of different size [5].
Thus, mechanical dispersion effects caused by an intrinsic
velocity heterogeneity of the flow pattern over any time-
and lengthscale are strongly reduced.

However, one particular problem may arise in CEC when
thez-potentials at the inner wall of the column (zw) and the
surface of the particles (zp) are different. It creates a sys-
tematic EOF heterogeneity which is aggravated at low col-
umn-to-particle diameter (dc/dp) ratio and engenders addi-
tional dispersion [15]. To detect this wall effect we applied
pulsed field gradient tubo spin-echo imaging to a capillary
packed with cation exchange particles at low aspect ratio
(dc/dp 5 5). While both the capillary and particles surfaces
have a negative charge density,zw in this case is still more
negative thanzp [16]. Because we are looking for a system-
atic effect, high spatial resolution in the third (i.e., the axial)
direction is not needed. The results in Fig. 4 show that it is
possible to resolve this wall effect with higher EOF close to
the capillary wall (as expected), and they demonstrate that
in current CEC practice (with dc/dp , 50) aspects concern-
ing the column-to-particle diameter ratio and any mismatch
of z-potentials must receive proper attention [15,16].
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Tübingen, Germany) for the preparation of the packed cap-
illaries.

References

[1] Dittmann MM, Wienand K, Bek F, Rozing, GP. Theory and practice
of capillary electrochromatography. LCzGC 1995;13:800–14.

[2] Crego AL, Gonza´lez A, Marina, ML. Electrochromatography. Crit
Rev Anal Chem 1996;26:261–304.

[3] Colón LA, Reynolds KJ, Alicea-Maldonado R, Fermier AM. Ad-
vances in capillary electrochromatography. Electrophoresis 1997;18:
2162–74.

[4] Rice CL, Whitehead R. Electrokinetic flow in a narrow cylindrical
capillary. J Phys Chem 1965;69:4017–24.

[5] Knox JH, Grant, IH. Electrochromatography in packed tubes using
1.5 to 50 mm silica gels and ODS bonded silica gels. Chro-
matographia 1991;32:317–28.

[6] Callaghan PT, Stepisˇnik, J. Generalized analysis of motion using
magnetic field gradients. Adv Magn Opt Reson 1996;19:325–88.

[7] Neue, UD. HPLC Columns: Theory, Technology, and Practice.
Wiley-VCH: New York, 1997.

[8] Kärger J, Pfeifer H, Heink, W. Principles and application of self-
diffusion measurements by nuclear magnetic resonance. Adv Magn
Reson 1988;12:1–89.

[9] Scheenen TWJ, van Dusschoten D, de Jager PA, Van As H. Micro-
scopic displacement imaging with pulsed field gradient turbo spin-
echo NMR. J Magn Reson A 2000;142:207–15.

[10] Tallarek U, Rapp E, Scheenen T, Bayer E, Van As H. Electroosmotic
and pressure-driven flow in open and packed capillaries: velocity
distributions and fluid dispersion. Anal Chem 2000;72:2292–301.

[11] Paul PH, Garguilo MG, Rakestraw, DJ. Imaging of pressure- and
electrokinetically driven flows through open capillaries. Anal Chem
1998;70:2459–67.

[12] Wu D, Chen A, Johnson CS, Jr. Flow imaging by means of 1D pulsed
field gradient NMR with application to electroosmotic flow. J Magn
Reson A 1995;115:123–6.

Fig. 3. Apparent dispersion coefficient (determined in the low-q limit 6 of
Eq. 1) in EOF and pressure-driven flow normalized by the molecular
diffusivity (Dm) vs. particle Pe´clet number. The capillary is packed with
rehydroxylated silica particles (dp 5 40 mm). Sodium tetraborate buffer
(1023 M), D 5 120 ms. Technique: stimulated echo PFG-NMR.

Fig. 4. Pixel displacement probability distributions of the fluid molecules in
EOF close to the capillary wall and in the center of the fixed bed. The
capillary is packed with strong cation exchange particles (dp 5 50 mm),
both zw andzp are negative. Sodium tetraborate buffer (1023 M), D 5 35
ms. Data were acquired for pixels of dimension 653 65 mm in a slice of
thickness 6 mm. Technique: turbo spin-echo NMR displacement imaging.

455U. Tallarek et al. / Magnetic Resonance Imaging 19 (2001) 453–456



[13] Codd SL, Manz B, Seymour JD, Callaghan, PT. Taylor dispersion
and molecular displacements in Poiseuille flow. Phys Rev E 1999;
60:R3491–R3494.

[14] Golay MJE, Atwood JG. Early phases of the dispersion of a sample
injected in Poiseuille flow. J Chromatogr 1979;186:353–70.

[15] Liapis AI, Grimes BA. Modeling the velocity field of the electroos-
motic flow in charged capillaries and in capillary columns packed

with charged particles: interstitial and intraparticle velocities in cap-
illary electrochromatography systems. J Chromatogr A 2000;877:
181–215.
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Macroscopic Heterogeneities in Electroosmotic and Pressure-Driven Flow through Fixed
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By using dynamic NMR microscopy with 40µm spatial resolution we have demonstrated the existence of
specific wall effects in electroosmotic and pressure-driven flows through a fixed bed at low column-to-
particle diameter ratio. While the geometrical wall effect encountered in pressure-driven flow through the
packed capillary is due to the radial distribution of interstitial porosity, with increasing void space closer to
the wall, the electrokinetic wall effect is caused by different values of the zeta-potential associated with the
inner surface of the capillary and those of the particles. It is shown that these wall effects are very systematic
along the column axis for both types of fluid flow. They can cause a persistent (i.e., long-time) disequilibrium
in the axial dispersion behavior, and associated correlation lengths of the flow field may cover the total
radius of the packed capillary needing trans-column equilibration. The characteristic times of these macroscopic
flow heterogeneities in electroosmotic and pressure-driven flows exceed by far those of the stagnant mobile
phase mass transfer in the bed as we show by complementary pulsed field gradient NMR measurements.

Introduction

Due to the nonuniform radial distribution of voidage, perme-
ability, and interstitial velocity in a critical region close to the
wall,1-13 the column diameter (dc) to particle diameter (dp) ratio
may influence transport properties in fixed-bed catalytic reactors
and chromatographic columns. It has already been shown in
early studies and for uniform spheres with a smooth surface
that the interstitial porosity (εinter) starts with a maximum value
of unity at the column wall and then displays damped oscilla-
tions with a period close todp over a distance of 4-5 dp into
the bulk of the bed until the void fraction reaches values typical
for random close packings of particles (εinter ) 0.38 - 0.4,
Figure 1).14-16 This behavior is explained by a decrease of
packing order as the distance from the wall increases. To
calculate the isothermal steady-flow profiles from a radial
porosity distribution functionεinter(r), which sensitively depends
on particle shape, size distribution, and surface roughness,
Vortmeyer and co-workers13 employed a classical model based
on the Brinkman equation.17 They extended it to higher flow
rates by adding an inertia term (incorporating the Ergun
pressure-loss relation18)

An effective viscosityηeff is used to compensate the failure of
the pressure-loss relation close to the wall,13 while ηf and Ff

are the fluid dynamic viscosity and density. The consequences

of this geometrical wall effect for the flow heterogeneity, axial
dispersion, and particle-to-fluid heat and mass transfer may be
particularly severe at aspect ratiosψ ) dc/dp below 15 where
the wall region occupies a substantial fraction of the total
column.19-22 For larger aspect ratios it was found that (within
limits of experimental precision) the dispersion in beds of
spheres is independent ofψ.23

A second wall effect has been shown to exist in analytical
and preparative-scale columns (ψ . 100), which is probably
caused by friction between the bed and the column wall.24-26

This effect strongly depends on the packing procedure and
operational characteristics. It is related to the relatively high
compressibility of pulverulent materials and complex distribution
of axial and radial stress during the compression of the bed.27,28

For small slurry-packed columns it was found that the packing
density is higher near the column exit and wall than in the upper
and central regions.29 The fractional volume affected by this
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Figure 1. The radial porosity distribution functionεinter(r) for fixed
beds of monodisperse particles with perfect spherical shape and smooth
surface. Experimental data for different column-to-particle diameter
ratios: (a)dc/dp ) 14.1, (b)dc/dp ) 5.6 (after Benenati and Brosilow15).
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interaction (compared to the first, purely geometrical effect) is
much larger and may extend to about 50dp into the bulk of the
bed.30,31It may be even thicker for preparative columns.32 Both
wall effects and the interplay as a function ofψ are critical in
chromatography since radial variations of transport properties
have a far more serious effect on column performance than do
axial ones.

In sharp contrast to the radial porosity distribution function
and its influence on the velocity heterogeneity in pressure-driven
flows (wall effects in particular), it is the radial distribution of
the zeta-potential (ú) at the solid-liquid interface, i.e., a
variation of the electrokinetic potential at the hypothetical plane
of shear,33,34 that determines the flow profile of an electroki-
netically driven mobile phase through fixed beds. Electroosmotic
flow (EOF) originates in the electrical double layer which exists
when the liquid is in contact with charged surfaces such as those
of ion exchange media.

Capillary electrochromatography (CEC) is typically carried
out in capillary columns (i.d.< 150µm) packed with 3-5 µm
porous adsorbent particles (thus,ψ < 50). Electric fields of up
to 100 kV/m are applied to move a buffer solution and solute
through the medium by electroosmosis (and electrophoresis if
the solute is charged).35-39 Basically CEC is a hybrid between
capillary electrophoresis (CE) and capillary high performance
liquid chromatography (CHPLC), as the partitioning between
two phases (e.g., a differential adsorption on the particles
surfaces) still constitutes one major factor, as in CHPLC.40,41

Concerning the interstitial flow characteristics, mainly two
aspects may contribute to an improved efficiency of the EOF
in chromatographic separations (as compared to pressure-driven
flows).42 They largely reflect implications of the parallel-pore
model for a porous medium, although the exact microscopic
details of the EOF are more complex than it suggests.43,44 It is
expected that the velocity distribution in a single pore of the
network carries features of a plug-like profile which is
predicted45-49 and has also been observed50,51 for pure electro-
kinetic flow in open capillaries, if the electrical double layer
thickness (κ-1) is small compared to the pore radius (rpore).
Second, with thin double layers (κrpore. 1), the average velocity
in a pore is relatively independent of the pore radius and the
actual porosity distribution has largely lost its impact on a flow
heterogeneity.46 This aspect is supported by observing that the
average EOF in packed capillaries is hardly influenced by the
particle diameter.52

For the EOF through fixed beds at a low aspect ratio (ψ <
50), however, it has been shown theoretically by Rathore and
Horváth53 and Liapis and Grimes54 that the excess zeta-potential
úex ) (úw - úp), i.e., the difference betweenú associated with
the capillary surface (úw) and the particles surface (úp), can have
a deleterious effect on the column cross-sectional flow profile
and average velocity. In general, the electrokinetic (and
chromatographic) properties of these surfaces are quite different.
Using the mathematical model constructed and solved by Liapis
and Grimes,54 the influence of the capillary wall (viaúw) on
the radial distribution of the EOF can be expressed by (cf. Figure
2)

with 0 e r e rc - 7/κ ≡ reff and whereI0 is the zero-order
modified Bessel function of the first kind andreff is an effective
capillary radius that accounts for the no-slip condition at the
inner wall of the column, i.e.,Veo(rc) ) 0.54 The constantâ

characterizes the overall permeability of the bed and can be
evaluated from the following relationship55

The dimensionless parameterΦ depends on the drag force that
is provided by a spherical porous (permeable) particle in the
packing.54,55As demonstrated in Figure 2, both the excess zeta-
potential and the aspect ratio contribute to the actual EOF
profile. These effects are too significant to neglect in current
CEC practice withψ < 50 unlessúw ≈ úp. Although one of
the ultimate goals,52,56 the use of submicron particles in CEC
columns (ψ > 100) is still far from a routine application.

The present work was motivated by a very discrete influence
of the column wall on the fluid dynamics of electroosmotic and
pressure-driven flow fields in fixed beds. Because these wall
effects are aggravated at a low aspect ratio, they are relevant to
(electro)separation science whenψ < 50. We used pulsed field
gradient (PFG) NMR and dynamic NMR microimaging to
assign the origin and severe consequences of a systematic
velocity heterogeneity to specific wall effects that are expected
in either type of fluid flow. Our first direct documentation of
wall effects for the EOF through a bed of charged porous
particles in a charged capillary actually addresses the importance
of that issue for a further optimization in CEC column
engineering and surface chemistry.

Theoretical Background

Dispersion in Fixed Beds.In the asymptotic (long-time)
limit, dispersion of a passive tracer in single-phase incompress-
ible fluid flow through random porous media can be described
by the local, averaged convection-diffusion equation in form
of a macroscopic Fick law with an effective, i.e., constant
dispersion tensor (D)57

It assumes implicitly that the dispersion process is Gaussian
where〈c〉 denotes the average concentration of tracer molecules
andV, the mean interstitial velocity, is an average over the local
(instantaneous) velocities,v. Then,D can be expressed by the
autocorrelation function of the fluctuations in the velocity field58

Veo(r)

Vp
) 1 + (úw

úp
- 1) I0(âr/dp)

I0(âreff/dp)
(2)

Figure 2. Radial distribution of the EOF velocity in packed beds
(normalized byVp, the velocity that is generated locally at the particle’s
external surface) for different values ofúw/úp and aspect ratios, based
on eq 2. (a)dc/dp ) 15; (b) dc/dp ) 5.

â ) ( 9
2
(1 - εinter)Φ)1/2

(3)

∂〈c〉
∂t

+ V‚∇〈c〉 ) D‚∇2〈c〉 (4)
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Actually, eq 5 reflects the Lagrangian description of fluid motion
sinceD is determined by an integral over the whole path of a
molecule (in the limit of long times) and not by an average of
local values as in the Eulerian approach, which involves an
instantaneous picture of all the points in the flow field.59 Eulerian
(DE) and Lagrangian (DL) definitions give the same effective
dispersion tensorD with the exception of possible antisymmetric
components ofDE arising in media whose structures lack a
reflectional symmetry (sinceDL ) symDE).60 When the porous
medium is isotropic on a macroscopic scale,D can be
decomposed into axial and transverse components, i.e., those
parallel (Da) and perpendicular (Dt) to V, and the convection-
diffusion equation becomes

In the preasymptotic dispersion regime (at intermediate times)
and for heterogeneous porous media, in general, when the
average displacements of tracer molecules are comparable to
the spatial fluctuations in the velocity field andD is time-
dependent, the nonlocal dispersion formalism due to Koch and
Brady could be adapted.61,62Although this transport theory was
originally developed for dilute systems of noninteracting spheres,
experimental evidence for the applicability of that approach to
random close packings has been recently presented by Ding
and Candela.63 D can be considered as a nonlocal generalization
of the traditional (or Fickian) diffusivity, depending on the tracer
particle shifts in space and time61,62

In this respect,P(r ′,t′/r ,t) is the transition probability (or
propagator) of finding a molecule atr ′ at time t′ given that it
was atr at timet. The nonlocal dispersion theory of Koch and
Brady may be used to obtain the average concentration response
to any source, regardless of its length scale or time scale, and
allows to recognize non-Fickian behavior simply as dispersion
processes that have not reached their asymptotic, i.e., (pseudo)-
diffusive limits.

Analysis of Motion via Magnetic Field Gradients. The
general analysis of fluid transport in fixed beds based on
magnetic field gradients has found considerable potential (see
Seymour and Callaghan64 for a detailed description) and it
includes the axial and transverse dispersion characteristics,64-68

structure-flow and dispersion correlations,69,70 scaling behav-
ior,71,72and the stagnant mobile phase mass transfer kinetics.73,74

In the context of dispersion, PFG-NMR can be used to obtain
directly the nuclear spin (hence, a molecular) displacement
probability distribution of the fluid (tracer) molecules in both
electroosmotic and pressure-driven flows through packed capil-
laries, on an experimental time scale between 15 ms and ca.
1.5 s. The motion-encoding field gradients of amplitude (and
direction)g and durationδ define a vector inq-space, i.e., 2πq
) γδg75-77 and γ is the gyromagnetic ratio of the nucleus.
Introducing an averaged propagator,Pav(R,∆),78,79as the prob-
ability that any molecule (e.g.,1H2O) travels a net distanceR
) r ′(t′) - r (t) over the experimental observation time∆ ) (t′
- t), we get a direct Fourier relation betweenPav(R,∆) and the
normalized signal,E(q,∆), acquired in theq-space, character-
izing a PFG-NMR measurement in the narrow gradient pulse
limit (δ , ∆)80,81

Thus,q-space is reciprocal to the (dynamic) displacement space
R andPav(R,∆) is recovered by Fourier transformation ofE(q,∆)
with respect toq. The averaged propagator,Pav(R,∆), of the
fluid molecules is related to their conditional probability,P(r ′,t′/
r ,t), by the probability (i.e., nuclear spin) density,F(r ), for the
original positions

In columns packed with porous particles we may distinguish
(via the net displacements over time∆) between convective-
diffusive interparticle and purely diffusive fluid molecules that
have remained in the deep stagnant pools inside the particles.74

When on the experimental time scale both intraparticle diffusion
and interparticle dispersion are Gaussian processes, the ampli-
tude modulation ofS(q,∆) is given by

An(∆) represents the number of moving and stagnant fluid
molecules. By recordingAintra(∆) it is possible to monitor the
fictitous emptying of the porous particles and characterize
stagnant mobile phase mass transfer and its contribution to hold-
up dispersion in the packed bed. The use of eq 10 assumes that
adequate correction has been made for the nuclear spin-lattice
(T1) and spin-spin (T2) relaxation times.74

In the context of our present PFG-NMR measurements,
typical average axial displacements of the fluid molecules in
both electroosmotic and pressure-driven flows through the
packed capillary are not much larger than the spatial scale of
the actual flow heterogeneity. Thus, the long-time limit of the
apparent (transient) axial dispersion coefficientDap,ataken with
respect to the correlation time of the velocity fluctuations is
not reached on the intrinsic experimental time scale. In this case,
the low-q limit of E(q,∆), corresponding to long-range displace-
ments of fluid molecules in view of eq 8, may be analyzed to
estimateDap,a. It has been shown by Callaghan and Stepisˇnik82

that the initial slope of the amplitude modulation ofE(q,∆) can
be expressed as

Although eq 11 is exact only in the case that the distribution
of corresponding displacements is Gaussian, this asymptotic
analysis with 4π2q2Da(∆)∆ , 1 provides a good working
definition for the apparent (time-dependent) dispersion coef-
ficient, i.e.,Da(∆) ≈ Dap,a.64 In the long-time limit, this quantity
corresponds to the effective (time-independent) dispersion
coefficient that is defined by eq 6, i.e.,Da(∆) ≡ Da. Then, when
the exchange between mobile phase velocity extremes including
intraparticle mass transfer is complete,Pav(R,∆) becomes a
Gaussian and eq 10 has reduced to a single exponent containing
Da.

When in addition to the motion-encoding field gradientsg
also spatial localization gradients of amplitude (and direction)
G and durationλ are applied, the acquired signal is modulated
in q-space andk-space (2πk ) γλG)82-84

D ) lim
tf∞

∫0

t
〈[v(0) - V]‚[v(t′) - V]〉 dt′ (5)

∂〈c〉
∂t

+ V‚∇〈c〉 ) Da

∂
2〈c〉
∂z2

+ Dt∇t
2〈c〉 (6)

D ) 〈[v(r ′,t′) - V] P(r ′,t′/r ,t) [v(r ,t) - V]〉 (7)

E(q,∆) )
S(q,∆)

S(0,∆)
) ∫ Pav(R,∆) exp(i2πq‚R) dR (8)

Pav(R,∆) ) ∫ F(r ) P(r ′,t′/r ,t) dr (9)

S(q,∆) ) ∑
n)1

2

An(∆) exp[-4π2q2Dn(∆ -
δ

3)] (10)

lim
qf0

∂

∂q2
log|E(q,∆)| ) -4π2Da(∆)∆ (11)
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Thus, k-space is reciprocal to the (static) image spacer and
Pav(R,∆) is implicitly a function of the pixel coordinater .
Double inverse Fourier transformation ofS(k,q) with respect
to bothk andq returnsF(r )Pav(R,∆). Normalizing this function
by the image densityF(r ) acquired withq ) 0, Pav(R,∆) can
be reconstructed for each pixel of the image. This dynamic NMR
imaging (eq 12) naturally contains elements of both a Lagrangian
(via motion-encoding) and Eulerian (via the spatial localization)
information encoding.64

Experimental Section

Capillary (Electro)Chromatography. The 250µm i.d. (365
µm o.d.) cylindrical fused-silica capillary (Polymicro Technolo-
gies, Phoenix, AZ) was slurry-packed85 with spherical-shaped,
strong cation-exchange particles (dp ) 50 µm, thusψ ) 5) at
pressures up to 100 bar. These particles (POROS HS from
PerSeptive Biosystems, Framingham, MA) have a high density
of sulphopropyl groups (i.e., permanent charges over a wide
range of pH) at their surface which provide the basis for an
electrical double layer at the solid-liquid interface and the
generation of an EOF through the fixed bed, in addition to the
EOF being generated at the inner surface of the capillary due
to the silanol groups of the fused-silica wall.34 The final bed
length was 20 cm. A degassed 10-3 M sodium tetraborate buffer
solution (pH 9.13) was used as the mobile phase in all our
experiments, usually run in the creeping laminar flow regime
with Reynolds numbers of the order of 0.05.59 For the
measurements requiring a steady EOF in the packed capillary,
the electrodes of a modular CE instrument operating from 0 to
30 kV and up to 0.2 mA (Fa. Grom, Herrenberg-Kayh,
Germany) were connected to the column by a home-built PEEK
block with flow splitter and a buffer vessel through open fused-
silica capillary segments.51 An integrated HPLC pump could
be used for pressure-driven flows. Electrical field strengths and
currents typically involved were around 35 kV/m and 20µA,
respectively.

Nuclear Magnetic Resonance.The1H NMR measurements
were made at 30.7 MHz on an electromagnet (Bruker, Karlsruhe,
Germany) interfaced with a SMIS console (Surrey Medical
Imaging Systems, Guildford, U.K.) and an actively shielded
gradient system (Doty Scientific, Columbia, SC) providing
magnetic field gradients of up to 0.6 T/m. The packed capillary
was fixed within a home-built radio frequency (r.f.) insert51

based on a 1.5 mm i.d. and 11 mm long solenoidal r.f. coil
which allows a convenient sample access in the magnet. For
spatially nonresolved measurements ofPav(R,∆) we used the
stimulated echo sequence of the PFG-NMR methodology,84 with
∆ up to 1.5 s.S(q,∆) is generally acquired with a constant
gradient pulse duration (δ ) 2.5 ms,δ , ∆), but incremented
gradient amplitudeg by taking 40q-steps in the range of(qmax

and up to 64 signal averages at each value ofq. Echo signals
were acquired on-resonance and phased individually to extract
the net amplitude modulation ofS(q,∆). The dispersion coef-
ficient is characterized in the low-q limit, with 4π2q2Da(∆)∆
, 1 (cf. eqs 10 and 11). All calculations were made by using
IDL (Interactive Data Language, Research Systems Inc.,
Boulder, CO).

For the microimaging of molecular displacements in the
packed capillary, we implemented a pulse sequence that
combines motion-encoding pulsed field gradients with a multiple

spin-echo imaging module.86 It is the unique feature of this
approach that not only an amplitude attenuation but also phase-
information is maintained over the whole echo-train at each
value ofq. Figure 3 illustrates the information of the multiecho
PFG-NMR experiment after Fourier transformation ofS(k,q)
with respect tok. Horizontally shown in Figure 3a is the
modulation of the real part ofF(r )S(q) as a function ofq,
whereas the signal decay in the echo-train is displayed vertically.
After Fourier transformation ofF(r )S(q) with respect toq (zero-
filling of the data is possible here), we obtainF(r )Pav(R,∆) in
Figure 3b. The signal decay in the echo-train is usually
characterized byT2, but with a used nominal in-plane resolution
of 40 × 40 µm the imaging gradients become large enough
that this decay is also affected by the dispersive motion of the
fluid molecules.87 In principle, such a multiecho PFG-NMR
imaging experiment can relate an initial signal amplitude and a
characteristic decay time to any pixel and value ofR. We used
an additional multiecho imaging experiment (i.e.,q ) 0) with
increased signal-to-noise ratio (40 averages and 20 echoes) to
examine the characteristic decay time for each pixel in the
column. No systematic differences in decay times could be
retrieved and we used the mean value (32 ms) to filter signals
in the echo-train for each pixel in order to add filtered signals
when needed and increase the signal-to-noise ratio of the final
pixel propagators.

Figure 3. Multiecho PFG-NMR imaging experiment after Fourier
transformation of the data with respect tok. (a) 24× 12 images of the
packed capillary (24q-steps and 12 echoes) demonstrating the
modulation of the complex signals real part depending onq (horizon-
tally) and echo number (vertically). (b) 24 images after zero filling in
q-space from 24 to 72 steps and Fourier transformation with respect
to q. The horizontal axis represents displacement space. Experimental
parameters: 20× 20 × 12 × 24 matrix; 0.8 mm field of view; 6.0
mm slice thickness; 0.8 s repetition time;gmax, 0.31 T/m,δ ) 2.3 ms;
∆ ) 17.5 ms; and echo time in train, 5.2 ms.

S(q,k) ) ∫ F(r ) ∫ Pav(R,∆) exp(i2πq‚R) dR

exp(i2πk‚r ) dr ) ∫ F(r ) E(q,r ,∆) exp(i2πk‚r ) dr (12)
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Results and Discussion

The inherent length scales of axial and transverse fluid
transport heterogeneities in fixed beds not only influence the
asymptotic value of the axial dispersion coefficient (Da) but also
affect the time scale on which this value is approached at a
given Peclet number (Pe). The ultimate goal in terms of
dispersion is a rapid exchange (“equilibrium”) of molecules
moving in velocity extremes of the fluid flow field. It may be
achieved by reducing associated correlation lengths in the bed
and/or by fast lateral dispersion. In this respect, Pe) Vdp/Dm

indicates the relative importance of convective and purely
diffusive contributions.

Beginning with the temporal domain characterizing the
transient dispersion, Figure 4 displaysDap,aas a function of time
for electroosmotic and pressure-driven flows at Pe) 15, which
is in a range typical for liquid chromatography (5< Pe< 20).
After a first, relatively steep increase up to ca. 250 ms (first
domain), the curves level off andDap,aseems to reach a plateau
region. However, a closer look reveals that within this second
domain the dispersion still increases in both types of liquid flow,
i.e., Dap,ahas not reached an asymptotic value yet and, in fact,
it is not observed on the experimental time scale. In addition to
this long-time tail (“disequilibrium”) in the dispersion charac-
teristics (it should be recalled thatDap,aitself is calculated from
the NMR signal amplitude in the low-q limit by eq 11), Figure
5 shows corresponding, complete axial displacement probability
distributions for EOF through the packed capillary. Propagator
shapes for pressure-driven flow are qualitatively similar. They
reveal features that have been reported earlier for nonporous
particles.88 Differences in the present work are due to the fact
that the particles are totally porous, with an intraparticle porosity
of about 0.65,89 and that the aspect ratio is very low (ψ ) 5).
Thus, a contribution of wall effects (cf. Figures 1 and 2) to the
studied macroscopic flow heterogeneity is aggravated.

At short times, the radially averaged axial displacement
probability distribution mostly reflects the distribution of average
velocity components in single pores of the porous medium
(Figure 5a). It is caused by microscopic factors such as the
random orientation of pores and differences in local morphology
(permeability) or the electrokinetics (zeta-potential), depending
on which type of flow we consider. While the diffusion length
LD ) (2Dm∆)1/2 in this flow regime may be sufficient to allow
an exchange of velocities within the single pore, bothLD and
the convective lengthLC ) Vj∆ are typically smaller than the

longitudinal pore dimension, i.e., fluid molecules do not
exchange between different pores (Vj is the average pore
velocity). Concluding from this microscopic viewpoint,Pav(R,∆)
) P(vj) also contains the complete velocity heterogeneity
underlying the macroscopic flow profile. The highest average
pore velocity that we calculate with Figure 5a (neglecting the
fact that lateral diffusion over anLD of 12 µm at ∆ ) 35 ms
has already achieved some exchange between flow velocities
and thus blurs the clean velocity spectrum) is about 2.95 mm/
s. This is quite a high (local) value, assuming that it originates
in a straight pore between charged particles. Even when we take
into account that the column cross-sectional averaged EOF (as
compared to the straight single-pore geometry) is reduced by
the tortuosity factor of the bed (approximately 0.6), this value
remains much too high for typical cation exchange resins that
have been used in CEC.90-92 It rather suggests that the high-
velocity components observed in Figure 5a are associated with
the fused-silica wall of the capillary. The values are, in fact,
closer to those EOF velocities that have been obtained for open
(fused-silica) capillaries using the same NMR approach and
buffer; stronger thermal effects in the open tubular case caused
by a Joule heating can explain most differences that may still
exist.51 Thus, by knowing the typical EOF velocities in open
and packed capillaries at sufficiently highψ, already the one-
dimensional propagator information allows to recognize larger
displacements of fluid molecules close to the column wall
moving in an annular region with a lateral dimension of the
order ofLD, i.e., the distance that a molecule withVjmax at reff

(eq 2) can diffuse along the radial velocity gradient.
Electrokinetic potentials at the inner wall of quartz capillaries

up to-100 mV and even above are not unusual, although with
the buffers and concentrations typically used in CEC the value

Figure 4. Observation time-dependence of the apparent axial dispersion
coefficientDap,afor electrokinetically and pressure-driven flows through
the packed capillary at Pe) Vdp/Dm ) 15.Dm ) 2.25× 10-5 cm2 s-1

(molecular diffusivity of pure water) andV is the mean velocity in the
bed referring to its total porosity because the particles are porous.

Figure 5. Radially averaged axial displacement probability distributions
for EOF through the fixed bed in dependence of the observation time,
Pe) 15. (a)∆ ) 35 ms, (b)∆ from 75 to 300 ms, and (c)∆ ) 600
ms. Electrical currents remained constant over the measurement periods
within 3%.
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presents an upper limit andúw usually ranges between-50 and
-100 mV.93-96 By contrast,úp of many commercial strong
cation exchange particles such as those used in the present work
can be significantly smaller thanúw of the bare fused-silica
capillary,91 depending on the exact surface chemistry of the
particle and associated electrokinetics. Thus, although these
surfaces with sulfonic acid (cation exchange particle) and silanol
groups (fused-silica capillary) both carry a negative charge
density, the ratioúw/úp can be still substantial in current CEC
practice (cf. Figure 2).90-92 In the extreme case that the particle
surface does not generate an EOF, only the capillary inner
surface may contribute to a volume flow,54 if the resistance
provided by the fixed obstacles does not prevent it completely.
This also depends on the ratio of involved surface areas and
consequently onψ.

Yet another remark concerning the EOF behavior in porous
media should be made at this point. It has been demonstrated
that the equivalent radius of interstitial channels in packed beds
(r inter) is 25 to 40% of the particle radius,97 i.e., r inter ≈ 8 µm in
the present work forrp ) 25 µm. Together with the buffer
concentration (10-3 M), which givesκ-1 of the order of only
10 nm,34 we are actually measuring in the limit of thin electrical
double layers (κr inter . 1). In this regime, double-layer overlap
in individual channels of the packed beds interstitial pore space
is completely prevented (except at the contact points of particles)
and the EOF should show a significantly superior performance
compared to pressure-driven flows, including a relatively flat
pore-level flow profile and average pore velocity that is rather
independent of the pore radius (thus, also of the local packing
homogeneity).46,93 As we have already seen in Figure 4,
however, the axial dispersion characteristics of the EOF at long
times are only moderately better than for pressure-driven flow
(about 15%) when compared to the striking difference in a
straight open capillary,50,51,98 and we demonstrate the main
reason for it in due course.

By proceeding from Figure 5a, which indicates the distribu-
tion of average pore velocities via the exponential front of
Pav(R,∆),88 to Figure 5c, the observation time∆ is increased to
600 ms. The most striking result is that (in agreement with the
data shown in Figure 4) a perfect Gaussian shape has not been
reached after this long time, which, on a purely diffusive basis,
translates to anLD of ca. 50µm. It is evident that a disequi-
librium in the fluid molecule axial displacement probability
distribution must remain,Pav(R,∆) shows still substantial
fronting. In the literature dealing with non-Gaussian dispersion
in porous media, usually two mechanisms are discussed in that
context: trapping of fluid molecules in stagnant zones and
macroscopic flow heterogeneity.58,99 However, in contrast to
some consolidated porous media such as rocks or sintered glass
beads, the packed beds typically used in modern liquid chro-
matography have a relatively discete time scale and length scale
characterizing transport in stagnant zones and flow heterogene-
ity. The particles are spherical, with narrow size distribution.85

Thus, the interstitial pores for flow are well connected, without
particle cracks and fines, while stagnant zones are limited to
the intraparticle pore space and hydrodynamic boundary layer
that exists on the particle’s external surface.

To specifically focus on macroscopic flow heterogeneity as
a cause for the observed non-Gaussian behavior, we first study
the characteristic time of stagnant mobile phase mass transfer
for pressure-driven flow through the packed bed. It is achieved
by selecting Pe high enough that moving and stagnant fluid can
be quantitatively discriminated by eq 10, i.e., that the interstitial
dispersion far exceeds intraparticle diffusion (cf. Figure 6a).

Then, with a series of measurements at increasing∆, we
determineAintra(∆), the amount of those fluid molecules that
have remained purely diffusive inside the particles (in general,
in any stagnant region of the medium as long as the character-
istic dimension of that stagnant zone is much larger thanLD).
By recording this fictitous emptying of the particles, we use
that approach to calculate an intraparticle diffusion coefficient
(Dintra) from the classical mass transfer rate constant74,100

The results of the analysis are shown in Figure 6b, and we
see that the diffusion equation fits well the experimental data.
Based on the intraparticle tortuosity factor (τintra), the average
size and spherical shape of the particle diffusion-limited mass
transfer should be finished after a characteristic exchange time
(∆e), assuming that the molecules have to travel a net distance
of dp/2 to leave the porous particles completely

With eq 13 we findDintra ) 1.34× 10-5 cm2 s-1 (τintra ) Dm/
Dintra ) 1.68) and∆e ) 233 ms. Thus, the well-characterized
stagnant mobile phase mass transfer in the packing (Figure 6)
can be excluded as a cause for the transient dispersion behavior
observed in domain 2 of Figure 4 and a corresponding non-
Gaussian propagation of fluid molecules in Figure 5c. On the
other hand, the temporal domain of this kinetics matches the
time scale of domain 1 and, thus, may be responsible for most
of the steep increase inDap,a(∆). Actually, the dotted line in
Figure 4 indicates the time when stagnant mobile phase mass
transfer is complete for pressure-driven flow. This behavior is
in contrast to nonporous particles for which an asymptotic
dispersion, i.e., a transition from stationary random flow to
pseudo-diffusion, is reached much faster than with porous
ones,64 because the holdup contribution is simply not present.71

In this respect it has been indicated that correlation times for
nonmechanical dispersion mechanisms (holdup and boundary-
layer dispersion) are long diffusive times and that transient
effects associated with nonmechanical dispersion are more
persistent than those associated with mechanical dispersion, i.e.,

Figure 6. Stagnant mobile phase mass transfer for the 10-3 M sodium
tetraborate buffer solution entrained in the deep pools of the cation
exchange particles (dp ) 50 µm). (a) Averaged propagator distribution
demonstrating stagnant and moving fluid fractions in the bed,∆ ) 22
ms. (b) Actual mass transfer kinetics and best fit of the data to
eq 13 (solid line,r2 ) 0.998).
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with the dispersion due to velocity fluctuations in the bulk fluid
induced by the randomly distributed particles.62

In the present case, however, we also expect substantial
macroscopic flow heterogeneity for EOF and pressure-driven
flows through the bed (Figures 1 and 2). The length scales
coupled to this nonuniformity of the flow pattern may spread
over the whole capillary radius and by far exceed those
associated with the stagnant mobile phase mass transfer (in
which case it is just the particle radius). Then, the time needed
to achieve an exchange of fluid molecules moving in the center
of the bed and at the wall by lateral diffusion (or, more correctly,
lateral dispersion at the actual Pe, becauseDt > Dm/τbed) can
be a few seconds forrc ) 125µm. The situation becomes more
severe for slowly diffusing biomolecules (Dm < 10-7 cm2 s-1).
It implies that through the involved transcolumn correlation
length a macroscopic flow heterogeneity is responsible for the
most persistent transient dispersion component (Figures 4 and
5), similar to the preasymptotic regime of Taylor-Aris disper-
sion in an open tube (although it shall by no means imply that
the actual flow profiles are similar).51,101For the latter case of
a transcolumn equilibration, a perfect Gaussian displacement
distribution is observed only whenLD g rc.102 In the case of
fixed beds, on the other hand, this length scale (rc) may be
covered faster due to lateral dispersion and the “diffusion” length
becomesLD ) (2Dt∆)1/2. By applying the magnetic field
gradients perpendicular to the flow direction we can measure
transverse dispersion and findDap,t ) 2.64× 10-5 cm2 s-1 at
∆ ) 600 ms and Pe) 15 (cf. domain 2, Figure 4). Concerning
its flow rate dependence,Dap,t(∆) has just left the so-called
tortuosity-limited dispersion regime characterized byDm/τbed<
Dt < Dm.

The value ofDap,t(∆) is almost an order of magnitude smaller
thanDap,a(∆) and translates to anLD of only 56 µm. Although
it slightly exceeds purely diffusive mass transfer, this distance
is by far not enough to allow the lateral dispersion of fluid
molecules over the whole column radius. Consequently, features
of a macroscopic flow heterogeneity such as transient dispersion
and an associated non-Gaussian distribution of the fluid-element
displacements will persist at corresponding observation times
(as evident in Figures 4 and 5).

Still another detail (Figure 5c) suggests that some macroscopic
flow heterogeneity of a type indicated by Figures 1 and 2 is
responsible for the non-Gaussian distribution of fluid-element
displacements (whenLD < rc). We generally observed no tailing
but fronting in Pav(R,∆), which implies the existence of a
substantial region in both electroosmotic and pressure-driven
flows with higher-than-average velocity (the “true” average
refers to a packed segment without wall effect, i.e., to an infinite-
diameter bed). By contrast, the large heterogeneities caused by
low-permeability zones in which the velocity is not necessarily
zero and by purely diffusive zones (especially important for
porous media near the percolation threshold or very slowly
diffusing solutes which strongly adsorb on the surface) usually
give rise to tailing.57,58 We now tried to spatially resolve these
wall effects by dynamic NMR microimaging with in-plane
resolution of 40µm. The slice thickness was set to 6 mm
because we expect the effects to be systematic along the column
axis and consequently do not require a high spatial resolution
in this third dimension. Thus, a reasonable signal-to-noise ratio
and a sufficiently high resolution over the column cross-section
(compared to the particle diameter,dp ) 50 µm) could be
achieved.

The results of this microscopic investigation are summarized
in Figures 7 and 8. The single-pixel propagator distributions in

Figure 7 clearly reveal a substantial increase of fluid velocity
close to the column wall as compared to the center of the bed.
It seems that the macroscopic flow heterogeneities in electro-
osmotic and pressure-driven flows extend even further inward
from the wall to pixels at intermediate positions and thus may
cover length scales of the order of the column radius in the
present case withψ ) 5. The propagators from four added pixels
representative of wall and center positions are shown in Figure
8. Data were collected from opposite edges of the capillary
cross-section (wall region 1 and 2), and, in contrast toPav(R,∆)
in Figure 7, they are zero-filled and normalized. The distribu-
tions show pronounced shoulders or even separate local maxima
for fluid molecules in pixels closer to the column wall and the
effects scale with observation time (Figures 8a and 8b), but a
lateral exchange of molecules between velocity extremes is also
promoted. Thus, pore-level velocities become increasingly
blurred as we approach equilibrium in the mobile phase.

In both types of flow, we observe higher velocities as we
move toward the wall, although at this stage it is difficult to
say whether the effects are more severe in EOF than for
pressure-driven flow because the difference inDap,a(∆) remains
small at the observation times used to acquire the data shown
in Figures 7 and 8 (domain 1, Figure 4). Yet, they have a
completely different origin, but in both cases contribute
substantially to the interstitial dispersion. At this stage, however,
it is more important that the high-velocity components seen in
these imaging studies close to the capillary wall compare well
with top velocities in the exponential front of the 1-D propaga-
tors (Figure 5a), which a priori have been blamed on the fused-
silica wall (viaúw). The results confirm that a first insight into
the magnitude of EOF velocities in the critical wall region can

Figure 7. Axial displacement probability distribution for fluid
molecules in single pixels of the image. (a) EOF and (b) pressure-
driven flow through the packed capillary (∆ ) 17.5 ms). Pixels are
taken along a straight line through the center, wall, and intermediate
region of the column cross-section. For experimental parameters refer
to Figure 3.
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already be gained from the 1-D data, with measurement times
of 10 min only. Ongoing studies that could help to distinguish
further between these macroscopic flow heterogeneities could
employ matched surface potentials (úw ≈ úp) while keepingψ
constant and, thus, leaving the wall effect critical for pressure-
driven flow, but minimizing it with EOF.

Conclusions

Our results demonstrate that a significantly superior perfor-
mance, which has been shown for EOF through packed
capillaries35-39 compared to pressure-driven flows, can be
obstructed by wall effects, and it is difficult to trace back
remaining differences in the asymptotic dispersion observed for
these types of fluid flow to an inherent performance concerning
intraparticle and film mass transfer or a macroscopic flow
heterogeneity. NMR microscopy and PFG-NMR are techniques

by which the physical mechanisms that contribute to dispersion
in the flowing and stagnant zones of the bed may be addressed
separately.

The influence of the documented electrokinetic wall effect
in current CEC practice (ψ < 50) is two-fold. First, depending
on the ratiosdc/dp and úw/úp, it contributes to the long-time
averaged velocity through the packed capillary. Second, it
engenders additional band spreading. Even if the aspect ratio
can be increased and the first consequence be neglected,
systematic offsets in zeta-potential remain and sensitively
influence eddy-dispersion. This particular contribution can be
eliminated only whenúw ≈ úp and is rather important to consider
in CEC where particle technology has begun to focus on
electrokinetics in more detail.39

The operation with pressure-driven flows in packed capillaries
is limited by the back pressure of the beds. For this reason,
aspect ratios typically used in CHPLC are below 50. Wall effects
are caused by the radial distribution of porosity, which has been
extensively studied for larger columns.1-16 The problems
encountered with particulate packings in CHPLC and CEC can
be overcome by the use of monoliths.103-105 They are fabricated
as a continuous porous medium with small domain size of the
solid or porous fractal skeleton, but relatively large flow-through
pores, providing low pressure-drops and high column efficiency.
In view of the zeta-potential and CEC applications, the capillary
inner wall may be coated by a fluid-impervious annulus of the
same material, thus reducing the excess zeta-potential between
wall (usually fused-silica) and monolithic material.
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Juraj Kosek1
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Mathematical modelling of adsorption and transport
processes in capillary electrochromatography:
Open-tubular geometry

A mathematical modelling approach for open-tubular capillary electrochromatogra-
phy is presented. The spatially one-dimensional model takes into account (i) a cou-
pling of (non)linear adsorption of positively or negatively charged analyte molecules
(at a negatively charged capillary inner surface) with the equilibrium electrokinetics at
this solid-liquid interface, (ii) mobile phase transport by electroosmosis and pressure-
driven flow, as well as (iii) transport of species by electrophoresis and molecular diffu-
sion. Under these conditions the local zeta-potential and electroosmotic mobility
become a function of the concentration of the charged analyte. The resulting inhomo-
geneity of electroosmotic flow through the capillary produces a compensating pore
pressure as requirement for incompressible mobile phase flow (i.e., for constant
volumetric flow along the capillary). The results of the simulations are discussed in
view of the surface-to-volume ratio of the capillary lumen, the analyte concentration
(in combination with a Langmuir isotherm for the adsorption process), and buffer
effects.
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1 Introduction

Capillary electrochromatography (CEC) combines the
separation of analytes based on their differential partition-
ing between stationary and mobile phase in porous
adsorbent media (microfabricated open-channel struc-
tures, particulate beds or monoliths) with electrokineti-
cally driven transport of bulk liquid (electroosmotic flow,
EOF) and additional selectivity offered by the differen-
tial migration of charged analytes in an electrical field
(electrophoresis) [1–7]. Most common stationary phases
in CEC are silica supports with chemically bonded sur-
face groups [8–10], where amount and accessibility of
residual silanols critically determine the surface charge
density and EOF for a given set of conditions, but physi-
cally (and dynamically) adsorbed stationary phases [11],
strong cation-exchange resins [12–14], and so-called
mixed-mode media with both strong ion-exchange and
reversed-phase chromatographic sites [15–18] have also

been used. The influence of ion exchange and hydro-
phobic interaction on analyte retention and migration can
be adjusted by organic modifier in the buffer solution and/
or via background electrolytes (BGE) [16, 19]. In general,
spatial and temporal electrokinetic properties of the sur-
face play a key role in attaining a stable, homogeneous
pore-level and macroscopic EOF through the porous me-
dium, because surface heterogeneity results in inhomo-
geneous flow structures which lead to hydrodynamic
dispersion and a decrease in the separation efficiency
[20–23]. (NB this phenomenon, on the other hand, may
be utilized to design microfluidic mixers [24, 25].) Any
(un)specific adsorption of ionic species, e.g., during the
elution of a sample plug of finite length with a chemical
composition different from that of the running mobile
phase, will change (eventually significantly) the local
charge equilibrium and associated interfacial electro-
kinetics [26–38]. This issue is further complicated when
the analyte molecules and surface groups (relevant for
EOF) are involved in pH-dependent equilibria.

Current interest in CEC arises because of the signifi-
cantly increased separation efficiencies and peak capa-
cities compared to capillary HPLC. This is due to the far
superior flow field (hydrodynamic dispersion) character-
istics of “perfusive” EOF in beds of porous particles
which can be maintained over a wide range of experi-
mental conditions [39–45]. Within suitable experimental
limits concerning pore size and BGE concentration [40,
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44] velocity extremes in the mobile phase flow pattern
(on any time and length scale) may be drastically reduced
compared to pressure-driven flow (PDF) for which the
fluid dynamics is governed by the radial porosity distri-
bution over the total column cross-section [46]. The spa-
tial dimension of the electrical double layer (EDL) close
to the solid-liquid interface (assumed to be locally flat)
can be orders of magnitude smaller than the characteris-
tic radial channel dimension. Thus, from a macroscopic
point of view, shear and slipping planes in EOF are
almost identically located at the surface [47] leading to
a phenomenon observed as “apparent slip” of the veloc-
ity field at the solid-liquid interface [48, 49]. Hydro-
dynamic dispersion can then be ultimately limited to
that by longitudinal diffusion alone. Further, as the ratio
of electroosmotic to hydraulic volumetric flow rates (at
a fixed potential and pressure gradient) is inversely pro-
portional to the squared channel diameter, the EOF
becomes increasingly effective in liquid transport through
finer pores (e.g., interstices between small porous parti-
cles in a packed bed, but here especially in the still smaller
intraparticle pores; inside the skeleton of porous mono-
lithic structures or in consolidated beds) as their size is
reduced [50].

Although some of the fundamental aspects in CEC are
now being evaluated [7, 39–45, 51–75] including flow
heterogeneity or analyte migration (and retention) be-
havior, there remains a still complex interplay of many
parameters affecting the efficiency and reproducibility of
CEC separations which has not yet been resolved in suffi-
cient detail. Among these influences we can name the
type, pH, and concentration of the buffer solution in con-
tact with a particular surface, electromigration dispersion,
(un)specific (non)linear adsorption of charged species
and its consequences for the local interfacial electro-
kinetics, surface (electro)diffusion, or the generated Joule
heat. Our present work is concerned with a mathematical
modelling approach for describing the interdependence
of adsorption and electrokinetic phenomena in open-
tubular (OT) CEC [76], but it can be easily extended to
the macroscopic description of the dynamics in high
surface area random porous media like particulate beds
and monolithic structures. This approach, which extends
other modelling studies [28, 51, 65, 71], is based on a
combination of the following major aspects. (i) Coupling
of nonlinear adsorption of charged analyte molecules
with the local interfacial electrokinetics. (ii) Continuity of
volumetric flow of the incompressible electrolyte solution
(coupling of electroosmotic and induced PDF). (iii) Conti-
nuity of charge transport (constant net electrical current
along the column). We expect that this improved model-
ling approach represents more realistically the dynamic
behavior of analyte adsorption and migration in electro-

chromatographic systems for a broader range of experi-
mental conditions and, thus, it will contribute to a valida-
tion and point towards optimization strategies in CEC.

2 Mathematical modelling approach

2.1 Introductory remarks

In this work we consider cylindrical straight capillaries
with inner diameter (ID) from 100 �m down to 1 �m. The
surface-to-volume ratio associated with a particular cap-
illary of radius R is 4�104 m�1 (R = 50 �m), 4�105 m�1

(R = 5 �m), and 4�106 m�1 (R = 0.5 �m). The mobile
phase is an aqueous electrolyte solution, containing
either a fully dissociated inorganic salt (NaCl) or a buffer
system (Tris-HCl), and it is driven electrokinetically by
electroosmosis due to the externally applied electrical
field. The acidic surface (e.g., sulfonic acid) groups of the
capillaries are assumed to be fully dissociated and the
resulting negative surface charge density is unaffected
by the actual changes of the mobile-phase pH. We con-
sider a single, positively charged analyte dissolved in
BGE which is injected for a fixed time interval at the cap-
illary inlet. Consequently, in addition to its net transport by
electroosmosis with the bulk mobile phase it also experi-
ences diffusion and directed transport by electrophoresis.
We then simulated the elution of the injected sample plug
along the capillary. Retention takes place only at the cap-
illary inner surface, the mobile phase contains no additive
that could act as a (pseudo)stationary phase. There are
no mass transfer limitations associated with the adsorp-
tion step. In general, the local EOF velocity is not bound
to be constant as local changes in electrical field strength
and surface charge density caused by adsorption of
charged analyte molecules may occur. Then, induced
PDF will necessarily arise as a compensation because
of the continuity of (incompressible) mobile phase flow.
The EDL and adsorption of analyte molecules at the
surface are characterized by using the Stern model
[77].

Our model was developed with the assumption of the
following conditions: (i) The system is isothermal. (ii) We
have constant physical properties of the BGE, namely
the electrostatic permitivity, dynamic viscosity, and fluid
density as well as constant parameters for the particular
chemical species such as diffusivity, electrophoretic
mobility, and dissociation constants. (iii) The BGE is a
dilute symmetrical electrolyte. (iv) No other chemical
reaction except dissociation is present. (v) Dissociation
and adsorption equilibria, as well as a re-equilibration of
the EDL are established instantaneously, in particular,
with respect to the axial displacement of the analyte
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molecules. (vi) The EDL field can be described by the
nonlinear Poisson-Boltzmann equation and the Boltz-
mann distribution is undisturbed by externally forced con-
vection which remains in the low-Reynolds number flow
regime. (vii) The actual (local) PDF component of the ve-
locity field is proportional to the local pressure gradient.
(viii) The EDL thickness is negligible compared to the
capillary radius and the bulk liquid is practically electro-
neutral. (ix) The �-potential, i.e., the electrokinetic poten-
tial at the plane of shear, can be identified with the value
of the electrostatic potential at the outer Helmholtz plane
(OHP).

2.2 Notation

a surface-to-volume ratio (m�1)

A parameter of adsorption isotherm (m)

B parameter of adsorption isotherm (m3mol�1)

ci concentration of i-th species (mol�m�3)

cs
i concentration of adsorbed i-th

species (cs
i = aqi) (mol�m�3)

ci
t total concentration of i-th species

(ct
i = ci � cs

i ) (mol�m�3)

Di diffusivity of i-th species (m2s�1)

F Faraday constant (96487 C�mol�1)

ix electrical current density (A�m�2)

jx,i mass flux density of i-th species (mol�m�2s�1)

Kw water dissociation constant (mol2m6)

Ki,a dissociation constant of i-th
species (mol�m3)

p hydrostatic pressure (Pa)

qi surface concentration of i-th
species (mol�m�2)

r radial coordinate (m)

R capillary radius (m)

R universal gas constant (8.314 J�mol�1K�1)

t time (s)

T thermodynamic temperature (K)

ui electrophoretic mobility of i-th
species (m2s�1V�1)

vx flow velocity (m�s�1)

x axial coordinate (m)

zi charge number of i-th species (�)

�i degree of dissociation of i-th
species (�)

� mixing ratio (�)

�0 electrostatic permittivity of (8.854�10�12

vacuum C2N�1m�2)

�r relative electrostatic permittivity (�)

� dynamic viscosity (Pa�s)

	�1 Debye length (m)

�eo electroosmotic mobility (m2s�1V�1)


 hydraulic permeability (m2s�1Pa�1)

� electrostatic potential (V)

� electrokinetic potential (V)

c volumetric charge density (C�m�3)

� surface charge density (C�m�2)

� auxiliary spatial coordinate (�)

� electrokinetic potential at shear
plane (V)

2.3 Adsorption phenomenon

The (Stern layer) adsorption of charged analyte molecules
A is described by means of the Langmuir isotherm [77, 78]

qA � Acw
A

1� Bcw
A

(1)

where qA is the surface concentration of (adsorbed) ana-
lyte molecules, cw

A is their mobile phase concentration at
the solid-liquid interface, while A and B are parameters
of the adsorption isotherm. The actual value of cw

A is
governed by electrostatic attraction/repulsion between
analyte molecules and the (originally) negatively charged
capillary surface and may be calculated by using the
Boltzmann equation (for a discussion of the validity of
the Boltzmann distribution in the case of microchannel
flow we refer to the paper of Yang et al. [79])

cw
A � cAexp � zA

F
RT

�
� �

(2)

where � is the electrokinetic potential at the (hypothetical)
plane of shear which, in this work, is identified with the
OHP [80], zA is the charge number and cA is the analyte
concentration in the bulk (i.e., electroneutral) solution.
For the surface (Stern layer) charge density contributions
we have

� � �0� �ads � �0� FzAqA (3)

where �� denotes the surface charge originating only from
the contact of the acidic (e.g., sulfonic acid) surface
groups with the electrolyte solution (without any adsorb-
ing charged analyte) and �ads is the charge contribution
due to adsorption of the analyte.

From the solution of the Poisson-Boltzmann equation for
symmetrical electrolytes and a thin electrical double layer
(such that the surface and EDL are locally flat) we arrive at
the following relation between the total surface charge
density � and the �-potential [81]

� � f �� ��0�r	� (4)
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where 	�1 is the Debye length, �0�r is the electrostatic per-
mittivity of the liquid, and f(�) is a correction factor taking
into account higher values of � (cf. Section 6 Appendix)

f �� � �
tanh

1
4

zA
F

RT
�

� �

1
4

zA
F

RT
� 1� tanh2 1

4
zA

F
RT

�
� �� � (5)

After substitution of Eqs. (1) and (4) into Eq. (3) we obtain
the following algebraic condition

f �� ��0�r	� � �0� FzA

AcAexp � zA
F

RT
�

� �

1� BcAexp � zA
F

RT
�

� � (6)

This equation describes the relation between �-potential
and sample concentration cA, taking into account non-
linear adsorption of charged analyte molecules and their
electrostatic interaction with the charged surface.

2.4 One-dimensional model of OT-CEC

The spatially one-dimensional mathematical model of
OT-CEC is based on a constant net mass flux and electri-
cal current along the channel

0 � � �vx

�x
(7)

0 � � �ix
�x

(8)

and on the mass balances of particular chemical species

1� a
�qi

�ci

� �
�ci

�t
� � �jix

�x
(9)

where vx, ix and jix are the cross-sectional averages of
the flow velocity, electrical current density and mass flux
density of the i-th species, respectively, ci and qi are its
bulk and surface concentrations, and a is the surface-
to-volume ratio of the capillary (for cylindrical geometry
a = 2/R). Regarding species transport we consider both
mobile phase EOF and PDF, as well as electrophoresis
and molecular diffusion. The particular fluxes are defined
as follows.

(i) Flow velocity

vx � �
� �p

�x
� �eo

��
�x

� � R2

8�
�p
�x

� �0�r�
�

��
�x

(10)

where p is hydrostatic pressure and 
 is the hydraulic
permeability of a cylindrical capillary. � is the electrical
potential, �eo the electroosmotic mobility, and � is the
dynamic viscosity of the liquid. The PDF component in
the velocity field is assumed to be proportional to the
pressure gradient [82]. The EDL thickness is considered

negligible compared to R, the capillary radius, and the
electroosmotic mobility �eo is related to the �-potential by
the Helmholtz-Smoluchowski equation [80].

(ii) Mass flux density of the i-th species is given by the
Nernst-Planck equation

jix � civx� zici
F

RT
Di

��
�x

� Di
�ci

�x
(11)

where Di, and zi are the (free) molecular diffusivity, and the
effective charge number of the i-th species, respectively.
Additional dispersion phenomena related to (lateral) diffu-
sion-limited mass transfer and a nonuniform flow profile
(Taylor dispersion) are not considered.

(iii) Electrical current density is determined by the particu-
lar mass fluxes of the charged species

ix � F
�N

i�1

zijix (12)

where N is the total number of chemical species. Neither
surface conductance [83–85] (which may become impor-
tant for capillaries with higher surface-to-volume ratio a
or small bulk-specific conductivity), nor any other contri-
bution to the electrical current is considered in this work.

The simulations are run under conditions of either a con-
stant applied pressure and electrical potential difference
or constant axial velocity and current density. Thus, we
have the following boundary conditions.

Inlet (x = 0) Outlet (x = L)

Concentrations c i�x = 0
= c inj

i (t) c i�x = L
= c0

i = const.
Pressure p�

x = 0
= p0 p�

x = L
= (p0��p) or vx�x = L

= v0
x

Electrical potential ��
x = 0

= �0 ��
x = L

= (�0���) or ix�x = L
= i0x

�� and �p are the applied electrical potential and pres-
sure differences, i0x and v 0

x are constant values of the
electrical current density and velocity. At the beginning of
the simulation the capillary is filled uniformly with pure
electrolyte solution, i.e., ci�x,t = 0

= c0
i . Then, injection of

sample takes place and the concentrations c inj
i (t), which

are a function of time t, are used for simulating the injec-
tion of sample. This process is achieved by mixing pure
BGE with sample (in BGE) realized by

c inj
i (t) = 1 � (�(t))c0

i � �(t)c1
i (13)

where the parameter �(t) determines the actual mixing
ratio and varies between 0 (pure BGE) and 1 (sample in
BGE). The following equation has been used for simulat-
ing the injection process

� t� � � 1
2

tanh kinj t � tbeg
� �	 
� tanh kinj t � tend� �	 
� �

(14)
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where tbeg and tend are times denoting start and end of
the injection, respectively, and kinj is a factor affecting the
sharpness of the injected (almost rectangular) sample
plug.

2.5 Dissociation equilibria and local
electroneutrality

Within the bulk aqueous electrolyte solution we consider
the water dissociation equilibrium

Kw � cH�cOH� (15)

where Kw is the (water) dissociation constant, cH
� is the

concentration of H� and cOH
� that of OH� ions. In addi-

tion, local electroneutrality is assumed

0 �
�N

i�1

zici (16)

Further, we consider a dissociation equilibrium of the
chemical species B (e.g., acidic analyte molecule or
buffer component) which, in general, can be formulated
as

B1 � B0 � H� KB�a � cB0 cH�

cB1

(17)

where cB1
= �BcB and cB1

= (1� �B)cB are the con-
centrations of undissociated and dissociated molecules,
respectively. They are related to the total concentration cB

by the extent of dissociation, expressed via �B. The pa-
rameter �B, a function of cH

�, is calculated from

�B � KB�a

KB�a � cH�
� 1

1 � 10 pKB�a�pH� � (18)

2.6 Numerical implementation

The model which is described in previous sections has
been solved numerically using software developed in-
house. The set of partial differential and algebraic equa-
tions (Eqs. 6–9, 17, 18) was spatially discretized on an
adapative nonequidistant grid using the Galerkin finite-
element method (FEM) with quadratic trial/weight func-
tions [86, 87]. The spatial domain is divided into Ne ele-
ments with constant number of grid points Ng = 2Ne� 1.
The grid points change their positions xj (j = 1 . . . Ng) in
time and their distribution is governed by the following
partial differential equation:

Kt
�x
�t

� Kx
�2x

��2 � K l
�2l

��2 � �
��

�x
��

Kx � K l
�l
�x

� �� �
(19)

where x(�) is the spatial coordinate, � is an auxiliary spatial
coordinate, l is a function controlling the grid density, and
Kl, Kx, and Kt are constants characterizing the rate of
grid recombination, spatial dispersion of the grid, and

the time delay of grid recombination, respectively. Equa-
tion 19 is spatially discretized using also the Galerkin
FEM. Grid point coordinates of the nonequidistant grid
nodes xj (j = 1 . . . Ng) were solved on an equidistant
grid in �j (j = 1 . . . Ng) with boundary conditions x1 =
0 and xNg = L.

The derivative �l/�x is evaluated from

�l
�x

�

1 �

�Ncv

n�1

kn
�fn

�x

� �2
���� (20)

where kn is a constant weight parameter and fn are vari-
ables controlling the grid density. The derivative �l/�x
forces the grid to become locally denser according to the
slope of the control variables fn, and Ncv is the number of
control variables. We used concentrations of particular
species, the pH, the �-potential, and magnitude of the
EOF as control variables fn, thus the slopes in ci, pH, �,
and veof

x � ��eo
��
�x determine the local grid density.

The resulting set of differential/algebraic equations can
be formally written as

g (t, u, ut) = 0 (21)

where t denotes time, u is a vector of independent vari-
ables, and ut is the vector of their time derivatives. This
set of equations was integrated in time by means of the
DASPK software [88].

3 Results and discussion

According to the Stern model a so-called Stern layer (also
known as the inner Helmholtz plane, IHP) is drawn
through the center of charged analyte molecules that are
assumed to be adsorbed on the charged capillary inner
surface [77]. The OHP (running parallel to the IHP)
touches the hydration shell of the adsorbed molecules
and coincides with the shear plane. The region of the
EDL extending from the OHP towards the capillary center
is the diffusive part of the EDL. The Langmuir isotherm
(Eq. 1), as one possible description of this adsorption
phenomenon, allows for surface saturation and, thus,
realizes a finite amount of the ionic species adsorbed in
the Stern layer which resembles the parallel plate ca-
pacitor model for the EDL. The adsorption process itself
involves contributions from both the electrical energy
associated with the charged analyte being in the Stern
layer (electrostatic interaction) and the specific energy
associated with the adsorption (e.g., due to van der Waals
interaction).

Figure 1 demonstrates for a given set of adsorption iso-
therm parameters (AA = 5.0�10�6 m, BA = 66.7 m3/mol),
how a positive or negative elementary charge hypotheti-



Electrophoresis 2003, 24, 380–389 Mathematical modelling approach for OTCEC 385

Figure 1. (a, b) Dependence
of the �-potential on the mobile
phase concentration of ad-
sorbed analyte; (c) adsorption
isotherms (AA = 5.0�10�6 m,
BA = 66.7 m3/mol); (d) parti-
tioning of positively charged
molecules between stationary
(cs

A) and mobile phase (cA)
for capillaries with a different
inner radius. (�-potential, ��
= � 50 mV; constant ionic
strength, 0.01 mol/dm3).

cally affixed to an originally electroneutral analyte mole-
cule affects its adsorption behavior (Fig. 1c) and, as a
consequence, the electrokinetic potential at the shear
plane. In practice, this situation may be realized with
neutral molecules involved in acid/base equilibria like an
organic acid (e.g., benzoic acid) or base (e.g., aniline). The
adsorption isotherm parameters A and B are assumed to
remain unchanged by the (de)protonation of the analyte
molecules. Further over the whole range of conditions in
Fig. 1 the sample concentration is sufficiently smaller than
the BGE concentration so that the actual EDL thickness
is assumed to be unaffected by the former. Values of the
�-potential for different mobile phase concentrations of
adsorbing species (Fig. 1a, b) were calculated numerically
with Eq.(6). It is obvious (Fig. 1d) that the relative amount
of analyte molecules in the stationary phase increases
substantially (by two decades) as the capillary radius is
reduced from 50 �m via 5 �m to 0.5 �m.

Figure 2a shows elution profiles after 30, 60, 90, and 120 s,
respectively, for an overloaded sample plug injected (for
4 s) into a 100 �m ID capillary. The sample contains posi-
tively charged analyte molecules which are, thus, electro-
statically attracted by the negatively charged surface.
Under the set of conditions employed for these simulation
(temperature 298 K, capillary length 10 cm, sample con-
centration 0.1 mol/m3, Tris-HCl buffer 10 mol/m3, pH 8.1,
sample diffusivity 10�9 m2/s, externally applied electrical
field 104 V/m with vx � 0.4 mm/s, no externally applied
pressure difference, and the same adsorption isotherm
parameters as in Fig. 1), Taylor dispersion would have

only a negligible influence on the shape of the elution pro-
files. However, the nonlinear adsorption of these charged
analyte molecules has severe consequences for the dis-
tribution of electrokinetic potential, hydrostatic pressure
(also reported by Ghosal [37]) and electrical potential
gradients, velocity, and pH along the column.

As has been demonstrated by Fig. 1, the �-potential
changes with the concentration of charged analyte, and
the actual profiles seen in Fig. 2b are a natural result
of the adsorption phenomenon. This inhomogeneous dis-
tribution of �-potential along the capillary axis, together
with the local perturbation of the electrical potential gra-
dient (Fig. 2c), leads to an accompanying change in EOF
velocity (Fig. 2e, solid line) which necessitates a compen-
sating PDF component (Fig. 2e, dashed line, cf. Fig. 2d)
for conserving the volumetric flow rate (Fig. 2e, dash-
dotted line). It should be noted that no pressure difference
between both ends of the capillary is applied. The injec-
tion process itself causes most pronounced effects in the
profiles of electrical potential and pH (Figs. 2c and f). The
almost rectangular features in these distributions are due
to a slightly different conductivity of the sample solution
compared to pure BGE solution and are a memory effect.

Figure 3 illustrates how the replacement of an indifferent,
completely dissociated BGE (NaCl, pH 7, concentration
5 mol/m3) by a buffer system (Tris-HCl, pH 8.1, concentra-
tion 10 mol/m3) influences the elution of charged analyte.
It is demonstrated by means of the sample injection via
frontal analysis (length of the capillary section 1 cm,
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Figure 2. Elution of a sample
plug containing charged mole-
cules electrostatically attracted
by and adsorbing at the capil-
lary inner surface (Tris-HCl buf-
fer, pH 8.1).

constant velocity vx = 3.96�10�4 m/s, fixed electrical
current density ix = 4.75�102 A/m2 for Tris-HCl and ix =
6.31�102 A/m2 for NaCl. These values of vx and ix are
those which can be observed in the same capillary filled
only with BGE, and in the presence of an applied electrical
field of 104 V/m. Otherwise, the parameters are the same
as in Fig. 2). At a given surface-to-volume ratio the break-
through curves for the buffered and unbuffered mobile
phases are very similar (compare Figs. 3a, b with Figs. 3g,
h), except for small deviations due to an inhomogeneous
distribution of the electrical field caused by different local
chemical composition (and associated change in elec-
trical conductivity) in the sample zone resulting from
adsorption of the positive analyte molecules. As the result
for the unbuffered system (Fig. 3i) demonstrates this
adsorption, i.e., the decrease of analyte concentration in
the mobile phase, is compensated by a release of H� ions
via water dissociation in order to satisfy local electro-

neutrality of the electrolyte. This effect is most pro-
nounced at the front of the sample zone where the pH
drops from 7 to less than 6.5 (Fig. 3i). Due to the high
electrophoretic mobility of the small solvated H� ions the
resulting pH front progresses into a low-pH mobile phase
zone which proceeds the sample zone. This dramatic
effect is demonstrated by the intermediate-profiles at
times 1, 2, and 3 s after start of the injection in Fig. 3i.

It is important to note that under these conditions the
physicochemical properties of the EDL at the inner wall
of a capillary under some circumstances cannot be
assumed to remain unaffected any longer (as done in
this work). For example, with a bare fused-silica capillary
(in contrast to sulfonic acid surface groups) the dissocia-
tion equilibrium of the silanol groups changes and, as a
consequence, also the surface charge density, �-poten-
tial, local EOF, etc.
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Figure 3. Injection of sample
containing charged molecules
electrostatically attracted by
and absorbing at the capillary
inner surface. The analyte is
injected into capillary containing
BGE solution. Filling of the
capillary with sample solution
continues for 10 s, with inter-
mediate profiles recorded after
2, 4, 6, 8, and 10 s, respectively;
(a)–(f) aqueous Tris-HCl solution
(pH 8.1) used as BGE; (g)–(l)
aqueous NaCl solution (pH 7.0)
used as BGE (fixed constant
velocity and electrical current
density).

4 Concluding remarks

Our results demonstrate the importance and complex
interplay of parameters like the �-potential, adsorption
isotherm, surface-to-volume ratio, pH, analyte, and BGE
concentrations with respect to the electrokinetically
driven elution of adsorbing charged analyte molecules in
porous adsorbent media. The simulations have shown
that a PDF component necessarily accompanies the
resulting inhomogeneous EOF (even without any ex-
ternally applied pressure difference) in order to satisfy
the continuity of mass within any segment of the porous
medium (examplified in this work by the lumen of an
OT-CEC column). Further, the continuity of charge trans-
port is important as any local variation in electrical field
and BGE composition affects the actual shape of break-
through curves. The consequences of the latter condition
become aggravated at lower buffer concentrations where

accompanying changes in local pH may escalate due to
insufficient buffer capacity. In contrast to the model pre-
sented by Grimes and Liapis [71], our work implies that a
coupling of these phenomena is essential for an adequate
description of the dynamics in CEC, especially in frontal
analysis mode, but also in analytical mode when non-
linear adsorption and possible sample tailing prevail (as
evidenced by Figs. 2a, b).
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6 Appendix

6.1 Surface charge density in a cylindrical
capillary

For describing the adsorption of charged solute mole-
cules, the relation between surface charge density � and
the �-potential has to be known. At equilibrium and in the
absence of any radial component of an externally applied
electrical field, the surface charge is given by

� � �0�r
��
�r

����
r�R

� � 1
R

� R

0
c r� �rdr (A-1)

In the limit of thin electrical double layers (	R��1) the
solution of the Poisson-Boltzmann equation for cylindrical
geometry

1
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r
��
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RT
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subject to boundary conditons

��
�r

����
r�0

� 0 and � ��r�R � � (A-3)

becomes identical to that for a flat plane which has an
analytical solution for symmetrical electrolytes [81]
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After analytical differentiation of Eq. (A-4) we obtain for �
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For sufficiently small values of the �-potential this equa-
tion becomes

� � �0�r	� (A-6)

The same relation is obtained from the solution of the
Poisson-Boltzmann equation simplified by the Debye-
Hückel linearization [77]. In order to estimate the limits
of validity of this description, we solved numerically
the Poisson-Boltzmann equation (Eq. A-2) for a range of
values of the �-potential ��r�R � �

� �
and dimensionless

capillary radius (	R) and these results were then com-
pared with those of the simplified description, Eqs. (A-5)
and (A-6) (Fig. A-1). From this comparison it can be seen
that both equations coincide for 	R � 5 and small values
of �, but that equation Eq. (A-5) excellently describes the
relation between surface charge and �-potential also for
higher values of � where Eq. (A-6) fails.

Figure A-1. Estimated relative errors (in%) for relations
between surface charge density and the �-potential,
(a) Eq. (A-5); (b) Eq. (A-6). These relations are compared
with the numerical solution of the Poisson-Boltzmann
equation for cylindrical geometry.
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SUMMARY

In this article we are concerned with an extension of the lattice-Boltzmann method for the numeri-
cal simulation of three-dimensional electroosmotic �ow problems in porous media. Our description is
evaluated using simple geometries as those encountered in open-channel micro�uidic devices. In par-
ticular, we consider electroosmosis in straight cylindrical capillaries with a (non)uniform zeta-potential
distribution for ratios of the capillary inner radius to the thickness of the electrical double layer from
10 to 100. The general case of heterogeneous zeta-potential distributions at the surface of a capillary
requires solution of the following coupled equations in three dimensions: Navier–Stokes equation for
liquid �ow, Poisson equation for electrical potential distribution, and the Nernst–Planck equation for
distribution of ionic species. The hydrodynamic problem has been treated with high e�ciency by code
parallelization through the lattice-Boltzmann method. For validation velocity �elds were simulated in
several microcapillary systems and good agreement with results predicted either theoretically or obtained
by alternative numerical methods could be established. Results are also discussed with respect to the
use of a slip boundary condition for the velocity �eld at the surface. Copyright ? 2004 John Wiley &
Sons, Ltd.

KEY WORDS: lattice-Boltzmann method; �nite-di�erence method; porous media; micro�uidics; electro-
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1. INTRODUCTION

Rapid recent developments in design, patterning, and utilization of micro�uidic devices (valves,
pumps, mixers, reactors, sensors and actuators, or three-dimensional channel networks) have
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found many applications in the devised bulk transport and separation, identi�cation, synthesis,
and manipulation of a wide range of chemical and biological species [1–6]. It is an advance-
ment that becomes particularly important for the lab-on-a-chip concept [7] where transport
processes including the e�cient mixing of micro- and nanoliter liquid volumes, the con-
trol and enhancement of reaction rates, heat and mass transfer, as well as the selectivity of
chromatographic separations occur on much smaller time and length scales than traditional
engineering technologies. With channel diameters from several to a few hundred micrometers
(inherently placing micro�uidics into the low-Reynolds number hydrodynamics regime) and
channel lengths approaching centimeter dimension, these systems permit a miniaturization of
chemical processes and large-scale integration of engineering principles, allowing fast response
times at low operational costs [6].
Concerning the bulk transport of liquid through a micro�uidic channel electroosmosis can

o�er distinct advantages over pressure-driven �ow. Electroosmotic �ow (EOF) is generated
by interaction of an externally applied electrical �eld with that part of the electrolyte solution
that has become locally charged at the interface to the stationary and oppositely charged solid
surface of the con�ning porous medium [8, 9]. The extension into the bulk solution of the
�uid-side domain of this electrical double layer can be as small as a few nanometers compared
to a channel diameter of micrometer dimension, a fact that has some important consequences
for the EOF dynamics under these conditions [10]. First, from a macroscopic point of view,
bulk liquid moves as in plug �ow, i.e. the velocity apparently slips at the wall, which is in
contrast to the parabolic velocity pro�le typical for Poiseuille �ow. Second, because the ratio
of electroosmotic to hydraulic volumetric �ow rates (at �xed potential and pressure gradient) is
inversely proportional to the squared channel diameter, the EOF becomes increasingly e�ective
in liquid transport through the �ner channels as their size is reduced. Thus the bene�t of using
EOF is that chemical and biological species may be easily transported in micro�uidic devices
over comparatively long distances with negligible mass transfer resistance. Hydrodynamic
dispersion can then be limited almost to that by longitudinal di�usion alone which has been
demonstrated experimentally [11, 12].
Stimulated by the enormous potential and accompanying need for a far more detailed char-

acterization of the electrokinetically driven mass transport in microfabricated (or microchip)
devices, numerical simulation of EOF in micro�uidic channels has received increased at-
tention over the past few years [13–28]. These investigations have revealed that, in good
agreement with available experimental data, the transport characteristics of the EOF in mi-
crochannels clearly depend on the properties of the working �uid and the geometrical (and
physico-chemical) parameters of the surface. For example, the work of Gri�ths and Nilson
[16] which is based on a direct solution of the governing transport equations demonstrates
that, over a wide range of conditions, the longitudinal dispersion coe�cient of a neutral,
non-reacting solute in EOF may be many orders of magnitude smaller than for the parabolic
or nearly so velocity distribution in pressure-driven �ow. Ermakov et al. [15] used a 2D
code to address the electrokinetic species transport with respect to some basic micro�uidic
elements. They considered the sample focusing in a channel cross and sample mixing at a
T-junction. Patankar and Hu [14] carried out 3D �ow �eld simulations to investigate EOF
behaviour at a channel cross, while Bianchi et al. [17] used �nite element-based simulations
to describe �ow division at a decoupling T-junction, encountering combined electroosmotic
and pressure-driven �ows. Fu et al. [25] presented a physical model and numerical method
for studying geometrical e�ects on the performance of electrophoresis microchips. Erickson
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and Li [27] utilized 3D �nite element-based numerical simulations to resolve the in�uence of
a heterogeneous surface charge distribution on local �ow circulation in the bulk liquid under
the aspect of sample mixing in a T-shaped micromixer. While these numerical approaches
provide valuable insight into �ow behaviour in relatively simple channel geometries, tradi-
tional computational �uid dynamics can face drawbacks if higher code �exibility is required,
e.g. when dealing with a more complicated pore space morphology, complex �ows, or code
parallelization.
Over the last decade the lattice-Boltzmann (LB) methods [29–34] have achieved great

success as alternative and e�cient numerical schemes in the simulation of a variety of transport
phenomena in porous media, with a particular emphasis on the dynamics of pressure-driven
�uid �ow through complex materials [34–50]. Besides their �exibility and accuracy in dealing
with the con�ning geometry and actual boundary conditions LB methods are inherently parallel
and, thus, they are ideally suited for high-performance parallel computing. In contrast to the
more conventional numerical schemes based on a discretization of macroscopic continuum
equations, the LB method utilizes mesoscopic kinetic equations to recover the macroscopic
Navier–Stokes equation for �uid motion in the long-time, large-scale limit [34]. Further, early
systematic problems of LB methods like the existence of velocity-dependent pressures and
lack of a Galilean invariance are essentially resolved, and algorithms have been simpli�ed by
the single relaxation time scheme of Bhatnagar et al. [51–53].
Only a few reports have been published so far in which LB simulations also consider

electrokinetic phenomena. Rather recently, the LB method has been implemented to model
high-Reynolds number pressure-driven �ow in micro�uidics, taking into account electroviscous
e�ects that can become important due to the �nite thickness of electrical double layers com-
pared to typical channel sizes [54], and a reasonable agreement with published experimental
data on the friction factor—Reynolds number relation [55] was obtained. Further, in the work
by Nie et al. [56] an extension of the LB method was proposed based on a density-dependent
viscosity model and technique for imposing a slip-velocity at the wall. It was demonstrated
that this approach can capture fundamental characteristics of microchannel �ow. Warren [57]
analysed electrokinetic transport in a parallel-sided slit with a constant electrical charge (or
potential) at this solid–liquid interface. The resulting one-dimensional problem was further re-
strained by assuming a thick electrical double layer compared to the width of the slit. While
this work addresses cases with signi�cant double layer overlap encountered in ultra�ne capil-
laries [58], for many situations with technological relevance, as for the electrokinetic transport
in open-channel microchip devices, a characteristic channel dimension normal to the local �ow
direction becomes (much) larger than the typical thickness of electrical double layers at the
solid–liquid interface. It is this condition, in particular, that needs to be satis�ed in order to
gain full potential of the EOF (compared to pressure-driven �ow) with respect to dispersion
and permeability [59]. Further, most industrial and natural porous media are characterized by
random or hierarchically-structured, but relatively broad pore size distributions, contrasting
with the network of uniformly sized and shaped channels in micro�uidic devices. In the gen-
eral case, bulk transport involves conditions for which the ratio of a local pore radius to the
electrical double layer thickness covers a spectrum from below unity up to several hundreds
[60]. The numerical approach that we present in this work can cope with any geometry and
possible surface heterogeneity and, thus, it will be particularly e�cient in resolving details
of the �ow �eld that govern transport and dispersion in a transient, as well as long-time
asymptotic regime.
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2. ELECTROKINETICS

2.1. Electroosmotic �ow in a micro�uidic channel

Figure 1 illustrates, at di�erent length scales, the basic aspects of electroosmosis in a micro�u-
idic channel with locally �at, smooth surface. When a dielectric solid (e.g. a fused-silica cap-
illary) is contacted with a liquid electrolyte (e.g. a dilute aqueous NaCl solution) an electrical
double layer (EDL) developes at the solid–liquid interface due to ionizable groups of the mate-
rial (dissociation of silanol groups in the above example: ≡Si−OH+H2O⇔ ≡Si−O−+H3O+)
or by ions adsorbing on its surface. The resulting negative charge density of the capillary
(channel) inner wall a�ects the distribution of hydrated sodium (counter)ions in the solution:
In immediate proximity to the surface there exists a layer of ions which are relatively strongly
�xed by electrostatic forces. It forms the inner or compact part of the �uid-side domain of
the EDL and its typical thickness is of the order of only one ion diameter (about 0:5 nm).
The outer Helmholtz plane (OHP, Figure 1(c)) separates inner and di�usive layers which,
together, constitute the EDL. While the ionic species in the di�usive layer undergo Brown-
ian motion, they are also in�uenced by the local electrostatic potential. At equilibrium their

Figure 1. Illustration of electrokinetically driven �ow (electroosmosis) through a straight cylindrical
capillary with �¡0: (a) Experimental set-up; (b) pore-scale velocity pro�le of electroosmotic �ow

(EOF); and (c) distribution of electrical potential in the electrical double layer (EDL).
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accumulation in this region can be described by the Boltzmann equation. The spatial dimension
of the di�usive layer is typically between a few and hundred nanometers.
EOF sets in when an external electrical �eld (Eext =−∇�) is applied. It interacts with

the EDL �eld to create an electrokinetic body force on the liquid. Consequently, the bulk
of liquid is driven by viscous drag via the shear stresses concentrated in the relatively thin
EDL (compared to a capillary radius rc of micrometer dimension). The potential ( ) at the
so-called shear plane separating mobile and immobile phases is the electrokinetic or zeta-
potential (�). For the case considered here (smooth surface, simple ions) � should be close
to, if not coincident with the di�usive double layer potential  OHP (Figure 1(c)). The �uid
velocity rises from zero at the shear plane to a limiting value vmax beyond the EDL where,
from a macroscopic point of view, the liquid seems to slip past the surface (Figure 1(b))

vmax =�eoEext =−�0�r

(
�
�f

)
Eext (1)

�eo denotes the electroosmotic mobility and �f is the dynamic viscosity of the �uid. �0 is the
permittivity of vacuum and �r the relative permittivity of the electrolyte solution. The minus
sign in Equation (1) means that vmax and Eext are in the same direction when � is negative.
Without any externally applied pressure forces and uniform distribution of � along the channel
wall the liquid moves as in plug-�ow as the gradient in  beyond the EDL is negligible. The
thickness of the EDL is characterized by

�D=
(

�0�rRT
F2
∑

i z
2
i ci;∞

)1=2
(2)

where R is the gas constant, T the absolute temperature and F Faraday’s constant, zi is the
valency of ionic species i and ci;∞ its molar concentration in the electroneutral solution. �D is
the Debye screening length and about 10nm for a 10−3M 1:1 aqueous electrolyte solution. In
this case the EDL is much smaller than the radius of micrometer channels (rc=�D¿100) and
the volumetric EOF rate is approximately given by Q= vmaxA (where A is the cross-sectional
area of a channel). However, as the channel diameter approaches submicrometer dimension
and=or as �D increases the EDL cannot be considered as thin any longer (e.g. rc=�D ≈ 10)
and the plug-like velocity pro�le deteriorates towards a parabola, as known for Poiseuille
�ow (rc=�D=2), with an accompanying increase in hydrodynamic dispersion evidenced by
Figure 2 [10, 61].

2.2. General mathematical formulation

The velocity �eld of an incompressible Newtonian electrolyte solution in low-Reynolds number
�ow through a micro�uidic channel is governed by the Navier–Stokes equation

�f

(
@v
@t
+ (v · ∇)v

)
=−∇p+ �f∇2v+ f (3)

where �f is the density of the �uid, v represents the divergence-free velocity �eld (∇ · v=0),
and p denotes hydrostatic pressure. The body force f is related to the volume density of
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Figure 2. Velocity pro�les of EOF in an open-straight, cylindrical capillary for di�erent values of
rc=�D obtained by solution of the momentum balance equation [61]. Externally applied electrical �eld
Eext = 5× 104 Vm−1, �= −0:1V, �r = 80; liquid density and viscosity are 106 gm−3 and 0:89gm−1 s−1,

respectively (at T =298:15 K). The Debye screening length (�D) is 10 nm.

charge �q and the local electrical �eld (E=−∇�) by

f =�qE=−qe∇�
N∑
i=1

zini for i=1; : : : ; N (4)

where qe stands for the elementary charge, ni is the number concentration of ionic species i in
the N -component electrolyte solution, and � denotes the local electrostatic potential governed
by the Poisson equation

∇2�=− �q
�0�r

(5)

The �ux density ji (the number of ions per unit area passing through the surface of a volume
element) is related to the local �uid velocity and gradients in ion density and electrical
potential by the Nernst–Planck equation

ji=
(
v − qeziDi∇�

kBT

)
ni − Di∇ni (6)

where Di is the mass di�usion coe�cient and kB is the Boltzmann constant. Each ionic species
satis�es the following conservation:

@ni

@t
+∇ · ji=0 (7)
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Together with appropriate initial and boundary conditions Equations (3)–(7) describe the
mass transport in systems with arbitrary geometry, distribution (and magnitude) of �, and
aspect ratio. It is important to note that we consider here (cf. Equations (4)–(6)), without
further simpli�cation, the local electrostatic potential in the channel which, in general, includes
contributions from both the EDL and Eext. Further, the presented description does not rely on
the Boltzmann distribution for electrical charges in the di�usive part of the EDL applicable
only at thermodynamic equilibrium. It would assume that this distribution remains undisturbed
by external convective in�uences which is justi�ed only under certain limiting conditions,
e.g. at low Peclet number in channels of arbitrary geometry and for a uniform distribution
of � [13].
In this work we consider fully developed, steady, isothermal EOF in the micro�uidic chan-

nel. It eliminates time derivatives in Equations (3) and (7), as well as the need for initial
conditions. Thus, we remain concerned with the following set of coupled equations:

�f (v · ∇)v=−∇p+ �f∇2v − qe∇�
N∑
i=1

zini (8a)

∇ · v=0 (8b)

∇2�=−qe
N∑
i=1

zini=�0�r (8c)

v∇ni − Di∇2ni − qeziDi

kBT
∇ · (ni∇�)=0 (8d)

2.3. Boundary conditions

Because the length of a micro�uidic channel is large compared to heterogeneities in the �ow
�eld and species transport on any length (and associated time) scale we assume longitudinal
spatial periodicity [62]. Consequently, our description reduces to that of a representative unit
(Figure 3(a)) with periodic (outer) boundary conditions

[|�|]=C; [|ni|]= 0; [|v|]= 0 (9)

where C is a constant related to the conditions of an experiment (including pH, the elec-
trolyte concentration, Eext, surface adsorption, or temperature) and [| : : : |] denotes the di�erence
between values of a function at opposite points lying on the corresponding unit boundaries.
The outer boundary conditions have to be complemented by inner boundary conditions

which de�ne the values of the electrical potential (or charge), �ow velocity and species num-
ber concentrations at the solid–liquid interface. The common no-slip and normal-zero-�ux
conditions are recognized at this interface for the �uid �ow velocity and number concentra-
tions, respectively

v = 0 (10a)

� · ji = 0 (10b)

where � is the outer normal to the solid–liquid interface. In turn, an electrical boundary
condition can be represented by either the surface charge density or zeta-potential. Since
these characteristics, in particular, depend on both the nature of contacting media and the local
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Figure 3. Discretization and approximation of the solution domain: (a) Capillary scale. Spatial
periodicity reduces the description to that of a representative unit with periodic boundary conditions;
(b) Solid–liquid interface. The solution domain is represented by a set of uniform cubic cells; and

(c) Single L-cell. Entry and exit �ux density components.

environment, e.g. the interfacial space morphology or the local pH, they can be considered, in
general, as spatially variable quantities. Thus, the electrical boundary conditions at the solid–
liquid interface can be imposed in two alternative ways: by given surface charge density (	)
or zeta-potential (�) distribution, respectively

� · ∇�=− 	(r)
�0�r

(11a)

or

�= �(r) (11b)

The former equation corresponds to the Neumann-type, the latter to the Dirichlet-type bound-
ary condition.
This presentation of inner boundary conditions assumes that the boundary values of all

quantities (�ow velocity, species �ux, surface charge density, zeta-potential) are related to
the same location. In fact, while the no-slip and normal-zero-�ux conditions, as well as the
surface charge density are recognized directly at a solid–liquid interface, the zeta-potential is
de�ned with respect to the shear plane (Figure 1(c)). However, since this plane is located in
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immediate proximity (≈ 0:5nm) to the solid–liquid interface, it is assumed that these surfaces
coincide.

3. COMPUTATIONAL METHODS

3.1. General scheme

To solve the system of time-independent partial di�erential equations (Equations (8a)–(8d))
subject to inner and outer boundary conditions (Equations (9)–(11)) we implemented an
iterative scheme (Figure 4). At each iteration �rst the coupled Nernst–Planck and Poisson
equations (Equations (8c) and (8d)) were solved numerically. Then, the Navier–Stokes equa-
tion (Equation (8a)) together with the continuity equation (Equation (8b)) were solved. The
iterative solution had continued until convergence of the �ow �eld was reached. As initial
guess we used zero �ow �eld, as well as bulk number concentrations and the electrical poten-
tial distribution caused by the applied �eld. This contribution to the local electrical potential
is assumed to be point-wise constant during iterations.
Thus, the numerical scheme requires solution of Poisson, Nernst–Planck, and Navier–Stokes

equations (where the last problem is, by far, the more di�cult computational task). While

Figure 4. Flow-chart of the computational scheme employed for the PNP–LB (Poisson–Nernst–Planck
coupled with lattice-Boltzmann) simulations.
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we employed traditional �nite-di�erence methods to resolve the �rst two problems, the lattice-
Boltzmann method has been applied for solution of the Navier–Stokes problem.

3.2. Geometry and discretization of the solution domain

A uniform mesh has been utilized for numerical solution of all of the above-mentioned prob-
lems. Thus, the solution domain can be represented by a set of equal cubic cells of size h
(Figure 3(b)). Cells were divided into two subsets, i.e. cells having their geometrical centre
in the liquid phase (L-cells) or in the solid phase (S-cells). During a simulation the electrical
potential, charge number concentration, and �uid velocity are determined at the centres of
only the L-cells. S-cells adjacent to L-cells are considered as interface cells and the actual
values of physical quantities at their centres are used as boundary values.

3.3. Numerical solution of the Poisson–Nernst–Planck problem

The �nite-di�erence scheme for solution of the Nernst–Planck equation is based on the total
�ux density in an L-cell. For steady-state the net �ux is zero. This situation can be represented
by entry and exit components on each of the six cell surfaces (Figure 3(c))

jx;+k; l;m + jx;−k; l;m + jy;+k; l;m + jy;−k; l;m + jz;+k; l;m + jz;−k; l;m=0 (12)

where k; l, and m de�ne the discrete co-ordinates of a cell. If an L-cell is not lying adjacent to
the interface each of the �ux density components is expressed in terms of the �ow velocity,
concentration, and electrical potential at the centre of a given and neighbouring points. For a
particular species, for example, we have

jx;+k; l;m =
vxk+1; l;m + vxk; l;m

2
nk+1; l;m + nk; l;m

2
− D

nk+1; l;m − nk; l;m

h

− qezD
kBT

nk+1; l;m + nk; l;m

2
�k+1; l;m −�k; l;m

h
(13)

If an L-cell is adjacent to the interface and the normal-zero-�ux boundary condition is ap-
plied, the corresponding term in Equation (12) is eliminated. By assuming that interface and
boundary values lie on the border between L- and S-cells the distance h=2 (instead of h)
should be used. This is consistent with the location of the no-slip wall in LB simulations
based on the bounce-back boundary condition [63]. By using similar expressions for the other
�ux components, substituting into Equation (12), and solving the equation for nk; l;m one can
obtain an explicit expression for calculation of its updated value. It is determined by the
concentration values from a previous iteration, as well as with the �ow velocity and electrical
potential values in a given and neighbouring cells. We used an SOR scheme to get a more
rapid convergence

˙nk; l;m =!nk; l;m + (1− !)�nk; l;m (14)

where ˙nk; l;m is updated number concentration at current iteration, �nk; l;m is the number con-
centration from previous iteration, and ! is the relaxation parameter. Then, updated number
concentration values for each species in all cells are used for solution of the Poisson equation.
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Its �nite-di�erence representation is

−
∑

nk; l;mzqe
�0�r

=
2

hk+1=2 + hk−1=2

(
�k+1; l;m −�k; l;m

hk+1=2
− �k; l;m −�k−1; l;m

hk−1=2

)

+
2

hl+1=2 + hl−1=2

(
�k; l+1; m −�k; l;m

hl+1=2
− �k; l;m −�k; l−1; m

hl−1=2

)

+
2

hm+1=2 + hm−1=2

(
�k; l;m+1 −�k; l;m

hm+1=2
− �k; l;m −�k; l;m−1

hm−1=2

)
(15)

where, for example, hk+1=2 is the distance between the centres of cells (k+1; l; m) and (k; l; m);
the summation should be made over all ionic species. As for the Nernst–Planck equation, this
expression needs to be modi�ed if the cell is adjacent to the interface, by replacing either
the corresponding distance h by h=2 (Dirichlet boundary condition) or the corresponding
potential di�erence by 2	=(h�0�r) (Neumann boundary condition). By applying the traditional
Gauss–Seidel iterative procedure Equation (15) allows to obtain an explicit expression for
determination of the updated value of electrical potential which, in the case of the Dirichlet
boundary condition, can be written as,

˙

�k; l;m =
(

1
hk+1=2hk−1=2

+
1

hl+1=2hl−1=2
+

1
hm+1=2hm−1=2

)−1

×
(∑

nk; l;mzqe
2�0�r

+
hk−1=2 ��k+1; l;m + hk+1=2

˙

�k−1; l;m
hk+1=2hk−1=2(hk+1=2 + hk−1=2

)

+
hl−1=2 ��k; l+1; m + hl+1=2

˙

�k; l−1; m
hl+1=2hl−1=2(hl+1=2 + hl−1=2)

+
hm−1=2 ��k; l;m+1 + hm+1=2

˙

�k; l;m−1
hm+1=2hm−1=2(hm+1=2 + hm−1=2)

)
(16)

The calculations of the number concentration and electrical potential stop when the conver-
gence rate


PNP =

√√√√∑k; l;m(
˙

�k; l;m − ��k; l;m)2∑
k; l;m

��
2
k; l;m

(17)

becomes less than the prede�ned value �PNP (PNP≡Poisson–Nernst–Planck), which is typi-
cally set to 10−6.

3.4. The lattice-Boltzmann algorithm

The electrolyte solution as a statistical system can be described in terms of a distribution
function F(r; u; t) de�ned such that F(r; u; t) dr du gives the number of �uid molecules which,
at time t, are located between r and (r+dr) and have velocities in a range from u to (u+du).
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Macroscopic quantities like the �uid density �f and the velocity v can be determined by
momentum integration of this distribution function

�f (r; t)=
∫

MmF(r; u; t) du (18)

and

v(r; t)=
1

�f (r; t)

∫
MmuF(r; u; t) du (19)

where Mm denotes molecular mass. The evolution of the distribution function can be described
by the following equation:

F

(
r+ u dt; u+

F
Mm

dt; t + dt
)
dr du=F(r; u; t) + �(F) dr du dt (20)

where F is the acting external force and � denotes the collision operator. It is well known
that the macroscopic properties are not directly dependent on the details of the microscopic
behaviour, but are mainly de�ned through interactions between molecules expressed, for ex-
ample, by an appropriate collision operator. Thus, the transition toward a simpli�ed dynamics
with discrete space, time and molecular velocities is feasible. The discrete analogy of Equation
(20) is

F�(r+ e�	t; t +	t)=F�(r; t) + ��(F�) +	tF� (21)

where F� is the distribution function for the �th discrete velocity e� at position r and time t,
and 	t is the time step. In this work we are concerned with a modi�cation of the LB approach,
the so-called lattice-BGK (Bhatnagar–Gross–Krook) model [34, 52], being characterized by the
discrete Boltzmann equation with a single-time relaxation collision operator

F�(r+ e�	t; t +	t)=F�(r; t) +
1

[Feq

� (r; t)− F�(r; t) +	tF�] (22)

where F
eq
� represents the equilibrium distribution function and  is a non-dimensional relax-

ation time. For the D3Q19 lattice-BGK model [32] F
eq
� can be expressed by,

Feq
� =�fw�

[
1 +

3
c2s
e� · v+ 9

2c4s
(e� · v)2 − 3

2c2s
v · v
]

(23)

where cs is the speed of sound and w� is a weighting factor depending on the length of the
vector e� given by [52]

w�=



1=3; �=0 (rest particle)

1=18; �=1; 2; : : : ; 6 (nearest neighbours)

1=36; �=7; 8; : : : ; 18 (next-nearest neighbours)

(24)

Incorporation of a body force term caused by the interaction of the EDL �eld with the
externally applied electrical �eld into the discrete Boltzmann equation was performed using
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the method described by Guo et al. [64]

F�=
(
1− 1

2

)
w�

[
e� − v
c2s

+
(e� · v)

c4s
e�

]
·F (25)

To satisfy the no-slip boundary condition for velocity at the solid–liquid interface, we em-
ployed the conventional bounce-back scheme, where momentum from an incoming particle is
bounced back in opposite direction when it hits the wall.
After each iteration the divergence rate


NS =

√∑
k; l;m(

˙vk; l;m −�vk; l;m)2∑
k; l;m �v

2
k; l;m

(26)

is calculated and compared with a prede�ned value of �NS (NS≡Navier–Stokes). The simu-
lation stops when 
NS¡�NS (typically 10−4) is satis�ed.
Here, it should be noted that the overwhelming majority of real electrokinetic systems

operates in the low-Mach number limit which is a necessary condition for application of the
LB method. Typical EOF velocities are of the order of a few millimeters per second which
is much less than the speed of sound in liquid media.

4. RESULTS OF SIMULATIONS

4.1. Homogeneous equilibrium double layer

Although the presented model is capable of dealing with both arbitrary distribution of �
and geometrical con�guration of the solid–liquid interface, we started to simulate EOF in
relatively simple systems for which either an analytical solution to the problem exists or the
results of other numerical simulations are available for comparison. Quantitative analysis of
computed �elds of a physical quantity 
 (e.g. species number concentration or �ow velocity
components) is based on the global relative error � de�ned with respect to some appropriate
reference value

�=

√∑
(
−
ref )2√∑


2ref
(27)

In particular, for the lattice-Boltzmann EOF velocity �eld in a homogeneous capillary the
reference values may be obtained by numerical solution of the momentum balance equation
using the Runge–Kutta method.
To test the adequacy of the model for simulating electrical charge distributions in the

di�usive part of the EDL (cf. Figure 1(c)) we begin with an isolated, homogeneous solid–
liquid interface for which the typical dimension of surface roughness is smaller than the EDL
thickness, and simulate the ionic number concentration in the electrolyte in contact with this
surface by solving the Poisson and Nernst–Planck problems. At equilibrium, without concen-
tration gradients and any externally applied �eld, the electrical potential distribution can be
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obtained from the Poisson–Boltzmann equation

∇2 =− qe
�0�r

N∑
i=1

zini;∞ exp
(

−qezi 
kBT

)
(28)

where the local concentration is determined by the Boltzmann distribution

ni= ni;∞ exp
(

−qezi 
kBT

)
(29)

The analytical solution of Equation (28) (the starting point of the Gouy–Chapman description
[65] of the di�usive EDL) for a charged, �at surface, a symmetrical 1:1 electrolyte such as
NaCl (z1 =−z2 = z), and an arbitrary magnitude, but uniform distribution of the zeta-potential
(�) is [66]

 (x)=
2kBT
qez

ln



1 + e−x=�D tanh

(
qez�
4kBT

)

1− e−x=�D tanh
(

qez�
4kBT

)

 (30)

where x is the distance from the surface. For values of � low enough (below ca. 25 mV)
Equation (30) reduces to the so-called Debye–H�uckel equation,  (x)= �e−x=�D . Results for the
distribution of net electrical charge density based on the analytical solution (Equations (29)
and (30)) and the numerical treatment outlined in Section 3.3 are shown in Figure 5. Because
�D appears as characteristic decay length for the potential, we analysed the global relative error
in dependence of the grid resolution with respect to �D (see inset). As electrolyte we consid-
ered an aqueous solution of NaCl at 298:15 K with concentration (9:43 × 10−4 M) adjusted
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Figure 5. Distribution of net electrical charge in the EDL at a �at solid–liquid interface (the open circles
are the results of the numerical solution, solid line: analytical solution) and dependence of the global

relative error (�cd) on the grid resolution with respect to the double layer thickness (inset).
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such that �D is 10nm (Equation (2)), while the surface is characterized by �=−100mV. One
conclusion to be drawn from Figure 5 is that the net charge density (cd) away from a charged
surface can be computed with global relative errors (�cd) better than 2% for a grid resolution
�D=h of 1 and higher (�cd = 0:59% for �D=h=30) by using the Poisson–Nernst–Planck solver
described above (in Section 3.3). It is further evident that after a distance of about 5�D

from the surface the solution is practically electroneutral. Recalling that this distance is about
50 nm under the present set of conditions, it is only a thin liquid layer close to the interface
that becomes locally charged, in general, when considering electrolytes con�ned by pores of
micrometer dimension.

4.2. Straight, homogeneous cylindrical capillary

As a next step, we simulated EOF in a straight, homogeneous cylindrical capillary. The spatial
homogeneity of this system alleviates the use of an iterative procedure for obtaining the steady-
state velocity �eld. Ionic number concentrations are not disturbed by forced convection. Thus,
the Poisson–Nernst–Planck solver and LB-code are run only once. Because there is no general
analytical solution available for the EOF problem in a cylindrical capillary, the simulated
velocity �eld was compared with one obtained by numerical solution of the one-dimensional
momentum balance equation [61]

d2vx
dr2

+
1
r
dvx
dr
=
2Eextqen∞

�f
sinh

(
qe 
kBT

)
(31)

The solution of this equation provides the radial distribution of axial EOF velocities in the
cylindrical capillary. Equation (31) was solved with a very �ne resolution (2×105 points per
channel diameter). Further, the use of di�erent capillary radii allowed to realize aspect ratios
rc=�D from 10 to 100. Figure 6 compares velocity pro�les obtained by both procedures. As
was already emanating from Figure 5, an applied electrical �eld will be interacting with the
electrolyte solution only in the EDL where the liquid has acquired a net charge. Thus, the
driving force for EOF is not constant over the capillary diameter: it dominates in vicinity
of the capillary wall, but soon becomes zero in the central region of the capillary lumen.
There, motion of bulk liquid is caused by a viscous drag force leading to the plug-like
velocity distribution beyond the slipping plane (Figure 1(b)). The dependence of the global
relative error �vf of the axial component in a velocity �eld (vf) on the spatial resolution
with respect to the capillary radius is demonstrated in Figure 7 for various aspect ratios. It
should be mentioned that the error associated with the spatial resolution manifests itself in
an inaccuracy of both the calculated electrical charge distribution (which, in turn, is a�ected
by the simulated electrical potential distribution) and velocity �eld. This can explain why the
total error �vf does not exhibit the squared dependence on grid resolution which is inherent
individually in the �nite-di�erence and LB methods. Nevertheless, one can achieve higher
accuracy by grid re�nement, e.g. the use of 100 grid points over a capillary radius rc resulted
in �vf of less than 6% (for all aspect ratios). On the other hand, the computational time grows
with the third power of the spatial resolution.
The complete simulation of EOF in a cylindrical capillary (for rc=h=50) took about 15

CPU minutes per cross-sectional layer for one computer node. In general, simulations were
performed on a Hewlett-Packard Superdome at the Otto-von-Guericke-Universit�at Magdeburg,
Germany.
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Figure 6. EOF velocity �eld in an open-straight, cylindrical capillary with homogeneous and smooth
surface: solution of the momentum balance equation (top) vs the PNP–LB approach (bottom) for:

(a) rc=�D=10; and (b) rc=�D=100. The same conditions as in Figure 2 have been used.

4.3. Straight cylindrical capillaries with axial and angular inhomogeneities in electrokinetic
potential

Then, we modelled EOF in cylindrical capillaries with a destinated axial and angular dis-
tribution of the zeta-potential (Figure 8). This con�guration can be considered as simpli�ed
approach for dealing with a heterogeneous surface charge distribution in porous media under
more general conditions. In fact, the spatial scale of locally varying electrical potential is often
signi�cant with respect to the thickness of the EDL, and it can have a number of reasons.
For example, it can already be introduced by the inherent manufacturing process of a mate-
rial, speci�c ageing, the storage conditions, chemical reactions, or the eventually irreversible
adsorption of molecular or colloidal species on the surface, with a concomitant change of
local roughness and electrokinetic properties [61, 67–73]. Consequently, the favourable, i.e.
plug-like EOF velocity pro�le becomes disturbed by induced pressure gradients resulting from
an axial variation of the surface charge at the inner wall of a micro�uidic channel [71–74].
In turn, this necessarily leads to additional hydrodynamic dispersion. The problem becomes
especially severe for the transport of sample mixtures containing large biomolecules such as
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Figure 7. Global relative error of a simulated velocity �eld (�vf ) relative to the solution of the momentum
balance equation: accuracy of the followed PNP–LB approach depending on the spatial resolution with
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Figure 8. Inhomogeneous charge distributions (discrete patterns) at the inner wall of the cylindrical
capillary: (a) Surface charge pattern 1 (P1): Step changes of � in the axial direction, angular uniformity;

and (b) P2: Step changes of � in the angular direction, axial uniformity.

proteins, peptides or DNA [75] which are charged and, thus, can interact strongly with the
often oppositely charged surface through hydrophobic and electrostatic mechanisms. As their
adsorption progresses in time, it continues to cause unreproducible local, as well as average
EOF velocities and a signi�cant loss of resolution in the separation of individual compo-
nents due to increased axial dispersion and a strong tailing in the residence-time distributions
characterized by non-Gaussian shape.
In general, local variations in electrical potential produce a non-uniform electrokinetic driv-

ing force that requires local (positive or negative) pore pressure for compensating the asso-
ciated momentum in an incompressible �uid [71–74]. Unfortunately, the actual spatial and
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Figure 9. Local �ow pro�les in the capillary with surface charge pattern P1 (cf. Figure 8(a)).
Velocity distributions in the central cross-section of each segment: (a) segment A (�=−100mV); and
(b) segment B (�=0mV). The Debye screening length (�D) is 10 nm and rc=�D=100; Eext =5× 104 V m−1,
liquid density and viscosity are 106 gm−3 and 0:89 gm−1 s−1, respectively, �r = 80; T =298:15 K.

temporal distribution of electrical potential in a real porous medium usually is unknown
making it di�cult to study on a quantitative basis. On the other hand, this e�ect may be tai-
lored, e.g. for enhanced micro�uidic mixing, by employing surfaces with a patterned charge
distribution [27, 76]. For example, Stroock et al. [76] studied EOF driven by two patterned
geometries in rectangular microchannels in the limit of a thin EDL. They considered variations
of surface charge both parallel and perpendicular to the applied electrical �eld: While a recir-
culating �ow develops in the former case, multidirectional �ow along the �eld and channel
axis results in the latter [76]. Because these types of pattern act as a basis from which more
general three-dimensional �ows may be constructed and the �uid mechanical consequences
of (non)intended surface charge distributions in micro�uidic environments be evaluated [77],
we treated similar zeta-potential distributions in cylindrical capillaries (Figure 8). The �rst
pattern (P1) consists of cylindrical segments with spatially constant non-zero and zero zeta-
potential, alternating in the axial direction and having the length l=2rc. The second pattern
(P2) contains half-cylinders with zeta-potentials of opposite sign, but identical magnitude. The
EOF simulations were carried out with a computational resolution of rc=h=100 (�D=h=2).
Characteristic local velocity distributions for steady, fully-developed �ow resulting when an
external electrical �eld is superimposed on the EDL �eld in a general electrolyte solution in
contact with surface patterns P1 and P2 are shown in Figures 9 and 10, respectively.
The EOF in capillaries with heterogeneous distribution of surface charge (or value of �)

has been the topic of several previous studies. Anderson and Idol [67] have developed an
in�nite-series analytical solution for EOF through a cylindrical capillary with zeta-potential
varying periodically and solely in the axial direction. Using a similar approach Long et al. [74]
obtained an explicit solution for speci�c surface charge defects. Herr et al. [71] considered
the EOF in a cylindrical capillary with step-change in � in the axial direction and obtained
good agreement with their experimental data. Poto�cek et al. [68] and Ren and Li [61] have
numerically studied velocity distributions for EOF in circular microchannels for various non-
uniform distributions of �. More recently, Gleeson [78] developed an analytical solution for
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Figure 10. Simulated axial velocity distribution in a cross-section of the open cylindrical
capillary with surface charge pattern P2 (cf. Figure 8(b)) for rc=�D=100 (rc = 1 �m) and

the same conditions as in Figure 9.

the EOF problem in a cylindrical capillary with random zeta-potential distribution. It should
be noted that all of the above-mentioned studies were dealing with an axisymmetrical hetero-
geneity only. Moreover, but except for the work of Ren and Li [61], they assumed a small
EDL thickness which allowed to replace the no-slip boundary condition for the velocity at the
solid–liquid interface by the Helmholtz–Smoluchowski apparent-slip velocity (Equation (1))
and simplify the analytical solution. Ghosal [72] presented a theory for EOF in channels of
arbitrary cross-sectional geometry and distribution of � in the lubrication-limit where all axial
variations exist on length scales that are large with respect to a characteristic microchannel
width, but the assumption of a thin EDL also has been involved in that theory. Thus, reference
values for a quantitative analysis of the accuracy with which LB �ow �elds were computed
can be obtained only on the basis of this approximation. It should be pointed out that the
slip boundary condition eliminates a �uid region close to the surface where the velocity rises
from zero to the bulk value at the slipping plane. Since the thickness of this region does not
depend on the channel geometry, the relative contribution of that simpli�cation to the total
error decreases with increasing channel diameter (or characteristic transverse dimension).
For a thin EDL the relation between local �ow velocity and radial position in capillary

segments A or B of P1 (Figure 8(a)) can be expressed by [71]

vseg(r)=−�0�rEext
�f

[
�seg + 2(�av − �seg)

(
1− r2

r2c

)]
(32)

where �av is the average value of � at the capillary inner wall (for P1 �av =−50 mV) and
rc denotes the capillary radius (the subscript ‘seg’ refers to �=0 mV or �=−100 mV, re-
spectively). The velocity pro�les calculated by using Equation (32) and compared to those
obtained from simulated LB �ow �elds are shown in Figure 11. The low-velocity region close
to the capillary wall in the computed �ow �eld reduces average velocity relative to the value
de�ned by integration of Equation (32) along the radial direction. However, as mentioned
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Figure 11. Capillary with pattern P1. Comparison of the simulated intrasegmental velocity pro�les with
the analytical solution [71]: (a) Central cross-section of segment A (�=−100 mV); and (b) central

cross-section of segment B (�=0 mV).

above, the discrepancy decreases with an increasing aspect ratio, e.g. the di�erence between
simulated and calculated mean velocities for rc=�D=100 is only 0.45%, while it is 9.7% for
rc=�D=20 and 16.7% for rc=�D=10.
In contrast to the discrete axial heterogeneity of P1, the second pattern (Figure 8(b))

is characterized by an azimuthal inhomogeneity. The velocity �eld for P2 can be obtained
in the lubrication limit [72] by numerical solution of the boundary-value problem in polar
co-ordinates for an e�ective potential �(�; �) (� and � are radial and azimuthal co-ordinates)

1
�

@
@�

(
�
@�
@�

)
+
1
�2

@2�
@�2

= 0;
�(rc; �)|06�¡�=−�

�(rc; �)|�6�¡2�= �
(33)
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The �ow velocity then can be determined from Equation (1) by replacing the local electrical
potential  by the e�ective potential �, and a solution of this problem (Equation (33)) may
be obtained via the following expansion [72]:

�=−�̃0 −
∞∑
m=1
[�̃m exp(im�) + �̃

∗
m exp(−im�)]�m (34)

where �̃m (m=0; 1; : : : ;∞) is the complex Fourier transform

�̃m=
1
2�

∫ 2�

0
�(�) exp(−im�) d� (35)

It should be pointed out that a quantitative evaluation of the di�erences between the two
discrete velocity �elds obtained (i) by numerical solution of this problem (Equations (33)–
(35)) and (ii) from computer simulation becomes di�cult due to the di�erent co-ordinate sys-
tems. While the numerical solution requires the utilization of the polar or, at least, cylindrical
system, the PNP–LB computer simulations are realized in the cartesian co-ordinate system.
As a result, we have two sets of points corresponding to the polar mesh and rectangular grid.
Therefore, we analysed the two velocity �elds by using some of their characteristic prop-

erties. It is obvious that, due to the antisymmetry of the zeta-potential distribution in P2
with respect to a centre plane passing through the wall points where the sign of � changes,
the velocity distribution should possess a similar antisymmetry and any net volumetric �ow
through the capillary should vanish. Indeed, the simulated velocity �eld demonstrates such
‘self-compensation’ (Figure 10) by a deviation of the average velocity from zero of less
than 10−6% as compared to the average velocity in the capillary with uniform zeta-potential
(�=−100 mV).
The velocity pro�les in the plane [�=�=2; 3�=2], which is perpendicular to the antisymmetry

plane, obtained by solution of the problem in Equations (33)–(35) and by computer simula-
tion are shown in Figure 12. Since electromotive forces are e�ective only in a small region
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Figure 12. Comparison of velocity distributions in the plane [�=�=2; 3�=2] for the capillary
with surface charge pattern P2.
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Figure 13. Velocity pro�le in a cross-section of the open cylindrical capillary (rc = 1 �m)
with surface charge pattern P2 according to the approach of Ghosal [72]. The same

conditions as in Figures 9 and 10 have been used.

close to the wall of the capillary, actual di�erences in the velocity pro�les should be ex-
plainable by the respective velocity boundary conditions. While the slip-condition assumes a
discontinuous change of velocity at points where � changes its sign (Figure 13) our simulated
�ow �eld (Figure 10) here demonstrates a more realistic, smooth transition. As already shown
for the surface charge pattern P1, the global relative error in the �ow �eld associated with the
no-slip violation soon becomes signi�cant as the aspect ratio rc=�D is reduced below 50. In
this region (rc=�D¡100) the slip-condition should be used with care concerning a numerical
investigation of the EOF and resulting hydrodynamic dispersion. Consequently, this approxi-
mation does not appear useful in simulating �ow through complex porous media with broad
range of aspect ratios (1≈ rc=�D�1), and the more general approach described in this work
could be followed.

5. CONCLUSIONS AND OUTLOOK

We have presented a numerical method for three-dimensional simulation of EOF in micro�u-
idic channels and devices. It is applicable to structures with arbitrary pore space morphology
(including their geometry, as well as topology) and an arbitrary distribution of the electroki-
netic potential at the solid–liquid interface. This also covers the existence of random pore-size
distributions and, as a consequence, the possibility of �nding any range of aspect ratios in
a particular medium. Coupled hydrodynamic, electrostatic, and mass transport problems were
solved. In this work, the hydrodynamic problem has been treated with the lattice-Boltzmann
method. Straight capillaries were chosen as model systems due to the possibility of com-
paring simulated data with the analytical solution and results of other numerical simulations
for simple system con�gurations, in the e�ort to present a basis for e�cient modelling of
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electrokinetic phenomena in more complex porous media. Good agreement was obtained for
di�erent benchmark cases.
It should be mentioned that, in general, a further increase in the numerical accuracy of

the presented approach can be achieved without additional cost of computational time by
an implementation of multiscale schemes, e.g. with locally embedded grids in which the
lattice spacing is re�ned (or coarsened) locally. This approach allows to analyse the �ow
problem with a �ner spatial resolution in regions characterized by larger velocity gradients
and de�ne more accurately curved interfaces [79–82]. However, EOF regions which require
the imposition of �ner computational grids cannot always be recognized a priori [83], and
further work is needed for devising criteria to detect such regions of interest under a given
set of conditions.
A low-Reynolds number EOF dynamics on micrometer scale is not only encountered in

open-channel structures of microchip devices, but also in the voids of microscopically dis-
ordered media like random particulate packings or monoliths [59]. For example, in capillary
electrochromatography, as for most microchip applications, EOF is employed for achieving
signi�cantly less dispersive transport (compared to pressure-driven �ow) of complex mixtures
of (bio)molecular species which are separated on the high-surface area materials to become
identi�ed afterwards, preferably by on-line detection, e.g. via mass spectrometry. Our numeri-
cal approach based on the lattice-Boltzmann �ow �eld under most general conditions can cope
with any geometry and surface heterogeneity, and it will be particularly e�cient in resolving
details of the �ow �eld which govern mass transport and dispersion in a transient, as well as
long-time asymptotic regime. For more complex porous media and �ow patterns the presented
approach can contribute to a derivation of scaling laws for the EOF, involving parameters
such as the Reynolds and Peclet numbers, mass di�usivity, morphology of the medium, or
electrical double layer thickness. However, this also stimulates further investigation of dou-
ble layer resolution e�ects and limits when employing a slip-velocity boundary condition, in
particular with respect to the characteristic lengths in a porous medium, e.g. the sphere or
intraparticle pore diameter in �xed beds of porous spherical particles, continuously changing
channel dimensions and a varying shape, or the spatio-temporal heterogeneity of local surface
charge distributions.
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Electrokinetics in Fixed Beds: Experimental
Demonstration of Electroosmotic Perfusion**
Ulrich Tallarek,* Erdmann Rapp, Henk Van As, and
Ernst Bayer

The concept of an intraparticle forced convection to reduce
the resistance to mass transfer of a stagnant mobile phase in
liquid chromatography has received considerable attention
over the last decade, both from a theoretical and a particle
engineering point of view.[1±9] By tuning the permeability of
the porous particles to typical drops in column pressure, the
actual pressure gradient in a fixed bed may act as a driving
force for an intraparticle flow[10] so that an already small, but
non-zero flow component assists or even dominates the slow
diffusion of large molecules and reduces the hold-up dis-
persion that arises from stagnant zones. An important aspect
in the design of particles has been the hierarchical architec-
ture of the pore network to which several sets of pores may
contribute.[1, 7, 9] The term perfusion chromatography differs
from diffusion-limited operations in that it specifically refers
to any separation process in which the intraparticle velocity is
not zero.[2] However, a mobile-phase perfusion with pressure-
driven flows may be operative only when relatively high drops
in column pressure and particles with large pores (that have a
low adsorptive capacity) are used. In any case, the intra-
particle fluid velocity remains very small compared to the
velocity in the interparticle pore space.

It has also been clearly demonstrated over the last decade
that an electroosmotic flow field in packed capillaries can
offer significantly superior dispersion characteristics relative
to pressure-driven flow.[11±13] The ultimate gain in the per-
formance of an electrokinetically driven mobile phase for
capillary electrochromatography (CEC) thus currently at-
tracts tremendous attention, because it is still unclear which
factors determine the limits of such an improvement and
when the limits actually appear in practice. A study of the
transport phenomena must include a careful consideration of
the effects of the column walls, the column-to-particle
diameter ratio, flow heterogeneity on a macroscopic (column)
and a microscopic (pore) level, intraparticle transport char-
acteristics, as well as film mass transfer resistance.

Electroosmotic perfusion phenomena in combination with
capillary transport models play an important role in many
areas of the physical and life sciences, such as in the

dewatering of waste sludge or the removal of contaminants
from soil.[14] In CEC, which uses the electrokinetics to drive
both the liquid and the (usually charged) solute through fixed
particulate beds, an intraparticle convection mechanism for
improving mass transfer is largely unexplored. Only a few
studies indicate the existence of an intraparticle electro-
osmotic flow (EOF) and the potential that this effect, together
with electrophoretic selectivity, may offer in separation
science.[15±21] In simple electrokinetic terms the Helmholtz ±
Smoluchowski equation implies that the average EOF veloc-
ity in a pore segment of the particles is relatively independent
of the pore geometry if the characteristic dimension, like the
pore radius (rpore), is much larger than the thickness of the
electrical double layer (kÿ1), namely, krpore� 1.[22±25] We then
expect a rather flat flow profile over the cross-section of any
pore and it also suggests that film mass transfer resistance is
negligible in CEC over a wide range of conditions.[26] A
particular feature is that average pore velocities can still be
significant compared to the typical purely diffusive timescales
even when krpore!1 and rpore is only a few nanometers.[22, 23]

For thin electrical double layers, these considerations leave
the intraparticle tortuosity factor (tintra) as one of the most
critical parameters that determine the extent of electro-
osmotic perfusive solute transport. tintra also reflects the pore
connectivity and consequently that fraction of the pore space
which transects the particles without dead-end branching and
should allow a net EOF to develop.[21]

Herein we provide clear evidence for the existence and
enormous impact of an electroosmotic perfusion mechanism
in porous media. We studied the performance of pressure-
driven flows and EOF through a fixed bed consisting of
charged porous particles packed into a capillary by using a
pulsed field gradient NMR method as a noninvasive motion-
encoding technique that operates (on the millisecond time-
scale) directly on the nuclear spin of the fluid molecules (for
example, 1H2O).[27] Detailed descriptions of this approach
concerning its implementation on the capillary dimension and
the application to dispersion, flow, and mass-transfer studies
in chromatographic media have recently been published.[28, 29]

We start with an analysis of the axial dispersion as a function
of the particle PeÂclet number (Pe) for both modes of fluid
flow, then complement these data by the selectively measured
dynamics of the intraparticle mass transfer, and also address
the influence of thermal effects. Our results are finally
discussed in regard to the hierarchical design of these particles
and thereby achieved correlation of pore interconnectivity in
a bidisperse pore network.

The effective axial dispersion coefficient (Dax) is obtained
from the complex NMR signal ED(q) at an observation time
(D) that is sufficient to allow the complete exchange of fluid
molecules between intraparticle and interparticle pore spaces
(steady-state) and the development of a Gaussian displace-
ment distribution [Eq. (1)].[27]

ED(q) ¼ exp (i2pq ´ uavDÿ 4p2q2DaxD) (1)

uav is the column cross-sectional averaged velocity and q is a
wave vector that encodes fluid motion (i2¼ÿ1). Based on
these dispersion coefficients, which include the intraparticle
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mass transfer kinetics, Figure 1 shows a comparison of the
electroosmotic and pressure-driven flows at increasing Pe
(this is better known in chromatography as the reduced
velocity). The EOF shows an overwhelming enhanced per-
formance over pressure-driven flow, and the regime in which

Figure 1. Axial dispersion (Dax/Dm) versus the particle PeÂclet number
(Pe¼ uavdp /Dm) for a 1 mm sodium tetraborate buffer solution at pH 9.13 in
a pressure-driven flow (*) and EOF (*). The 1H NMR measurements were
performed with a special capillary-NMR set up on a 0.5 T electromagnet
with open access,[28, 29] and the charged porous particles were packed in a
250 mm i.d. fused-silica capillary. The diffusion coefficient of water is
Dm(25 8C)¼ 2.25� 10ÿ5 cm2 sÿ1.

molecular diffusion still controls the dispersion (Dax/Dm< 1)
extends to much higher Pe. This has already been shown by
other research groups.[16, 17, 19] However, it is difficult to relate
this improvement quantitatively to any physical mechanism
because these data (as in conventional chromatography) are
acquired over only a limited range of Pe. This range is hardly
sufficient to separate (for example, by a power-law analysis
Dax/Pea) adequately between dispersion processes originat-
ing in the flowing and in the stagnant zones of the packed
bed.[30, 31] In pressure-driven flows stochastic velocity fluctua-
tions in the interparticle pore space cause mechanical
dispersion which grows linearly with Pe, while regions of zero
velocity inside the bed particles and close to their external
surface give rise to nonmechanical contributions that grow as
Pe2 and Pe ln(Pe), respectively.[32] In all cases (flow hetero-
geneity, film mass transfer, and intraparticle diffusion), an
electrokinetically driven mobile phase may show a superior
performance and Dax only reflects the combined kinetics.

To obtain more direct evidence of the operation of an
intraparticle EOF we made a series of NMR measurements
within a temporal domain where the exchange of fluid
molecules between intraparticle and interparticle pore space
environments is not complete over time D (unsteady-state).
Then, ED(q) contains discrete contributions from both fluid
fractions (stagnant and flowing). By extracting the average
number of molecules Aintra(D) that are still remaining in the
spherical particles at times D, this procedure allows a selective
study of the intraparticle mass transfer kinetics [Eq. (2)].[28, 33]

AintraðDÞ
Aintrað0Þ

¼ Anorm(D) ¼ 6

p2

X1
n¼1

1

n2
exp (ÿ4n2BintraD) (2)

In the case of purely diffusive mass-transfer kinetics the
rate constant Bintra can be further analyzed to calculate the
intraparticle diffusion coefficient (Bintra¼p2Dintra/ dp

2) by using
the independently measured average particle diameter (dp).
Figure 2 compares the exchange kinetics for a constant

Figure 2. Influence of pressure and potential gradients on stagnant mobile
phase mass transfer. The solid lines are best fits of the data to Equation (2)
using the pure (a) and effective (b, c) diffusion model. a) Pressure gradient
only (Dintra¼ 1.42� 10ÿ5 cm2 sÿ1). b, c) Effect of a superimposed potential
gradient (E¼ 47.4 kV mÿ1): b) Dap¼ 1.84� 10ÿ5 cm2 sÿ1 (1 mm sodium tet-
raborate), and c) Dap¼ 2.72� 10ÿ5 cm2 sÿ1 (3 mm sodium tetraborate) at
pH 9.13.

pressure gradient along the column with those acquired with
an additional potential gradient. While the pressure field
around the porous particles alone has hardly any measurable
influence on diffusion-limited transport (Dintra¼ 1.42�
10ÿ5 cm2 sÿ1), the electric field enhances significantly the
exchange of fluid molecules, and hence increases the intra-
particle mass transfer coefficient Bintra .

This behavior is most probably caused by an electroosmotic
perfusion mechanism (and by the existence of an intraparticle
electroosmotic flow velocity), but can also be influenced by
thermal effects (through the molecular diffusion coefficient
Dm at the actual buffer temperature). In the case of perfusion,
the apparent diffusivity Dap, which is calculated with the
simple diffusion model of Equation (2), in fact resembles a
combination of an intraparticle EOF and molecular diffusion
(Dap>Dintra). This convection-augmented diffusivity[3±5] is a
key parameter in characterizing the improved performance
arising from mobile-phase perfusion and is based on the linear
driving force approximation.[34±36] Figure 2 shows that Dap

even exceeds the molecular diffusivity (Dm) of the fluid at
higher buffer concentration, and thus leaves the tortuosity-
limited regime.

To account for the influence of thermal effects on intra-
particle mass transfer we conducted a series of measurements
at constant temperature within the capillary while increasing
the applied potential gradient (still being the ultimate driving
force for any intraparticle EOF). This effect is achieved by a
variation of the buffer concentration and adjusting the
potential gradient so that the product of electric field strength
(E) and electric current (I) remains constant. The variation of
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the buffer concentration at unchanging EI (and consequently
at the same thermal level) results in an automatic modi-
fication of E. The results shown in Figure 3 demonstrate

Figure 3. Dependence of the stagnant mobile phase mass transfer kinetics
on the electric field strength at a constant level of heat dissipation in the
capillary (EI¼ 2.54 Wmÿ1). While E increases, the buffer concentration
(and the electrical current I) decreases from 25 to 2 mm sodium tetraborate
(and I from 169 to 54 mA).

a clear dependence of the apparent diffusivity on the electric
field strength. This systematic, almost linear, increase in Dap

from 1.67 to 2.02� 10ÿ5 cm2 sÿ1 can only be explained on the
basis of a convective transport mechanism. By contrast, a
constant diffusivity (independent of E) is expected when the
intraparticle mass transfer is purely diffusive, that is, only
achieved by molecular diffusion at the actual (but constant)
buffer temperature. The electroosmotic perfusion will be of
considerable importance in the separation of slowly diffusing
solutes (Dm� 10ÿ5 cm2 sÿ1) and promises intraparticle PeÂclet
numbers well above unity.[21]

To correlate our results with concrete particle character-
istics, we now focus on the topology of the intraparticle pore
network. These hierarchically structured particles are engi-
neered by clustering inter-adhering microspheres in several
steps. The resulting particles consist of two relatively discrete
sets of pores, namely, large gigapores[5] (400 ± 600 nm, with
dpore/dp> 10ÿ2) and macropores (50 ± 100 nm).[37] More impor-
tantly, this hierarchical design produces an excellent correla-
tion of the interconnectivity between these two sets of pores
and minimizes dead-end branching. The gigapores transect
the particle as a whole and form the primary basis for
intraparticle EOF (Figure 4). The macropores are also large
enough to allow an EOF by adjustment of the buffer
concentrationÐwithin a convenient rangeÐto the actual
pore dimensions so that krp� 1. Perfusive solute transport,
which in addition utilizes the set of smaller pores, is impossible
with pressure-driven flows! As the liquid phase is continuous
and incompressible, the volume flow and the radial distribu-
tion of velocities in an interconnected pore depend on fluid
body forces which originate in all neighboring pores, actually
in the medium as a whole. Thus, although the microscopic

Figure 4. Pore network of a hierarchically structured particle with a
bidisperse distribution of pore sizes. In general, the axis of a virtually
isolated pore is at an angle q to the electric field vector E. When krp� 1,
the presence of a pluglike EOF with a linear pore velocity (ueo) propor-
tional to E cosq is suggested. An unfavorable orientation of pores (0< q<

908) reduces or even prevents (q¼ 908) pore-level EOF in this decoupled
single-channel view. In an unconsolidated porous medium, in contrast, all
these pores are usually interconnected.

flow profiles then become convex or concave and deviate
from a perfect plug-flow behavior, it also means that (viscous)
flow through perpendicular pores (q¼ 908) can be achieved.
By contrast, no net flow exists in a dead-end pore.

Thus, a more important aspect concerning the intraparticle
pore network appears to be the pore interconnectivity rather
than the average diameter of the pores. Even for small pores,
the buffer concentrationÐat least within the practical range
that can be obtained, but which is still a wide rangeÐcan be
matched with the pore dimensions, so that krp� 1 (and at
least krp> 1) is guaranteed.

In this context, the tortuosity factor tintra relates the steady-
state intraparticle diffusion coefficient to the bulk molecular
diffusivity (tintra¼Dm/Dintra). By using the value for Dintra

obtained from the diffusion-limited mass-transfer kinetics
(Figure 2) we calculate a tintra¼ 1.58, which is close to values
previously measured for very similar supports.[28] This value
suggests a high correlation of pore interconnectivity and the
small amount of dead-end pores (see Figure 4) in hierarchi-
cally structured media, which is in good agreement with
results of numerical studies (although there is no unique
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Among the more than one hundred anthraquinone natural
products with biaryl axes,[1] phenylanthraquinones,[2±4] like
knipholone (1 a)[2] and 6'-O-methylknipholone (1 b),[3] occupy
a special position: Since they are constitutionally unsymmet-
ric, they are most likely formed biosynthetically by a directed,
enzymatic biaryl coupling and not merely by a ªchemicalº
dimerization of the corresponding monoanthraquinones. A
further hint at such an enzymatic origin of 1 a and 1 b is the
fact that they are optically active and are thus axially chiral.
First isolated by Dagne and Steglich in 1984,[2] knipholone
(1 a) and related phenylanthrachinones have been found in
numerous African plant species of the genera Bulbine,
Bulbinella, and Kniphofia (all Asphodelaceae),[4] which are
widely used in folk medicine.[2, 5]

relation between interconnectivity in a network model and
the experimental tortuosity factor).[9, 21, 38, 39]

Our data demonstrate that a significant enhancement in the
performance of CEC over capillary HPLC lies in the different
dimension of the perfusion mechanism. The intraparticle
tortuosity factor tintra plays a key role in achieving that goal in
both cases, and may also have a sensitive influence on pore
migration for charged solutes. Further development in CEC
particle technology should focus on the minimum pore size of
the through-pore network which still allows a significant
intraparticle EOF at decent buffer concentrations, while
keeping the surface-to-volume ratio of the pore space
attractive for the separation (gigapores, which are used in
pressure-driven flows, are not required for electroosmotic
perfusion). CEC is easily realized with nanoparticles using
hierarchically structured media of micrometer dimension,
which leaves molecular diffusion as the ultimate limitation to
performance.[40, 41] Thus, the perfusive EOF field translates to
an even higher separation efficiency than can currently be
achieved in CEC, increased mass sensitivity in on-line
coupling schemes (such as nano-ESI-MS), and the possibility
of using pressurized CEC for higher analysis speed and flow
stability, without significant increase in dispersion.
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Pulsed field gradient nuclear magnetic resonance studies of electrokinetic flow through a 250µm i.d. cylindrical
fused-silica capillary packed with spherical porous particles (dp ) 41 µm) have revealed the following
phenomena and parameters: (i) An electrokinetic wall effect exists due to a mismatch of zeta-potentials
associated with the capillary inner wall and the particles surface. It results in a transcolumn velocity profile
which depends on the column-to-particle diameter ratio and causes additional longitudinal dispersion. (ii)
Compared to the pressure-driven flow through the porous medium, the intraparticle mass transfer rate constant
is significantly increased under the influence of a potential gradient. This increase also depends on the buffer
concentration via electric double layer overlap. (iii) Fluid molecules in the porous particles remain diffusion-
limited in the presence of a pressure gradient. By contrast, intraparticle Peclet numbers above unity have
been measured for electroosmotic flow and were found to increase with the applied potential difference. (iv)
Interparticle resistance to mass transfer appears to vanish on the pore scale when electric double layers are
small compared to the relevant pore dimension.

Introduction

Hydrodynamic dispersion in porous media arises from the
nonuniformity of the flow pattern and depends on the morphol-
ogy (geometry and topology) of the pore space including
stagnant and low-permeability zones, the actual flow conditions
(Reynolds and Peclet numbers), interactions with the surface
(adsorption and/or reaction), and the type of liquid flow. In this
last respect it has been recognized that a strong, stable
electroosmotic flow (EOF) can offer many advantages over
pressure driven flow in bulk transport of liquid through fixed
beds of fine particles and other granular or fibrous media.1,2

The dynamics of EOF through a single straight cylindrical
capillary includes the following features:

(a) For thin electric double layers, i.e., Debye lengthsλD much
smaller than the capillary radiusrc, the fluid moves as in plug
flow, i.e., the velocity apparently slips at the wall.3,4 Thus, the
correlation length of velocity extremes in the flow field can be
very small. Axial dispersion and boundary layer mass transfer
may become negligible compared to Poiseuille flow, which has
been shown theoretically5,6 and experimentally.7,8

(b) The ratio of electroosmotic to hydraulic flow rates at a
fixed potential and pressure gradient is proportional torc

-2

which has an important implication for electroosmotic perfusive
flow through porous media: Mass transfer usually covers a
hierarchy of lengthscales and the EOF becomes increasingly
effective in liquid transport through finer channels as their size
is reduced (ifλD , rc still holds). Thus, the spatiotemporal
dimension of diffusion-limited mass transfer can be drastically
reduced.

Basic applications of these EOF characteristics are mainly
found in fluid and solute transport through porous media of low
hydraulic conductivity, in cases where still a high volumetric
throughput (not only by preferential channelling through the
largest pores) and/or little flow field dispersion is mandatory.
Those media often have a high electroosmotic conductivity and
the EOF is insensitive to pore size and its distribution over a
wide range of conditions.

Potential areas include miniaturized separation techniques
such as capillary electrochromatography (CEC)9-13 or en-
vironmental processes that use the electrokinetics for in situ
remediation of fine-grained soils.14-17 In CEC, 75-150µm i.d.
fused-silica capillaries are packed with 3-5 µm spherical,
porous adsorbent particles and electric fields up to 105 V/m are
applied to drive the liquid and solute (most often charged
molecules) through the bed. This journey consists of a complex
interplay between electrokinetic driving forces (electroosmosis
and electrophoresis) and specific interactions with the surface
(adsorption and/or reaction). The mobile phase usually is a 0.5-
10 mM buffer solution which givesλD on the order of 1-10
nm.18

Although capillaries19,20and unit cell models21-23 have been
successful in describing the behavior of homogeneous, diluted
and spatially periodic systems, modelling the electrokinetics in
concentrated, disordered, and fractured media appears to be more
complex.24-26 Further, in a fixed bed of spherical porous
particles, for example, which represents a porous medium with
rather discrete bidisperse pore structure due to the high
correlation of interconnectivity between the inter- and com-
paratively small intraparticle pores, fluid transport can involve
conditions under whichλD is of the same order as the
intraparticle pore size, but still much smaller than interparticle
channels. Theories and experimental approaches thus need to
resolve the subdomain and even pore-level EOF in hierarchically
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structured media to address the microscopic and mesoscopic
details of the velocity field underlying flow and dispersion on
a macroscopic scale.

Our studies were motivated by the fact that little is known
about pore-level (microscopic) flow profiles, the column cross-
sectional (macroscopic) velocity heterogeneity, as well as
intraparticle and boundary layer mass transfer in EOF through
randomly packed beds with a far more complex fluid dynamics
than in a single and straight cylindrical channel. For example,
in a pore network individual segments differ with respect to
their orientationθ toward the electric field vectorE, even if
they are otherwise identical. This causes driving-force discon-
tinuities from pore to pore (Epore ) E ‚ cosθ), and because the
liquid phase is continuous and incompressible, it influences the
actual flow profile and average velocity on a pore level. Thus,
the local fluid momentum is balanced by an increase or decrease
in pore pressure which may also develop as a consequence of
a nonuniform local electric field intensity and surface defects,
or if there exists a variation in hydraulic resistance within the
medium.27-29 On a macroscopic level a flow nonuniformity can
be due to the fact that theú-potential associated with the
capillary inner wall (úw) is, in general, different from that of
the particles surface (úp) and so should be their EOF.30,31 This
electrokinetic wall effect further depends on the column-to-
particle diameter ratio.

One particular question is related to the actual magnitude of
intraparticle EOF velocities in CEC with respect to their
interparticle average. Both experimental32-39 and theoreti-
cal31,40,41studies have recently demonstrated that a substantial
gain in performance over pressure driven flow lies in the
electroosmotic perfusion mechanism, i.e., in the generation of
a significant EOF through the finer intraparticle pore network
which, on the other hand, has a much lower hydraulic
conductivity compared to the coarser interparticle pore network.
Intraparticle EOF velocities have already been calculated by
the use of network modeling, but could not be deduced from
experimental studies so far, although the existence of a perfusive
transport was clearly shown. This phenomenon has also
consequences for the electrokinetics of colloidal suspensions
consisting of aggregates which themselves contain a large
number of discrete particles. In contrast to the assumptions in
hard sphere models, these aggregates are actually permeable
and conducting.42

The purpose of this paper is to reveal experimentally these
characteristics of the EOF in a fixed bed of permeable particles.
We have used pulsed field gradient nuclear magnetic resonance
(PFG-NMR)43 to study over discrete temporal and spatial
domains the dynamics of single-phase EOF through a packed
capillary. Our goal was the measurement of inter- and intra-
particle velocities of the perfusive flow field, as well as
intraparticle and boundary layer mass transfer.

Materials and Methods

A 250µm i.d. (365µm o.d.) cylindrical fused-silica capillary
(Polymicro Technologies, Phoenix, AZ) was packed with
spherical shaped porous, hydrophilic particles (POROS 50-OH2
from PerSeptive Biosystems, Framingham, MA). The nearly
Gaussian size distribution has been measured on a Coulter LS
130 (Beckman Coulter, Fullerton, CA) and is shown in Figure
1. The polystyrene-divinylbenzene matrix is coated with a graft
copolymer, itself based on a copolymerization of epichloro-
hydrin and glycidol, to render the surface hydrophilic.44,45The
intraparticle pore network consists of a set of gigapores (400-
600 nm, dpore/dp > 10-2) which transect the particle with

relatively little branching,46 and smaller (50-100 nm) intercon-
necting macropores to enhance the surface area of the support
for its use in chromatography.47 Particles were packed as
aqueous slurry for ca. 30 min at 100 bar in an ultrasonic bath.
This procedure gave a dense packing without crushed particles
(as validated by microscopic inspection). The whole capillary
setup consisting of a packed and a connecting open segment
was fritless, i.e., we used fused-silica capillaries with a conus
in which the particles were held by a keystone effect during
packing, without blocking the orifice.48 Afterward, the tapered
end of a 150µm i.d. open segment was fitted to the column
outlet. This configuration (Figure 2) was absolutely stable over
the 450 h of operation.

As the mobile phase in pressure driven flow and EOF we
used thoroughly degassed sodium tetraborate buffer solutions
of varying concentration without adding further electrolyte (pH
9.13, 25°C). The Debye length is calculated according to

where ε0 and εr denote the permittivity of vacuum and the
relative permittivity of the electrolyte solution, respectively.R
is the gas constant,T the absolute temperature, andF Faraday’s
constant;zi is the valency of ionic species i andci,∞ its
concentration in electroneutral solution. At low concentrations
sodium tetraborate is completely dissociated into equal amounts
of boric acid and monoborate ion,49 with an acid/base equilib-
rium between the two species.50

with

PFG-NMR measurements were performed on a spectrometer
consisting of a 0.7 T (1H 30.7 MHz) electromagnet (Bruker,
Karlsruhe, Germany) and an actively shielded magnetic field
gradient system from Doty Scientific (Oak Harbor, SC),
interfaced with a S. M. I. S. console. The packed capillary was
fixed in a home-built radio frequency (r.f.) insert based on the
solenoid.8 In contrast to a superconducting magnet where the
access down its symmetry axis requires saddle or birdcage r.f.

Figure 1. Size distribution of the spherical particles. Experimental
data (solid line) represent an average of three independent measure-
ments. Dashed line: Best Gaussian fit. The mean diameter is 41µm.

λD ) ( ε0εrRT

F2∑
i

zi
2ci,∞)1/2

(1)

Na2B4O7 + 7H2O f 2B(OH)3 + 2B(OH)4
- + 2Na+

B(OH)3 + H2O T B(OH)4
- + H+, pKa ) 9.13
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coil geometries43 the electromagnet allows to use the more
sensitive solenoid in a convenient axial orientation in the air
gap of the magnet, facilitating the implementation and exchange
of individual capillaries. For measurements involving a steady
EOF through the bed the electrodes of a modular capillary
electrophoresis instrument operating up to 30 kV and 200µA
(Grom, Herrenberg-Kayh, Germany) were connected to the
column by a home-built PEEK block (also acting as a flow
splitter) on one side and a buffer reservoir through the open
capillary segment on the other (Figure 2). Thus, a conventional
HPLC pump could be used in pressure-driven flow.

For our studies we implemented the stimulated echo version
of the PFG-NMR methodology.43 With this combined radio
frequency and gradient pulse scheme, the motion of fluid
molecules is encoded by a pair of identical magnetic field

gradients of amplitude and directiong, pulsed for a short time
δ, and separated by the experimental observation time∆. In
the narrow gradient pulse limit,51 i.e., forδ , ∆, the following
relationship exists between the nuclear spin phase and position

whereγ is the magnetogyric ratio of the nucleus considered
(1H) andR is the net displacement of spin i over time∆ along
the direction ofg. The total, normalized signal amplitude at
the echo center is obtained by a summation over all individual
spins in the measurement volume which (in propagator lan-
guage) translates to

Figure 2. Experimental setup implemented for NMR measurements of fluid motion in electroosmotic and pressure driven flow through packed
capillaries. The radio frequency (B1) field is provided by a ca. 11 mm long solenoid which is directly wound on a 35 mm long, 1.57 mm o.d. (381
µm i.d.) PEEK tubing sleeve, itself accomodating the 360µm o.d. capillary. In pure electrokinetic flow, the split capillary is removed and the pump
(at low volumetric flow rate) continuously refreshes buffer solution in the PEEK block, without inducing a measurable pressure gradient over the
packed bed segment.

φi(∆) ) γδg ‚ [r i(∆) - r i(0)] ) γδg ‚ Ri(∆) (2)

E(q,∆) ) ∫Pav(R,∆) exp(i2πq ‚ R) dR (3)
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with q ) (2π)-1 γδg. Pav(R,∆), the average propagator, gives
the probability thatanymolecule travels a net displacementR
over time∆.52 It is related to the initial nuclear spin density
and an equivalent to the Green function53 by

P(r ,∆/r0) is the conditional probability for finding a molecule
at r after time∆ given that it was atr0. Pav(R,∆) is reconstructed
directly by Fourier transformation ofE(q,∆) with respect toq.
When the displacement distribution is a single Gaussian (and
the exchange between velocity extremes in the flow field is
complete) we obtain54,55

whereuav is the average mobile phase velocity through the bed.
Da (q | uav) andDt (q ⊥ uav) are the long-time, asymptotic axial
and transverse dispersion coefficients which (for macroscopi-
cally isotropic porous media) satisfy the following form of the
convection-diffusion equation describing dispersion of a passive
tracer of macroscopic mean concentration〈c〉 in single-phase
incompressible flow along thez-direction56

When a complete exchange of fluid molecules between the
intraparticle and interparticle pore space has not been achieved
over time∆, bothE(q,∆) andPav(R,∆) reveal discrete bimodal
behavior. It is most pronounced at flow rates high enough that
convection dominates interparticle dispersion, while (typical for
pressure-driven flow) the intraparticle fluid remains purely
diffusive or at least diffusion-limited57,58

The fractionsAn(∆) represent unexchanged intraparticle fluid
molecules (Aintra) and those having experienced interparticle flow
(Ainter). If the coefficientsDn characterizing dispersive motion
are sufficiently different (usuallyDintra , Dinter becauseuintra/
uinter f 0), Aintra and the intraparticle mass transfer kinetics can
be determined. By using eq 7 for that purpose we have corrected
for the nuclear spin-spin and spin-lattice relaxation times, as
described earlier.58 Our 1H PFG-NMR measurements were
performed with 40q-steps equally spaced between(qmax taking
up to 64 averages at each value ofq (δ ) 2.5 ms and∆eff ) ∆
- δ/3).

Results and Discussion

As a goal of this work is to contrast between electroosmotic
and pressure driven flow concerning velocity extremes of the
flow field in a bed of spherical, permeable particles, Figure 3
begins to illustrate the dynamics of intraparticle diffusion and
interparticle convection for laminar flow when∆ < rp

2/2Dintra

(rp is the particle radius). In liquid chromatography the intra-
particle pores are typically a factor 102-103 smaller than the
interparticle channels.59 By considering a particle itself as an
aggregate of microparticles, a permeability estimate obtained
with the Carman-Kozeny equation60 suggests that intraparticle
convection is not an important transport mechanism compared
to molecular diffusion unless the pressure drop becomes
exceedingly high and the solute diffusivity low or, of course,

as dpore/dp increases significantly. Thus, intraparticle mass
transfer is diffusive over a relatively wide range of conditions,
and because the fluid molecules are small compared to the
particles pore dimension (and usually nonsorbed on their
surface),Dintra is related to the molecular diffusivity just by the
tortuosity factorτintra (Figure 3). On the particle-scale (there is
no need to resolve beyond this level in the present work)τintra

is a parameter accounting for theeffectiVepore network topology
and lumps together distributions of pore size, pore shape, surface
defects, and pore interconnectivity. Diffusive intraparticle liquid
holdup in pressure-driven flow may constitute the most signifi-
cant mechanism for transient and asymptotic axial dispersion
in macroscopically homogeneous beds at flow rates where
convective times (τC ) uav∆/dp) well exceed the dimensionless
time for diffusion (τD ) Dintra∆/dp

2).61

To leave a particle completely and join the interparticle
streamlines a molecule that starts at the spheres center diffuses
through the intraparticle pore network and a diffusive boundary
layer at the particles external surface (Figure 3). This leads to
a characteristic exchange time∆e based onrp, Dintra, and, strictly,
also on the thickness of the boundary layer (δf), which is an
inverse function of the flow rate (although in most casesδf ,
rp). Boundary layer mass transfer manifests itself in the
measurements by a distance over which diffusion normal to the
solid-liquid interface remains comparable to convective trans-
port parallel to it (Figure 3), while the velocity is zeroat the
surface due to the no-slip condition. It should be noted thatDintra

obtained by PFG-NMR is based on a direct measurement of
intraparticle displacements and, consequently, does not account
for the spheres porosity (εintra). Dintra can be related to the often
used effective diffusivity (as observed from “outer”, i.e., the
interparticle pore space) byDeff ) εintraDintra.

Figure 4a,b show displacement probability distributions of
the fluid molecules in laminar flow through the packed capillary.
While at 20 ms a substantial fluid fraction still remains
unexchanged inside the particles, it becomes less than 5% after
150 ms and is only visible as the shoulder around zero
displacement (Figure 4b). By recording the amount of intra-
particle-only fluid as a function of∆, a mass transfer rate
constantBintra ) π2Dintra/rp

2 can be determined from the well-
known model describing the purely diffusive emptying of
spheres under the assumption of constant boundary conditions62

The data shown in Figure 4c are well described by eq 8 and
give Dintra ) 1.36 × 10-5 cm2 s-1. Thus,τintra ) Dm/Dintra )
1.65, in good agreement with tortuosity factors reported recently
for similar supports.58,63,64It should be recalled that the PFG-
NMR method, in contrast to most conventional tracer techniques,
detects the complete displacement spectrum of instantaneously
physicallylabeled molecules (1H2O) residing in an equilibrium
with respect to their local concentration, i.e.,chemicallythe
mobile phase is (and continues to be) perfectly mixed. As the
pore size distribution of the particles is actually bimodal47,65

the intraparticle mass transfer kinetics could reveal a corre-
sponding two-component behavior, depending on the charac-
teristic time constants for diffusion in either set of pores.66

However, because already the shortest observation time in our
work (∆ ) 15 ms) gives a root-mean-squared translational
displacement of the order of 8µm, which is larger than the
spatial domain of both the macro- and gigaporous network,47,65

Dintra in eq 8 is expected to represent effective diffusion in a

Aintra(∆)

Aintra(0)
)

6

π2
∑
n)1

∞ 1

n2
exp(-n2Bintra∆) (8)

Pav(R,∆) ) ∫F(r0)P(r ,∆/r0) dr0 (4)

E(q,∆) ) exp (i2πq‚uav∆ - 4π2q2Da,t∆eff) (5)

∂〈c〉
∂t

+ uav ‚ ∇〈c〉 ) Da

∂
2〈c〉
∂z2

+ Dt∇t
2〈c〉 (6)

E(q,∆) ) ∑
n)1

2

An(∆) exp(i2πq ‚ un∆ - 4π2q2Dn∆eff) (7)
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hierarchically structured intraparticle network of giga- and
macropores. This is supported by earlier studies which have
demonstrated thatDintra has indeed reached the tortuosity
asymptote at this observation time,58 in agreement with the data
in Figure 4c revealing a constant value forDintra.

Concerning diffusion-limited mass transfer in pressure driven
flow it should be noted that if a small intraparticle velocity
component indeed exists (even strong enough to dominate the
transport of slowly diffusing tracers in the flow field) our
measurements are relatively insensitive for its contribution to
the overall kinetics as the diffusivity of flow field molecules is
several orders of magnitude higher than those of large tracers
such as proteins.67 Thus, our intraparticle mass transfer data
are necessarily obtained in the tortuosity-limited regime (Dintra

< Dm), where transport is dominated by diffusion, but they
cannot exclude the existence of a comparatively small convec-
tive driving force inside the particles.

After having started with the discrete bimodal propagator
distribution in pressure driven flow (Figure 4a) which results
from the large differences in hydraulic conductivity of the intra-
and interparticle pore networks we turn to electrokinetically
driven flow through the packing.Pav(R,∆) in Figure 5 reveals
a skewn Gaussian with significant fronting and the intraparticle
fluid is not resolved as a separate peak. One reason for that
observation is that the maximum driving force (electric potential
gradient) now is relatively limited (30 kV) compared to the
pressure gradient (e80 bar) in the former case. Thus, even when
the electroosmotic conductivities of the intra- and interparticle

Figure 3. Dynamics of fluid in viscous flow through a fixed bed of porous spherical particles, including interparticle convection, intraparticle
diffusion and boundary layer mass transfer associated with the no-slip condition at the solid-liquid interface (u′inter is the local velocity component
parallel to the particles external surface). Model parameters:dp ) 50 µm, Dm ) 2.25× 10-5 cm2 s-1, τintra ) 1.8.
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pore networks differ significantly, a corresponding displacement
discrimination could probably not be achieved. However,
because of the small fluid fraction that is actually left around
zero displacement and the substantial character inPav(R,∆) of
a very narrow Gaussian (Figure 5), this result rather suggests
that electroosmotic conductivities of the respective pore net-
works are indeed similar and for that reason prevent a discrete
visualization of the intraparticle fluid. Concluding already from

Figure 5, it is not possible to resolve intraparticle fluid and study
the associated mass transfer inpureelectrokinetic flow. A more
promising strategy for measuring the influence of a potential
gradient on intraparticle mass transfer is to apply a sufficient
pressure gradient, as in Figure 4a, thenadda potential gradient
and follow its effect on fluid exchange (cf. Figure 4c), using
the pure hydraulic flow data as diffusive reference.

Before doing that in detail we try to understand the
pronounced fronting ofPav(R,∆) seen in Figure 5. EOF in the
packed column originates in the Debye layer close to solid-
liquid interfaces (where the buffer solution is locally charged)
through a body force on the liquid caused by the externally
applied electric field. Surfaces in contact with the liquid are
those of the particles and capillary inner wall. These, however,
not only differ in their chemical nature, but also concerning
physical properties including the electrokinetics represented by
the ú-potential. Thus, depending onúex ) (úw - úp) and the
actual column-to-particle diameter ratio,ψ ) dc/dp, the resulting
macroscopic flow heterogeneity30,31 will engender additional
dispersion. Due to the low aspect ratio (ψ ≈ 6) this effect is
aggravated in the present case. Although the particles surface
and capillary inner wall both carry a negative charge density,
the (open) fused-silica capillaries are known to give EOF
velocities which are significantly higher than those of many
packing materials used in CEC, even after having corrected for
the packed beds tortuosity factor.68-70 The fronting behavior in
Figure 5 is an electrokinetic phenomenon and cannot be
explained by the open segment via a flow-equalizing inter-
segmental pressure that developes due to the conservation of
volumetric flow rate for an incompressible liquid in the whole
capillary setup as the hydraulic permeability of the packed
segment is far too low compared to that of the open channel.71

For our capillary configuration (Figure 2) we calculate a pressure
difference between the open and packed segments of well below
1 bar,71 insufficient to drive any measurable amount of liquid
through the bed. The influence of the capillary wall on a radial
distribution of EOF velocities may be estimated by30,31

I0 is the zero-order modified Bessel function of the first kind,
reff is an effective capillary radius (accounting for the no-slip
condition at the inner wall of the column), andâ characterizes
the overall permeability of the bed.72 Although the underlying
model30,31 may be refined by considering the actual radial
porosity distribution close to the wall and its consequences for
the local permeability in this critical region,73,74 Figure 6
demonstrates the strong effect ofúw/úp on transcolumn EOF
profiles (ψ ) 6). The most striking result is thatúw may even
prevent attainment ofup in the center of the bed.

Compared to these predictions Figure 7 illustrates the driving
force dependence of the propagator shape and the consequences
for axial dispersion observed in our measurements. As the
electric field strength is increased (Figure 7a) the wall compo-
nent becomes first visible through a decent shoulder (e.g.,E )
21.1 kV m-1), but it still leaves the average propagator
substantially Gaussian. Upon further increase, however,Pav(R,∆)
deteriorates to a broad distribution (Figure 7b) and displacements
of the fastest fluid molecules in the wall annulus (propagator
front) are more than 3 times higher than those moving in the
central core region of the bed (see arrows). The clean velocity
field would probably reveal an even larger difference between

Figure 4. Pressure driven flow through the packed capillary, displace-
ment distributions for (a)∆ ) 20 ms and (b)∆ ) 150 ms. (c)
Intraparticle mass transfer kinetics (from 15 to 85 ms, upper limit given
by the signal-to-noise ratio), solid line: Best fit of the data to eq 8.
Pressure gradient:∆P ) 45 bar, Pe) uavdp/Dm ) 145, Re) uavdpF/η
) 0.36 (kinematic viscosity:η/F ) 8.9 × 10-3 cm2 s-1 at 25°C), rp

) 20.5µm, Dm ) 2.25× 10-5 cm2 s-1, andBintra ) π2Dintra/rp
2 ) 31.7

s-1.

Figure 5. Electrokinetically driven flow through the packed capillary.
Mobile phase: 2× 10-3 M sodium tetraborate solution (E ) 47.4 kV
m-1, I ) 53 µA, and ∆ ) 40 ms).

uinter(r)

up
) 1 + (úw

úp
- 1) I0(âr/dp)

I0(âreff/dp)
for

0 e r e rc - 7λD = reff (9)
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wall (úw) and bed (úp) components because molecular diffusion
tends to blur the spectrum of instantaneous velocities. The spatial
dimension of the “wall annulus” is the distance from the
capillary surface over which the local fluid velocity is affected
by úw. The resulting macroscopic flow heterogeneity needs a
transcolumn equilibration of fluid molecules, i.e., exchange via
lateral dispersion over the full capillary radius to approach a
single, uniform Gaussian. Similar toPav(R,∆) in Figure 7b, the
corresponding amplitude modulation ofE(q,∆) shown in Figure
7c reveals a bimodal behavior. Using eq 7 to calculate the
apparent dispersion coefficientDap,a(∆) of either fluid-element
ensemble it becomes evident that dispersion in the wall annulus
is significantly higher than in the center of the column (Figure
7c). Thus, in the limit∆ > rc

2/2Dt, the wall effect has obscured
an otherwise outstanding dispersion characteristics of the EOF
in the packed bed region indicated by the narrow Gaussian core
of Pav(R,∆) (Figures 7a-c).

While the bimodal behavior in pressure driven flow reflects
intraparticle stagnation (Figure 4a), it addresses a macroscopic
flow heterogeneity with EOF (Figure 5). Although wall effects
caused by a nonuniform radial porosity distribution are well-
known in the former case,73,74the low intraparticle velocity here
dominates the appearance ofPav(R,∆) at relatively high Pe
compared to the situation with EOF where the intraparticle mass
transfer is obviously faster (for reasons that we still have to
demonstrate) and the wall effect becomes more pronounced and/
or discrete. Recently, electrokinetic wall effects and those
encountered in hydraulic flow have been spatially resolved by
dynamic NMR microscopy with 40µm in-plane resolution in a
study of fluid flow through a 250µm i.d. capillary packed with
50 µm cation exchange particles.75 In both cases (but for
different reasons) wall effects severely affected transient disper-
sion, causing a long-time disequilibrium in the axial displace-
ment distribution which significantly exceeds the time scale of
intraparticle mass transfer. In this context, the recent NMR
imaging studies of Locke et al.76 on spatial variations of the
EOF velocity field in porous media (with a 78× 78 µm2

resolution in 100µm thick slices) and of Sederman et al.77 on
the structural characterization of the interparticle void space in
fixed beds should also be mentioned.

After having explained the fronting behavior ofPav(R,∆) in
EOF at low aspect ratio, we focus on the influence of a potential
gradient on intraparticle fluid transport. Figure 8 compares the
mass transfer kinetics obtained in pressure-driven flow with the
effect of anadditional potential gradient at increasing buffer
concentration. It is evident that the electric field significantly

enhances the exchange of fluid molecules between intra- and
interparticle pore networks (even compared to diffusion on the
flow field level) and that, further, the intraparticle mass transfer
rate constant (still obtained from eq 8) increases with the buffer
concentration. This increase can be caused by one or a
combination of the following factors: (i) double-layer overlap
inside the particles is reduced thereby increasing volumetric
EOF, (ii) an increased amount of borate ions adsorbs on the
surface and increasesúp, (iii) molecular diffusion is increased
by thermal effects in the capillary which are aggravated by an
increase ofcB (at constantE). It is important to note that, while
the first two phenomena point toward an intraparticle convection,

Figure 6. Column cross-sectional EOF profiles predicted by eq 9 with
rc ) 125µm, dc/dp ) 6, λD ) 3.9 nm, andâ ) 1.65 (up is the velocity
associated with the particles surface only, according toúp).

Figure 7. Electrokinetic wall effect. (a) Propagator distributions as a
function of the electric field strength (∆ ) 120 ms, 10-3 M buffer),
(b) last measurement (49.2 kV m-1, 23 µA) with 10 times zerofilling
in q-space prior to Fourier transformation. (c) Best fit of the normalized
echo attenuation function inE(q,∆) to eq 7, revealing fluid molecules
in the wall annulus (Dap,a) 4.29× 10-4 cm2 s-1) and the beds central
core (Dap,a ) 3.5 × 10-5 cm2 s-1).
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the last aspect leaves mass transfer purely diffusive. Most
relevant parameters of this measurement series are summarized
in Table 1. In general, intraparticle mass transfer may be due
to a combination of diffusionandconvection. These mechanisms
are characterized by different driving forces and the concentric
circles seen in Figure 3 (representing purely diffusive transport
in the radial direction with a constantDintra) loose their spherical
symmetry, because convection in the sphere occurs along the
axial direction.78-80 For an approximate calculation of a now
apparentmass transfer rate constantBintra

ap based on the contin-
ued use of eq 8, our analysis neglects this geometrical aspect.
It further does not realize convection as an independent transport
mechanism, but relies on the simplifying concept of a convec-
tion-augmented diffusivity.81-83 An exact, but more difficult to
use analytical solution for the simultaneous transient diffusion
and convection in spherical particles has been reported by Carta
et al.67 and was extended by Lu et al.79 to include first-order
reaction.

Double layer overlap inside the particles occurs mainly in
the macropores (rpore ) 25-50 nm), to a lesser extent also in
the gigapores (rpore ) 200-300 nm). The electric double layer
is “thin” compared to the pore dimensions whenrpore/λD > 100.
This ratio influences the pore-level profile in electrokinetic flow
and also governs volumetric transport through a pore.3 It ranges
between 3.2 (cB ) 5 × 10-4 M) and 18.5 (cB ) 4 × 10-3 M)
for the macropores and between 25.6 and 111 for the gigapores.
Thus, while we expect substantial EOF in the gigaporous
network, little affected by the electrolyte concentration over the
range studied, volumetric EOF through the macroporous
network should sensitively depend onrpore/λD and increase
significantly with cB (cf. Table 1).84 In the limit of a “totally
perfusive regime” (which is not even reached in the present
work) we have rpore/λD > 100 for any set of inter- and
intraparticle pores, i.e., the complete (interconnected) pore space
is permeated by EOF with maximum velocities and volumetric
flow rates. This, in turn, addresses the importance of a favorable
network topology including high interconnectivity and a small
amount of dead-end pores.38,41

Concluding from these considerations a suppression of double
layer overlap is definitely an issue in view of the observed
increase ofBintra

ap with cB. Also mentioned in Table 1 isBintra
ap

obtained from a set of measurements (cB ) 2 × 10-3 M) which
were conducted with a significantly reduced pressure gradient
(∆P ) 15 bar), but identical potential gradient (E ) 47.4 kV
m-1). In general, the effective Pe depends on∆P andE. When
comparing the data for Pe) 50 and Pe) 145 (∆P ) 15 and
45 bar) it is clear that a change in column pressure drop hardly
influences the intraparticle mass transfer kinetics. On the other
hand, it is well-known that the “thickness” of the boundary layer
in low-Re, high-Pe (Pe> 50) pressure-driven flow through the
bed (cf. Figure 3) is an inverse function of the flow rate85 and,
as such, can explain a dependence of stagnant mobile phase
mass transfer on Pe in cases where intraparticle forced convec-
tion is too small to account for it.58,86 Thus, our observation
implies that boundary layer mass transfer is negligible in EOF
becauseBintra

ap is essentially unaffected when Pe is varied via
the pressure gradient (at constantE). By returning to the ideal
and comparatively simple situation encountered in a straight
single capillary, this result can be understood by the spatial
dimension of the velocity boundary layer in either type of liquid
flow.1 While for EOF through micrometer channels,rpore/λD >
100 can be easily achieved experimentally and the maximum
(plug-flow) pore velocity is already reached after a few
nanometers from the surface31 (≈7λD) by lateral diffusion, the
velocity (viscous) boundary layer in Poiseuille flow covers the
whole radius of the capillary.7,8 It also suggests that diffusive
mass flux normal to the surface remains competitive to
convective transport parallel to it over a considerably longer
distance than in EOF. Concerning laminar flow through a packed
bed stagnant fluid in theinterparticle pore space may be
visualized as a hydrodynamic layer around the particles with a
thickness that in pressure driven flow can reach a few percent
of the particle radius,58,86 depending on Pe, Re, and the actual
density of the packing. By contrast, practically all fluid
molecules beyond the electric double layer move with a
significant velocity in electrokinetically driven flow (at highE,
εr, andúp) when compared to diffusion, including those in cusp
regions between particles where much of the interparticle fluid
side resistance to mass transfer is located in pressure driven
flow.

Returning to intraparticle mass transfer, values forBintra
ap

(Table 1) even leave the tortuosity-limited regime (forcB g 3
× 10-3 M). It may be partly due to a reduced double layer
overlap in the macropores, but because the temperature increase
of the buffer solution is also most pronounced at highcB we
still need a measurement that distinguishes clearly between
purely diffusive mass transfer (at any temperature) and intra-
particle EOF. As the level of heat dissipation in the capillary is
represented by the product of electric field strength and current,
we kept EI constant in a new series of measurements at
increasing buffer concentration. By adjustingE for every cB

such thatEI holds the selected value (2.54 W m-1), this not
only ensures a constant thermal niveau in the capillary but also
gives a systematic variation ofE, the electrokinetic driving force,
depending oncB. The results shown in Figure 9a demonstrate
that Bintra

ap increases significantly withE. Because thermal
effects are now constant and do not explain this increase by
the temperature dependence ofDm, only a convective transport
mechanism can be responsible for the enhancement of intra-
particle mass transfer (Table 2). When extrapolating these data
to zero electric field strength the value forBintra

ap (about 33.5
s-1, see dotted line in Figure 9a) represents the case of pressure

Figure 8. Intraparticle mass transfer kinetics. Influence of a pressure-
and superimposed potential gradient (E ) 47.4 kV m-1) on fictitious
emptying of the spherical particles. Column pressure drop,∆P ) 45
bar (Pe) 145). Solid lines are best fits of the data to eq 8.

TABLE 1: Intraparticle Mass Transfer Characteristics ( E )
constant)a

cB [10-3 M] 0.5 1 2 2b 3 4
Bintra

ap [s-1], eq 8 36.9 40.3 45.2 44.3 55.9 64.6
λD [nm], eq 1 7.8 5.5 3.9 3.9 3.2 2.7

a E ) 47.4 kV m-1, Pe) 145 (∆P ) 45 bar), and Re) 0.36 unless
stated otherwise.b Pe) 50 (∆P ) 15 bar) and Re) 0.12.
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driven flow alone, but it is increased by the thermal effect (EI).
In fact, Bintra observed with only this pressure gradient comes
close to that value (31.7 s-1, Figure 4c). Thus, probably due to
the substantial pressure driven flow component (∆P ) 45 bar,
Pe ) 150) the additional electric field causes just a small
increase inBintra

ap by a thermal effect. For example, the increase
from Bintra

ap ) 37.3 s-1 (2.5 × 10-2 M) to 45.2 s-1 (2 × 10-3

M) cannot be explained by diffusion, but must be due to
convection (Figure 9a, Table 2). In Figure 9b the intraparticle
mass transfer rate constant obtained for differentcB andE (but
at a constantEI) is normalized with respect toE and plotted
againstcB. These data reveal a linear dependence ofBintra

ap /E on
(cB)1/2 and they now clearly demonstrate experimentally (in view
of eq 1) that double layer overlap (cf.λD in Tables 1 and 2) is
relevant and important in our studies.84 Still, the data cannot
exclude that adsorption of monoborate ions on the particles
surface may also play a role in this concentration range by
increasingúp and the intraparticle EOF.

The results obtained so far indicate (i) negligible interparticle
fluid-side resistance to mass transfer in EOF associated with
the no-slip condition at the solid liquid interface (forrpore/λD .

1) and (ii) the existence of a significant intraparticle EOF.
Unfortunately, the mass transfer kinetics does not directly reveal
the actual velocity behind a convection-augmentedBintra

ap . To
determine the value ofuintra from our measurements, we focus
on the resolved position of stagnant fluid in pressure driven
flow depending on the superimposed potential gradient. In
contrast to the purely diffusive mechanism, EOF is expected to
provide anetshift in displacement as long as formerly stagnant
fluid molecules can participate in the intraparticle flow over
time ∆.

Figure 10 compares displacement distributions obtained with
only a pressure gradient and with an additional potential
gradient. For example, Figure 10a clearly demonstrates that with
the potential gradient the amount of fluid close to zero

Figure 9. Intraparticle mass transfer kinetics with constantEI (2.54
W m-1). Pressure gradient,∆P ) 45 bar (Pe) 145). (a) While the
electric field strength increases from 15.1 kV m-1 (cB ) 2.5 × 10-2

M) to 47.4 kV m-1 (cB ) 2 × 10-3 M), the electric current decreases
from 169 to 54µA (cf. Table 2). (b)Bintra

ap /E vs (cB)1/2.

TABLE 2: Intraparticle Mass Transfer Characteristics ( EI
) constant)a

cB [10-3 M] 2 3 4 10 25
Bintra

ap [s-1], eq 8 45.2 43.1 41.7 38.9 37.3
λD [nm], eq 1 3.9 3.2 2.7 1.7 1.1
E [kV m-1] 47.4 38.8 34.1 22.5 15.1
I [µA] 54 65 75 113 169

a For all measurementsEI ) 2.54 W m-1, Pe) 145 (∆P ) 45 bar),
and Re) 0.36.

Figure 10. Effect onPav(R,∆) of a superimposed potential gradient
(E ) 47.4 kV m-1) in pressure driven flow,∆ ) 40 ms. Pressure drop,
∆P ) 45 bar (Pe) 145): (a) Average propagator distribution obtained
without zero-filling in q-space. (b) Focus on the region around zero
displacement, raw data 10 times zero-filled. (c)∆P ) 15 bar (Pe)
50). Mobile phase: 2× 10-3 M sodium tetraborate buffer.
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displacement has decreased significantly and it also indicates
that the distributions maximum here has shifted compared to
the pressure driven flow (diffusive) reference. This is confirmed
by Figure 10b which shows the region of interest after having
zerofilled our raw data.87 The peak that represents diffusion-
limited fluid in hydraulic flow is indeed shifted (by ca. 14µm)
due to the additional electric field. It can only be explained by
a convective electrokinetic driving force and means that, because
most stagnant fluid is foundinsidethe particles, the intraparticle
EOF velocity seen in this shift is of the order ofuintra ) 0.35
mm/s (∆ ) 40 ms). It is a substantial value keeping in mind
that the average velocity in pure electrokinetic flow through
the packed bed region “without” wall component is aboutueo

) 0.69 mm/s (Figure 5). Further, this latter value is probably
an overestimate due to the much stronger thermal effect in pure
electrokinetic flow (E ) 47.4 kV m-1; I ) 53 µA) and the wall
effect. Thus, intraparticle andtrue interparticle EOF velocities
are even closer.

As shown in Figure 10c a net shift is also visible at the lower
Pe (∆P ) 15 bar) where intraparticle fluid is not as clearly
resolved as with the higher Pe (∆P ) 45 bar). In both cases,
however, the position of diffusion-limited fluid seen in the
negative displacement tail of the propagator is very sensitive
for a nonzero intraparticle EOF velocity. Given the fact that
with the 2 × 10-3 M buffer solution we still encounter a
considerable double layer overlap in the macroporous network
of the particles,84 the results shown in Figures 8-10 indicate
an enormous potential for EOF in bulk transport of liquid
through porous media. These data suggest thatuintra/uinter f 1
under optimized conditions, leaving molecular diffusion as the
ultimate limitation to performance. In pressure driven flow, by
contrast, we usually haveuintra/uinter ≈ 0. That the displacement
shift of intraparticle fluid indeed depends on the electrokinetic
driving force is demonstrated by Figure 11. While the pressure
gradient alone hardly achieves measurable intraparticle forced
convection (Figure 11a), the increase of an additional potential
gradient clearly shifts the ensemble of intraparticle fluid
molecules to higher displacements (Figure 11b). This effect is
rather systematic and an intraparticle Peclet number, Peintra, may
be now estimated via the time constants for diffusion (∆D )
L2/Dintra) and convection (∆C ) L/uintra).88 As characteristic
dimensionL we usedrp/3, i.e., the ratio of the spheres volume
to its external surface63,82

The data in Figures 8-11 demonstrate that due to the
intraparticle EOF Peintra reaches values also above unity. Thus,
convection becomes comparable to the diffusive mass flux
already for the flow field molecules and will clearly dominate
the intraparticle transport of solute molecules with a lower
diffusivity. Diffusion-limited mass transfer practically vanishes
when rpore/λD . 1. It also implies that the effective particle
diameter, usually defined with respect to diffusion-limited mass
transfer, is drastically reduced below the physicaldp (41 µm)
depending on the actual perfusive regime (e.g., on double layer
overlap, pore size distribution, and pore interconnectivity) and
has, thus, become a dynamic parameter.

After having been able to determine experimentally the
intraparticle Peclet number Peintra in EOF through the packed
capillary (Figures 10 and 11), complementary to the intraparticle
mass transfer kinetics (Figures 8 and 9), one question is still
unanswered: Is the increase in Peintra with cB at constantEI

(Figure 9) only a consequence of suppressed double layer
overlap (a mechanism that certainly contributes) or, in addition,
doesúp increase due to adsorption of borate ions on the particles
surface? Borate ions are well-known to adsorb on certain
(originally uncharged) organic polyols and other surfaces
carrying hydroxy groups.89-93

This question has been answered by studying the particles
surface electrokinetics (úp) in dependence ofcB. For that purpose
we have measured over a concentration range from 3× 10-5

to 4 × 10-2 M sodium tetraborate streaming potentials (Φstr)
of porous plugs obtained with the packing material, using the
system zeta potential analyzer SZP-06 from Mu¨tek Analytic
GmbH (Herrsching, Germany).Φstr can be obtained by forcing
liquid through the plug with an externally applied pressure
gradient and measuring the generated potential difference.18

Results are summarized in Table 3,ΓB is the conductivity of
the plug saturated with the respective buffer solution. Because
liquid flow inside the particles is negligible compared to
interparticle flow, Φstr characterizes the particlesexternal
surface. It has been shown that the mean size of interparticle
voids (r inter) in sphere packings is about 25-40% of the particle
size (rp).94,95Thus, in our caser inter ≈ 7 µm (dp ) 41 µm) and,
together with the Debye lengths (Table 3), we are in the limit
of thin electric double layers over the whole concentration range
(2 × 102 < r inter/λD < 8 × 103). Further, if surface conductivity
of the particles is small compared to the bulk conductivity of
the liquid, which is supported by a low surface-to-volume ratio
of the interparticle pore space,Φstr can be related toúp by96

Peintra )
∆D

∆C
)

rpuintra

3Dintra
(10)

Figure 11. Net displacement of intraparticle fluid depending on the
driving force. (a) Pressure gradient only with∆ ) 60 ms. (b) Potential
gradient superimposed on a constant pressure drop (∆ ) 50 ms).

(Φstr

∆P)
I)0

)
ε0εrúp

ΓBη
(11)
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The result of this transformation is shown in Figure 12. The
trend in these data clearly suggests that for 10-4 M < cB < 5
× 10-3 M it is an adsorption of borate ions on the surface which
substantially influences the electrokinetics. At low concentra-
tions úp approaches a value close to zero, in agreement with
the particles surface chemistry44,45 indicating that a priori no
significant charge should exist on this hydrophilic support when
in contact with a liquid (unless the manufacturing process gives
rise to charged impurities in/on the matrix). The aliphatic surface
hydroxy groups are not dissociated at pH 9.13 and interparticle
double layer overlap can be excluded as seen in Table 3. Due
to promoted adsorption of borate ionsúp increases withcB (by
a factor of almost 30!) until the adsorption capacity is ap-
proached. Then, above ca. 10-2 M, úp begins to decrease with
a further increasing cB which represents the usual double layer
behavior, i.e., addition of electrolyte compresses the double layer
and therefore reducesúp.18 It should be noted that values forúp

in Figure 12 still include (viaΓB) the bedselectrokineticporosity
and tortuosity. Thus, the actualúp is higher, the correction
depending on contributions from inter- and intraparticle liq-
uid.69,97

Complementary to this striking dependence ofúp oncB, PFG-
NMR measurements of EOF through the packed capillary are
shown in Figure 13 for three selected buffer concentrations. At
cB ) 10-4 M, the fluid almost stands in the capillary (ueo ≈ 0.1
mm/s only), while the EOF velocity increases by a factor of
3.5 atcB ) 5 × 10-4 M and by a factor of 6 atcB ) 10-3 M
compared to its value at 10-4 M. Thus, relative velocities seen
in the electroosmosis experiment (Figure 13) are in reasonable
agreement with the dependence ofúp on cB resulting from the
streaming potential measurements (Figure 12). It should be noted
that, while surface conduction is often involved to explain
anomalous electrokinetic behavior of, e.g., latex plugs,98-101 we
believe that borate adsorption also contributes to the trend in
Figures 12 and 13, for the following reasons: (i) the interparticle
surface-to-volume ratio is relatively low in our case compared
to nanoparticles used in these electrokinetic studies,98,100,101(ii)

electroosmosis and streaming potential measurements give
similar results, (iii)úp increases by a large factor of 30 in the
range 3× 10-5 e cB e 5 × 10-3 M, (iv) the particles surface
should be originally uncharged which agrees well withúp f 0
at low cB, and (v) úp values realized in our work (<10 mV,
without a correction for the tortuosity and electrokinetic porosity,
however) suggest that the surface charge density remains low.
These arguments together indicate that conduction behind the
shear plane, although possible and even probable,99 is not
necessarily the major or only contribution in the present case.

Summary

PFG-NMR studies of electrokinetic flow phenomena in a
packed capillary using a home-built configuration (Figure 2)
first revealed an electrokinetic wall effect (Figures 5-7) in the
attempt to measure, as in pressure driven flow (Figure 4),
intraparticle mass transfer in pure electrokinetic flow. For the
porous medium consideredúw is much higher thanúp and this
causes a pronounced fronting inPav(R,∆) (Figure 7). Already
these measurements indicated that intraparticle mass transfer is
significantly faster than in pressure driven flow where we
observed discrete bimodal propagator distributions representing
stagnant and flowing fluid (Figure 4). In EOF, by contrast, we
were unable to resolve intraparticle fluid and instead observed
an exceptionally narrow (Figure 7c) Gaussian core inPav(R,∆)
combined with the fronting wall component (Figures 5 and 7).
Studies ofBintra

ap in electrokinetically driven flow were then
achieved by superimposing a potential gradient on an already
existing pressure gradient.Bintra

ap increased significantly under
the influence of the potential gradient (Figure 8), most probably
caused by a nonzero intraparticle EOF velocity. These data also
raised the question of how far thermal effects (via the
dependence of the molecular diffusion coefficient on temper-
ature) could contribute to that increase. Clear proof of the
existence and actual magnitude of an intraparticle Peclet number
in EOF through the bed was provided by a series of measure-
ments at a constant thermal level in the capillary, thus, with a

TABLE 3: Plug Streaming Potentials and Mobile Phase Conductivitiesa

cB [10-3 M] 0.03 0.1 0.2 0.5 1 2 5 10 20 40
Φstr/∆P [10-7 V N-1 m2] -4.1 -4.4 -4.35 -4.18 -3.49 -2.15 -1.09 -0.62 -0.26 -0.14
ΓB [10-4 S/cm] 0.06 0.15 0.36 0.83 1.58 3.05 6.71 11.8 25.6 43.1
λD [nm], eq 1 31.9 17.5 12.4 7.8 5.5 3.9 2.5 1.7 1.2 0.9

a Values represent an average of two independent measurements at 25°C.

Figure 12. Elecktrokinetic characterization of the particles surface
based on measurements of streaming potential factors (Φstr/∆P) and
conductivities (cf. Table 3) in plugs generated in situ.úp has been
obtained with eq 11.

Figure 13. EOF through the packed capillary depending on the buffer
concentration (∆ ) 120 ms,E ) 43.9 kV m-1). ForcB ) 5 × 10-4 M
andcB ) 10-3 M the electrokinetic wall effect becomes visible again.
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constant “diffusive background” (Figures 9-11). These data
have shown that Peintra > 1 in the present work and thatuintra/
uinter f 1 under optimized conditions. By contrast, we finduintra/
uinter f 0 in pressure-driven flow (Figure 4a). Becauseúp was
relatively low throughout this study Peintra did not exceed 10
and, therefore, fluid transport due to diffusion and convection
remained comparable. The increase ofBintra

ap and Peintra with cB

can be explained by a suppression of double layer overlap
(Tables 1 and 2) and adsorption of monoborate ions on the
particles surface (Figures 12 and 13). However, the actual
increase seen in Figures 9-11 is mainly due to reduced double
layer overlap asúp is relatively independent of cB in that range
(2 × 10-3 e cB e 2.5 × 10-2 M, cf. Figure 12). Our results
not only clearly demonstrate advantages of EOF in bulk
transport of liquid through porous media with a distribution of
pore sizes (significant perfusion and negligible boundary layer
mass transfer over a wide range of conditions) but have also
indicated intrinsic problems such as thermal effects and the
contribution of different surfaces (with their own electrokinetics)
to volumetric flow and dispersion.
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Effect of Intraparticle Porosity and Double Layer Overlap
on Electrokinetic Mobility in Multiparticle Systems
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We have performed a systematic experimental study of electrokinetic mobility depending on the mobile
phase ionic strength (concentration of Tris buffer) using different, well-defined porous and, for reference
behavior, nonporous silica-based spherical microparticles. Effects of both an intraparticle electrical double
layer overlap and the porosity on electrophoretic mobility in dilute suspensions and electroosmotic mobility
in fixed beds of the devised (non)porous particles were investigated. The electrokinetically consistent
results demonstrate a substantially different behavior for the porous (i.e., permeable and conducting)
particles with respect to nonporous (solid) spheres. It may be related to a porous particle’s dipole coefficient
via the intraparticle void volume and, strongly depending on mobile phase ionic strength, to the actual
magnitude of electroosmotic flow jetted through a particle’s interior. In contrast to the normal electrical
double layer behavior observed for the solid spheres (continuous decrease of mobility with ionic strength),
these competitive contributions give rise to pronounced maxima in the mobility of the porous spheres. Our
results are in qualitative agreement with the theoretical analysis of Miller et al. [J. Colloid Interface Sci.
1992, 153, 237] which, depending on the double layer interaction within a porous aggregate of solid spheres,
predicts (significantly) lower or higher mobilities with respect to an impermeable and nonconducting
particle.

1. Introduction
When dielectric solid particles are contacted with

electrolyte solution, an electrical double layer (EDL)
develops at the solid-liquid interface, for example, due
to ionizable groups of the material.1,2 Associated with the
EDL, electrokinetic phenomena in dense multiparticle
systems based on the tangential motion of the liquid
relative to the charged surface play an important role in
many processes with a technological, environmental, or
analytical relevance.3-17 Potential applications include
transport of bulk liquid through fixed particulate beds in
microfluidics and capillary electrochromatography, as well
as water removal from concentrated particle slurries and
industrial and natural porous media by electroosmosis

(EO) or the enhanced settling, that is, densification of
agglomerates, particle separation, and removal of colloidal
contaminants from aqueous suspensions by electrophore-
sis (EP). Following the application of an external electrical
field, a liquid, locally charged in the fluid-side domain of
the EDL, begins to move relative to the stationary surface
of rigid multiparticle systems in the former case (EO),
while the latter involves the motion of mobile charged
particles with respect to a stationary liquid (EP).

Further stimulated by the increased number and
potential of applications in the physical and life sciences,
a generalized and refined description of electrokinetic
phenomena, particularly EO and EP, either for isolated
(usually spherical and hard) particles or in multiparticle
systems, has received much attention over the past
decades.18-52 Addressed issues include the magnitude and
distribution of surface charge and electrokinetic potential,
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the ratio of the particle diameter to the EDL thickness,
particle polydispersity, EDL polarization and surface
conductivity, particle volume fraction or, vice versa, the
interparticle porosity, spatial distribution of particles
(periodic arrays vs random structures), Stern layer
dynamics, particle-particle interaction and an EDL
overlap, adsorption effects, as well as properties of the
electrolyte solution like mobility, valency, and concentra-
tion of ionic species. Assumptions inherent to the popular
hard-sphere models are that the particles are essentially
impermeable (nonporous) and nonconducting. This often
seems appropriate inasmuch as conducting particles
become polarized by the applied electrical field, preventing
the passage of current through the particle and causing
it to behave like a nonconductor. On the other hand, to
realize a significantly increased surface-to-volume ratio
almost exclusively porous particles are used in the
analytical and engineering sciences where packed beds
are encountered as solid phase support for the devised
reaction, separation, or purification of target compounds
in view of high sample throughput or its complexity and
where, consequently, a larger specific surface area is
usually required (between 100 and 1000 m2 g-1, depending
on application and needed pore sizes).

Apart from applications such as ion exchange and
preparative liquid chromatography in which the particles’
spatio-temporal surface charge pattern and EDL char-
acteristics also become important for the retention of
charged (bio)molecules,53-57 a relatively young separation
technique still more closely related to the above-mentioned
electrokinetic phenomena (EO and EP) is capillary elec-
trochromatography (CEC).58-65 It combines the separation

of molecules based on their differential partitioning
between a stationary and mobile phase with the electro-
kinetically driven transport of liquid (EO) and an ad-
ditional selectivity offered by a differential migration of
charged molecules in an electrical field (EP). Typically,
the 75-150 µm i.d. fused-silica capillaries are packed with
3-10 µm spherical, porous particles and fields up to 105

V/m are applied for moving electrolyte solution and solute
through the fixed bed. Most common stationary phases in
CEC are porous silica supports with chemically bonded
surface groups66-68 where the amount and accessibility of
residual silanols influence the surface charge density and
extent of electroosmotic flow (EOF). Compared to con-
ventional hydraulic flow, the EOF is basically used for far
superior hydrodynamic dispersion characteristics which
allow more efficient separation of complex samples. A
substantial fraction of the total EOF proceeds through
the particles, depending on the intraparticle EDL
overlap,69-75 and further, the electrical conductivity of a
column can be used to evaluate intraparticle ion transport
and permeability.76 Thus, in addition to the void space
between particles, the intraparticle pore space and its
relevant morphological parameters such as porosity, the
shape, size distribution, and connectivity of pores play an
important role in the total transport of ions and bulk liquid
through a bed of porous particles. Vice versa, when an
originally solid particle becomes permeable and conduct-
ing, consequences result for its electrophoretic mobility.
As predicted by Miller et al.77 and later verified to some
extent experimentally by Miller and Berg,78 the electro-
phoretic mobility of porous particles is expected to differ
substantially from that of identical nonporous particles
(being impermeable and nonconducting).

Due to the importance of porous support media with a
hierarchy of length scales and resulting EDL overlap in
many applications involving electrokinetic phenomena
and the circumstance that the hard-sphere assumptions
are violated, as well as the fact that only a very few
electrokinetic data are available for porous particles, we
conducted a systematic experimental study of electro-
phoretic and electroosmotic mobilities by using (otherwise
similar) nonporous and porous silica-based, spherical
particles with a different intraparticle porosity and mean
pore size. This allowed us to realize a wide range of
experimental conditions under which the EDL appeared
either thin or thick with respect to intraparticle pore
dimensions. Results obtained for the particles’ electro-
phoretic mobility are discussed in view of the theoretical
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work by Miller et al.,77 and they are confirmed by
electroosmotic mobility measurements in packed capil-
laries.

2. Theoretical Background

In their theoretical analysis of the electrophoretic
mobility µEP of a permeable, conducting porous particle,
Miller et al.77 considered a model spherical porous
aggregate of radius Rs consisting of numerous, much
smaller discrete hard spheres of radius rs. Fluid flow within
the randomly packed matrix of dielectric spheres was
modeled with the Kuwabara form79 of the unit cell model
which had been adapted by Levine and Neale19 for EOF
through a bed (or swarm) of spheres. Thus, characteristic
pore dimensions inside an aggregate depend on the
diameter of the impermeable and nonconducting primary
particles (of uniform size and shape), as well as on the
particle volume fraction æ within the aggregate. The main
result of the analysis by Miller et al.77 was to predict the
dependence of µEP on zeta-potential (ú):

where ε0, εr, and η are the permittivity of a vacuum and
the relative permittivity and viscosity of the electrolyte
solution, respectively. ú is the shear plane potential
exhibited by one of the discrete (and hard) primary
particles when disconnected from the aggregate and
subjected to an electrophoretic mobility measurement. ψa
is the shear plane potential at the solid-liquid interface
within a porous aggregate (which may be identified with
ú).19

Equation 1 results from a consideration of two phen-
omena.77 First, the presence of conducting electrolyte in
the aggregate introduces a normal component to the
electrical field at its outer surface as field lines start
bending toward the aggregate. This reduces the field’s
tangential component, but because the latter determines
the aggregate’s observable electrophoretic motion, µEP is
expected to decrease compared to that of a solid particle.
It becomes more pronounced as the amount of entrained
conducting liquid increases. Second, the charged solid-
liquid interface inside an aggregate enables the generation
of internal EOF. The factor FEO in eq 1 takes into account
the electroosmotic mobility with respect to an aggregate
frame of reference. This jetting effect tends to increase
µEP. While the rather complex expression for FEO derived
by Levine and Neale19 does not need to be repeated here,
a dependence of FEO on rs/λD at different porosities is shown
in Figure 1 because of its importance for the upcoming
discussion in view of intraparticle EDL overlap. The EDL
thickness is characterized via the Debye screening length
(λD):1,2

where R is the gas constant, T is absolute temperature,
F is Faraday’s constant, zi is the valency of ionic species
i, and ci,∞ is its concentration in electroneutral solution.
Depending on the EDL overlap (represented by rs/λD) and
internal void space or porosity (with εintra ) 1 - æ), FEO

gives the actual amount of EOF through an aggregate:77

where uEO and E are the volume-averaged fluid velocity
and electrical field within the aggregate. Any pressure-
driven flow through the porous aggregate is neglected. As
demonstrated by Figure 1, FEO for 0 < æ < 1 asymptotically
approaches zero and unity in the limits of rs/λD f 0 and
rs/λD f ∞, respectively. While the lower limit corresponds
to complete EDL overlap between neighboring unit cells
of the model77 or in the void space of a single porous
particle, in general, the upper limit (FEO ) 1) is consistent
with Smoluchowski’s classical result for EOF within a
porous medium of arbitrary pore geometry (when surface
conductance is negligible) including porosity and pore size
and shape.80 Thus, uEO decreases sharply as the EDL
interaction in the porous aggregate increases. A similar
behavior is recognized for EOF through open capillaries
and the void space of random sphere packings.81-85

3. Experimental Section
Physical data of the (non)porous, spherical-shaped C18-silica

particles relevant to the present study are summarized in Table
1. As can be seen, while these particles have an almost identical
averaged diameter, the intraparticle porosity and mean pore
sizes are systematically varied which allowed us to address the
influence of an intraparticle EDL overlap (rpore/λD) and solid
volume fraction (æ or εintra ) 1 - æ) in our measurements of
electrophoretic and electroosmotic mobility. Silica-based particles
were received as research samples from Merck KGaA (Darmstadt,
Germany), together with mercury intrusion and nitrogen ad-
sorption data needed for determining intraparticle pore volume
and surface area, respectively. As the mean pore diameter
increases, the surface-to-volume ratio decreases significantly,
and it is expectedly least for nonporous particles. The size
distributions were characterized on a CILAS 1180 laser particle
size analyzer (CILAS, Marcoussis, France) using dilute suspen-
sions in 2-propanol. All particles used in our work show the same
surface chemistry. Part of the activated silanol groups of the
original native silica material are covalently bonded to C18-
chains by reaction with suitable silanes. They are responsible
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Figure 1. Electroosmotic flow factor FEO vs rs/λD for different
void fractions εintra ) 1 - æ in a spherical aggregate consisting
of much smaller hard spheres with radius rs and total solid
volume fraction æ (adapted from Levine and Neale, ref 19).
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for the hydrophobic nature of these surfaces, while residual silanol
groups provide the surface charge. For modern particle and
bonding technologies, it is possible to reproduce both the surface
coverage of the bonded phase and residual silanol activity within
3%.86

Electrophoretic mobilities were measured at 298 K on a
Zetasizer 3000 (Malvern Instruments Ltd., Worcestershire, U.K.)
based on standard operation. The reported values for µEP (simply
the ratio of particle velocity to the applied electrical field)
represent an average of five independent runs. For the acquisition
of electroosmotic mobilities, the ratio of the EOF velocity to the
applied electrical field, stationary sphere packings (i.e., fixed
beds) had to be prepared. For this purpose, 100 µm i.d., 360 µm
o.d. fused-silica capillaries (Polymicro Technologies, Phoenix,
AZ) were packed according to the slurry technique86 using a
WellChrom K-1900 pneumatic pump (Knauer GmbH, Berlin,
Germany). Slurries were made from 10 mg of dry material and
100 µL of ethanol under gentle ultrasonication for 10 min. Glass-
lined metal tubing (500 µm i.d.) was used as a reservoir into
which the slurries were injected for the packing process. The
pressure then was adjusted between 150 and 350 bar with respect
to mean intraparticle pore sizes to avoid particle damage during
further compaction of the beds toward random close sphere
packings. Temporary outlet frits for the packing were provided
by prepunched glass-fiber filters fixed in the zero-dead-volume
unions (Upchurch Scientific, Oak Harbor, WA) to which all open-
tubular capillaries were first connected. After having forced water
as the pushing liquid for about 20 min at selected pressure
through the packed capillaries, desired bed lengths of between
30 and 40 cm were reached. The permanent inlet and outlet frits
were prepared by controlled particle sintering via heating with
an arc fusion splicer FSM-05S (Fujikura, Tokyo, Japan) in its
prefusion mode. Finally, the remainder of the particles was
washed out and the union was removed.

The packed capillary columns were assembled in a HP3DCE
capillary electrophoresis instrument (Hewlett-Packard, Wald-
bronn, Germany) which allowed us to generate gradients in
electrical potential from 0 to 30 kV between both ends of a
capillary column. Measurements were made at a controlled
temperature of 298 K. Electroosmotic mobilities µEO were
calculated using the actual potential drop over a bed and residence
time distributions of an unretained, uncharged flow field marker
(which provides the mobile phase linear velocity) transported
through the column by molecular diffusion and EOF. Thiourea
was used for that purpose, and the standard photodiode array
detector of the instrument was used to monitor its absorbance
at 235 nm. Thiourea samples prepared in running mobile phase
were injected electrokinetically (+5 kV for 3 s). An external helium
pressure of 10 bar was exerted on both inlet and outlet mobile
phase vials for minimizing bubble formation. EOF velocities were
measured at typically 10 different field strengths, with µEO
calculated as the slope of a linear dependence. Development of
Joule heat was negligible in these experiments.

Tris(hydroxymethyl)aminomethane (Tris) buffer solutions in
80:20 acetonitrile/water (v/v) were used as the liquid electrolyte.

Mobile phases were filtered over a 0.45 µm nylon membrane
filter and degassed by ultrasonication. An aqueous stock solution
of 0.2 M Tris (the base form) was prepared using water purified
on a Milli-Q-Gradient (Millipore GmbH, Eschborn, Germany),
and the pH was adjusted to 8.3 by titration with concentrated
hydrochloric acid. Appropriate volumes of this stock solution,
MilliQ water, and HPLC grade acetonitrile were mixed to yield
the Tris buffer solutions of desired ionic strength in 80:20
acetonitrile/water (v/v) covering the range from 1 × 10-4 to 4 ×
10-2 M effective Tris concentration; for example, 2 × 10-3 M Tris
in the final mobile phase corresponds to 0.01 M Tris in the aqueous
part. The concentration of protonated Tris (acid form) needed for
estimating the EDL thickness by means of λD (eq 2) was calculated
from the Henderson-Hasselbalch equation with pH ≈ pKa. For
measurement of µEO, packed capillaries were preconditioned
electrokinetically (using separate mobile phase vials) by applying
a voltage of 5 kV for 10 min and then a voltage ramp up to 20
kV in 15 min and holding this final voltage over another 10 min.
For measurement of µEP, 5 mg of the particles were suspended
in 20 mL of degassed buffer under gentle ultrasonication, followed
by overnight stirring in a rotary shaker. The relative permittivity
(εr) and viscosity (η) at 298 K of the final 80:20 acetonitrile/water
(v/v) electrolyte solutions were taken as 44.53 and 5.03 × 10-4

kg/(m‚s), respectively.87

4. Results and Discussion

We first present results for electrophoretic mobilities
and analyze individual contributions. Figure 2 demon-
strates the influence of mobile phase Tris concentration
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Table 1. Physical Data for the (Non)Porous Silica-Based
Particles

particles
dp

[µm]a
Vpore

[mL/g]
dpore
[nm]b εintra

c rpore/λD
d

As
[m2/g]e

porous spheres 2.45 0.88 41 0.66 0.6-12.8 64.7
2.46 0.65 105 0.59 1.6-32.8 21.1
2.42 0.34 232 0.43 3.6-72.5 7.5

nonporous 2.45 ca. 1f

a Refers to the external surface-averaged value (dp ) 2Rs). b Mean
intraparticle pore diameter based on mercury porosimetry (dpore )
2rpore). c Intraparticle porosity calculated according to εintra ) (1 +
(1/FSiOVpore))-1, with FSiO (density of the silica skeleton) taken as
2.24 g/mL. d For the range of buffer concentrations encountered in
this work (1 × 10-4 to 4 × 10-2 M Tris). e Specific surface area
based on the nitrogen adsorption data. f Finite, albeit small, because
of the solid particles’ external surface area.

Figure 2. Electrophoretic mobility of the spherical-shaped,
silica-based particles (Table 1) depending on the mobile phase
concentration of Tris buffer: (a) nonporous particles (b); (b)
porous particles with a mean intraparticle pore diameter (dpore)
of 41 nm (O), 105 nm (9), and 232 nm (0), respectively. The
mobile phase ionic strength is half of the Tris concentration.
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on µEP of the nonporous and porous silica-based particles
(cf. Table 1 for particle characteristics). The dependence
for nonporous spheres seen in Figure 2a reveals normal
electrokinetic behavior in the sense that as the ionic
strength of the liquid increases, the EDL is compressed,
resulting in a reduced shear plane potential at the solid-
liquid interface.1 The thickness of the EDL remained small
with respect to the particle radius over the whole range
of buffer concentrations, that is, 38 < Rs/λD < 766 (Rs
denotes the radius of a macroscopic particle). Thus, the
assumption of a thin EDL is valid on the particle scale
(Rs/λD . 1) throughout the present study including all
media. The continuously decreasing values of µEP at
increasing Tris concentration (Figure 2a) then represent
an electrokinetic behavior that is expected, at least
qualitatively, for solid dielectric spheres with less sig-
nificant contribution from surface conductance (over a
range of mobile phase ionic strengths encountered in our
work). It is noteworthy because conduction behind the
shear plane may strongly influence and sometimes even
overshadow usual EDL behavior, in particular at low
electrolyte concentrations and higher values of ú, leading
to an increase of the electrokinetic mobility with ionic
strength toward an intermediate, often just spurious
maximum.88-95 The magnitude of this effect further
depends on the base material (although it has been
predominantly investigated for polymer latices), surface
modification, and post-treatments.

In striking contrast to the more or less familiar behavior
of the hard spheres, the trend in µEP for the porous particles
(Figure 2b) reveals distinct differences which obviously
depend on the intraparticle porosity and actual extent of
the EDL overlap and, thus, on the ratio rpore/λD (the thin
EDL assumption cannot be made inside these particles).
With increasing concentration of Tris buffer from 1 × 10-4

M, the particle mobilities first increase and then move
through a maximum at some particle-specific concentra-
tion between 1 × 10-3 and 1 × 10-2 M, followed by a
decrease toward relatively common curves (above ca. 1 ×
10-2 M Tris). Because all particles originated from the
same base material, differences among porous spheres,
as well as between the nonporous and porous spheres, in
general, most probably can be related to the fact that
porous particles are permeable for EOF and conducting
depending on intraparticle porosity and pore sizes. To
clarify the observed differences in view of these aspects,
Figure 3 contrasts the typical behaviors. Here, the gray
area separates regimes in which the mobility of either the
nonporous or porous particles dominates over the other.
At lower buffer concentrations, µEP for the solid spheres
significantly exceeds that of any porous spheres encoun-
tered in this work (for clarity in a general comparison
only the representative results for porous particles with
dpore ) 105 nm are included in Figure 3). As indicated
earlier, when an originally solid dielectric sphere is made
permeable and conducting, the ratio of specific conduc-
tivities within the now-porous particle and bulk liquid

will increase fromzero,bendingelectrical field lines toward
the particle interior which reduces the tangential field
component at a particle’s external surface. Consequently,
this contribution from the porosity effect reduces elec-
trophoretic slip velocities associated with shear stress
concentrated in the relatively thin EDL at the external
solid-liquid interface, and it can explain the decreased
values of µEP with respect to nonporous, dielectric spheres
at lower buffer concentrations (Figure 3, between 1 × 10-4

and about 2 × 10-3 M Tris) where strong intraparticle
EDL overlap prevails.

However, this contribution to µEP of the porous particles
is more than compensated at increasing buffer concentra-
tion by the jetting effect due to intraparticle-forced EOF
(relative to the solid skeleton of a particle and opposite to
its electrophoretic motion). In contrast to the first effect,
this phenomenon strongly depends on the buffer concen-
tration and will begin to dominate µEP only when intra-
particle EDL overlap is substantially reduced, enabling
a significant amount of volumetric EOF through the
particles (cf. FEO in eq 1 and its dependence on rs/λD in
Figure 1). As evidenced by Figure 3, the jetting effect is
responsible for an increasing mobility of permeable
spheres between 1 × 10-4 and 2 × 10-3 M Tris (with 1.6
< rpore/λD < 7.3). The maximum in µEP then is a consequence
of competitive contributions from this intraparticle EOF
(increasing jetting effect) and the normal EDL behavior
at the particles’ external surface. The latter effect which
ultimately dominates (leading to the decrease of µEP above
2 × 10-3 M Tris although EDL overlap continues to be
further reduced) has already been recognized as the origin
of a continuous mobility decrease at increasing buffer
concentration for the nonporous spheres (Figure 2a). The
presence of the jetting effect nevertheless can explain the
finally higher values of µEP for these porous particles
compared to the nonporous ones (see Figure 3 between 2
× 10-3 and 4 × 10-2 M Tris, with 7.3 < rpore/λD < 32.8).

To summarize, the unique dependence of electrophoretic
mobilities of porous particles used in this work on ionic
strength (Figure 2b) is a consequence of basically three
contributions: (i) usual EDL behavior at the external
particle surface leading to a decrease of mobility at
increasing ionic strength, (ii) generation of intraparticle
volumetric EOF (the jetting effect increases mobility at
increasing ionic strength), and (iii) the dipole coefficient
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1983, 92, 499.
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Figure 3. Comparison of spherical nonporous and porous (dpore
) 105 nm) silica-based particles in view of the electrophoretic
mobilities depending on mobile phase ionic strength (which
corresponds to half of the actual Tris concentration).
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of a porous particle which depends on its porosity but not
on ionic strength. While the first contribution dominates
overall mobility at higher ionic strengths (above 1 × 10-2

M Tris in Figure 2b) where, independent of actual
intraparticle EDL overlap, mobilities for all porous
particles are very similar and decreasing, the jetting effect,
together with a different mean intraparticle pore size, is
responsible for the increasing mobilities at lower ionic
strengths and the different position of the maximum for
µEP which shifts to higher ionic strength as the mean
intraparticle pore size (and rpore/λD) becomes smaller.

Based on the data in Figure 2b and Table 1, the actual
porosity difference between particles, thereby referring
to the last of the above-mentioned contributions, could
also contribute to a shift of µEP to higher values at the
increasing pore size because εintra concomitantly decreases.
This would agree qualitatively with the theoretical
analysis of Miller et al.77 (eq 1), although the porosity, in
addition, influences µEP oppositely via the jetting effect
(Figure 1). In an intermediate regime of EDL interaction,
both effects of a porosity difference (on the dipole coef-
ficientsand intraparticleEOF)maycompensateeachother
or nearly so, while for sufficiently small and large values
of rpore/λD the former (conductivity) effect is expected to
dominate.77

Before discussing these experimental results that have
been obtained for the different particle porosities and
systematic variation of intraparticle EDL overlap further
in view of the work of Miller et al.,77 we compare the
dependence of µEP on ionic strength with the corresponding
result for µEO summarized in Figure 4. These data confirm
the substantially different electrokinetic behavior of
porous versus nonporous spherical particles consisting of
the same base material which has already been observed
for µEP (Figure 2). In particular, we find again a continuous
decrease of µEO with increasing Tris concentration for
nonporous particles characterizing normal EDL behavior
(Figure 4a), while the mobility for porous particles displays
pronouncedmaximawhichdepend,becauseof thedifferent
intraparticle pore sizes, on mobile phase ionic strength in
a particular case (Figure 4b). If we normalize the mobility
data for porous particles with respect to the intraparticle
EDL overlap (magnitude of the jetting effect) and plot µEO
against rpore/λD (Figure 5), we locate the mobility maxima
at a similar rpore/λD ratio of approximately 10, demon-
strating a rather unique dependence of the jetting effect
on intraparticle EDL overlap. The slight but systematic
shift of this maximum toward lower values of rpore/λD at
a decreasing pore size (also evidenced by the data for µEP
in Figure 2b) can be explained by the actual differences
in Rs/λD at a given rpore/λD ratio (because of a different λD
but an almost identical Rs). This reflects the influence of
the normal EDL behavior associated with the particles’
external surface (cf. Figure 4a) and leads to the relatively
stronger decrease in mobility as rpore and λD become smaller
at constant rpore/λD for different particles (Figure 5). Partly
in combination with a decreasing εintra (Table 1), that is,
the same effect discussed earlier for µEP (porosity depen-
dence of a particle’s dipole coefficient), it is also responsible
for the fact that this figure generally reveals higher values
of µEO for particles with larger pore size.

Not unexpectedly, results for µEO based on the mea-
surement of uEO in random close packings of the employed
spherical particles (fixed beds) did not reveal different
electrokinetic behavior than observed by monitoring µEP
for dilute suspensions of the same particles. This is related
to the fact that relevant contributions to the overall
mobility (jetting effect, dipole coefficient, normal EDL
behavior) are similarly influenced by the particles’ porosity

and intraparticle EDL overlap in either type of experiment.
However, one systematic difference is obvious and should
be noted. While displaying a very similar behavior, the
values for µEO are generally smaller than those for µEP.
The offset may be largely removed by taking into account
the tortuous nature of the pore space between particles
in the random close sphere packings, a purely geometrical
effect which reduces the macroscopically measured µEO in

Figure 4. Electroosmotic mobility in fixed beds (packed
capillary columns) of the spherical particles depending on the
mobile phase Tris concentration: (a) nonporous particles (b);
(b) porous particles with a mean intraparticle pore diameter
(dpore) of 41 nm (O), 105 nm (9), and 232 nm (0), respectively.

Figure 5. Electroosmotic mobility vs rpore/λD for spherical
porous particles with a different intraparticle mean pore size
and porosity (cf. Table 1).

10906 Langmuir, Vol. 19, No. 26, 2003 Chen and Tallarek



such dense particle systems relative to µEP for the dilute
suspension of an electrophoresis experiment.96-98

The consistent dependencies of µEP and µEO on both
intraparticle porosity and EDL overlap demonstrate a
substantially different electrokinetic behavior for porous
compared to nonporous particles which has been predicted
by Miller et al.77 However, the final comparison of our
data with their theoretical description becomes somehow
difficult by a different generation of the pore space
morphology within an aggregate or a particle. While
porosity and pore size distribution are easily introduced
and become adjustable via the diameter and arrangement
of much smaller primary particles for a hierarchically
structured spherical aggregate,77,99 porous particles used
in this work do not resemble that design. They have been
prepared according to the sol-gel process which results
in a different microstructure schematically shown in
Figure 6. It does not appear straightforward to translate
the pore space morphology imposed by the diameter,
spatial distribution, and final volume fraction of solid
spheres within the aggregate to another particle archi-
tecture (e.g., in view of rs/λD vs rpore/λD), even though for
some special cases the mean size of voids between particles
may be estimated based on a touching sphere model.

Consequently, we will compare our results only quali-
tatively with implications originating from the theoretical
work of Miller et al.77 Based on their analysis, Figure 7
illustrates the dependence of µEP of a spherical aggregate
on EDL overlap (rs/λD) and void volume fraction (εintra )
1 - æ) within the aggregate (cf. Figure 6) assuming that
the shear plane potential for EOF remains constant and,
thus, could be taken as the usual zeta-potential defined
for an isolated, discrete solid particle (constant potential
assumption concerning EDL overlap in the pores of the
aggregate, ψa ≡ ú in eq 1).19,77 Figure 7 includes, as a
baseline for a better comparison, the mobility of a solid
dielectric sphere with ú ) 25 mV and Rs/λD . 1. While µEP
decreases with æ at rs/λD below unity due to the normal
field component introduced at the outer surface of an
aggregate by its conducting interior, this decrease is soon
overcompensated with respect to the solid sphere behavior
by the jetting effect (rs/λD g 7). As æ is decreasing, the
magnitude of this contribution to µEP can increase
significantly in an intermediate rs/λD range (cf. Figure 1)

and, together with the influence of æ on the aggregate’s
dipole coefficient, porosity differences do not have a strong
impact on the net mobility in this regime (Figure 7).

Predictions in Figure 7 indicate that the mobility of a
porous aggregate will be significantly less than that of a
solid sphere for rs/λD e 1 and significantly greater for rs/λD
g 20.77 They are in qualitative agreement with our
experimentally observed dependence of electrokinetic
mobilityon intraparticleEDLoverlap (rpore/λD)andporosity
(εintra). For example, the data in Figures 2-5 indicate
mobility maxima for both µEP and µEO of the porous
particles in a range 5 < rpore/λD < 10. This, in turn, compares
favorably with predictions concerning dominating con-
tributions to mobility (with respect to the behavior of a
solid sphere) from either a particle’s dipole coefficient or
the jetting effect, but for obvious reasons (Figure 6) rs/λD
is used to characterize EDL interaction in a porous
aggregate with known rs, while it seems straightforward
to use rpore/λD when the pore size distribution and rpore are
available. Apart from the two operative effects (i.e.,
conducting particle interior and intraparticle EOF) which
were shown to cancel each other at specific ionic strengths,
another phenomenon relevant to our study is the normal
EDLbehaviorataparticle’s external surface.Thismodifies
the reference behavior of the solid, dielectric sphere and
asymptotic trends for µEP of a porous aggregate at low and
high rs/λD (Figure 7) accordingly.78

5. Conclusions
The experimentally observed dependence on mobile

phase ionic strength of electrophoretic and electroosmotic
mobilities has revealed substantially different behavior
for porous (permeable and conducting) as compared to
similar but nonporous (impermeable and nonconducting)
spherical particles. While Rs/λD remains almost identical
for all particles encountered in this work (depending only
on ionic strength), rpore/λD is further determined by a
particular type of porous spheres (Table 1). In addition to
the influence of the intraparticle porosity on both µEP and
µEO, the contribution from the intraparticle EOF has been
studied systematically in view of EDL overlap covering
the range 0.6 e rpore/λD e 72.5. This, in turn, has allowed
us to discriminate between competitive contributions to
mobility from a particle’s dipole coefficient (intraparticle
conductivity) and the jetting effect (intraparticle perme-

(96) Rathore, A. S.; Horváth, Cs. Anal. Chem. 1998, 70, 3069.
(97) Rathore, A. S.; Wen, E.; Horváth, Cs. Anal. Chem. 1999, 71,

2633.
(98) Sánchez Muñoz, O. L.; Pérez Hernández, E.; Lämmerhofer, M.;

Lindner, W.; Kenndler, E. Electrophoresis 2003, 24, 390.
(99) Reeder, D. H.; Clausen, A. M.; Annen, M. J.; Carr, P. W.;

Flickinger, M. C.; McCormick, A. V. J. Colloid Interface Sci. 1996, 184,
328.

Figure 6. Representation of an aggregated spherical porous
particle of radius Rs (with solid volume fraction æ and uniform
subparticle diameter ds) and the particles used in this work
(with void fraction εintra and mean pore diameter dpore). In both
cases, the pore space morphology and surface chemistry are
assumed to be effectively isotropic on the particle scale.

Figure 7. Electrophoretic mobility predicted for a spherical-
shaped porous aggregate comprised of solid spheres with ú )
25 mV and rs , Rs based on the theoretical analysis of Miller
et al. (ref 77) (eq 1). The mobile phase is assumed to consist of
80:20 acetonitrile/water (v/v) electrolyte solutions, with εr )
44.53 and η ) 5.03 × 10-4 kg/(m‚s) at 298 K. FEO at a given rs/λD
and æ is obtained from Figure 1.
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ability), consistently demonstrated for µEP (Figures 2 and
3) and µEO (Figures 4 and 5) with respect to the normal
EDL behavior characterizing the nonporous particles.
Because most technological and analytical processes
involving electrokinetic transport phenomena in porous
media like particulate beds use permeable and conducting
base material, our results strengthen the importance of
the resolved phenomena which can so markedly change
electrokinetic behavior compared to solid supports.77,78

Further, the dependence of macroscopic electrokinetic
transport coefficients on the actual pore space morphology,
the nature of the surface, and electrolyte properties is of
fundamental relevance because it critically guides per-
formance and the design strategies of a particular elec-

trokinetic process with respect to alternative diffusive-
convective transport schemes.
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Refractive index matching of liquid and solid phases in a bed of porous spherical glass beads allowed
the use of confocal laser scanning microscopy for a quantitative study of intraparticle electrokinetic transport
phenomena. By recording transient profiles of fluorescent, charged, and uncharged tracers, a significantly
faster mass transfer was demonstrated for the electrokinetically enhanced transport as compared to a
diffusion-limited process. Intraparticle electroosmotic and electrophoretic migration velocities were found
to produce nonsymmetric distributions of tracer inside a sphere, contrasting with the symmetric profiles
observed for diffusive transport.

Mass transport in porous media induced by an external
electrical field which is superimposed on internal fields
plays a central role in a variety of analytical, technological
and environmental processes, including the dewatering
of waste sludge, soil remediation, capillary electrophoresis,
or chromatographic separations on microfluidic devices.1-8

One of the key problems is a still deficient mechanistic
understanding of the interrelation between external
control variables and electrokinetic transport coefficients
which depends on the surface’s physicochemical nature,
the pore space morphology, and properties of the saturat-
ing liquid. The characterization of these parameters is of
fundamental relevance, as it critically guides the perfor-
mance and compelling advantages, as well as design
strategies of a particular electrokinetic process with
respect to alternative diffusive-convective transport
schemes.

We have implemented confocal laser scanning micros-
copy for a study of electrokinetic transport phenomena in
a bed of spherical, porous particles. Optical transparency
is a prerequisite for analyzing quantitatively at any depth
inside particles the distribution profile of (un)charged
fluorescent molecules during their uptake in (or release
from) single beads in view of the mass transfer mecha-
nisms operating under the influence of an externally
applied electrical field. For this purpose we used a
dynamic, widely applicable approach for matching the
refractive index of the liquid to that of the solid skeleton
of the particles. For the first time we have visualized that
electrokinetic species transport through a fixed bed of

spheres produces, in striking contrast to the symmetric-
spherical distributions observed for diffusion-limited
operations, pronounced asymmetric concentration profiles
inside the particles. We could demonstrate that this
behavior is caused by the unidirectional character of
electroosmosis and electrophoresis, contrasting with the
stochastic nature of Brownian motion, and that it forms
the basis for a significantly faster intraparticle mass
transfer compared to the diffusion-limited kinetics. Fur-
ther, quantitative image analysis permitted a direct
determination of the velocities of the underlying intra-
particle-forced electroosmotic convection and electro-
phoretic migration. Obtained with a unique device, these
important results are seen as the first in an upcoming
series of studies using confocal laser scanning microscopy
for characterizing salient features of electrokinetic trans-
port in originally opaque particulate and monolithic
structures. The flexible experimental configuration de-
vised for that purpose is described in Figure 1.

Proposed by Minsky,9 confocal microscopy has been
intensively used in biology over the past decades.10 It was
only recently that its potential has been explored and
utilized for applications in chemistry and physics,11-21

particularly (in view of the present work) with respect to
the mass transfer characteristics in porous beads used
for a variety of applications, including ion exchange
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chromatography, solid-phase synthesis, or controlled drug
delivery.22-26 To our knowledge, electrokinetic transport
processes have not been investigated so far by quantitative
confocal microscopy. On the other hand, miniaturization
demands for electrokinetically controlled mass flux in
capillary columns, as well as in microfluidic devices, are
excellently suited for implementation with a confocal
microscope. A key feature of this instrument is a pinhole
(confocal aperture) in the detection optics which excludes
light from all but that location in the focal plane where
the laser beam is focused (confocal spot).27 Two-dimen-
sional images can be generated by sweeping the specimen,
for example, a single porous particle (cf. Figure 1), with
the light beam at the focal plane of interest.28

While the advantages of a confocal laser scanning
microscope include its high spatial resolution and sen-
sitivity, as well as short acquisition times,28 one of the
main disadvantages is the requirement for a uniform
refractive index over the optical path length (Figure
2a),29-31 including refractive index matching between the
capillary and the immersion medium, but especiallysin
view of a quantitative single-bead analysissbetween the
randomly distributed solid in porous particles and the

saturating liquid.32-34 Concerning our experimental de-
vice, the glass bead skeleton has a refractive index (RI)
of 1.465, a value that is indeed representative for many
solid-phase support materials (with an RI between 1.4
and 1.5) based on, for example, porous silica, methacry-
lates, or polyesters. By contrast, the solvents typically
encountered in (electro)chromatography and other ap-
plications have a refractive index significantly below that
value, notably water (RI ) 1.333), methanol (RI ) 1.329),
and acetonitrile (RI ) 1.344). Thus, for any of these liquids
saturating the intraparticle pore space of glass beads (or
that of similar materials), the resulting refractive index
mismatch (Figure 2a) leads to inevitable loss in fluores-
cence intensity depending on the actual penetration depth
and, thus, on radial position.32 To eliminate artifacts
relating to abberation caused by absorption and scattering
of both the excitation and fluorescence light, we used a
dynamic procedure for approaching a quantitative match
between the refractive indices of liquid and solid.11,35 We
selected dimethylsulfoxide (DMSO), a versatile dipolar
aprotic solvent with RI of 1.479, and systematically varied
its mole fraction in water until the glass beads appeared
optically transparent (Figure2b).The final refractive index
mismatch over the whole experimental setup could be
adjusted to below 0.5% (Figure 2a), and it was less than
only 0.1% inside the beads (Figure 2b).

With the device shown in Figure 1 and an optimized
refractive index distribution over the whole sample (Figure
2), we conducted a series of experiments for a variety of
conditions with respect to an electrokinetic intraparticle
mass transport. For this purpose, we injected a slug of
(un)charged fluorescent molecules into the packed capil-
lary and basically used pressure-driven flow to achieve
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Figure 1. Inlet section of the packed capillary configuration used for studying electrokinetic transport phenomena in single porous
particles. Spherical native glass beads have an average intraparticle pore size of 120 nm (Schuller, Steinach, Germany). Stainless
steel capillaries at both ends of the setup (close to the packing) are used as electrodes.
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fast interparticle convection of the mobile phase and an
initially uniform distribution of tracer around a particle.
Thus, the spherical glass beads were first loaded, satu-
rated, and then emptied by the unretained fluorescent

tracer, depending on a carefully adjusted combination of
driving forces (Figure 3). As the tracer, we separately
employed negatively charged and uncharged molecules
which chemically differed only with respect to the group

Figure 2. (a) Refractive index distribution over the experimental setup: (A) capillary wall (here borosilicate; RI ) 1.474); (B) liquid
(RI between 1.329 and 1.334 for water, methanol, or acetonitrile); (C) glass bead skeleton (RI ) 1.465) and saturating liquid; (D)
immersion medium (here glycerol; RI ) 1.472). (b) Refractive index matching on a particle-scale. At 90:10 vol % DMSO-H2O
(RI ) 1.468) the intensity profile of light transmitted through a single bead and the interface to external, particle-surrounding
liquid becomes a straight line. Attenuation artifacts at lower DMSO mole fractions (depending on radial position due to the spherical
geometry) are eliminated.

Figure 3. Mass transfer kinetics (tracer uptake and release dynamics) observed in a 12.4 µm thick center slice within a glass
bead, itself located on top of the packing, during elution of (un)charged fluorescent molecules. The mobile phase is a 90:10 vol %
DMSO-H2O mixture (cf. Figure 2), containing 10-5 M BODIPY 493/503 or BODIPY 492/515-disulfonate (Molecular Probes Europe,
Leiden, The Netherlands) as uncharged or charged tracer, respectively. The effective ionic strength of the liquid was 10-3 M (NaCl).
Beads were analyzed by section scanning, using a Zeiss LSM 510 laser scanning microscope with excitation at 488 nm and an Ar
laser power of 0.06 mW. Two-dimensional single-scan confocal (x-y) images were obtained with a 40× oil immersion lense (NA
) 1.3) every 0.5 s. For studying electrokinetic transport of fluorescent tracer, a difference in electrical potential of -100 V (E )
6.7 × 103 V/m) was generated between the electrodes. The first bead behind the inlet filter (cf. Figure 1) has been used to avoid
a tracer re-entry from upstream spheres during the release dynamics.
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providing a net charge to the molecule. Consequently, in
the presence of an externally applied electrical field (cf.
Figure 1), the neutral fluorescent tracer molecules are
expected to be transported inside the particles by elec-
troosmosis (EO) of the bulk mobile phase, in addition to
molecular diffusion (MD), while for the charged molecules
we also expect electrophoretic migration (EP), in addition
to the electroosmotic flow and molecular diffusion along
the concentration gradient. In the absence of an externally
applied electrical field, intraparticle transport remains
diffusion-limited.36 Thus, by a directed choice of experi-
mental conditions and adjusted properties of the saturat-
ing liquid, fluorescent tracer, and particle surface, a clean
and stepwise analysis of the complex interplay between
diffusive, electrophoretic, and electroosmotic driving forces
is possible. Figure 3 compares the intraparticle mass
transfer kinetics obtained from a quantitative single-bead
analysis in the presence and absence of an externally
applied electrical field (superimposed on a pressure
gradient). Data are recorded both for the charged and
uncharged tracers. These results clearly demonstrate that
electrokinetic transport mechanisms involved in either
case (electroosmosis and/or electrophoresis) can signifi-
cantly accelerate intraparticle transport. Even more
important for a practical implication, the increase of
associated mass transfer rate constants occurs already
under relatively modest conditions concerning electrical
field strength, background salt concentration, and the
average pore size (in view of Joule heating effects, double-
layer overlap inside the pores, or the adsorptive capacity

of a particle).37 While the thickness of the electrical double
layer is about 10 nm, the average diameter of intraparticle
pores is 120 nm. Thus, a significant double-layer overlap
occurs on this pore scale, reducing the achievable volu-
metric electroosmotic flow.38 Nevertheless, compared to
the case of the purely diffusive mass transfer, the data in
Figure 3 indicate the existence of substantial intraparticle
velocities for electroosmotic flow and electrophoretic
migration. Because the glass beads’ surface carries a
negative charge density, the also negatively charged
fluorescent molecules experience an electrophoretic mi-
gration in the direction opposite to that of the forced
electroosmotic flow. As evidenced by Figure 3, these
opposing driving forces still result in a faster intraparticle
mass transfer (MD + EO + EP) compared to the diffusion-
limited kinetics (MD), but it is slower than that with
electroosmotic flow alone (MD + EO).

To provide a quantitative analysis not only with respect
to the mean tracer concentration in a spherical particle
(at any time and depth) but also concerning the individual
transport mechanisms, we finally determined the veloci-
ties underlying electrokinetically enhanced mass transfer
in the intraparticle pore space. To our knowledge, direct
measurement of nonzero velocities inside single porous
beads has not been reported before, but it has always
remained a challenging task, especially the characteriza-
tion of experimental conditions that could form the basis
for mass transfer enhanced and finally dominated by
intraparticle convection. This is particularly important
for porous media with a low (average and local) hydraulic
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Figure 4. Quantitative distribution of (un)charged fluorescent molecules in a 12.4 µm thick (x-y) slice parallel to the column axis
moving through the center of a porous glass bead (dp ) 211 µm), and intensity profiles recorded along the horizontal center line
through this slice. (a) Uncharged tracer, intraparticle mass transport by molecular diffusion only (no electrical field applied). (b)
Still uncharged tracer, but additional transport by electroosmotic flow (E ) 6.7 × 103 V/m and ueo ) 21 µm/s). (c) Charged tracer
(E as before), transport now governed by a combination of electrophoretic migration (uep ) -32 µm/s), electroosmosis, and molecular
diffusion. Mobile-phase composition and other conditions as in Figure 2; the pixel size is 2.54 µm. Images were selected on the basis
that the fractional attainment of intraparticle equilibrium is similar in each case.
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permeability that adversely affects volumetric throughput
of liquid and the separation or reaction efficiency. For
example, with hydraulic flow the permeability of porous
particles may be tuned to typical column pressure drops
under the aspect that the pressure fields prevailing in
fixed bed adsorbers or catalysts act as driving force for
relevant intraparticle flow.39 A small, but nonzero, velocity
could assist the diffusion of large molecules and reduce
hold-up dispersion originating in stagnant zones.40-43

However, the mobile-phase perfusion in pressure-driven
flow will be operating only if relatively high column
pressure drops and particles with large pores (having low
adsorptive capacity) are used. Thus, for most processes
employing hydrostatic flow through a packed bed, the
intraparticle mass transfer remains diffusion-limited (if
not purely diffusive) and the distribution profiles during
an uptake of tracer by a porous particle reveal spherical
symmetry, as seen in Figure 4a.32 In contrast to this well-
known behavior,22,23 Figure 4b and c demonstrates the
effect of nonzero electroosmotic and electrophoretic ve-
locities inside a particle, and an examination of concen-
tration profiles reveals a distinct deviation from spherical
symmetry. Both charged and uncharged fluorescent tracer
molecules respond to the applied electrical field (unidi-
rectional driving force) by producing nonsymmetric dis-
tribution profiles parallel to it, but in opposite directions.

In particular, for intraparticle electroosmotic flow (MD
+ EO, Figure 4b), the concentration minimum moves
downstream compared to pure molecular diffusion (MD,
Figure 4a), resulting in a higher concentration in the
upstream half of the sphere than the downstream half.
This is due to the electroosmotic convection mechanism
operating in the same direction as molecular diffusion in
the upstream part of the particle but opposite to diffusion
downstream. The results become even more compelling
when both electroosmosis and electrophoresis are present
(MD + EO + EP, Figure 4c). In this case, because the
intraparticle electrophoretic migration velocity (uep) is
sufficiently higher than the electroosmotic flow velocity
(ueo) and in the opposite direction, the sphere is effectively
loaded from the (former) downstream side, with an
accompanying shift of the concentration minimum into

the opposite half of the particle. Even under these
conditions where the (fictitiously decoupled) electrokinetic
transport mechanisms lead to countercurrent mass trans-
port, the tracer uptake and release kinetics are faster
than those for the purely diffusive case (see Figure 3). By
analyzing the time-evolution of tracer fronts in a particle
and also accounting for the effect of molecular diffusion,
we could calculate the mean intraparticle electroosmotic
and electrophoretic velocities. Their values are given in
Figure 4, and they exactly fit into the time scales of the
mass transfer kinetics in Figure 3, providing direct
validation of the convection-augmented transport mech-
anisms.

Thus, we were able to conduct a quantitative sound
analysis of electrokinetic transport in a bed of porous
spherical particles. Relevant transport parameters were
obtained for well defined, easily variable experimental
conditions. The device (Figure 1), procedures (Figure 2),
and results (Figures 3 and 4) are unique by combining
miniaturization aspects of microfluidics and capillary
separation techniques with advanced electrokinetic trans-
port schemes and the inherent potential of confocal laser
scanning microscopy. This approach and its straightfor-
ward implementation allow us to resolve spatio-temporal
details of fundamental mechanisms involved in the
electrical field-assisted transport of species through porous
media, including an interplay between adsorption and a
local electrokinetics, double-layer overlap effects, non-
linear electrokinetic phenomena, or the mobility of large
(bio)molecules in confining geometries, also in view of a
single-molecule dynamics at complex interfaces studied
by fluorescence microscopy.44-55
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Perfusive flow and intraparticle distribution of a
neutral analyte in capillary electrochromatography

The relevance and magnitude of an electroosmotic perfusion mechanism in electro-
chromatography is analyzed. To systemize our studies we first considered the trans-
port of an electroneutral and nonadsorbing tracer. Based on the refractive index
matching in a microfluidic setup containing fixed spherical porous particles, we con-
ducted a quantitative analysis in real time of the spatio-temporal distribution of fluores-
cent tracer molecules during their uptake by (and a release from) single particles using
confocal laser scanning microscopy. Even under conditions of a significant electrical
double layer overlap the intraparticle electroosmotic flow produces due to its unidirec-
tional nature and in striking contrast to the symmetric (spherical) distributions typical
for purely diffusive transport strongly asymmetric concentration profiles inside spheri-
cal particles as the locally charged pore liquid begins to respond to the externally
applied electrical field. The profiles retain an axisymmetric nature, i.e., rotational sym-
metry with respect to the field direction. Results of our measurements could be suc-
cessfully interpreted and further analyzed by a compact mathematical model. Intra-
particle Peclet numbers of up to 150 have been realized and found to significantly
enhance the mass transport on particle scale towards the convection-dominated
regime when compared to a conventional (diffusion-limited) kinetics.

Keywords: Concentration profile / Confocal laser scanning microscopy / Electrical double layer /
Electrochromatography / Electroosmotic flow / Intraparticle transport / Neutral analyte / Refrac-
tive index DOI 10.1002/elps.200305673

1 Introduction

The theoretical concept and experimental utilization of
an intraparticle-forced convection in classical solid-liquid
chromatography for reducing mobile-phase mass trans-
fer resistance originating in the (intraparticle) stagnant
zone of packed beds has received a significant attention
over the last decade [1–14] although consequences of
this phenomenon were recognized already earlier, e.g., in
size-exclusion chromatography [15] and catalyst design
[16, 17], or for the nutrient transport in biological pellets
[18]. By using porous particles with a tailored hydraulic
permeability such that the pressure drops typically en-
countered in packed columns act as a decent driving
force for an intraparticle flow [8, 19] the non-zero velocity
component can assist (or even dominate – depending on
its magnitude relative to time scales of analyte diffusion

and adsorption-desorption processes) conventional, i.e.,
diffusion-limited intraparticle transport. It reduces hold-
up dispersion due to stagnant zones, a contribution that
begins to dominate the longitudinal dispersion in packed
beds of porous particles at reduced velocities (or Peclet
numbers, Pe) above 25 [20]. The result of these studies
[20] which have combined advanced numerical and ex-
perimental methods for differentiating between disper-
sion mechanisms that originate in stagnant and flowing
regions of random sphere packings of nonporous and
completely porous particles suggests that the hold-up
dispersion is more important than often assumed [21].
By contrast, the term perfusion chromatography refers
to separation processes with a non-zero intraparticle
velocity.

However, mobile-phase perfusion in beds of permeable
spherical-shaped particles is realized with hydraulic flow
to any significant amount only when relatively high col-
umn pressure drops and particles having large pores are
encountered. This, in turn, limits the intraparticle surface-
to-volume ratio in view of the mechanical strength or
adsorption capacity of a particle. Even then, the intra-
particle fluid velocity remains small compared to veloci-
ties in the interparticle pore space and becomes relevant
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only for the transport of very slowly diffusing molecules
with a comparatively fast adsorption-desorption kinetics
[11, 22].

Electroosmotic perfusion through fixed beds of porous
particles proceeds with a significantly higher intraparti-
cle (electroosmotic) permeability [23–25]. It is in striking
contrast to both the intensity of efforts and prerequisites
concerning an optimized particle technology, as well as
the realized magnitude of any perfusive, but hydraulic
flow and the (still) remaining velocity inequalities be-
tween the inter- and intraparticle flow patterns. Indeed,
similar behavior has already been recognized earlier by
selective applications in the physical and life sciences,
including electrokinetic dewatering of waste sludge or
the removal of contaminants from soil [26]. Concerning
the permeability of packed capillaries electroosmotic
flow (EOF) has shown to offer a far superior disper-
sion characteristics (compared to pressure-driven flow)
which accompanies a reduction of velocity extremes in
the mobile phase flow pattern on any time and length
scale [27–31]. In particular, plate heights and dispersion
coefficients reduced by up to a decade with respect to
those normally observed in pressure-driven flow have
been reported, especially for weakly and unretained
solutes [25, 27, 29]. Based on measured porosimetry
data for porous particles already simple (cylindrical) cap-
illary models of a packed bed, together with the approx-
imate expressions after Rice and Whitehead [32] for
pore-level EOF, could successfully explain relative mag-
nitudes of intraparticle-to-interparticle EOF depending
on electrical double layer (EDL) overlap inside the parti-
cles [29, 33].

On the other hand, it becomes difficult to relate this im-
provement quantitatively to an electroosmotic perfusion
mechanism because – due to the relatively small particle
diameters (dp 5 3–5 mm) and limitations in maximum elec-
trical field strength and currents resulting from Joule heat-
ing [34] – plate height data in capillary electrochromatog-
raphy (CEC) are inherently acquired over only a limited
range of Pe, with average EOF velocities typically not
exceeding 2–3 mm/s. This appears insufficient for the
adequate separation between dispersion processes ori-
ginating in the flowing and (remaining) stagnant zones of
a packed bed [21, 35–37]. For example, it is well known
that for pressure-driven flow stochastic velocity fluctua-
tions in the interstitial pore space cause mechanical dis-
persion which grows linearly with Pe, while regions of zero
velocity inside the particles and close to their external sur-
face give rise to nonmechanical contributions growing as
Pe2 (hold-up dispersion) and Pe? In(Pe) (boundary-layer
dispersion), respectively [36]. How these contributions
coexist in CEC to determine the plate height dependence

on Pe under a set of conditions, including the distribution
of pore sizes and EDL thickness, pore geometry and inter-
connectivity, the fractal nature and possible chemical het-
erogeneity of the surface, dissociation equilibria of both
the analyte and surface groups, type of buffer, charge of
analyte, retention mechanism, or a coupling of nonlinear
adsorption with the local electrokinetics [38] is a yet un-
resolved issue, although recently reported plate height
expressions for uncharged analytes may be initial steps
[39, 40].

This situation underlines the need for experimental
techniques that allow to capture directly and quantita-
tively individual transport phenomena in CEC. In this
work, we examine how the intraparticle EOF influences
in contrast to conventional (i.e., diffusion-limited) opera-
tion the intraparticle mass transfer and, in particular,
the resulting spatio-temporal distribution of a neutral,
nonadsorbing analyte in single porous particles of a
packed capillary. By employing refractive index (RI)
matching we could implement confocal laser scanning
microscopy (CLSM) for this purpose and measure quan-
titatively at any depth inside particles local concentra-
tion profiles of fluorescent flow field tracer molecules,
EOF velocities and the associated mass transport rele-
vant on particle scale. A simple, compact mathematical
model could successfully interpret and help in further
analyzing the observed behavior. Although CLSM has
found increased potential over the last years for study-
ing the analyte distribution and adsorption processes
in single chromatographic particles [41–46] its applica-
tion to electrokinetic transport phenomena in packed
capillaries has been demonstrated only most recently
[47, 48].

2 Materials and methods

2.1 Materials

Borosilicate glass capillaries (RI 5 1.474) with quadratic
cross section (300 mm inner, 450 mm outer edge) were
purchased from Hilgenberg GmbH (Malsfeld, Germany),
while cylindrical fused-silica and stainless-steel capillar-
ies were obtained from Polymicro Technologies (Phoenix,
AZ, USA) and Hamilton (Bonaduz, Switzerland), respec-
tively. Macroporous native glass beads (RI 5 1.465) from
Schuller (Steinach, Germany) had a particle size distribu-
tion between 150 and 250 mm and mean intraparticle pore
size of 122 nm. Dimethyl sulfoxide (DMSO) in Uvasol

quality (RI 5 1.479) was purchased from Merck (Darm-
stadt, Germany), hydrochloric acid and anhydrous gly-
cerol (MicroSelect quality, RI 5 1.472) were obtained
from Fluka (Sigma-Aldrich Chemie, Taufkirchen, Ger-
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many). Aqueous solutions were prepared using water
(RI 5 1.333) purified on a Milli-Q-system (model Milli-Q-
Gradient; Millipore, Eschborn, Germany). As fluorescent
dye in the CLSM studies we used BODIPY 493/503
(4,4-difluoro-1,3,5,7,8-pentamethyl-4-bora-3a,4a-diaza-
s-indacene) which has been received as a neat com-
pound from Molecular Probes Europe BV (Leiden, The
Netherlands).

2.2 Setup and procedures

Dry spherical glass beads were packed by sufficient
vacuum (suction) into the glass capillary with quadratic
cross section. Particles were fixed between two pre-
punched glass-fiber filter plugs prepared to fit exactly
into the inner cross sectional area of this capillary
(300 mm6300 mm). These filters were held in place at
both ends by cylindrical fused-silica capillaries (180 mm
ID, with an OD smaller than 300 mm after removal of
polyimide coating) acting as stabilizing inlet and outlet
pistons. Afterwards, stainless-steel capillaries (60 mm
ID, 160 mm OD) were carefully moved into the two
180 mm ID fused-silica capillaries until they touched the
glass-fiber filters. This alignment was fixed with PTFE
shrinking tubes (types Dual-SS IL065 and UTW 34;
IFK-Isofluor, Neuss, Germany). Finally, the stainless-
steel inlet and outlet capillaries later used as the elec-
trodes were connected to polyimide-coated cylindrical
fused-silica capillaries with 75 mm ID at the inlet side
of the setup and 150 mm ID at its outlet via zero-dead-
volume microtight unions from Upchurch Scientific (Oak
Harbor, WA, USA).

The capillary system was assembled in a home-built
alignment interface to allow xyz-positioning for the CLSM
studies. The inlet fused-silica capillary was coupled to
syringe pumps via a low-dead-volume two-position
valve (Valco International, Schenkon, Switzerland) and
stainless-steel capillary electrodes were connected to
the power supply. Pressure-driven flow through the setup
was achieved by high-pressure PHD 4400 syringe pumps
(Harvard Apparatus, Holliston, MA, USA) giving flow rates
down to the submicroliter range without pulsation. For
electrokinetically driven flow we used a DC power supply
(model HCN 6M-30000) from F.u.G. Elektronik (Rosen-
heim, Germany). For this mode, the outlet stainless-steel
capillary served as high-voltage electrode, while the inlet
stainless-steel capillary was connected to the ground. In
general, we injected a slug of BODIPY 493/503 (1025 M in
a refractive index-tuned mobile phase described in Sec-
tion 3.1) which was transported through the microfluidic
device containing the porous particles. Thus, during a

complete cycle, a single glass bead became loaded,
saturated and emptied again by the fluorescent tracer,
thereby revealing (via the quantitative CLSM studies) an
influence of particular driving forces, i.e., gradients in
concentration, pressure, and electrical potential on the
intraparticle tracer uptake and release dynamics (mass
transfer kinetics), as well as on the local distribution of
tracer.

2.3 Confocal laser scanning microscopy

2.3.1 Refractive index matching

While definite advantages of CLSM include a high spa-
tial resolution and sensitivity, as well as short acquisi-
tion time [49, 50], a major disadvantage is the require-
ment for uniform RI distribution over the whole optical
path length [51–55]. In our case, because we attempted
a quantitative single-bead analysis RI matching be-
tween the solid skeleton of a porous particle and its
saturating liquid appears most important [48, 56–58].
Any RI mismatch inside particles will lead to inevitable
intensity loss in BODIPY fluorescence depending on
the actual penetration depth, thus, on radial position.
For eliminating artifacts related to abberation caused
by absorption and scattering of both the excitation
and fluorescence light, we used DMSO and systemati-
cally varied its mole fraction in water until the glass
beads became optically transparent [48] (cf. Fig. 1).
This was achieved at 90:10 vol% DMSO-H2O (RI 5

1.468). In addition, the capillary was immersed in anhy-
drous glycerol for minimizing refraction and scattering
of light at the interface between capillary and surround-
ing medium. The final RI mismatch over the whole
setup could be adjusted to below 0.5%, and it was
less than only 0.1% inside the beads [48]. The 90:10
vol% DMSO-H2O mixture was used as a basic mobile
phase composition in subsequent experiments. While
the high DMSO content may not be suitable for certain
stationary phases it provides a convenient intraparticle
RI match for the glass beads. This, in turn, is the pre-
requisite for analyzing on quantitative basis at any
depth inside the particles distribution profiles of fluores-
cent tracer during its uptake in (or release from) single
beads in view of the transport processes operating
under the influence of both internal and externally ap-
plied electrical fields. Further, DMSO offers a reason-
ably high dielectric constant compared to other organic
solvents making it suitable for these investigations.
Finally, we added NaCl to this mobile phase (1023 M

effective ionic strength) resulting in a controlled EDL
thickness.
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Figure 1. Transmission light contrast in the microfluidic device and intensity profile through a single porous particle
including the interface to external liquid (red bar and arrows). Dashed lines indicate the particle boundaries. (a) Significant
RI mismatch between the intraparticle liquid (10:90 vol% DMSO-H2O, RI 5 1.348) and glass bead skeleton (RI 5 1.465)
resulting in attenuation artifacts which, due to the spherical geometry, depend on radial position. (b) Intraparticle RI
matching with 90:10 vol% DMSO-H2O (RI 5 1.468). The glass beads appear optically transparent and spherical abbera-
tion is minimized.

2.3.2 Image acquisition

Measurements were made on a confocal laser scanning
microscope Axiovert 100 with LSM 510 scan module from
Carl Zeiss (Jena, Germany) equipped with an argon ion laser
and Zeiss LSM 2.8 software. The quadratic capillary seg-
ment containing glass beads over a length of 15 mm was
mounted on the objective such that one of its plane faces
was perpendicular to the light path. Acousto-optical tune-
able filters regulated the power of the argon ion laser used
for excitation at 488 nm. Key feature of the confocal micro-
scope is a pinhole (confocal aperture) in the detection optics
which excludes light from all but that location within the focal
plane where the laser beam was focused (confocal spot)
[59]. Fluorescence light from BODIPY molecules was direct-
ed through the adjustable pinhole and detected by a photo-
multiplier tube. The spectral range of fluorescence emission
was selected by an appropriate long-pass filter (LP 505).

Two-dimensional single-scan confocal images were
obtained with a 406 oil immersion objective (NA 5

1.3) by sweeping the porous particles with the light
beam at the focal plane of interest. Beads were ana-
lyzed in the section-scanning mode, i.e., in the xy-plane
which is perpendicular to the optical axis, but parallel
to the column axis. Based on a careful adjustment in
the z-direction with the alignment interface this scan-
ning technique was used for generating two-dimen-
sional images of fluorescence intensity distribution in
the equatorial section of a single glass bead with xy-
layer thickness of 12.4 mm. The pixel size was 2.54 mm6
2.54 mm. Images were recorded every 0.5 s as time
series and built by means of a single xy-scan in 393.2
ms. Prior to measurement series we verified that the
detection range exhibited a linear relation between
BODIPY concentration and the detected fluorescence
signal.
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2.4 Mathematical model

A compact mathematical model is presented and used
for analyzing the effect of intraparticle EOF on the mass
transfer kinetics and spatio-temporal distribution of an
uncharged, nonadsorbing analyte in a single porous
spherical particle. The particle morphology including geo-
metrical aspects like pore shape, orientation or size and
its distribution functions, as well as topological param-
eters (e.g., pore interconnectivity) is assumed to be iso-
tropic with respect to typical time and length scales
encountered in the measurements. Further, subpore level
heterogeneities including surface fractality and other de-
fects which can lead to an inhomogeneous pattern of sur-
face charge and local flow are considered to be uniformly
distributed within pores. Thus, transport properties like
the effective intraparticle diffusivity (Dintra) are constant
on observation scale. In the model, the spherical support
particle is hypothetically fixed in space. Mobile phase
containing tracer at low concentration (1025 M in the
experiments) is streaming by a combination of strong
pressure-driven flow and much weaker EOF mainly
around, but partly also through this permeable particle.
Since its hydraulic permeability is assumed to be small
enough that intraparticle convection due to the surround-
ing pressure field can be neglected as transport mechan-
ism compared to intraparticle diffusion, the perfusion is
only caused by EOF. Perfusive flow is assumed to be uni-
form [39, 60], i.e., flow velocity has the same direction and
magnitude inside a particle. This direction coincides with
that of the (externally applied) electrical field. Based on
the results of a recent pulsed field gradient nuclear mag-
netic resonance study [61] we neglect extraparticle fluid-
side domain (boundary-layer) mass transfer resistance
for uncharged tracer toward the intraparticle pore fluid.
It should be noted, however, that diffusion-limited trans-
port close to the particles external surface may become
quite important for charged analytes [62, 63]. We further
assume that pressure-driven convection which only oper-
ates outside the particle is strong enough that extraparti-
cle axial displacements of the tracer are (much) larger
than those inside a particle due to any intraparticle trans-
port mechanism. Thus, the mobile phase concentration at
the particles external surface can be considered as uni-
form and any (uniform) changes as occuring relatively
fast with respect to the time scale of intraparticle mass
transport. For this type of experiment, it is the only reason
for using a significant pressure-driven flow component in
extraparticle space: This allows to establish a uniform
distribution of tracer around the particle, but it leaves
intraparticle transport governed by the EOF and diffusion.
We have observed that under the actual experimental
conditions EOF alone is insufficient for that purpose due
to its inherently perfusive nature. With the set of the afore-

mentioned assumptions and conditions the transport of a
nonadsorbing and electroneutral single analyte in the par-
ticle can be described by the following differential mass
balance equation which accounts for molecular diffusion
in a direction of decreasing concentration and electro-
osmotic convection in the direction of a unidirectional
DC field (perfusive flow)

qc
qt

¼ Dintrar2c � vintrarc (1)

where c is the local concentration of analyte in the sphere
(at any time) and vintra is the intraparticle flow velocity. If
only diffusive mass transport were considered it would
be straightforward to formulate the analysis in spherical
coordinates since spherical symmetry would reduce
the problem to a one-dimensional model. However, with
intraparticle EOF the analyte begins to respond to a uni-
directional electrical field applied in one of the Cartesian
space dimensions (eliminating spherical symmetry) but
we still can simplify the problem by expressing Eq. (1) in
cylindrical coordinates [64] and aligning the flow direction
with the axial coordinate [65]. Then, this assumed sym-
metry reduces the problem to a two-dimensional model,
and after expansion of the Laplace operator and transfor-
mation into dimensionless form we obtain

qec
qt

¼ 1
r
qec
qr

þ q2 ec
qr2 þ q2 ec

qx2 � Peintra
qec
qx

(2)

where ec is the dimensionless tracer concentration, t is
the dimensionless time, x and r are the dimensionless
central axial and radial coordinates, respectively (cf.
Fig. 2), and Peintra is the intraparticle Peclet number. These
parameters are given by

ec ¼ c
c0

(3)

t ¼ t
t0

(4)

x ¼ x � x0

dp
(5)

r ¼ r
dp

¼ y � y0j j
dp

(6)

Peintra ¼ vintradp

Dintra
(7)

with c0, the characteristic concentration of the tracer,
dp as characteristic length, and t0 5 dp

2/Dintra as the
characteristic diffusion time. Equation (2) was subject to
a Dirichlet boundary condition for analyte concentration
at the external surface of the particle and symmetry
boundary condition at the particle center (Fig. 2). The

 2003 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



4246 U. Tallarek et al. Electrophoresis 2003, 24, 4241–4253

Figure 2. Definition of the two-dimensional coordinate
system and boundary conditions making use of the
(three-dimensional) lateral rotational symmetry in the
model. For a surface with negative charge density (as for
the glass beads under the set of experimental conditions)
positive EDL counterions move toward the cathode.
Thus, the direction of intraparticle flow (vintra) is parallel to
the applied field (E) coinciding with the axial direction.

parabolic partial differential equation in the two-dimen-
sional domain was spatially discretized (quadrilateral
grid) by using the Galerkin finite-element method with
linear base functions [66]. The set of linear (ordinary)
differential equations was integrated in time. The whole
program was implemented in Matlab (The MathWorks,
Natick, MA, USA).

2.5 Processing of experimental data

From the two-dimensional fluorescence intensity profiles
in the 12.4 mm thick equatorial xy-slice of a glass bead the
center of that particle (located at x0/y0 where x and r are
zero) and its diameter (dp) were determined. Intensities
Ii(t) obtained during a measurement series in this slice at
positions xi/yi (i 5 1, . . ., N) were distinguished according
to their location inside or outside the particle. These data
then were used to calculate mean internal and external
intensities

I int� �ðtÞ ¼
PN

i¼1 yi � y0j jI int
i ðtÞPN

i¼1 yi � y0j j
(8)

I ext� �ðtÞ ¼
PN

i¼1 I ext
i ðtÞ

N
(9)

Axial symmetry of intraparticle analyte profiles in the pres-
ence of a unidirectional pore flow required the use of
weighted average values for the internal intensity. Maxi-
mum and minimum values of average intensities were
used to normalize the experimental intraparticle data

ecexpðx=y; tÞ ¼ I intðx=y; tÞ � I int� �
min

I intimax � I int� �
min

� (10)

where ecexp (x/y, t) is the normalized intensity (dimension-
less concentration) and Iint(x/y,t) is the measured intensity.
Experimental data were then transformed into the coordi-
nate system (x/r,t) of the model. Intraparticle profiles at
different times were compared with data bilinearly inter-
polated from the numerical results (utilizing a quadrilateral
grid). Model parameters t0 and Peintra were determined by
minimizing the sum of squares of the differences between
experimental ec>exp(x/r,t) and the calculated ec(x/r,t) data.
The mean external concentration (normalized intensity)
was used in the model for the boundary condition at the
particles external surface (cf. Fig. 2)

ecextðtÞ ¼
I ext� �ðtÞ � I ext� �

min

I ext� �
max� I ext� �

min

(11)

Initially, we considered a uniform intraparticle distribution
of the analyte molecules with zero or unity dimensionless
concentration depending on whether the particle is filled
or emptied by tracer.

3 Results and discussion

Figures 3–5 show the results of our CLSM measurements
and comparison with the mathematical model concerning
the intraparticle transport of a dilute electroneutral, unre-
tained tracer over discrete temporal and spatial domains,
as well as for a combination of mass transport driving
forces (electroosmosis and molecular diffusion) inside
the particle. While Fig. 3 demonstrates the influence of
an externally applied electrical field on the spatially aver-
aged mass transfer kinetics for particle filling and empty-
ing processes, Figs. 4 and 5 reveal details of the asso-
ciated intraparticle tracer distribution profiles.

As pointed out earlier, we in general employed a relatively
strong and constant pressure-driven flow in the interparti-
cle pore space of the packed bed and the extraparticle
space of the model for assuming a uniform tracer distribu-
tion at the particles external surface (Fig. 2). As evidenced
by Figs. 3a and c for the external concentration during the
particle filling and emptying processes, the resulting inter-
particle convection becomes so dominant that it is hardly
affected by EOF due to a gradient in electrical potential
superimposed on the constant pressure gradient. Thus,
attainment of a steady-state tracer distribution outside
the spherical porous particle (including its external sur-
face) is determined by the interparticle pressure-driven
flow and remains constant throughout the different meas-
urement series (cf. Figs. 3a and c). In other words, the
applied electrical field has only a negligible influence on
the transport of tracer in the interparticle pore space. By
contrast, it has a strong impact on the mass transfer
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Figure 3. Dynamics of tracer
transport in the microfluidic de-
vice. The mobile phase is a
90:10 vol% DMSO-H2O mixture
with an effective ionic strength
of 1023 M (NaCl). For device and
particle filling it also contains the
fluorescent flow field marker
(1025 M BODIPY 493/503). (a),
(c) Interparticle tracer concen-
tration close to a spheres exter-
nal surface during filling (left)
and emptying (right) proce-
dures. (b), (d) The corresponding

intraparticle mass transfer kinetics (tracer uptake and release dynamics, respectively). For studying perfusive EOF a differ-
ence in electrical potential (U as indicated) was superimposed on the pressure gradient, the distance between electrodes
(also the bed length) was 15 mm. Experiments were run at a controlled temperature of 298 6 1 K. Solid lines represent best
fits of the mathematical model to our data. For convenience, time zero has been set with respect to half saturation level
in the external pore space (dashed lines).

inside a particle (see Figs. 3b and d for the particle-filling
and emptying processes, respectively) where, vice versa,
the pressure field around a particle seems to have no sig-
nificant effect on tracer transport which is consequently
diffusion-limited in the absence of an external electrical
field (Table 1).

It should be noted that after a comparison of Figs. 3a and
c with Figs. 3b and d, respectively, it is clear that the
attainment of a steady-state concentration at the parti-
cles external surface is not instantaneous with respect
to the intraparticle mass transfer kinetics, even though it
remains always faster in the extraparticle than in the intra-

Table 1. Analysis of purely diffusive transport (U 5 0.0 kV)

Cycle No. 1 Cycle No. 2

Particle filling Particle emptying Particle filling Particle emptying

t0 (s) 215.4 190.7 215.8 186.2
Dintra (m2/s) 1.79610210 2.02610210 1.74610210 2.02610210

dp (m) 1.9661024 1.9661024 1.9461024 1.9461024
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Figure 4. Intraparticle two-dimensional profiles of normalized concentration for electroneutral tracer molecules in a
12.4 mm thick xy-slice parallel to the column axis (and through the center of a single particle) during filling and emptying
processes under various conditions. Experimental results (top rows) are compared with best fits of the mathematical model
(bottom rows). The applied electrical field created electroosmotic mobility from left to right in the two-dimensional profiles
which, in general, correspond to observation times of about 0.5 s (cf. Fig. 3). During a measurement electrical currents were
constant and on a decent level (e.g., 6 mA for U 5 0.4 kV which translates to E 5 26.7 kV/m).
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Figure 5. Tracer distribution pro-
files recorded along horizontal
(red) and vertical (blue) center
lines through the 12.4 mm thick
xy-slice of a single spherical par-
ticle during its filling (left column)
and emptying (right column).
The data refer to the two-dimen-
sional profiles seen in Fig. 4 and
solid lines are best fits of the
mathematical model to these
data. The applied electrical field
created electroosmotic mobility
from left to right in the tracer
distribution profiles and running
mobile phase was a 90:10
vol% DMSO-H2O mixture con-
taining NaCl with an effective
ionic strength of 1023 M. For the
purely diffusive filling and emp-
tying processes (E 5 0 kV/m)
the fitting results coincide for
both profile directions, indicat-
ing an isotropic and symmetri-
cal behavior.

particle space. Thus, this finite response at the particles
external surface (still assumed as occuring uniformly)
must be incorporated in the respective boundary con-
dition as explained in Fig. 2, i.e., ec 5 ecext(t). The influence
of an electrical field on the intraparticle mass transfer
kinetics during particle filling and emptying manifests
itself in a much faster attainment of equilibrium (Figs. 3b
and d) compared with the diffusion-limited operation as
a “reference dynamics” for which Peintra 5 0 (because
E 5 0 kV/m). Results of these systematic studies in view

of the obtained parameters t0, Dintra, vintra, and Peintra are
summarized in Tables 1 and 2. The single-bead CLSM
analysis on which our experimental data are based has
focused on a particle immediately behind the glass fiber
inlet filter to avoid re-entry of tracer molecules during
the emptying process originating in their release from the
intraparticle pore space of glass beads located upstream.
As seen in Table 1 for two representative subsequent
(filling-emptying) cycles, the reproducibility of data ac-
quired with the device and technique is good.

Table 2. Analysis of perfusive transport (U as indicated)

U 5 0.1 kV U 5 0.2 kV U 5 0.4 kV

Filling Emptying Filling Emptying Filling Emptying

vintra (m/s) 3.1861025 3.8761025 5.3661025 6.3461025 1.4361024 1.5261024

Peintra 32.4 39.5 54.8 64.7 146.6 155.7
dp (m) 1.9361024 1.9361024 1.9361024 1.9361024 1.9461024 1.9461024
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The data in Tables 1 and 2 demonstrate that the tracer
transport kinetics for a porous glass bead with dp 5

194 mm (fitted average value) is significantly increased
beyond the diffusion-limited regime by application of an
electrical field. It is dominated by intraparticle EOF which,
under the actual conditions and assumptions (e.g., un-
charged tracer and isothermal flow), is the only ex-
planation for this massive transport enhancement. For
example, with the highest potential gradient of only
0.4 kV Peintra < 150. Keeping in mind that Peintra (Eq. 7)
represents the actual ratio of characteristic dimension-
less times for convection (vintrat/dp) and diffusion (Dintrat/
dp

2) it is straightforward to see that the convection clearly
dominates over diffusion in mass transport on a particle
scale. Two aspects are worth mentioning in a discussion
of Peintra (Table 2) with respect to the purely diffusive intra-
particle transport kinetics (Table 1). First, the high values
for Peintra in the present case are only realized because of
a rather large dp compared to current CEC practice (dp 5

3–10 mm). Second, significant EDL overlap exists inside
the glass beads because of a modest electrolyte concen-
tration in the mobile phase (cf. Fig. 3). It leads to an esti-
mate of the Debye screening length (lD) of approximately
10 nm [67], while the average intraparticle pore size (dpore)
is 120 nm. Consequently, rpore/lD 5 6 only which means
that strong EDL overlap contributes to limit the attainable
velocities inside a particle. Although this problem could
be partly resolved by using a higher electrolyte concentra-
tion to compress the EDL further (and increase pore flow),
the maximum electrical field strength and current, togeth-
er with the ionic strength are limited by Joule heat that is
generated in a packed capillary [34, 68].

Returning to the first aspect, as dp is reduced toward the
submicrometer dimension, purely diffusive intraparticle
mass transfer becomes increasingly competitive with re-
spect to perfusive transport. Plate height data for col-
umns packed with nanoparticles then anyway cannot
be recorded sufficiently far beyond that regime (Pe 5

vavdp/Dm , 5; vav is the average velocity through a column
and Dm is the analytes mobile-phase diffusivity) in which
molecular diffusion dominates overall dispersion, pre-
senting the ultimate limitation to performance [69, 70].
As demonstrated recently, the hold-up contribution to
dispersion originating in the intraparticle stagnant zone
begins to dominate the longitudinal dispersion in beds of
porous particles only if Pe . 25 [20]. The ratio of charac-
teristic interparticle convective to intraparticle diffusive
times becomes more sensitive again for an electroosmo-
tic perfusion mechanism (as dp is reduced) when the dif-
fusivity of analyte molecules decreases concomitantly
and/or additional pressure-driven flow is used for acceler-
ating transport in the interparticle pore space to reduce
the analysis time of electrochromatographic separations

when needed. Because of hardware aspects related to
the generation of stable liquid flow hydraulic assistance
in CEC requires beds having a decent hydraulic perme-
ability [71] that cannot be realized with nanoparticles.
The mechanical strength of fused-silica capillaries and
efficient packing of nanoparticles as sufficiently extended
fixed beds present further limitations [72, 73]. Thus, it
appears advantageous to employ larger particles (dp 5

5–10 mm) for achieving a higher interparticle hydraulic per-
meability and then utilize the electroosmotic perfusion
mechanism in (pressurized) CEC for an independent opti-
mization of separation efficiency and adsorption capacity
by adjustment of the EDL thickness and surface-to-vol-
ume ratio of the intraparticle pore space. An alternative
to this procedure is the use of pressure-assisted electro-
osmotic perfusive flow through a comparatively perme-
able and mechanically stable high-surface-area continu-
ous structure like the silica-based monolith with its tai-
lored bimodal pore size distribution [74].

In the next step (Figs. 4 and 5), we analyzed the distribu-
tion profiles of the uncharged tracer inside a particle
associated with the augmented mass transfer kinetics
(Fig. 3, Tables 1 and 2) due to an intraparticle-forced elec-
troosmotic convection. As seen in Fig. 4, diffusion-limited
transport (resulting when only a pressure gradient is used
for moving liquid through the device, i.e., E 5 0 kV/m) pro-
duces distribution profiles during an uptake of tracer by
the empty particle or its release from the saturated bead
which reveal spherical symmetry. This is a well-known
and anticipated behavior with respect to the initial and
boundary conditions [41–43, 56, 75]. According to the
spherical symmetry, intraparticle tracer profiles recorded
along the axial and radial direction (cf. Fig. 2) during the
particle filling and emptying processes (Fig. 5, top left
and right, respectively) were coinciding reasonably. This
observation, in turn, validates to a fair degree the initial
assumption that the concentration of tracer at the parti-
cles external surface may be considered as uniform,
even though Fig. 5 for the axial profiles (in the direction of
pressure-driven interparticle convection) reveals a slightly
lower (or higher, depending on a particular process) tracer
concentration at the downstream than the upstream side
of the particle.

By contrast, an examination of the concentration profiles
observed in the presence of an (externally applied) elec-
trical field reveals distinct deviations from the spherical
symmetry under identical boundary conditions for the
tracer concentration at a particles external surface (cf.
Figs. 3a and c). The uncharged fluorescent molecules
responded to the unidirectional driving force by producing
nonsymmetric distribution profiles parallel to it (Figs. 4
and 5), but perpendicular to the applied field the profiles
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retained their symmetric nature (see Fig. 5 for details). The
applied field yielded an electroosmotic mobility from left
to right across the contour plot (Fig. 4). For a slice parallel
to the flow direction the results show that during an
uptake (release) of tracer the intraparticle EOF moves the
concentration minimum (maximum) downstream as com-
pared to pure molecular diffusion, resulting in higher
(lower) concentrations in the upstream half of the sphere
than the downstream. It is caused by the fact that convec-
tion operates in the same (opposite) direction as diffusion
in the upstream half of a bead, but opposite (parallel) to
diffusion downstream [18]. Thus, for nearly half of the
molecules intraparticle convection occurs in the direc-
tion opposite to their diffusive mass transfer and, con-
sequently, situations should be avoided where these
opposing transports would be of similar magnitude. As
expected (and demonstrated by Figs. 4 and 5) departure
from spherical symmetry becomes more pronounced as
Peintra increases.

If the tracer molecules were charged (but, to keep this
analysis systematic, still nonadsorbing at the particles
surface) they would possess an additional intraparticle
electrophoretic mobility, being either parallel or opposite
to the unidirectional motion caused by intraparticle EOF.
This depends on the relative sign of tracer charges with
respect to the net surface charge. As was demonstrated
recently [48], compared to the situation for an uncharged
tracer, the particles then can become filled from the
downstream side (concerning the direction of net flow
through a porous medium due to the applied gradients in
pressure and electrical potential) if the electrophoretic
mobility of charged tracer is higher than the EOF field
mobility and points in opposite direction. While this coun-
teraction still resulted in a faster intraparticle mass trans-
fer compared to the purely diffusive kinetics (for identical
initial and boundary conditions), it may adversely affect
the overall performance in pure CEC (i.e., without the
pressure-driven flow component), as it prevents charged
analytes from being transported down the column by the
EOF alone. Thus, also those situations should be avoided
where (opposite) electroosmotic and electrophoretic mo-
bilities become of similar magnitude. Further complexity
in the analysis involving charged tracers may arise due
to the permselectivity of a particle and (concentration)
boundary-layer mass transfer resistance [62, 63].

4 Concluding remarks

Quantitative CLSM studies of intraparticle purely diffusive
and combined diffusive-convective mass transfer (the lat-
ter due to flow induced by an externally applied electrical
field) have revealed the following behavior for the spatio-

temporal dynamics of electroneutral unretained fluores-
cent tracer in spherical-shaped porous particles under
a set of well-defined boundary conditions. First, the uni-
directional character of intraparticle EOF which is in con-
trast to the stochastic nature of diffusion reduces spheri-
cal to an axial symmetry (with respect to the direction of
the applied field) of the distribution profiles observed dur-
ing tracer uptake by an empty particle or its release from
saturated beads (Figs. 4 and 5). However, the symmetry
aspect is not the only characteristics in the tracer distribu-
tion profile that changed as a consequence of increasing
Peintra. As already demonstrated by the mass transfer
kinetics in Figs. 3b and d, the average concentration of
tracer in a particle increases (decreases) with respect
to the diffusion-limited process during the particles re-
sponse to changes in the external tracer concentration.
A range was covered from diffusion-limited (Peintra 5 0) to
convection-dominated (Peintra 5 150) intraparticle trans-
port. Thus, the EOF drastically reduced overall intraparti-
cle mass transfer resistance and the electroosmotic per-
fusion provides one mechanism by which a significantly
improved separation performance may be achieved [25,
28–30].

It should be emphasized that a convection-dominated
transport in our device is already approached at relatively
moderate field strengths. For example, the voltage of
0.1 kV (leading to Peintra < 35) translates to E 5 6.7 kV/m.
Due to the dielectric constant and viscosity of DMSO a
measured intraparticle electroosmotic mobility of about
561029 m2s21V21 is expectedly lower than with a purely
aqueous electrolyte solution having the same ionic
strength or for one containing (an in this view) more
favorable organic modifier like acetonitrile, methanol, or
acetone [76]. However, the resulting mobile-phase com-
positions are not suitable for quantitative CLSM studies
based on liquid-solid phase RI matching and the use of
DMSO is a compromise [48].

By providing complementary information, Figs. 3–5 reveal
experimentally and, in good agreement with the CLSM
data, also describe via our presented mathematical mod-
el (Section 2.4) the basic effects of an intraparticle velocity
during electroosmotic perfusion through particulate beds.
Both the average temporal concentration and spatial dis-
tribution of tracer were significantly affected depending
on Peintra. Based on the conditions encountered in our
work, this parameter needs to be carefully considered
and scaled to the actual dimensions of a particular sys-
tem when estimating the benefits of electroosmotic perfu-
sion. In general, flow inside particles, the classical stag-
nant zone [77], is advantageous for dispersion because
it reduces (in a global sense) the velocity inequality of
the flow pattern through the porous medium. However,

 2003 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



4252 U. Tallarek et al. Electrophoresis 2003, 24, 4241–4253

it becomes less effective compared to intraparticle dif-
fusion (Peintra 5 vintradp/Dm) as the particle diameter is
reduced. On the other hand, the diffusivities of typically
relevant analytes span a range from 1029 to 10212 m2/s
and, thus, they also determine inherently the relative
importance of an electroosmotic perfusion. Concerning
the remaining parameter in Eq. (7) (vintra) our results clearly
demonstrate that the substantial EDL overlap (rpore/lD 5 6)
presents no limitation to an already significantly increased
intraparticle mass transfer rate constant, and that the
resulting average pore velocity can be still significant
compared to purely diffusive time scales, even when
rpore/lD approaches unity and rpore is only a few nano-
meters. Nevertheless, the intraparticle flow can be in-
creased by applying higher fields (and/or mobile-phase
ionic strengths leading to further suppression of EDL
overlap). However, at least with the present device limita-
tions then may arise from Joule heating.

Closely related to a dependence of intraparticle EDL over-
lap on ionic strength is the corresponding behavior in the
interparticle pore space where the average channel size
or a characteristic dimension normal to the local surface
is much larger than for the intraparticle pore space. While
the suppression of EDL overlap may dominate the effect
of an increasing ionic strength on volumetric EOF inside
a particle (leading to flow enhancement), it is the usual
electrokinetic behavior beyond EDL overlap [67] which
dominates between particles. The latter predicts a de-
crease of EOF upon further compaction of the EDL. Be-
cause the general dependence of EOF on ionic strength
is supposed to have a similar form for both (fictitiously
decoupled) pore spaces, but with only the characteristic
features translated to the different rpore/lD ratios it may
provide a mechanism by which intra- and interparticle
velocities can be aligned via the controlled increase of
EOF inside and its concomitant decrease between the
particles. For that purpose, both the ratio of inter- to intra-
particle pore dimensions (through dp/dpore) and lD need to
be adjusted.

The actual value of Peintra results from a complex interplay
between pore space morphology and topology (including
the pore size distribution and pore interconnectivity),
properties of the saturating liquid (like ionic strength and
dielectric constant), electrical field strength, the origin,
stability, and spatial homogeneity of chemical surface
modifications, as well as the molecular diffusion coeffi-
cient of tracer molecules in the pore liquid. Our experi-
mental approach and derived data are a useful basis for
detailed further studies of more complex electrokinetic
phenomena, e.g., the transport of charged molecules in
hierarchically structured media containing fine pores (par-
ticulate beds, monoliths, membranes) with a substantial

EDL overlap in part of the pores and strong adsorption
at the surface. In these cases, a similar complementary
information as provided by Figs. 3–5 helps to resolve
transport mechanisms (surface vs. pore diffusion, electro-
osmotic vs. electrophoretic motion), determine relevant
parameters (ion mobilities, fluid velocities), or analyze
peculiar features of concentration polarization in strong
electrical fields and nonlinear phenomena which reflect
the performance of a particular electrokinetic process.
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Electrokinetic transport of fluorescent tracer molecules in a bed of porous glass beads was investigated
by confocal laser scanning microscopy. Refractive index matching between beads and the saturating fluid
enabled a quantitative analysis of intraparticle and extraparticle fluid-side concentration profiles. Kinetic
data were acquired for the uptake and release of electroneutral and counterionic tracer under devised
conditions with respect to constant pressure-driven flow through the device and the effect of superimposed
electrical fields. Transport of neutral tracer is controlled by intraparticle mass transfer resistance which
can be strongly reduced by electroosmotic flow, while steady-state distributions and bead-averaged
concentrations are unaffected by the externally applied fields. Electrolytes of low ionic strength caused
the transport through the charged (mesoporous) beads to become highly ion-permselective, and concentration
polarization is induced in the bulk solution due to the superimposed fields. The depleted concentration
polarization zone comprises extraparticle fluid-side mass transfer resistance. Ionic concentrations in this
diffusion boundary layer decrease at increasing field strength, and the flux densities approach an upper
limit. Meanwhile, intraparticle transport of counterions by electromigration and electroosmosis continues
to increase and finally exceeds the transport from bulk solution into the beads. A nonequilibrium electrical
double layer is induced which consists of mobile and immobile space charge regions in the extraparticle
bulk solution and inside a bead, respectively. These electrical field-induced space charges form the basis
for nonequilibrium electrokinetic phenomena. Caused by the underlying transport discrimination
(intraparticle electrokinetic vs extraparticle boundary-layer mass transfer), the dynamic adsorption capacity
for counterions can be drastically reduced. Further, the extraparticle mobile space charge region leads to
nonlinear electroosmosis. Flow patterns can become highly chaotic, and electrokinetic instability mixing
is shown to increase lateral dispersion. Under these conditions, the overall axial dispersion of counterionic
tracer can be reduced by more than 2 orders of magnitude, as demonstrated by pulse injections.

Introduction
Classical electrokinetic phenomena are usually treated

in textbooks as operating in a single macroporous com-
partment confined by a locally flat, charged solid-liquid
interface which itself is characterized by moderate values
of the ú-potential and a thin (compared to the macropore
dimensions) fluid-side electrical double layer (EDL).1-4

These electrolytes are considered as quasi-equilibrium
systems in which the diffuse counterionic space charge
responsible for electroosmotic flow (EOF) by interaction
with an external electrical field is located directly at this
interface. The quasi-equilibrium (primary) EDL is as-
sumed as stable and unaffected by the external fields
concerning its charge density and dimension. Therefore,
the properties of this space charge layer only depend on
static electrolyte and material characteristics, for example,
ionic strength and surface charge density, but not on the
fluid dynamics. Consequently, the EOF velocity follows
a linear relationship with respect to the applied field
strength, as described by the Helmholtz-Smoluchowski
equation.1-4 Many experimental studies support the
assumption that the average EOF velocity in fixed beds
of porous (permeable and conducting) particles depends
linearly on the field strength.5-11 Any influence of intra-

particle meso- and/or microporous compartments on
charge transport, the ionic concentration distributions,
and bulk flow is usually neglected.

However, the transport of charged species such as simple
ions, analyte molecules, or globular particles is actually
much more complex in such porous media with a hier-
archically structured pore space characterized by a high
degree of interconnectivity between the different sets of
pores. In addition to the bulk electrolyte in the macro-
porous compartment with equivalent ionic concentrations
and balanced ionic fluxes, at least another meso- and/or
microporous compartment has to be taken into account.
For example, the mean size of mesopores is of the order
of a typical EDL thickness or even smaller. Then, the
diffuse space charge region at the solid-liquid interface
extends over the whole cross section of a pore. This EDL
overlap leads to an enrichment of counterions in the
mesoporous domain but exclusion of co-ions. At electro-
chemical equilibrium, the Donnan potential balances the
concentration gradient of ions between macro- and
mesoporous domains.2,12,13

The distribution of ionic concentrations under these
conditions is shown in Figure 1a. Strong EDL overlap and
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the resulting equilibrium concentrations of mobile co-ions
and counterions within the mesopores cause a highly ion-
permselective mass transport as driving forces are su-
perimposed. The interior of the mesoporous particles
shows ion-exchange properties which become aggravated
by an increasing EDL overlap. Favored permeation of
counterions is the main transport characteristic of ion-
exchange materials, and ion-permselective transport is
the basis for various electrochemical and electrokinetic
processes including electrode reactions and electrodialy-
sis.14,15 A theoretical treatment of coupled mass and charge
transport in fixed beds of porous particles thus may be
improved by models developed for transport through ion-
exchange membranes.15-24 The main implication of coupled
transport is that under the influence of either chemical
or electrical potential gradients concentration polarization
develops.25-33 As a consequence, zones of increased and
decreased ionic concentrations occur in the bulk fluid at

the cathodic and anodic interfaces of a (cation-selective)
porous bead, respectively. Concentration distributions at
the anodic pole are illustrated in Figure 1b. Under these
conditions, the electrical current through an ion-perm-
selective particle in a fixed bed remains in the Ohmic
region. Local electroneutrality is preserved in the depleted
concentration polarization zone of the macropore space
between the particles, as well as in the intraparticle
mesopore space.

Concentration polarization plays a central role in many
electrokinetic processes because it affects both local ionic
concentrations and mass transport in order to preserve
the continuity of mass and charge fluxes. Especially the
zone of decreased ionic concentration at the frontal (here,
anodic) pole of a porous particle in a fixed bed is of
importance because the ionic flux through this region is
diffusion-limited due to the electrokinetically induced
concentration gradient (Figure 1b).14,15 This concentration
polarization zone is a diffusion boundary layer which
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Figure 1. Schematic view on the concentration distributions and transport properties of ionic species in a mesoporous, ion-
permselective support particle and the adjacent electrolyte solution (here, at the anodic pole of the material with negative surface
charge density). The normalized concentration profiles for mobile counterions and co-ions reflect (a) Donnan equilibrium without
an applied field and (b and c) different stages of the concentration polarization induced locally by the normal field component (En).
BGE, background electrolyte (electroneutral); DBL, diffusion boundary layer (electroneutral); SCR, fluid-side space charge region
of a secondary EDL induced under nonequilibrium conditions (containing an excess of mobile counterions). Fel denotes the interaction
of the mobile SCR with the tangential component of the applied field (Et) leading to electroconvection in the macropore space outside
a particle. Jintra

+ is the intraparticle counterion flux density due to electrophoretic and electroosmotic velocities (uep and ueo), and
JDBL

+ is the diffusive flux density through the DBL.
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engenders a significant extraparticle fluid-side mass
transfer resistance to the counterionic flux from bulk
solution toward an ion-exchange material’s external
surface and, therefore, into the ion-permselective, meso-
porous compartment. At sufficiently low field strength,
the resulting voltage-current curves on the single-particle
scale are expected to follow Ohm’s law. It should be realized
that, in contrast to the membrane geometry, a bed of
particles with large extraparticle voids remains charge-
nonselective on the macroscopic scale. With increasing
field strength, the concentration of ions in the depleted
zone is reduced toward zero. Diffusion-limited transport
through this boundary layer approaches a maximum value
which, in the classical description of concentration po-
larization, particularly in the context of electrodialysis, is
known as limiting current density.25,26,34-38 On the other
hand, classical models of concentration polarization
consider transport properties as constant on temporal and
spatial scales. Bulk and surface heterogeneities of the
material as well as random fluctuations of fluid phase
properties are not considered. Thus, static models are
deficient of dynamic aspects and cannot explain over-
limitingelectrical currentdensities throughamembrane.39

The potential of overcoming the limiting current densi-
ties has stimulated much research on concentration
polarization and its effects in electrodialysis.25,26,29-31 One
possibility is to convectively reduce the thickness of the
depleted polarization zone, for example, by vigorously
stirring the fluid.30 However, overlimiting current densi-
ties through an ion-exchange membrane have also been
realized in macroscopically quiescent electrolyte solutions,
by increasing electrical field strengths just further beyond
values characterizing the plateau region.40 Since that
behavior cannot be described by the classical theory of
electrodialysis,38 dynamic mechanisms may account for
overlimiting current densities. Detailed studies of this
nonlinear regime have revealed periodically varying
transmembrane currents which, at still higher field
strengths, become oscillating at high frequencies.39,40 A
visualization of the hydrodynamics directly in the depleted
concentration polarization zone has revealed strong
fluctuations in the fluid phase, suggesting the existence
of convection in close vicinity to the membrane surface.41

Nonequilibrium electroosmotic slip has been proposed as
the mechanism for hydrodynamic convection at the solid-
liquid interface.42 At higher field strengths, a nonequi-
librium (secondary) EDL, in contrast to the quasi-
equilibrium (primary) EDL, can be electrokinetically
induced. It is located in the bulk fluid phase between the
depleted concentration polarization zone and the pore fluid
inside the solid (see Figure 1c, where the concentration
profiles of ionic species are depictedsin the macroporous
domain according to ref 43 and for the mesoporous domain
as derived from experiments reported in this work). The

nonequilibrium space charges are induced locally by the
normal component of the applied electrical field and
disturb the local electroneutrality of the system over a
much larger region than the primary EDL. By body-force
interaction of the bulk fluid-side space charge region with
the tangential field component, the nonequilibrium elec-
troosmotic slip results between the membrane surface
and the diffusion boundary layer (as indicated in Figure
1c). Therefore, the originally quiescent concentration
polarization zone is convectively disturbed and the result-
ing convective instability tends to destroy the diffusion
boundary layer locally. Then, the diffusion limitation to
the mass transport is removed in this region and over-
limiting current densities through a membrane can be
realized.40,42,44-47

Compared to the ion-exchange membranes, systems of
a single ion-permselective particle (and multiparticle
systems) locally show a similar transport behavior. Thus,
due to an externally applied electrical field, concentration
polarization is expected to develop as well, but in the
granular systems, anodic and cathodic compartments
around ion-exchange beads are actually connected via bulk
solution. Even though the electrical currents through an
ion-permselective bead can become overlimiting (which
is quite difficult to verify experimentally in a bed of many
spheres), the current density through the bed is deter-
mined by transport in the charge-nonselective macroporous
compartment. Due to the thin-EDL approximation being
valid on the macropore scale, a linear dependence of
electrical current on applied field strength should be
observed for any local intensity of concentration polariza-
tion under isothermal conditions. In contrast to extended
vortices near the surface of a single sphere observed in
closed electrolysis cells,43,48 the extraparticle macropore
space in fixed beds of such ion-permselective spheres
allows a net nonequilibrium EOF based on the secondary
EDL. Electrokinetics originating in these field-induced
space charges is also referred to as nonequilibrium (or
nonlinear) electrokinetics, or electrokinetics of the second
kind.43,49-52

This nonequilibrium electrokinetics has a number of
implications which, in the past, have been intensively
investigated for systems containing isolated particles,
either as a fixed single sphere or in the form of a dilute
suspension. For freely dispersed spheres which are ionic
or electrical conductors, a strong nonlinear dependence of
electrophoretic velocity on the applied field strength could
be measured, especially in low-ionic-strength electrolytes
(electrophoresisof thesecondkind).53-56 Ontheotherhand,
in devices containing a fixed single sphere, nonlinear
dependence of EOF slip velocities around the curved
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surface of the sphere on the field strength was revealed
(electroosmosis of the second kind).43,57-61 Since most
investigations of electroosmosis of the second kind were
made in a closed electrolysis cell, no net flow through the
cell from the anode to the cathode was possible. Then, to
preserve mass continuity, extended vortices stationary
for several minutes could be visualized in the bulk solution
around the ion-permselective particles.48

To summarize the existing literature on the nonequi-
librium space charge effects in ion-exchange materials
and the consequences for the local and bulk fluid dynamics,
most articles are concerned with primarily basic research,
either in electrodialysis which employs flat membranes
or in single-particle and dispersed systems, and only quite
recently with microfluidic applications.62 Concentration
polarization, boundary-layer mass transfer resistance, and
the induction of nonequilibrium space charges can be
expected to affect the fluid dynamics also in dense
multiparticle systems such as a random-close packing
(fixed bed) of spheres. These effects are then relevant in
several analytical, technological, and environmental
processes including dewatering and remediation tech-
nologies and electrical field-assisted chromatographic
separations.

This work is concerned with the visualization and
analysis of the impact of electrical fields on the general
(electro)hydrodynamics and, in particular, on the elution
and desorption behavior of counterionic tracer in porous
media containing discrete, ion-permselective domains. For
a quantitative analysis of the applied electrical potential
and pressure gradients, a model system consisting of a
fixed bed of ion-permselective glass beads was imple-
mented in a microfluidic device. This allowed us to study
concentration distributions by confocal laser scanning
microscopy at high temporal and spatial resolution in the
packing and thereby gain profound insight into the
dynamics of the coupled mass and charge transport.
Central to the present work is an identification of the
origin of nonequilibrium electrokinetic effects based on
field-induced space charges which result from concentra-
tion polarization and nonlinear transport. First, the
intraparticle and extraparticle fluid-side flow fields were
investigated using electroneutral tracer. Then, the trans-
port of a counterionic tracer was studied on the particle
scale. Strong extraparticle mass transfer resistance could
be revealed arising from a convective-diffusion boundary
layer which itself results directly from concentration
polarization around the glass beads, a behavior which
could not be observed for the transport of electroneutral
tracer. This phenomenon is of key importance for the
loading and stationary concentration distribution and can
be used to decouple electrokinetically the intraparticle
counterionic concentrations from those in the extraparticle
fluid. The data indicate that with sufficiently strong fields
nonequilibrium space charges are induced on the (mobile)
bulk fluid and (fixed) particle sides and that these space
charges are responsible for a number of widely unknown
phenomena inporousmedia.Theresultingnonequilibrium
electrokinetics includes a dynamically reduced adsorption
capacity for counterionic tracer and the generation of

nonlinear electroosmotic slip which can result in elec-
trokinetic instability over the complete macropore dimen-
sion. The effects point toward new, tailored mechanisms
for electrical field-assisted processes in a variety of
applications.

Experimental Section

Microfluidic Device and Sphere Packing. To acquire
reproducible kinetic data during in situ investigation of elec-
trokinetic transport in porous media, a configuration was
implemented meeting the following requirements: (i) fast and
reversible variation of the mobile phase composition during tracer
uptake and release experiments, (ii) application of electrical fields
up to 105 V/m without complex safety precautions, (iii) efficient
dissipation of Joule heat, and (iv) use of strong pressure gradients
over the bed. For this purpose, a stainless steel capillary with
a 50 µm i.d. and a 250 µm o.d. (Harry Rieck Edelstahl GmbH,
Hilden, Germany) was inserted into a glass capillary with a 300
µm × 300 µm quadratic cross section (Hilgenberg GmbH,
Malsfeld, Germany) and fixed with a commercial two-component
epoxide glue. Spherical-shaped glass beads with an average
mesopore diameter of 20 nm (Schuller GmbH, Steinach, Ger-
many) were vacuum-sucked into the capillary until a bed length
of ∼2 mm was reached. The packing was terminated by
prepunched glass-fiber filter plugs serving as inlet and outlet
frits. Final consolidation of the bed was realized by inserting a
second stainless steel capillary. The distance between electrodes
was determined microscopically. This setup (Figure 2) was fixed
with epoxide glue on a conventional microscope slide.

Refractive index mismatch between the porous glass beads
(RI ) 1.474) and the saturating fluid causes significant loss of
fluorescence light intensity at increasing penetration depth due
to optical aberration.63 This was avoided by using a fluid phase
which, in all experiments, consisted of a 90:10 mixture of dimethyl
sulfoxide (DMSO; RI ) 1.479) and aqueous sodium acetate buffer
(pH 5.0; 0.01 mol/L), resulting in an effective buffer concentration
of 10-3 mol/L. This background solution contained 10-5 mol/L of
either of the following fluorescent dyes: BODIPY 493/503 (neutral
tracer) and BODIPY disulfonate (twice negatively charged tracer)
from Molecular Probes (Leiden, The Netherlands) or positively
charged rhodamine 6G (Fluka, Taufkirchen, Germany). The fluid
phase delivery was achieved by a dual syringe pump (Harvard
Apparatus, Holliston, MA) at a constant volumetric flow rate of
6.0 µL/min. Pulse injections were made by switching for a constant
period of 2 s between pure and dyed solutions realized by an
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Figure 2. Details of the experimental setup. The spherical-
shaped glass beads have an average intraparticle mesopore
diameter of 20 nm and a mean particle diameter of 175 µm.
Stainless steel capillaries are introduced from both ends of the
device; they terminate the packing and serve as electrodes, as
well as connect the tubing for mobile phase delivery.
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electrically actuated six-port valve (VICI Valco, Schenkon,
Switzerland). Precolumn band dispersion was minimized with
low dead-volume units and small-diameter capillaries for con-
necting the microfluidic device with the mobile phase delivery
system. The electrical potential gradients were applied by a
medium direct current (dc) power supply with a 1.25 kV maximum
(F.u.G. Elektronik GmbH, Rosenheim, Germany), while the
stainless steel capillaries served as anode on the inlet side and
as cathode on the outlet side of the packing.

Confocal Laser Scanning Microscopy (CLSM). Due to
the high lateral resolution and fast data acquisition,64 CLSM
has been used to study the tracer dynamics in adsorbent particles
concerning diffusive65-77 and possible electrokinetic63,78-80 trans-
port mechanisms. Our experiments were conducted on an
Axiovert 100 confocal laser scanning microscope (Carl Zeiss, Jena,
Germany) equipped with two continuous noble gas lasers (argon
ion laser, 488 nm and 25 mW maximum output power; helium-
neon ion laser, 543 nm and 1 mW) and a 40× oil immersion
objective (1.3 NA). Prior to each measurement series, fine-tuning
of the maximum laser power was done for each dye to gain a high
signal-to-noise ratio but avoid photobleaching (Ar laser, 6.25 mW;
He-Ne laser, 1 mW). CLSM images were acquired in the section-
scanning mode (the xy-section), generating vertical slices of 230.4
µm × 230.4 µm, with voxels of 1.80 µm in the xy-directions and
3.2 µm in the z-direction (128 × 128 pixels). The geometry of the
microfluidic device allowed it to be inserted like a conventional
microscopy slide into the frame and adjust the xy-plane per-
pendicular to the optical light path but parallel to the direction
of the hydrodynamic and electrokinetic driving forces. Time series
experiments were run with an image-sampling rate of 4 scans/s
and a 12-bit data depth.

Processing and Analysis of Data. The CLSM data stored
as TIF files were exported and further processed by the software
package ScionImage for Windows (Scion Corporation, Frederick,
MD). Quantitative data evaluation was accomplished using
macros written in-house to define regions of interest with
arbitrary shape and size and to derive the average fluorescence
intensities in these regions as a function of time. The intraparticle
diffusion coefficients and EOF velocities were extracted with
least-squares fitting procedures by applying the convective-
diffusion model implemented in Matlab (The MathWorks GmbH,
Aachen, Germany) to the kinetic data.79

Results and Discussion

Intraparticle Flow Field. The uptake and release
kinetics of a nonadsorbing, electroneutral tracer repre-
senting the intraparticle fluid dynamics was recorded for

purely diffusive transport, as well as for a combination of
driving forces, that is, concentration and electrical po-
tential gradients, to derive complementary results on
intraparticle transport behavior. Data recorded in the
midplane through a particle and in the direction of the
applied field are displayed as particle-averaged concen-
tration profiles in Figure 3. Already qualitative data
inspection reveals a significant acceleration of the intra-
particle mass transfer by electrical fields due to intra-
particle-forced EOF.81-83 This perfusive electroosmosis
based on intraparticle pore flow allows the steady-state
loading to be reached much faster than with purely
diffusive transport. For quantitative assessment of rel-
evant intraparticle parameters (diffusion coefficient and
EOF velocities), these kinetics were further analyzed with
a convection-diffusion model.4,79,84 The differential mass
balance for diffusive and convective fluxes in a porous
bead reads

(64) Sheppard, C. J. R.; Shotton, D. M. Confocal Laser Scanning
Microscopy; BIOS Scientific Publishers: Oxford, U.K., 1997.

(65) Ljunglöf, A.; Hjorth, R. J. Chromatogr., A 1996, 743, 75.
(66) Kim, H. B.; Hayashi, M.; Nakatani, K.; Kitamura, N.; Sasaki,
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(68) Malmsten, M.; Xing, K. Z.; Ljunglöf, A. J. Colloid Interface Sci.

1999, 220, 436.
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Figure 3. Tracer uptake and release by purely diffusive and
electrokinetically enhanced transport of nonadsorbing, elec-
troneutral tracer. The extraparticle pressure-driven flow (PDF)
results in intraparticle diffusion only, while superimposed
electrical fields increasemass transferdueto forced intraparticle
EOF. The data were normalized with respect to the extraparticle
tracer concentration.

∂cintra

∂t
) Dintra∇2cintra - uintra∇cintra (1)

Electrokinetic Effects with Ion-Permselective Particles Langmuir, Vol. 20, No. 26, 2004 11641



where cintra is the local concentration of electroneutral
tracer in a spherical particle at any time, Dintra is the
intraparticle diffusion coefficient, and uintra is the average
intraparticle EOF velocity in the direction of the unidi-
rectional dc field. All details concerning the numerical
implementation of the model based on eq 1 can be found
in ref 79. A characteristic of this particle macroscopic model
is the use of lumped, isotropic parameters (assumed as
constant on the observation time scale) which summarize
the microscopic physicochemical properties of a glass bead.
Under the present conditions, significant intraparticle
fluid velocities can be caused only by forced electroosmosis
because, compared to the extraparticle void space dimen-
sions, the intraparticle mesopores are far too small to allow
any measurable hydrodynamic perfusive flow.85

Results of the quantitative CLSM studies with elec-
troneutral tracer can be summarized as follows: (i) Within
resolution limits, we do not observe diffusion boundary-
layer mass transfer resistance close to the particle’s
external surface,2 (ii) steady-state distributions are uni-
form over the complete particle, (iii) loading capacities
are unaffected by superimposed electrical fields, as
demonstrated by Figure 3, and (iv) evaluation of intra-
particle transport reveals substantial enhancement of
mass transfer by intraparticle EOF (see Table 1).

At the highest field strength of 60 kV/m, the mean
intraparticle EOF velocity is∼0.1 mm/s. As a consequence,
the intraparticle Peclet numbers Peintra ) uintradp/Dintra
which represent the ratio of dimensionless times for
convection (uintrat/dp) and diffusion (Dintrat/dp

2) increase
up to Peintra ≈ 100 for the selected bead with a diameter
(dp) of 175 µm. This demonstrates that electroosmotic
perfusion promotes the intraparticle hydrodynamics far
beyond the diffusion-limited regime, even under the actual
conditions with significant EDL overlap on the intra-
particle mesopore scale. These flow field data serve as the
basis for the analysis of intraparticle transport of a
counterionic analyte discussed below.

Intraparticle Counterion Transport. Uptake and
release experiments with counterionic tracer were carried
out following an experimental protocol similar to that for
the electroneutral tracer. Data acquired with purely
diffusive mass transfer as reference kinetics, but identical
laser and detector settings, reveal, besides a global
electrokinetically induced enhancement of intraparticle
transport also for the counterion, a strong dependence of
the steady-state loading capacity on applied field strength.
Stationary, particle-averaged concentrations of the coun-
terionic tracer decrease sharply at the increasing field
strength, rather than approach the same saturation
capacity observed for the diffusion-limited kinetics without
a superimposed field (Figure 4). Further, a spatially
resolved investigation of counterionic tracer distributions

inside the ion-exchange beads at the encountered field
strengths reveals very unusual patterns (Figure 5). This
quantitative CLSM visualization proves the existence of
extended intraparticle zones of reduced counterionic
concentration. These depleted zones begin at the surface
of the anodic bead hemisphere and increase until, with a
sufficiently strong field, they extend over the whole bead
which remains effectively emptied.

An explanation for this unexpected behavior can be
found in the ion-permselective behavior of ion-exchange
beads and concentration polarization characterized by the
formation of ionic concentration gradients in bulk elec-
trolyte solution adjacent to an ion-permselective interface
upon the passage of electrical current normal to that
interface. Due to the concentration gradient in the depleted
concentration polarization zone (Figure 1b), transport
through this boundary layer becomes diffusion-limited.
On the other hand, the concentration increases at the
opposite side of the ion-exchange bead because of the large
number of counterions that leave it at the interface of the
cathodic hemisphere. This creates an enriched concentra-
tion polarization zone. In other words, the concentration
polarization induced close to the external surface of a
single, negatively charged bead is characterized by an
antisymmetrical nature, with a depleted zone along the
anodic bead hemisphere and an enriched zone along the
cathodic hemisphere. The continued increase of applied
field strength is most important for electrokinetically

(84) Jennings, A. A.; Mansharamani, P. Environ. Modell. Software
1999, 14, 625.

(85) Pfeiffer, J. F.; Chen, J. C.; Hsu, J. T. AIChE J. 1996, 42, 932.

Table 1. Intraparticle Diffusivity (for Nonadsorbing
Electroneutral Tracer) and Fluid Velocitiesa

operational modes
intraparticle
diffusion only

intraparticle diffusion
and convection

E (kV/m) 0 5.7 11.5 28.7 57.4
Dintra (10-10 m2/s) 2.04 2.04 2.04 2.04 2.04
uintra (10-6 m/s) 0 5.1 11.5 39.6 86.8
Peintra ) uintradp/Dintra 0 4.4 9.9 33.9 74.5

a The average value of Dintra ) 2.04 × 10-10 m2/s obtained from
the purely diffusive intraparticle mass transfer kinetics (PDF only)
has been used as a fixed value during the subsequent parameter
fitting procedure to extract uintra by means of eq 1.

Figure4. Uptake and release of positively charged counterionic
fluoresent tracer by purely diffusive transport (PDF in the
extraparticle domain) and electrokinetic effects realized by
superimposing electrical fields, as indicated. The data were
normalized with respect to the maximum loading at electro-
chemical equilibrium (E ) 0 kV/m).
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induced mass transfer resistance in the depleted zone
because ionic concentrations approach zero (Figure 1b).
Therefore, the diffusive molar flux density of counterions
through this boundary layer (JDBL

+ ) for a single bead with
ideal ion-permselectivity reaches a maximum value of2

where Dm
+ and c+ denote respectively the molecular

diffusivity and concentration of counterionic tracer in the
bulk fluid and δDBL is the thickness of the diffusion
boundary layer.

While the maximum concentration gradient in eq 2 is
straightforwardtoanalyze, theresulting flowregimeneeds
a closer examination for estimating δDBL. Under the
present conditions, convection between the beads is
dominated by strong pressure-driven flow (PDF). A
contribution to the average interstitial velocities (uinter)
by EOF is assumed negligible because the EOF at
maximum reaches only a tenth of the PDF velocity. The
actual high-Peclet, low-Reynolds number regime with Pe
) uinterdp/Dm ) 193 and Re ) uinterdp/ν ) 0.12 represents
convection-dominated interparticle transport in laminar
flow. Then, transport through the convective-diffusion
layer can be expressed by the following relationship
between the Sherwood number (Sh) and Pe86

where the value of Ω is a function of the interstitial porosity

(εinter) only and ∼2.2 for εinter ≈ 0.5 used to represent our
experiments at low column-to-particle diameter ratios.87

δDBL can be estimated by relating Dm to the film mass
transfer coefficient (kfilm)88,89

Since volumetric flow through the microfluidic device is
dominated by the strong and constant PDF, δDBL is
assumed to vary only insignificantly with the field
strength. Thus, maximum extraparticle fluid-side coun-
terionic transport to a bead’s external surface (JDBL,max

+ )
is practically unaffected by superimposed electrical fields.
In contrast, the overall flux density of the positively
charged counterion (Jintra

+ ) in the intraparticle pore space
is determined by (i) diffusive flux (Jdiff

+ ) arising from
chemical potential gradients, (ii) electrical transference
(Jel

+) due to electrical potential gradients, and (iii) con-
vective transfer (Jcon

+ )2

where Dintra
+ is the intraparticle diffusion coefficient of

(86) Pfeffer, R. Ind. Eng. Chem. Fundam. 1964, 3, 380.

Figure 5. Representative CLSM images and corresponding normalized concentration profiles for steady-state centerline distributions
of the strongly adsorbing counterionic tracer. The profiles were recorded in the direction of applied pressure and electrical potential
gradients and normalized with respect to the maximum loading at electrochemical equilibrium (observed for the purely diffusive
transport, E ) 0 kV/m). The laser and detector settings remained unchanged over the complete imaging series. In all measurements,
a constant pressure gradient was applied over the sphere packing and electrical fields were then superimposed, as indicated.

JDBL,max
+ ) -Dm

+ c+

δDBL
(2)

Sh ≡ kfilmdp

Dm
) ΩPe1/3 (3)

δDBL )
Dm

kfilm
)

dp

ΩPe1/3
(4)

Jintra
+ ) Jdiff

+ + Jel
+ + Jcon

+

) -Dintra
+ (∇cintra

+ + cintra
+ ∇(ln â+) + (5)

z+cintra
+ F

RT
∇φ) + cintra

+ uintra
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positively charged tracer molecules, cintra
+ is their molar

concentration and â+ is the respective activity coefficient,
z+ is their charge number, and φ denotes the electrical
potential. By rewriting eq 5 in the absence of concentration
gradients and assuming an ideal solution behavior, the
intraparticle flux densities of the counterions reduce to
the electrophoretic and electroconvective transfer rates

It is evident that the transport inside a particle correlates
well with the applied field strength, as both intraparticle
EOF and electrophoresis depend linearly (in a first
approximation) on the electrical potential gradient. An
analysis of the external and internal molar flux densities
of the positively charged counterionic tracer under the
present set of conditions using eqs 2, 4, and 6 allows us
to derive a critical field strength of Ecrit ) 10.4 kV/m at
which intraparticle electrokinetic mass transfer begins
to exceed transport through the diffusion boundary layer
(Figure 6). Because inside a bead more counterions are
removed at the surface of the anodic hemisphere than can
be supplied from bulk solution via the diffusion boundary
layer, deviations from local electroneutrality may occur.
This will lead to the induction of mobile fluid-side (see
space charge region in Figure 1c) and immobile particle-
side (see depleted zones in Figure 5) space charge regions
which, together, comprise a nonequilibrium or secondary
EDL.

With the estimated Ecrit value, also an explanation for
the different kinetics and stationary concentration profiles
of the counterionic tracer (Figures 4 and 5) becomes
possible: For E < Ecrit ) 10.4 kV/m, its transport is limited
by intraparticle contributions, mainly electroosmosis and
electrophoresis, and particle-averaged concentrations
reach a value similar to that obtained without an electrical
field because there is no limitation for tracer supply from

bulk solution toward a particle. Due to concentration
polarization of bulk solution around the beads, the
resulting steady-state concentration profiles are slightly
tilted in the field direction (see Figure 5 for E ) 4.7 kV/m).
When E > Ecrit, electrokinetic intraparticle flux in the
axial direction exceeds counterionic mass transfer toward
the surface, through the diffusion boundary layer. Since
intraparticle fluxes cannot be balanced any longer by
supply from bulk solution, zones of reduced counterionic
concentrationdevelop in thebeadsrepresenting local space
charge in the form of unscreened, fixed co-ionic surface
charge (Figure 1c).

On the basis of eqs 2 and 6, the beads should become
completely emptied at field strengths above the critical
value. In practice, however, concentration gradients exist
between the intraparticle pore space and the enriched
concentration polarization zone at the cathodic hemi-
sphere. Consequently, the extension of the intraparticle
zones of reduced counterionic concentration is determined
by relative contributions from electrokinetic intraparticle
flux and counterdirectional diffusive flux into a particle.
As demonstrated by the quantitative CLSM data (Figures
4 and 5), the area of the depleted intraparticle regions
increasesand,ontheotherhand,particle-averaged loading
capacities decrease with the field strength until the beads
are empty. The concentration of counterionic tracer in
the depleted intraparticle zones is reduced far below the
value at electrochemical equilibrium (see Figure 5 for E
) 0 and 93.4 kV/m). This implies that these zones represent
an immobile region (because they are located inside the
fixed particles) of field-induced space charge, also referred
to as nonequilibrium space charge.43,49-52 It is the immobile
intraparticle counterpart to the mobile, fluid-side space
charge region that is responsible for electrokinetic phe-
nomena of the second kind. Thus, as ion-permselective
beads are subjected to conditions favoring nonequilibrium
concentration polarization, a space charge region of mobile
counterions in the bulk electrolyte solution close to a bead’s
external surface and an immobile space charge region of
fixed co-ions at the inner surface of the bead are created.
While electroneutrality on the scale of a single bead is
disturbed, the overall electroneutrality of the bed remains
preserved.

Extraparticle Fluid Dynamics. For the PDF under
the present conditions, the flow regime in the sphere
packing is laminar and Reynolds numbers are well below
unity. However, when an electrical field with E > Ecrit is
superimposed, the flow characteristics change drastically.
Spatiotemporally strongly fluctuating concentration pat-
terns are observed, as demonstrated by snapshots of the
local tracer distribution and variations monitored at a
fixed position in the extraparticle pore space (Figure 7).
These observations are unexpected for a laminar flow
regime based on PDF alone. In addition, real-time CLSM
imaging series of the concentration distributions for co-
ionic and counterionic tracer also provide clear evidence
for an existence of strong, random fluctuations in the flow
path between particles (available as Supporting Informa-
tion on the Web). Under conditions of strong concentration
polarization, the flow field locally behaves chaotic and
shows significant lateral velocity components.

A possible explanation for this behavior is found in the
characteristics of the field-induced space charge regions.
As described earlier, for field strengths beyond Ecrit, a
diffuse space charge of mobile counterions is induced
locally in the macroporous (extraparticle) compartment.
In contrast to the quasi-equilibrium EDL which is
relatively unaffected by the hydrodynamics concerning
its charge density and dimension, the field-induced

(87) Wilson, E. J.; Geankoplis, C. J. Ind. Eng. Chem. Fundam. 1966,
5, 9.

(88) Horváth, Cs.; Lin, H.-J. J. Chromatogr. 1976, 126, 401.
(89) Tallarek, U.; Vergeldt, F. J.; Van As, H. J. Phys. Chem. B 1999,

103, 7654.

Figure 6. Analysis of the molar flux densities of the counter-
ionic tracer. Beyond Ecrit ) 10.4 kV/m, tracer transport from
bulk solution through the diffusion boundary layer cannot
balance any longer intraparticle electrokinetic flux densities;
a field-induced (nonequilibrium) EDL is created. Intraparticle
flux densities were calculated using eq 6, while boundary-layer
transport was approximated on the basis of eqs 2 and 4. The
existence and value of Ecrit explains the behavior seen in Figures
4 and 5.

Jintra
+ ) -z+cintra

+ Dintra
+ F

RT
∇φ + cintra

+ uintra (6)
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(nonequilibrium) space charge of mobile counterions close
to the surface of the anodic bead hemisphere extends much
further into bulk fluid. Thus, a major difference between
nonequilibrium and quasi-equilibrium electrokinetics is
that with the secondary EDL the origin of electroconvec-
tion (the interaction between the applied field and fluid-
side space charge) is located directly in the bulk electrolyte
solution rather than being confined to a relatively thin
layer very close to the surface. Due to this peculiarity and
tortuous flow paths in the material, manifold and mutual
interactions between flow-inducing mobile space charge
and convective flow arise, leading to a complex and random
flow behavior. Although the strong PDF provides bulk
convective transport through the bed, the (electro)-
hydrodynamics resulting from combined PDF and the
induced-charge electroosmosis actually reveals highly
chaotic patterns and shows turbulent flow characteris-
tics.41

Consequently, the local velocity field is characterized
by strong lateral fluctuations and instationary vortices,
as demonstrated by the real-time CLSM imaging series.
In contrast to the experiments in a closed electrolysis cell
where comparatively large and stationary vortices have
been observed,43,48 the vorticity found in the present work
has a random nature and significantly smaller spatial
dimensions. This is caused by the fact that in a random-
close sphere packing the vortex generation can occur only
in the extraparticle void space which is far more confining.
Further, because of the open system used in the present
work, nonequilibrium electroosmosis induces net flow

through the material instead of large recirculation zones.
Due to the enhanced generation of vortices, also referred
to as electroosmotic whirlwinds in closed systems,43 the
resulting flow field contains strong lateral velocity com-
ponents which increase radial dispersion. In combination
with the random nature of these flow paths, strong
electrokinetic instability mixing then prevails in the
material on a macropore scale.

Pulse Injection of Counterionic Tracer. The influ-
ence of this nonequilibrium electrokinetics (for electrical
field strengths beyond Ecrit) on hydrodynamic dispersion
was evaluated by analyzing the elution profiles of coun-
terionic tracer following pulse injection. Fluorescence
intensity distributions are shown in Figure 8. They were
subjected to an exponentially modified Gauss function for
further analysis, and Table 2 summarizes most relevant
data.90-92 At field strengths below Ecrit, only a slight
decrease of the signal variances is discernible and peak
shapes still show a high degree of asymmetry (peak
tailing). Obviously, a significant improvement of the
overall elution dynamics is possible only with electrical
fields above Ecrit. Then, particle-averaged pulse variances
are indeed improved by more than two decades, signal
asymmetry is dramatically reduced, differences between
the centers of gravity for intra- and extraparticle con-
centration profiles almost vanish, and the extraparticle

(90) Foley, J. P.; Dorsey, J. G. J. Chromatogr. Sci. 1984, 22, 40.
(91) Jeansonne, M. S.; Foley, J. P. J. Chromatogr. Sci. 1991, 29, 258.
(92) Marco, V. B. D.; Bombi, G. G. J. Chromatogr., A 2001, 931, 1.

Figure 7. Representative images, axial centerline concentration profiles, and time-resolved fluid-side tracer concentrations recorded
at the position indicated by the plus sign for (a) counterionic, (b) electroneutral, and (c) co-ionic tracer molecules at field strengths
beyond Ecrit. The PDF remained constant (6 µL/min), and applied electrical field strengths were adjusted to 93.4 kV/m for co-ionic
and counterionic tracer molecules and to 118.2 kV/m for electroneutral tracer. Electronic signal amplification was tuned for optimum
intensity in the extraparticle pore space; enriched concentration polarization zones then were out of the linear range. Profiles were
normalized with respect to maximum interstitial intensity. The same color code was used for all images. Pressure and electrical
potential gradients were applied from left to right. Real-time imaging data (in video format) are available as Supporting Information
on the Web.
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fluid-side axial dispersion is further reduced by more than
a decade (Table 2). An explanation for this massive
improvement in the tracer elution dynamics based only
on the enhancement of the intraparticle transport by
electromigration and electroconvection estimated with the
Nernst-Planck equation (see Figure 6) is insufficient
because the intraparticle molar flux density is increased
by just one decade, rather than by more than two. Thus,
additional phenomena need to account for this axial
dispersion characteristics of a counterionic tracer.

Under nonequilibrium electrokinetic conditions, the
intraparticle mass transfer exceeds significantly transport
through the diffusion boundary layer into a bead. Thus,
the counterion adsorption occurs effectively in a reduced
area of a bead which decreases further as the field strength
continues to increase (illustrated in Figure 5). This means
that the surface area available for adsorption of counte-
rionic tracer is dynamically reduced toward a small
fraction of physically large particles. As a result of this
electrokinetically induced stationary state, the large-
diameter spheres demonstrate elution efficiencies typical
for a bed of much smaller particles due to the significantly
reduced effective surface area; signal variances of the
elution data refer to this dynamically reduced sphere
diameter (Table 2). To summarize, intraparticle mass
transfer resistances are removed almost completely under
nonequilibrium conditions; first, by an enhanced intra-
particle transport (Figure 6), and second, by a dynamic
reduction of the surface area available for adsorption
(Figure 5).

In addition, not only is the particle-averaged mass
transfer resistance substantially reduced under conditions
of strong concentration polarization, but also the variances

of extraparticle fluid-side concentration profiles are
improved by more than one decade (Table 2). This aspect
is particularly important, since, due to strong PDF in the
interstitial void space of the bed, extraparticle axial
dispersion may be considered as remaining unaffected by
superimposed electrical fields. However, a locally en-
hanced radial convective transport due to electrokinetic
instability mixing reduces the extraparticle fluid-side
variance of the elution signals. In this respect, increased
lateral mixing helps to decrease axial dispersion.

The combination of these two consequences of local,
electrical field-induced space charges in a bed of ion-
permselective particles, that is, the dynamically reduced
intraparticle adsorption area (effective particle diameter)
and increased extraparticle lateral dispersion (chaotic
mixing), has a strong impact on the elution behavior in
liquid phase separation techniques relying on the de-
vised application of external electrical fields, which in-
cludes electrochromatography, field-assisted preparative
chromatography, and counteracting chromatographic
electrophoresis.5-11,93-95 While the first effect results in a
substantially reduced intraparticle mass transfer resis-
tance, the second effect accelerates lateral equilibration
between particles. Thus, all relevant contributions to the
axial dispersion of a counterionic analyte can become very
small, while the transport of electroneutral analytes still
may benefit from the extraparticle (electro)hydrodynamic
effects.

Desorption of Counterionic Tracer. In contrast to
purely diffusive tracer uptake and release, the interplay
between extraparticle fluid-side diffusive transport through
the induced boundary layer (Figure 1) and the intraparticle
electrokinetic flux has unique consequences for a particle
emptying kinetics of counterionic analytes, as now il-
lustrated. In the first series of experiments, the complete
bed of porous beads was initially equilibrated with an
electrolyte solution containing counterionic tracer. After
reaching saturation at electrochemical equilibrium, the
mobile phase was switched to pure (undyed) buffer
solution. Thus, tracer release from the beads started
immediately due to a steep concentration gradient between
the intraparticle pore space and the bulk fluid phase. The
complete series of the experiments is shown in Figure 9,
where the electrokinetically enhanced tracer release from
a bead is compared with purely diffusive transport. As
expected, superimposed electrical fields cause a substan-
tial acceleration of particle emptying until, with non-
equilibrium electrokinetic conditions, this takes place
almost instantaneously.

As discussed earlier, for field strengths beyond Ecrit,
counterionic flux out of a particle exceeds transport
through the diffusion boundary layer into the support
(Figure 6); that is, the tracer molecules are released much
faster from the bead than they enter it from bulk solution.
As demonstrated by experiments in Figure 9, this offers
the possibility to release target molecules efficiently from
saturated adsorbents because all beads are emptied
electrokinetically just after the electrical field is switched
on. Since this process occurs simultaneously in the whole
bed, there is hardly any readsorption of tracer molecules
released upstream into beads further downstream. Coun-
terion desorption becomes independent from the actual
tracer concentration in the extraparticle pore space. This
means that a particle emptying without significant re-
entry of analyte molecules can be induced electrokineti-

(93) Ivory, C. F.; Gobie, W. A. Biotechnol. Prog. 1990, 6, 21.
(94) Rudge, S. R.; Basak, S. K.; Ladisch, M. R. AIChE J. 1993, 39,

797.
(95) Keim, C.; Ladisch, M. Biotechnol. Bioeng. 2000, 70, 72.

Figure 8. Particle-averaged fluorescence signals following
pulse injection of the counterionic tracer for purely diffusive
and electrokinetically enhanced intraparticle transport.

Table 2. Analysis of Pulse Injections for Strongly
Adsorbing Counterionic Tracera

improvement factorE
(kV/m)

σ2
solution
(s2)

∆tR
(s)

σ2
particle
(s2) τ/w extraparticle intraparticle

0 338.2 29.1 2083.0 14.2 1.0 1.0
6.8 103.0 20.4 848.6 5.9 3.3 2.5

26.4 59.9 8.5 199.9 3.8 5.6 9.3
66.0 21.2 0.6 19.5 1.4 16.0 106.9

a σ2, variance of elution signals; ∆tR, difference between the
centers of gravity for extraparticle fluid-side and particle-based
elution signals; τ/w, ratio of the first-order decay time constant and
width of the exponentially modified Gaussian (characterizing peak
asymmetry). The improvement factor is the ratio of signal variances
for transport without and with the electrokinetic effects.
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cally due to the combination of strong intraparticle
electrokinetic flux and extraparticle fluid-side mass
transfer resistance offered by the diffusion boundary layer
as a result of concentration polarization (see Figure 1c).

This strategy is illustrated in a second experiment which
also employs initially saturated beads. In this case,
however, instead of inducing concentration gradients
between the intra- and extraparticle pore space by
switching to undyed solution, the same electrolyte com-
position was used in the whole experiment. Then, an
electrical field with E > Ecrit was applied and the beads
indeed started to become immediately emptied electro-
kinetically, irrespective of the resulting concentration
gradient between the electrolyte solutions in the extra-
particle and intraparticle pore spaces (see Figure 10 for
representative concentration profiles and CLSM images).
The real-time CLSM imaging of the process provides clear
evidence for this profound effect of the superimposed
electrical fields on the dynamic concentration distribution
of a counterionic tracer in the fixed bed of ion-permselective
particles. Recalling that these data are obtained with the
same solution used for loading the beads, it is evident
that the effective adsorption capacity, not only of a single
bead but of the whole packing, becomes decoupled elec-
trokinetically from the extraparticle concentration. This
offers new opportunities for an application of these
nonequilibriumelectrokinetic effects, forexample, in large-
scale processes employing fixed bed adsorbers, in view of
selectivity, efficiency, and throughput.

Conclusions

Concentration polarization of the electrolyte solution
in a fixed bed of ion-permselective adsorbent particles
strongly affects mass transport on a particle scale, as
highlighted by the electrokinetic induction of space
charges. These are localized in a region of unscreened
co-ionic surface charge inside the porous particles and a
mobile region of counterionic space charge in the bulk
extraparticle fluid. Physical properties of the electrical
field-induced nonequilibrium EDL contrast with behavior
known from the quasi-equilibrium (or primary) EDL. The
dimension of this nonequilibrium (or secondary) EDL
strongly depends on the applied field strength, and the
mobile counterionic space charge region is located in bulk
solution rather than adhering closely to the confining

solid-liquid interface. These characteristics have unique
consequences for the hydrodynamics and transport of
charged species through hierarchically structured adsor-
bents. Due to the mutual, complex interactions between
the field-induced mobile space charge region with the bulk
convection, highly chaotic flow patterns result which lead
to increased lateral mixing in the extraparticle void space
(electrokinetic instability mixing). In addition, the im-
mobile space charge region of unscreened surface charge
is an intraparticle zone with reduced counterionic con-
centrations reflecting a decreased adsorption capacity of
the material. At high field strength, this region covers the
whole bead and its dynamic adsorption capacity is
electrokinetically reduced to practically zero. As a result
of these effects, transport of counterionic analytes can be
substantially manipulated. Axial dispersion is strongly
reduced and a release from saturated beads tuned without
influence of the extraparticle fluid-side concentration. The
documented phenomena offer new opportunities for the
application of nonequilibrium electrokinetic effects, for
example, in microfluidic pumping and mixing, for speed
and separation efficiency in capillary electrochromatog-
raphy, or the process intensification in electrical field-
assisted chromatography, as well as sample purification.
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Figure 9. Purely diffusive and electrokinetically enhanced
release of strongly adsorbing (counterionic) fluorescent tracer
from a saturated particle. For the field-assisted transport,
electrical fields were superimposed (as indicated) on a resulting
concentration gradient as undyed electrolyte solution reached
the selected bead (after 17 s).

Figure 10. Extraparticle fluid-side and averaged intraparticle
concentrations, together with CLSM images at selected times
(indicated by the dotted lines) for an electrokinetic induction
of counterionic tracer release from a saturated bead. The mobile
phase composition already used for the particle saturation
remained constant during the whole experiment. An electrical
field with E ) 93.4 kV/m was superimposed (on a constant
pressure gradient) between t ) 10 s and t ) 40 s. Pressure and
electrical potential gradients were applied from left to right.
Real-time CLSM imaging of the desorption dynamics is also
available as Supporting Information on the Web.
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Nonlinear electroosmosis in hierarchical monolithic
structures

We studied the dependence of electroosmotic flow (EOF) velocity and separation effi-
ciency for neutral analytes in 100 mm ID capillary monoliths on a variation of the mobile
phase ionic strength and applied electrical field strength, i.e., we covered a range for
the concentration of Tris buffer from 1025 to 1022 M and applied electrical field
strengths up to 105 V/m. The silica-based monoliths are hierarchically structured hav-
ing intraskeleton mesopores and interskeleton macropores. While a linear dependence
of the average EOF velocity on applied field strength could be observed with 561023 M

Tris (turning slightly nonlinear at a higher concentration due to thermal effects), this
dependence becomes systematically nonlinear as the Tris concentration is reduced
towards 1024 M. Increased velocities by more than 50% compared to those expected
from linear behavior are realized at 105 V/m. Concomitantly, as the Tris concentration is
reduced from 1023 to 1024 M, we notice an improvement in plate heights by a factor of
more than 2 (they approach 2 mm for ethylbenzoate). We complementary analyzed the
onset of the nonlinear EOF dynamics in a hierarchical monolith and the significantly
reduced axial dispersion in view of nonequilibrium electrokinetic effects which may
develop in porous media due to the presence of ion-permselective regions, e.g., the
mesoporous monolith skeleton. In this respect, a decreasing mobile phase ionic
strength favors the formation of nonequilibrium concentration polarization in strong
electrical fields, and a coupling of the electrostatics and hydrodynamics then may
explain nonlinear EOF velocities and increasing separation efficiencies depending on
the Tris concentration and applied field strength.

Keywords: Capillary electrochromatography / Electroosmotic flow velocity / Hierarchical mono-
lithic structures / Nonlinear electroosmosis DOI 10.1002/elps.200405990

1 Introduction

The devised transport of mobile phase and complex sam-
ple mixtures through high- and low-surface area materials
induced by an externally applied electrical field plays a
central role in many analytical, technological, and environ-
mental processes. This includes dewatering of waste
sludge and soil remediation, capillary electrophoresis, or
electrochromatographic separations in particulate and
monolithic fixed beds, as well as microchip devices
[1–34]. Transport is primarily achieved via electromigration
of ions (background electrolyte), electrophoresis (charged
analyte molecules or particles), and electroosmosis (bulk
liquid) driven by the shear stress concentrated in the elec-
trical double layer (EDL) at solid-liquid interfaces [35]. Both

the local and macroscopic transient behavior and long-
time average magnitude, stability, and uniformity of elec-
troosmotic flow (EOF) in porous media are inherently
related to the physicochemical nature of the surface and
its dynamics, the pore space morphology, and properties
of the liquid electrolyte [36–47]. A detailed analysis of these
parameters on the relevant spatio-temporal scales has a
fundamental importance as it critically guides perfor-
mance and design strategies of an electrokinetic process
with respect to competitive (diffusive-convective) trans-
port schemes. This becomes amplified by the significant
role of noncontinuum effects, interfacial contributions,
and surface forces, as well as multiscale and multiphysics
effects in a low-Reynolds number fluid dynamics on micro-
and nanometer dimensions [48–60].

Concerning fluid flow through random sphere packings in
capillary columns with a relatively low hydraulic permeabil-
ity EOF has demonstrated superior conductivity and dis-
persion behavior as compared to pressure-driven flow,
accompanying a reduction of velocity extremes in the
mobile-phase flow pattern [61–69]. Axial plate heights
and dispersion coefficients reduced by more than a dec-
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double layer; EO, electroosmosis
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ade with respect to those typically found in capillary HPLC
have been reported for capillary electrochromatography
(CEC) [70–72]. This massive improvement is mainly
caused by a strong electrokinetic flow field perfusion in
the beds of porous particles, which operates with substan-
tial intraparticle EOF velocities even under conditions
favoring strong EDL overlap on intraparticle pore level [69,
73, 74]. The effect of intraparticle EOF on mass transfer of
electroneutral analyte has been visualized and analyzed
recently with quantitative confocal laser scanning micros-
copy studies [75, 76]. These results are in a contrast to
both the intensity of efforts (and prerequisites) concerning
optimized particle technology, as well as the magnitude of
a perfusive, but hydraulic flow and remaining velocity
inequalities between inter- and intraparticle flow patterns
[77–88]. In this respect, it has been shown that hydraulic
flow usually leaves the intraparticle fluid practically stag-
nant (purely diffusive or diffusion-limited) [89], unless rela-
tively high column pressure drops, particles with large
pores and transport of slowly diffusing analyte molecules
are involved, which is manifested in a hold-up contribution
that begins to dominate axial hydrodynamic dispersion in
packed beds of porous particles at Peclet numbers above
ca. 25 [90]. The permeability criterion and a straightforward
implementation also make electroosmosis very attractive
for electrokinetic micropumping technology in a miniaturi-
zation of HPLC systems and the actuation of microscale
mechanical components [91–96].

While the characterization and adjustment of an electroos-
motic perfusive flow field and optimum particle dimen-
sions in CEC have received much attention for improving
the separation efficiency of mainly electroneutral analytes
[97], a particularly important aspect which has largely
escaped the research focus in the context of CEC is the
role played for simple ions and charged analytes by the
meso- and microporous spatial domains often, if not in
general, contained in the (typically hierarchically struc-
tured) materials. For example, random packings of porous
spherical particles or monoliths are frequently character-
ized by rather discrete bimodal pore size distributions,
with macropores in the interparticle or interskeleton pore
space, and mesopores inside the particle or monolith skel-
eton [98–101]; micropores can also be present, but it is
principally irrelevant for our upcoming discussion. This
creates the unique situation that common EDL dimensions
which are estimated with the Debye screening length (lD)
are much less than the mean macropore radius (rmacro/lD�
1), while a substantial EDL interaction prevails on meso-
pore scale (rmeso/lD < 1). As a consequence, most particu-
late and also monolithic stationary phase materials
employed in CEC contain spatial domains which develop
an ion-permselective behavior, they exlude co-ions and
enrich the counter-ions [102–104].

Together with the electrical field strengths used in CEC
(up to 100 kV/m) this may lead to strong concentration
polarization (CP). It is a phenomenon or better, a complex
of effects related to the formation of concentration gradi-
ents in the electrolyte solution adjacent to an ion-permse-
lective (i.e., charge selective) solid-liquid interface upon
the passage of electrical current normal to that interface.
For porous media containing ideally ion-permselective
regions the charge transport in these domains is exclu-
sively achieved by the counter-ions. When the electrical
current becomes strong bulk charge is induced in the CP
zones [105, 106]. For curved interfaces, it is determined
by the normal component of the external field, while the
tangential component exerts a force on this charge lead-
ing to fluid motion along the interface. These conse-
quences and also conditions favoring a strong CP
become quite important for the spatio-temporal
dynamics of EOF in many materials with ion-permselec-
tive properties. It is a topic that has received considerable
attention in the past, both from a theoretical and experi-
mental point of view [107–113].

It should be mentioned that, in contrast to classical elec-
troosmosis of the first kind (EO-1) which results from an
interaction between the tangential electrical field and
space charge of the usual, quasi-equilibrium (primary)
EDL, electroosmosis of the second kind (EO-2) develop-
ing in strong electrical fields is caused by a force of the
tangential field component on the induced, extended
space charge of the nonequilibrium (secondary) double
layer [112]. While the EOF velocity in a sphere packing
responds linearly to the applied field strength concerning
EO-1, it is expected to show nonlinear dependence for
EO-2 [114]. To our knowledge, electrokinetic phenomena
of the second kind [106], especially EO-2 have hardly
been investigated in a context of CEC, although potential
benefits of this phenomenon (EO-2) can be readily antici-
pated [114]. First, it provides a unique scheme towards
increased EOF velocities compared to current CEC prac-
tice dominated by the EO-1 dynamics. Second, electro-
osmotic whirlwinds associated with EO-2 around a single
(isolated) spherical particle [107, 113] also have implica-
tions for an accelerated, primarily lateral mixing in sphere
packings which may reduce the time scale for transverse
analyte equilibration. However, the operational domain of
this effect, resulting flow patterns, and its influence on
axial dispersion in fixed particulate and monolithic beds
so far have not been studied.

In this work, we examine electrochromatographic separa-
tion efficiencies for neutral analytes and the behavior of
EOF in C18-silica capillary monoliths with bimodal pore
size distribution over a wide range of mobile phase Tris
concentrations. The observed dependence of plate
heights and fluid dynamics on applied electrical field and
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mobile phase ionic strengths is discussed in view of the
salient features of EO-2 indicating a unique, yet unex-
plored potential of this electrokinetic transport mechan-
ism in separation science.

2 Materials and methods

In our CEC investigations we used C18-silica monoliths
fixed in 100 mm ID and typically ca. 50 cm long cylindrical
fused-silica capillaries. They were received as research
samples from Merck (Darmstadt, Germany). The mor-
phology of this monolithic material is characterized by
bimodal pore size distributions due to intraskeleton
mesopores and interskeleton macropores [115]. The
C18-silica surface was not endcapped to provide a
stronger silanol activity. Monoliths were cut to desired
lengths and then assembled directly, i.e., without needing
any open-tubular segment, in the HP3DCE capillary elec-
trophoresis instrument (Agilent Technologies, Waldbronn,
Germany). This allows to generate gradients in electrical
potential from 0 to 30 kV between both ends of a mono-
lith. Measurements were run at controlled temperature of
298 K. Both vials were pressurized for minimizing bubble
formation, and detection was performed in-column at
230 nm. Tris, hydrochloric acid, and acetonitrile of
HPLC-grade were purchased from Fluka (Sigma-Aldrich
Chemie, Taufkirchen, Germany), while the alkylbenzoates
came from Merck. Tris buffer solutions in acetonitrile/
water 80:20 v/v were used as the electrolyte. Mobile
phases were filtered over 0.45 mm nylon membrane filters
and degassed by ultrasonication. An aqueous stock solu-
tion of 0.1 M Tris (base form) was prepared using water
purified on a Milli-Q-Gradient (Millipore, Eschborn, Ger-
many); the pH was adjusted to 8.3 by titration with con-
centrated hydrochloric acid. Appropriate volumes of this
stock solution, Milli-Q water, and acetonitrile were then
mixed to yield Tris buffer solutions of the desired ionic
strengths in acetonitrile/water 80:20 v/v. In our studies
we covered the overall range from 1025 to 1022 M effective
Tris concentration (e.g., 161023 M Tris in the final electro-
lyte corresponded to 561023 M Tris in the aqueous part).
The concentration of protonated Tris (acid form) needed
to estimate the thickness of the primary (quasi-equilibri-
um) EDL via lD was determined using the Henderson-
Hasselbalch equation, with pH < pKa. Fresh samples
were prepared on a daily basis by dissolving test com-
pounds directly in running mobile phase (561022 g/L).
Alkylbenzoates were used as slightly retained, electro-
neutral analytes and thiourea as the flow field (average
velocity) marker.

Figure 1 shows a typical electrochromatogram. All sam-
ples were injected electrokinetically (5 kV for 3 s). Analyte
peaks always showed a high symmetry (effectively that of

Figure 1. Typical electrochromatogram obtained with the
silica-based capillary monolith. (1) Thiourea, (2) ethyl-
benzoate, and (3) butylbenzoate. Mobile phase, acetoni-
trile/water 80:20 v/v with 0.1 mM effective Tris concentra-
tion; applied field strength, 102 kV/m resulting in ueo =
3.4 mm/s; separation efficiency for the ethylbenzoate,
4.756105 N/m.

a Gaussian) and they were consequently analyzed by
Gaussian fitting based on macros written in-house. To
verify the robustness of the whole setup, ten independent
injections were made at five selected separation voltages.
The reproducibility in mobile phase velocity was generally
better than 1.5% (e.g., 0.9% under conditions mentioned
in Fig. 1). For all buffer concentrations used in this work
retention factors remained practically unchanged con-
cerning a constant, basic composition of the running
mobile phase (acetonitrile/water 80:20 v/v).

In view of the upcoming analysis and discussion of our
experimental results (with an eye on the ion-permselectiv-
ity in materials characterized by bimodal pore size distri-
butions), it will be helpful to realize a priori the pore-scale
interactions of the primary EDL in the investigated mono-
liths as function of the mobile phase ionic strength. For
this purpose, Fig. 2 illustrates the dependence of rpore/lD

on the effective Tris concentration. lD is calculated by

lD ¼ e0erRT

F2P
i z

2
i ci;1

 !1=2

(1)

where e0 and er are the permittivity of vacuum and relative
permittivity of the electrolyte solution, respectively, R is the
gas constant, T is the absolute temperature, and F is the
Faraday constant; zi is the valency of ionic species i and
ci,? its concentration in the electroneutral solution (that is,
beyond the primary EDL). The relative permittivity and vis-
cosity at 298 K of the final mobile phases were taken as
44.53 and 5.0361024 kg/(m?s), respectively [43].
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Figure 2. Aspect ratio rpore/lD against the effective mobile
phase concentration of Tris buffer for mesopores and
macropores of the silica-based monolith. In this illustra-
tion we assumed rmeso = 6 nm and rmacro = 950 nm as typi-
cal dimensions [115]. The given Tris concentrations (3 M)
in general correspond to effective concentrations in final
mobile phase which consists of acetonitrile/water (53 M

Tris) 80:20 v/v.

As seen in Fig. 2, rpore/lD for the meso- and macropores
increases, as expected, at increasing mobile phase ionic
strength (corresponding to half of its Tris concentration).
For the macropores the ratio increases from ca. 10 to
nearly 300 at 10 mM Tris. For the mesopores it remains
below unity over almost the whole range of Tris concen-
trations indicating what is referred to as “strong EDL over-
lap” in the double-layer model. Alternatively, this situation
may be analyzed in terms of Donnan exclusion [102]. At
electrochemical equilibrium between the electrolyte solu-
tions in both compartments, the counter-ion concentra-
tion in the intraskeleton mesopore space is higher and
the co-ion concentration lower than in the interskeleton
macropore space. The Donnan potential (FDon) balances
a tendency of ions to level out existing concentration
differences: it pulls cations back into the (negatively
charged) intraskeleton pore space and anions back into
the (positively charged) interskeleton compartment [103].
For ideal solutions we have

FDon � fmeso � fmacro ¼ �RT
ziF

ln
ci;meso

ci;macro
(2)

with i = TrisH1, H3O
1, Cl2, and OH2. The distribution coef-

ficient ci,meso/ci,macro which represents the ion-permselec-
tivity, depends on ionic strength of the mobile phase, sur-
face charge density in the mesopores, as well as on
valencies of co- and counter-ionic species. Actually,
these parameters similarly influence EDL overlap and

resulting ion-exclusion in a double-layer model. To con-
clude for now, an ion-permselectivity in the investigated
monoliths should be recognized which can be illustrated
by either approach.

3 Results and discussion

We present our experimental results in view of closely
related phenomena which provide complementary
insight: the flow field dynamics of electroosmosis and
hydrodynamic dispersion in a silica-based capillary
monolith with bimodal pore size distribution. The revealed
peculiarities are then analyzed in view of CP and EO-2 to
provide possible explanation for the nonlinear EOF be-
havior and the significantly improved separation efficien-
cies which sensitively depend on the applied electrical
field and mobile phase ionic strengths.

3.1 EOF behavior

Figure 3 shows a basic set of results demonstrating the
dependence of average EOF velocity in the monolith on
the applied electrical field strength (up to 102 kV/m), cov-
ering a range of mobile phase Tris concentrations from
561025 to 161022 M. While for the 5 mM solution we
observe a practically linear behavior (see linear fit to the
data in Fig. 3), it becomes slightly nonlinear at 10 mM

Tris. The deviation can be easily explained by develop-
ment of Joule heat in the monolith as a plot of the EOF
velocity against the electrical current verifies a linear de-
pendence (data not shown). This origin of nonlinear EOF
velocities is not surprising and well-known [116]. How-
ever, at Tris concentrations below 5 mM where the thermal
effects appear insignificant we witness the development
of yet another nonlinear dependence of the average EOF
velocity on field strength which is very systematic and
becomes more pronounced as the Tris concentration is
decreased further towards 561025 M. It is evidenced by
the excellent second-order polynomial fit to the 0.1 mM

Tris data (see Fig. 3). Also caused by this developing non-
linearity, velocities up to almost 3.5 mm/s are finally
reached around 105 V/m with the lower mobile phase
ionic strengths (which exceed those expected from linear
dependence by more than 50%).

Figure 4 demonstrates that dissipation of Joule heat in the
monolith indeed cannot explain the nonlinear flow field
dynamics at decreasing ionic strength, because electrical
current through the hierarchical porous structure depends
practically linearly on applied field strength, as expected
according to Ohm’s law, while the velocities display a
clearly nonlinear behavior. This finding also indicates that
a contribution from the EOF to the overall electrical cur-
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Figure 3. Average EOF velocity in the capillary monolith
vs. applied electrical field strength for different Tris con-
centrations, as indicated. Second-order polynomial and
linear fits for 0.1 and 5 mM effective Tris, respectively, are
a guide to the eye; the length of the monolith bed is
29.4 cm.

Figure 4. EOF velocity and electrical current vs. applied
electrical field strength for selected Tris concentrations.
Second-order polynomial and linear fits for EOF velocity
and electrical current, respectively, are a guide to the eye.

rent is negligible with respect to the bulk conductivity of
these electrolyte solutions [117]. It can be related to the
actual EDL thickness which remains too small compared
to macropore dimensions (rmacro/lD � 1, see Fig. 2) and
too large with respect to the mesopore size (rmeso/lD ,

1). As a consequence, the EOF in the interskeleton
macropores mostly carries liquid close to local electro-
neutrality and intraskeleton EOF is remaining relatively
unimportant [67]. In contrast to the 10 mM Tris solution
and associated Joule heating, the plot of EOF velocity
against electrical current then is nonlinear for the lower

Tris concentrations, and an effect other than heat dissipa-
tion in the monolith must be responsible for the nonlinear
dynamics of the velocity field (Figs. 3 and 4).

Figure 5 shows the variation of electroosmotic mobility in
the silica-based capillary monolith with mobile phase Tris
concentration (covering the range from 161025 to
361023 M Tris) for selected field strengths. First, we can
observe a relatively common trend insofar as the mobility
increases at decreasing ionic strength of the solution to
approach a maximum at about 561025 M Tris and de-
crease below this concentration. While the decrease in
mobility with increasing ionic strength above 561025 M

Tris represents normal double-layer behavior in the inter-
skeleton macropores when EDL overlap is negligible, i.e.,
the EDL continues to be compressed resulting in a
reduced shear plane potential, the increase in mobility
from below that concentration towards a spurious maxi-
mum can have several origins [118, 119]. These include
the role of surface conductance or ion adsorption, but a
simple and straightforward reason is EDL interaction in
our monolith which is becoming relevant also in the
macropores under these conditions (cf. Fig. 2). A much
more intriguing conclusion emanating from the data in
Fig. 5 is that the mobility depends on applied field
strength at a constant mobile phase composition under
conditions that may be assumed as isothermal. Further,
the increase in mobility with electrical field strength is get-
ting stronger when the Tris concentration is reduced be-
tween 361023 M and 561025 M (seen in the different
slopes of these curves, Fig. 5). However, this observation
resembles nothing else than a developing, clearly non-
linear EOF dynamics demonstrated already in the sys-
tematic ueo-E-plots (Fig. 3) at Tris concentrations below
561023 M. Before analyzing further this (at a first glance

Figure 5. Electroosmotic mobility in the capillary mono-
lith vs. the effective Tris concentration at selected field
strengths, as indicated.
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less familiar) behavior, we present axial plate height data
which have been recorded over the whole range of elec-
trical field and mobile phase ionic strengths.

3.2 Separation efficiencies

The onset of a significantly nonlinear EOF dynamics is
observed at 261023 M Tris concentration (Fig. 3). In order
to retrieve a possible effect accompanying this nonlinear
electrokinetics also in the achieved separation efficiency,
corresponding trends in the axial plate height curves were
screened. Figure 6 shows data for ethylbenzoate as
slightly retained analyte. They demonstrate a clear and
systematic behavior. Plate height curves (Fig. 6a) as
expected coincide at lower velocities where molecular
diffusion naturally dominates the overall dispersion. Fur-
ther, for all of the encountered ionic strengths the plate
heights approach an increasingly extending plateau at

Figure 6. Separation efficiencies for ethylbenzoate. (a)
Plate height curves at varying mobile phase Tris concen-
tration: (d) 1 mM, (s) 0.5 mM, (n) 0.1 mM. (b) Minimum
plate height, and (c) plate height at constant applied field
strength or velocity (in plateau regions) against the effec-
tive Tris concentration.

higher velocities which (for the 161024 M Tris solution)
reaches from about ueo = 1.5 mm/s up to the highest veloc-
ity realized with the commercial equipment. It indicates a
negligible contribution from nonmechanical and mechan-
ical dispersion mechanisms which are most generally
involved in the scaling of band spreading with increasing
velocity. Still, this finding is not really a surprise because
the discretely bimodal pore size distribution of this type of
monolith is known to provide large macropores and a thin,
mechanically relatively stable, highly porous skeleton
[120]. These characteristics, together with the possibility
to create the hierarchically structured pore space via inde-
pendent adjustment of relevant skeleton parameters, form
the basis for unique combination of macropore hydraulic
permeability, characteristic path lengths in the mesopo-
rous skeleton and adsorption capacity [101]. Band-broad-
ening in CEC due to Taylor dispersion on macopore-scale
should be substantially reduced compared to that with
hydraulic flow in capillary HPLC, resulting in relatively flat
plate height curves at increasing EOF velocities as
observed in this work (Fig. 6a). That behavior, as well as
the realized EOF velocities at higher mobile phase ionic
strength (ueo < 1.3 mm/s with 161022 M Tris at 105 V/m,
cf. Fig. 3) and the then achieved plate heights of ca. 5 mm
for a slightly retained analyte agree well with already pub-
lished work in which similar capillary monoliths have been
investigated [24, 115].

While this is familiar, actually the most striking result of our
electrochromatographic plate height studies with the
silica-based monolith is a further significant decrease in
the plateau value (Hmin) as Tris concentrations are reduced
towards 561025 M (Fig. 6b), i.e., an improvement in plate
height by a factor of more than two occurs while moving
from 1 mM to 0.1 mM Tris. Usually, this range of mobile
phase ionic strength for several reasons is rarely encoun-
tered in CEC, including needs for a minimum buffer ca-
pacity or certain EDL dimensions. Figure 6c clearly
demonstrates that the increase in separation efficiencies
monitored at a constant field strength or EOF velocity sys-
tematically depends on the Tris concentration, as long as
the plate height data are evaluated in their plateau region.
The improving axial dispersion at decreasing ionic
strength is remarkable indeed from the standpoint of an
electroosmotic perfusion mechanism. A growing EDL
thickness reduces EOF in the mesoporous skeleton due
to EDL overlap (cf. Fig. 2) which, together with the normal
EDL behavior dominating in the macropores (Figs. 2
and 5), increases the global velocity heterogeneity over
the cross-section of the hierarchical monolithic column.
On this basis, we generally would expect rather an
adverse effect by a decreasing ionic strength on separa-
tion efficiency [61, 69–71], in contradiction with our
experimental results (Fig. 6).
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Consequently, the perfusion mechanism must be of only lim-
ited relevance over this whole range of Tris concentrations,
e.g., mesopore-level EDL overlap is not sufficiently sup-
pressed in view of Fig. 2 and diffusive mass transfer that
remains in the mesopores cannot become limiting then be-
cause of the thin monolith skeleton which translates to small
porous particles [101]. However, still another transport
mechanism must be operative and so strong that it can
easily compensate this tendency. An important observation
in this direction is that the plate height improvement (as seen
in Figs. 6b and c) at decreasing ionic strength coincides with
the onset of the nonlinear EOF dynamics in Fig. 3. Obviously,
bothphenomena appear to be correlated, e.g., below 0.1mM

Tris we can neither witness a further increase in the separa-
tion efficiencies (Fig. 6), nor a significant change in the
nonlinearity of electroosmosis (Figs. 3 and 5). Whatever the
reasons for this behavior are, they open the possibility for
highly efficient and fast separations based on a significantly
increased EOF. The minimum plate height is easily reached
and separations can be run at a high velocity due to the pla-
teau in plate height curves. This potential is demonstrated in
Fig. 7 using a 16-component mix of (electroneutral) polynuc-
lear aromatic hydrocarbons. As evident a good resolution
can be achieved for most components under isocratic con-
ditions in an elution of less than only 5 min.

3.3 Electroosmosis of the second kind

In an attempt to explain complementary the nonlinear EOF
dynamics (Fig. 3) and plate height improvement (Fig. 6), we
focus our attention on the ion-permselective properties aris-
ing in the monolithic structure at a decreasing mobile phase
ionic strength due to its mesoporous skeleton and discuss
the possible consequences of CP in a strong external elec-
trical field [106, 107]. It is in this respect that the creation of
bulk electrical charge close to the ion-permselective inter-
face induced by the applied field plays a crucial role because
the induced-charge electroosmosis can explain both a non-
linear flow behavior and improved axial dispersion charac-
teristics. Thus, we try to illustrate this process.

For that purpose, we consider in Fig. 8 the locally flat
interface between a bulk, macroporous domain and an
ideally ion-permselective region (meaning that the perme-
ability for co-ions in the latter becomes negligible com-
pared to that of counter-ions) with a negative internal and
external surface charge. This is assumed to represent the
local interfaces in monoliths with bimodal pore size distri-
bution or beds of porous particles (Fig. 8). As a conse-
quence, the molar flux density of a negatively charged
co-ion in the intraskeleton (or intraparticle) pores is zero.
In contrast to complete exclusion of mobile co-ions (J2

intra

= 0), the overall flux density of a positively charged coun-

Figure 7. Elution of polynuclear aromatic hydrocarbons
mix (Supelco, Bellefonte, PA, USA) using acetonitrile/
water 80:20 v/v containing 0.1 mM Tris, and an applied
field strength of 95 kV/m. The bed length of this C18-silica
monolith is 31.6 cm.

Figure 8. Illustration of nonequilibrium CP in a strong
electrical field close to the interface of a bulk macropo-
rous compartment and an (ideally) ion-permselective
mesoporous domain. As shown, such interfaces naturally
occur in beds of porous particles and monoliths with
meso- and/or microporous skeleton. Close to that inter-
face, in the macroporous compartment, a mobile space
charge (here, c1 . c2) can be induced under conditions
favoring strong CP. Concerning development of nonequi-
librium electrokinetic effects the discrete particle diame-
ter is replaced by a (yet unknown) characteristic length of
the monolith skeleton.
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ter-ion in the ion-permselective domain (J1
intra) consists of dif-

fusive flux (J1
diff) and electrical transference (J1

el), as well as
convective transfer (J1

con) via electrokinetic flow associated
with a quasi-equilibrium EDL at the internal surface [102]:

Jþ
intra ¼ Jþ

diff þ Jþ
el þ Jþ

con

¼ �Dþ
intra rcþ

intra þ zþcþ
intra

F
RT

rf
� �

þ cþ
intraueo;intra

(3)¼ �Dþ
intrarcþ

intra þ cþ
intraðuþ

ep;intra þ ueo;intraÞ

where D1
intra is the intraskeleton (or intraparticle) diffusion

coefficient of the counter-ion (e.g., the protonated Tris
molecule in the context of the present work), c1

intra is its
molar concentration and z1 is the charge number, and f
denotes the electrical potential. This equation underlines
a strong dependence of intraskeleton (or intraparticle)
molar flux densities of a counter-ion on the applied field
strength as the electrophoresis and electroosmosis ve-
locities (u1

ep,intra and ueo,intra in Fig. 8) are pointing in the
same direction (Leinweber and Tallarek, submitted).

Due to the external field the electrolyte concentration is
induced to decrease where counter-ions enter the ion-
permselective domain from the bulk solution. Co-ions
migrate in opposite direction, away from the interface
(u2

ep in Fig. 8), and because this withdrawal cannot be
compensated by supply from the intraskeleton (or intra-
particle) pores the co-ion concentration decreases. The
interplay of the ion-permselectivity, electromigration, and
diffusive flux leads to the formation of a diffusion bound-
ary-layer. In sufficiently strong fields which can force the
concentration of co-ions in this CP zone towards zero
close to the interface, while that of the counter-ions
remains finite, a space charge can be induced in the inter-
skeleton (or interparticle) fluid-side [106, 107] (Fig. 8). The
counterpart of this mobile positive space charge is prob-
ably inside the ion-permselective region as immobile
(fixed) negative surface charge (Leinweber and Tallarek,
submitted). The induced space charge represents a
nonequilibrium charge layer (or secondary double layer)
which can interact with the tangential component of the
electrical field to generate EO-2 along curved interfaces
like that of a monolith skeleton or spherical particle. The
CP zone reaching towards the primary, i.e., quasi-equilib-
rium EDL may be pictured as covering (i) an induced
space charge region where the concentration of counter-
ions significantly exceeds that of the co-ions, absent at
lower voltages with established equilibrium CP, and (ii)
the diffusion boundary-layer with linear variation of the
ion concentrations and local electroneutrality in the sense
that c12 c2 � c1 1 c2 [112, 121] (Fig. 8).

The local deviation from electroneutrality in the bulk fluid-
side induced by the normal component of the electrical
field under conditions of nonequilibrium CP close to a

curved, ion-permselective interface has unique conse-
quences. First, and in contrast to a linear EOF dynamics
known from EO-1, the resulting EO-2 naturally shows a
nonlinear behavior because it depends on both the nor-
mal and tangential components of the applied field via
creation of a space charge (induction step) and force
exerted on the mobile part of this secondary EDL (interac-
tion step), respectively. Further, because normal and tan-
gential field components vary locally along the curved
surfaces in monoliths or sphere packings, also the inten-
sity of nonequilibrium CP and EO-2 velocities are ex-
pected to change accordingly. Then, local back pressures
must generate based on continuity, and complex cou-
pling between the electrostatics and hydrodynamics may
lead to a formation of microvortices. Although resulting
patterns certainly depend on the pore space morphology,
any potential operation of this phenomenon in porous
media having technical or analytical relevance is a chal-
lenging task. For example, to which extent can large recir-
culation zones that have been visualized for a spherical,
isolated particle [107, 113] develop in random-close
packings of these particles or in monolithic structures? If
vortices develop locally, can they interact cooperatively to
create even lateral mixing bands? – Accelerated column
cross-sectional equilibration of analyte (here caused by
an electrokinetic chaotic mixing) would be very beneficial
as it may reduce axial dispersion further by orders of
magnitude (Leinweber and Tallarek, submitted).

In view of the foregoing discussion our experimental find-
ings now appear in a different light: The nonlinear EOF
dynamics developing with decreasing mobile phase ionic
strength (Fig. 3) and complementary trend in plate height
data (Fig. 6) can be analyzed and consistently explained
by nonequilibrium electrokinetic effects. Due to a decreas-
ing concentration of Tris buffer (Fig. 3) the mesopore
space in the monolith skeleton is adjusted towards ideal
ion-permselectivity (cf. Fig. 8). Its permeability for the co-
ions decreases, and a critical field strength above which
the nonequilibrium CP starts to contribute significantly to
a global electrokinetics in the monolith also decreases. In
other words, the lower the co-ion permeability of the
mesopore domain the easier it is for electrical fields reali-
zed in our work to decrease the co-ion concentration in
the CP zones towards nonequilibrium conditions and
induce space charge. We then observe a systematically
developing nonlinear EOF behavior at decreasing ionic
strength due to an increased relevance of EO-2 in the
macropore space of the monolith, being most pro-
nounced between 1 and 0.1 mM Tris (Figs. 3 and 5). This
is exactly the range in which we observe the substantial
plate height improvement (Fig. 6). It may be caused by
induced local pressure components and formation of pat-
terns which help to equilibrate analytes in the macropore
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domain and thereby reduce axial dispersion, as observed
with fixed beds of particles (Leinweber and Tallarek, sub-
mitted). Even though geometrical restraints in most po-
rous media probably hinder a formation of extending
recirculation zones visualized for a single sphere [107,
113], the remaining patterns still may be able to enhance
significantly lateral mixing (at least on the pore scale). In
this respect, differences in morphology of sphere pack-
ings and monolithic structures should be remembered
[101] as they will influence the development of nonequilib-
rium electrokinetic effects. One of the goals is to charac-
terize (and tailor) such effects in hierarchical porous
media concerning the ion-permselectivity, pore space
morphology, mobile phase composition, and applied field
strength.

4 Concluding remarks

The nonlinear EOF behavior revealed in our work using
silica-based capillary monoliths with a bimodal pore
size distribution indicates an existence and importance
of EO-2 also in CEC practice. It is a nonequilibrium
electrokinetic phenomenon relating to ion-permselective
domains and developing CP in a material and, thus, has
a general rather than special significance for the global
electrokinetics in hierarchically structured porous media
like random sphere packings and monoliths. EO-2 does
not appear on an exclusive basis, but acts together with
the more familiar EO-1. This may be a reason why it is
usually not clearly manifested in CEC, because the typical
particle diameter in fixed beds (3–10 mm), the mesopore
size (10–30 nm) and mobile phase ionic strength (1–
10 mM) do not promote EO-2 intensively, leaving EO-1 as
a dominant contribution to the overall EOF under most
conditions. In this direction, the monolithic structures
appear unique as the thin, continuous skeleton may pro-
vide length scales which favor significant development of
EO-2 in CEC as alternative to a use of larger, but discrete
particles. Then, ion-permselectivity can be adjusted with
the ionic strength, providing one route to significantly
higher EOF velocities than those in an EO-1 regime.
Strong electrical fields could be applied under these con-
ditions in capillary and chip devices containing tailored
hierarchical material for electrokinetic separations or
pumping technology, without significant thermal effects,
but with a full high-speed potential of the EO-2 dynamics
(which is inherently nonlinear).

Another beneficial effect accompanying the EO-2
dynamics is the development of pore pressure based on
continuity arguments. Although the details of a micro-
scopic operation in porous media and potential use of
this effect for enhanced lateral fluid mixing need more re-

solving studies, our present and earlier results (Leinweber
and Tallarek, submitted) indicate that it can be tuned to
largely overcome a bottleneck in liquid-phase separa-
tions, namely analyte equilibration over the whole column
cross-section. It is a slow process governed by the actual
transverse dispersion coefficient which is a much weaker
function of the average velocity than dispersion in the
axial direction [122]. Consequently, lateral equilibration of
analyte usually is diffusion-limited and the electrokineti-
cally promoted convective (chaotic) mixing becomes of
an outstanding importance.

Compared to the electroosmotic perfusion mechanism
[61–76], electrokinetic phenomena based on a non-
equilibrium EDL develop in a different operational domain.
While substantially perfusive EOF in particulate or mono-
lithic beds require a quasi-equilibrium EDL thickness
(much) smaller than typical macro- and mesopore sizes,
the nonequilibrium CP underlying EO-2 requires strong
ion-permselectivity within a porous medium, meaning
that the EDL dimension is large compared to pore sizes
in the ion-permselective regions. Further, while electroos-
motic perfusion effectively removes stagnant zones
which dramatically reduces velocity extremes in the
mobile phase flow pattern in view of improved dispersion
and increased average velocities, the conditions for EO-2
develop ion-permselectivity to leave these zones practi-
cally stagnant. In this case, the mesopore space is used
for indirect manipulation of EOF velocities in the macro-
pore space where possible lateral mixing associated with
the hydrodynamic pattern of EO-2 reduces axial disper-
sion. Thus, via the EDL interaction both phenomena (the
perfusive electroosmosis and EO-2) may be tuned to-
wards high-speed, high-efficiency electrokinetic trans-
port mechanisms in porous media simply by adjusting
the mobile phase ionic strength.
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46, 3033–3040.

[46] Sounart, T. L., Baygents, J. C., Colloids Surf. A 2001, 195,
59–75.
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