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Abstract

We suggest a procedure for model update, based on detection of structural breaks
at unknown change-points. The procedure makes use of the SupF test introduced by
Andrews (1993). We apply this procedure for modelling the common stock index
returns in the Ystanbul Stock Exchange for the 11 year period of 1989 - 1999. The
underlying modd conssts Smply of amean plus noise, with occasond jumpsin the level
of mean a unknown time ingtances. The problem is the detection of this jump and the
corresponding model update. We find critical values for the SupF test gatistic by using
the Bootstrap method. A trading rule that uses the forecasts from the suggested
procedure is observed to outperform the buy-and-hold Strategy.



1. Introduction

Tedting for the presence of a dtructural change in linear econometric models when the
change point is unknown, is dill an active research area. In this paper we suggest a dynamic red
time procedure for the detection of sructura bresks and the corresponding update of the
parameters of the modd at hand. That way, we aim at having an up-to-date operating model to
be used for prediction or forecasting purposes.

If in alinear regresson modd the possible change point is known, the Chow (1960) test
can be applied. The Chow test statistic has an F distribution under the null  hypothess of no
change, hence the tabulated critical values can be used. However if the change point is not
known, one posshility is to cdculate the F gatigtics for each potentia change point and find
ther maximum. The test datistic obtained this way is cdled SupF. The asymptotic critica
vaues of the SupF test are reported by Andrews (1993).

The detection method we propose here is based on the availability of atest Satistic for an
unknown change point. The method involves the addition of new observations to the sample, in
case the null of no change is not rgected. If there is a rgection, then the change point is
esimated and the new garting point for the sample is set as the estimated change point. Then
the regression mode parameters to be used are estimated on this new and smaller sample.!

A smple specia case of the regresson modd conssts of just the constant and the noise
terms. This specia case has been studied by Hawkins (1977), Wordey (1979), James, James
and Seigmund (1987) and Chu (1990). Mainly they have obtained asymptotic distributions of
Likelihood Ratio (LR) test statistic. The SupF test that we will use hereis equivalent to LR tet,
as aso noted in Andrews (1993). Chernoff and Zacks (1964) derive a Bayesan tes in this
setting by imposing a norma prior on the mean. Hinkley (1970) studies the issue of inference
about the location of change point.

We modd the weekly common stock index returns as a mean plus noise with occasiona
changes in the mean and possibly the variance. With this modd in mind, we use the proposed
method on the Ystanbul Stock Exchange data by using the SupF test. We also report the profits
from atrading strategy based on the method.

The possibility that means of stock returns are changing over time has been explored in the
literature. For example Conrad and Kaul (1988, 1989) and Poterba and Summers (1988)
mode expected returns as changing every period according to an autoregressive process.
Smilaly, the ARCH and GARCH modds suggest gradudly but continuoudy changing
variances. In contrast, our procedure is that of continually testing for the presence of occasiond
jumps in the mean and possibly the variance.

1A related procedure for predicting regime changes in macroeconomic data has been introduced and
applied by Neftci (1982). In his case however, there are two regimes and the parameters determining the
probability distribution functions under the two regimesare assumed to be known, so that thereisno
problem of parameter estimation.



The paper is organized as follows. After the introduction, Section 2 describes the data.
Section 3 presents the method and the test statistics employed. The find section is devoted to a
summary and discussion of the results.

2. The Data

The data we use is the Friday closing values of the |SE composite index expressed in US$
as caculated by the IFC. We loaded it from the DATASTREAM database. The data spans
the January 5, 1989 to October 29, 1998 period, which contains 513 observations of the index.
The naturd logarithm of the level can be seenin Figure 1. There seemsto be severd time points
a which the mean rate of increase has changed. However this may be an illuson and hence a
formad datistica testing procedure will be applied.

The firg difference of the naturd logarithm of index gives us 512 observations on weekly
continuoudy compounded rates of return. This datais plotted in Figure 2. From this data, the
eye can not easlly detect mean changes, while there seems to be changes in the volatility over
time.

[Insert Figures 1 and 2 here]

3. The Method and Test Statistics

We model the weekly returns from ISE index by an independently and normdly distributed
eror term with occasond changes in mean and possbly variance a the same time indants.
Formally we can write

R =by +e 1)
where R isthergtun a time t, b, isthemeanvdidatimet and g ~iidN(0,s ?).

The method we gpply is based on testing for the vdidity of the most recent parameter
estimate after obtaining a new observation.? To this end unknown change point tests will be
employed. The null hypothesisis no change in the mean and the variance. If the null is rgected,
then an estimate of the change point is used as the beginning index of our new sample. The new
mean is estimated as the average of returns on the new sample. The agorithm can be described
asfollows®

We chose awindow length of 52. Thetest is conducted if and only if there are at least 52 sample
observations from the most recent estimated change point to the current week. For adiscussion of the
rational e behind fixing such a data window and on the choice of its length, see Section 4.

% This algorithm isimplemented in GAUSS, and the code is available upon request.



10 Let START=1,

20 Let T=1;

30 If T-START>=51, test for the null of no structura break on the most
recent 52 return data;

40 If rgected set START=Estimated change-point;

50 MEAN=Average of returnsfrom START to T;

60 Obtain the following week’ sreturn;

70 Let T=T+1,

80 Go to 30;

In implementing our agorithm, we use the SupF test statistic, large sample properties of
which are studied by Andrews (1993). This test statistic assumes a regresson model of the form

Y, =bX, +e )
Under this setting the null and dternative hypotheses are,

H, : no change in the regresson model parameters over the observed sample period
H,: onechangein the regresson mode parameters

The atitic for the SupF test is caculated as,

SUpF = max F, 3

1EtET-1

where F, istheusud F dHatistic calculated at the change point t. If this Satistic is greater than

some critica vaue we rgject the null hypothesis of no change. The asymptatic critical vaues are
reported in Andrews (1993). The estimated change point then is the time index that maximizes
the F ddtidtic.

In our case, where the modd is that of a mean plus a noise term, we only have a congtant
term in the regression equation. For this reason, we set the independent varigble, X, equa to

onefordl t.

In order to make the agorithm described above operational, we need the critical vaues for
the sample size of 52. We caculated the 5% and 10% critica vaues of the SupF test atistic
by usng a numerical smulation method caled Bootstrap. Diebold and Chen (1995) show that
bootstrap critical vaues for the SupF test are more accurate, in finite samples, than ther
asymptotic counterparts. This method is a numerical procedure for finding finite sample critica
vaues, where rather than using a pseudo norma random variable generator, the estimated error
terms themselves are resampled and used in Monte-Carlo smulations.  This method has the
advantage of being immune to deviations from the normaity assumption on resduas. Details
and the judtification for the use of Bootstrgp can be found in Efron (1982).



The 5% and 10% critica vaues found for the ISE $ return data are found as 11.13 and
8.82 from amulaions with a Monte-Carlo sample size of 10,000. In contrast, for example, the
5% criticd vaue for a usud Chow test would be 4.04. As it should be, the SupF test is
observed to be more conservative than the Chow test. That is, it rgjects the null less frequently.

4. Results and concluding remarks

The agorithm is applied to the stock index return data by using the two critical vaues
reported in Section 3. As a reault, the dgorithm produced a list of sgndled change points and
the time that they are signalled. These times are reported in Table 1. For example we observe
from the left pand of Table 1, that the firg time the test has regjected the null is in week 99 for
observations between 48 to 99, reporting an estimated change point in week 58. In such a
case, for forecasting the period 100 return, a new mean would be estimated by using data from
period 59 to period 99.

Although there is alarge overlap in the Ssgnaled and estimated change points by the two
sgnificance levels, the use of 10% leve increased the number of Sgnaled bresks. Thisisdueto
the increase in the power of the test obtained at the cost of increase in the probability of Type 1
error. The sgnaled change points for the 10% leve are plotted in Figure 3.

Tablel
The esimated change points and their Sgnaling times for the period
January 5, 1989- October 29, 1998

At 5% Sgnificance Level At 10% Significance Level
Edimated Change Point ~ Sgnd Time Edimated Change Point ~ Sgnd Time
58 99 58 98
149 151 149 151
153 201 153 201
- - 165 213
212 216 212 217
264 265 264 265
265 316 265 316
268 319 268 319
278 320 278 320
329 330 329 330
420 421 420 421
421 472 421 472

- - 500 504




[Insert Figure 3 here]

In order to observe the trading profits by using the forecasts generated by our dgorithm,
we employ the following trading strategy on our sample. If the expected weekly return is
positive, we are in the market and obtain the following week’ s index return. Otherwise, we are
out of the market and stay in US$ during the following week to get a $ return of 0%. The
resulting buy and sdll periods for the procedure using the test a 10% sSgnificance leve are
indicated in Figure 4. The mogt gtriking aspect of the Figure is the rather infrequent trading
advice provided by the method. Moreover, in most cases the forecasts on the direction of the
market seem to be judtified.

[Insert Figure 4 here]

The resulting weekly average returns corresponding to the 5% and 10% crtitical values are
reported in Table 2. For the overal sample period, the trading rule yielded weekly $ returns of
0.442% and 0.517% for the 5% and 10% critica values respectively. These vaues correspond
to continuoudy compounded annual returns of 23.0% and 26.9% respectively. In contrast, the $
returns from a buy and hold strategy for the same period would be 0.178% weekly or 9.2%
annud, continuousdy compounded. Transaction costs ae ignored in these caculations.
However, as seen from Table 2, these cogts are indeed negligible. The caculations were made
assuming a transaction cost of 2% per each transaction.  Since the total number of transactions
in the overdl 10 year period does not exceed 7 in ether case, we get a negligible effect on
average.

Table2
The US$ returns from various trading rules for the period
January 5, 1989- October 29, 1998

Trading rule Weekly return ~ Annual return
Buy and hold 0.178 % 9.2 %
Always out 0.000 % 0.0 %
Buy if E(R)>0 (No te) 0.178 % 9.2 %
Buy if E(R)>0 (5% test) 0.443 % 23.0%
Buy if E(R)>0 (10% test) 0.517 % 26.9 %
Buy if E(R)>0 (5% test, net of trans.costs) 0.440 % 229%

Buy if E(R)>0 (10% te<t, net of trans.costs) 0.514 % 26.7 %




A weakness of this procedure is that it assumes homoskedastic noise terms under the null.
Figure 2, however, suggedts that our sample has heteroskedadticity. This weskness could be
remedied as soon as a test for sucturd test in GARCH modeds is made avalable.
Nevertheless, the overdl performance of the procedure seems quite satisfactory. This can be
atributed to our fixing of atest window of 52 weeks* In a prdiminary version of this paper we
did not fix atest window and tested for the presence of structural breaks each and every week,
as new datacomes. This resulted in atoo frequent regjection of the null, possibly due to changes
in the variance of the data rather than changesin the mean. A large window length seems to
have helped in reducing such undesirable rgjections due to variance changes. But a the same
time, of course, larger window lengths have the disadvantage of delaying the detection time of a
possible change in mean that can actually take place before the window duration is reached.

These reaults indicate the presence of occasond changes in the mean of the underlying
return generating processin the Turkish slock market. The question of whether these changesin
mean can be attributed to changes in equilibrium expected returns and hence are consgtent with
the efficient markets hypothesis or whether they are due to the presence of rationa of irrationd
bubbles in stock pricesis a debatable issue and needs further study.
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Ozet

Y apysd kyrylmdaryn farkedilmes icin bir yontem
ve Turk hisse senedi piyasasyna uygulanmasy

Bu maka ede hilinmeyen dedipme noktalarynda gerceklePen yapysa kyrylmdaryn farkedilmesine
dayanan bir modd yenileme yontemi Onerilmektedir. Y dntem Andrews (1993) tarafyndan
literatlre sunulan SupF tedtini kullanmaktadyr. Bu yontem 1989-1998 arasyndaki 10 yyllyk
donemde Ydanbul Menkul kyymetler borsssynyn endeks getirilerini modellemede
kullanylmyptyr. Temed moded bir ortdama getiri ve ona eklenen rassal gurtltiden ibarettir.
Ancak ortdama getirinin arada syrada hilinmeyen zamanlarda sycramdar yapma olasylydyny
dikkate dynarak, problem, bu tir sycramdaryn farkyna varylmasy ve moddin buna goére
yeniden tahmini olarak tanymlanmyptyr. Kullanylan SupF test igatigidinin kritik dederleri bir
nimerik benzetme dgoritmasy ile bulunmwltur.  Yontemden elde edilen kedtirimlenin
kullanylmasyna dayanan bir dyp-verip kurdynyn‘d ve tut’ kurdyndan daha iyi getiri sadladydyny
gozlemlenmi‘tir.



Figure 1: ISE index (In of $ value)

Wi

A

NN At

N

L

86/6¢/0T
86/6/L
86/61/€
16/.2/TT
16/L/8
16/LTIY
96/9¢/CT
96/5/6
96/9T/S
96/5¢/T
S6/S/0T
S6/ST/9
S6/€¢/c
V6/E/MTT
V6/vT/L
v6/ve/E
€6/c/et
€6/C1/8
€6/ccly
¢6/TE/CT
¢6/0T/6
¢6/T2/S
¢6/0€/T
T6/0T/0T
16/02/9
16/8¢/C
06/8/1T
06/6T/L
06/6¢/€
68/L/2¢T
68/L1/8
68/L¢lv

68/S/T

Figure 2: Weekly rate of return series of ISE index in US$ (Jan 1989-0Oct 1998)
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Figure 3: ISE index (In of $ value) and the signalled break times {10% level)
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Figure 4: Buy and sell perieds suggested by the trading rule (Buy: 8.5, Seli: 0}
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