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Abstract: Software testing enables the assessment and assurance of software quality. However,
writing test cases manually is time-consuming and error-prone. To avoid this, test cases can be
generated automatically using Model-based Testing (MBT). MBT derives tests from a test model like
a finite state machine (FSM). Such FSMs are often part of specifications, but unfortunately, often only
provided as image and not in machine-readable form. Therefore, in this work we present an approach to
extract machine-readable representations of FSMs from images automatically using Neural Networks.
Additionally, we evaluate the applicability of our approach using a real-world specification to generate
test cases from it.

The number of software-intensive systems has drastically increased over the last decades.
With them, the complexity of developing and maintaining software-intense systems has also
increased. However, software quality measures have to keep up with these changes, which
led to a huge number of software testing methods and approaches.

One key approach is to reduce the effort of defining and implementing tests manually. This
can be achieved by generating tests in an automated or at least semi-automated way. Among
various other methods, Model-based testing (MBT) has been shown to be suitable for test
case generation [UPL12].

In MBT, tests are derived from a model. Here, one common type of model are finite state
machines (FSM). From FSMs, tests can be derived by following paths through it. This
approach has many advantages. First, manual effort is drastically reduced. Second, tests are
parameterizable by defining a coverage criterion (like covering all nodes or transitions in
the FSM). And last, the tests are efficient, in such that multiple tests avoid testing the same
aspect of the application.

The crucial part of MBT is defining the model used for test generation. This can be done
manually, which comes with some effort. Fortunately, manually defining the test model is
often not needed, since many specifications already include state machines as part of the
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system or behavioral description. However, the state machines are often rendered as images
and are therefore not machine-readable.

To address this issue, this work will provide a two-fold contribution: First, we will provide
an algorithm to automatically extract FSMs from images in human-readable specifications.
Second, we will demonstrate the usefulness of our approach by automatically generating
test cases from the extracted FSMs. Connecting these steps will result in the setup shown in
Figure 1.

Finite State Machine Test CasesSpecification

Fig. 1: Our test setup

This work is structured as follows: Section 1 lists related work, in Section 2, we describe
our approach, which we evaluate in Section 3 using a fieldbus-related case study. Section 4
gives a conclusion.

1 Related Work

Our approach focuses on an end-to-end solution which yields test cases directly from a
given specification by using image recognition. To best of our knowledge, this has not
been studied in literature. Therefore, we focus on work related to individual phases of our
approach.

1.1 Diagram Extraction

Diagram extraction has been studied extensively in literature. Most work focuses on
extracting UML diagrams from images. The authors of ReSECDI[Ch22] present a method
to extract class information from a rendered UML class diagram. They combine shape
detection techniques (lines, rectangles) to extract the required information. They evaluate
the applicability on 80 images in total.

Other work focuses on piping and instrument diagrams (P&ID) like [Yu20]. In [GZS20],
the authors leverage Faster Regional Convolutional Neural Networks (Faster RCNN) to
analyze P&IDs. They evaluate their approach on a commercial nuclear power plant.



The authors of [KC13] present an approach with a similar architecture to ours. Their tool
Img2UML extracts information from UML class diagrams in three phases: class detection,
text recognition and relationship detection. The authors validate their tool using 10 different
images.

Block diagrams are analyzed in [BL22]. Here, the authors extract series of triples from
rendered block diagrams. A large language model then uses these triplets to summarize the
contents of the diagram.

1.2 Model-Based Testing

Model-based testing is a well-studied field in research[Di07]. Especially FSMs have been
shown to be a useful type of model for test case generation[LY96]. Model-based testing is
applicable in a variety of fields. However, as our case study focuses on testing a network
protocol, we consider work in this field in the following, only. In [TAB17], the authors
present a model-based method to test MQTT brokers. Other approaches like [PA09] test
TCP/IP implementations using model-based testing.

2 Approach

Our approach is divided into two stages: First, FSMs are extracted from the specification
using image processing. Second, these FSMs are leveraged to generate test cases using
model-based testing.

2.1 FSM Extraction

To goal of this step is to extract all FSMs out of the specification. For this, we first extract
all images out of the specification. We then apply the pipeline shown in Figure 2 to each of
the extracted images.

First, we segment the image to obtain a segmentation mask as shown in Figure 3. This
mask reveals where nodes and edges can be found in the input image. Given this mask, we
then focus on the patches masked as nodes. We consider each continuous region a node.
Additionally, we can extract the node’s text using OCR. Finally, we need to check, which
nodes are connected by edges. We consider two nodes as connected, if there is a continuous
path of pixels labeled as edge between them.
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Fig. 2: FSM extraction

2.1.1 Segmentation

To goal of the segmentation step is to generate a mask image as shown in figure 3. The mask
image is of the same size as the input image. For each input pixel the corresponding mask
pixel has a value of 0, 1 or 2, where 0 indicates background, 1 a node and 2 an edge.

(a) Input Image (b) Segmentation Mask

Fig. 3: Image segmentation

For the image segmentation, we use a Neural Network[Gu18]. Our network is a modified
U-Net[Si21], which means it consists of an encoder and a decoder. The encoder part feeds
the input image through 4 layers, each one halving the size of the image from 128x128 to
4x4 pixels. This way, the image’s features are compressed to 16 values. For the encoder



part, we use a pre-trained net, namely the MobileNetV2[Sa18], which is a state-of-the-art
model suited for image segmentation. The decoder part does the opposite then. It consists
of 4 layers doubling the size of the image, again up to a size of 64x64 pixels. The final
convolution layer then yields the final segmentation mask of size 128x128 pixels. As the
trained model can only be applied to image of exactly 128x128 pixels, we need to split
the input image into overlapping patches of this size and merge the segmentation results
afterwards.

Training our neuronal network required a reasonable amount of training data. We generated
this data synthetically as follows: First we generated a random adjacency matrix. We then
serialized the matrix using the dot language. Here, we also selected random colors, shapes
and line widths for nodes and edges. Finally, we rendered the dot file using the graph layout
engine Graphviz[El04]. Additionally, we rendered the segmentation mask. By repeating
this process, we were able to generate 10.000 images for training with least effort.

For training, we used the TensorFlow[PNW20] library. As the edges naturally occupy less
pixels than nodes, we weighted them 5 times more, so that they were not simply ignored
during optimization. We have chosen Sparse Categorical Crossentropy as loss function and
trained the model over 20 epochs. This way, we were able to achieve a (pixel-wise) accuracy
of 95% on our validation set.

2.1.2 Node Detection

The goal of the node detection step is to generate a list of node masks and their enclosed
text (see Figure 4). For this, we first iterate over the pixels of the segmentation mask. For
each pixel masked as node, we check if it is connected directly to another node pixel. If this
is not the case, the pixel is assigned a new node number. Otherwise it is assigned the node
number of the connected pixel. Using a disjoint-set data structure, this can be implemented
efficiently.

Along with the pixels of each node we also obtain its enclosed text using Optical Character
Recognition (OCR). As specifications often contain lots of other images besides actual
FSMs, we also decide which images to discard at this point. We reject all images which
have less than 2 nodes. Furthermore, we reject images where the node’s pixels occupy less
than 20% or more than 80% of the image.

2.1.3 Edge Detection

In the last step, we decide which nodes we consider being connected by edges in the image.
For this, we iterate over the pixels of the segmentation mask, again. This time, however, we
number the edge pixels in the same way we did for the node pixels in the step before. Next,
we iterate the border pixels of each node to find out, to which edges each node is connected



Fig. 4: Nodes mask

to. Finally, we can mark two nodes as being connected, if they are connected to at least one
common edge.

To detect the direction of the edge, we use the following simple heuristic: We count the
number of edge pixels adjacent to the node’s pixels at each end of the edge. We then consider
the side with more pixels to be the end, as it is most probably the arrow head.

2.2 Test Case Generation

For test case generation, we rely on a coverage-based approach[OK22]. For each extracted
FSM, we generate a set of paths, which covers all nodes of the FSM5. Each path corresponds
to one test case. For this, we follow the path and collect all nodes with their associated
OCR-text in an array. We then pass this array to the final test execution. It interprets the
node texts and executes operations accordingly. As this highly depends on the use-case, we
cannot give a generalized approach for execution at this point.

For example, given the FSM in figure 5, we could obtain two test cases: [A, B, D] and [A,
C]. It is then up to the text execution to map the labels A, B, C, D to actual test inputs and
checks.

3 Case Study

To assess the feasibility of our approach, we applied it to the IEC 61158-6-10 standard.
This standard describes application layer protocols for fieldbusses. For this case study, we
focused on the Profinet fieldbus. As input for our approach, we used the document given in

5 Some nodes may be covered multiple times
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Fig. 5: Example FSM

pdf format. It consists of 1037 pages containing 274 figures in total. A few of these figures
are actual state machines as the ones shown in Figure 6.

At first we converted each page to an image yielding 1037 images in total. Obviously, it
would be better to consider only figures. However, we found these difficult to detect, because
they are embedded as vector graphics within the text.

We then applied our image processing approach as described in Section 2.1. This resulted in
94 FSMs. For the test case generation and execution, we focused on the two FSMs shown in
Figure 6. However, we still had to adjust the FSMs generated by our algorithm manually for
two reasons: first, the extraction missed some nodes and edges, especially the intersecting
ones. Second, we had to remove the loop from state K to the beginning as it would lead to
only one test case iterating all the states multiple times. Finally, we used the Fences library6

to select concrete paths through the FSMs, so that all transitions are covered. The results
are shown in Table 1.

Tab. 1: Generated Test Cases

Target States Test Cases

Device 11 8
Controller 11 10

For the actual test execution, IEC 61158-6-10 already gives hints, how the states shall be
implemented. Following this guides would result in complete test cases, which is out of the
scope of this work.

4 Conclusion

In this work, we presented an end-to-end method for automated test case generation directly
based on a specification. For this, we presented an approach to extract FSMs out of a
specification and then use these to derive test cases. We evaluated the feasibility of our
approach using the IEC 61158-6-10 standard. Evaluation showed, that our approach still

6 https://github.com/ifak/fences



(a) Device (b) Controller

Fig. 6: State machines describing the interaction between a Profinet device and controller (from IEC
61158-6-10, node labels are simplified)

needs some manual effort. This has several minor reasons. First, the FSM extraction finds
much more FSMs than we can use for actual testing. Also, the generated FSMs need some
manual adjustments. And finally, the test execution still requires the states to be implemented
manually.

Despite that, with the contributions made by this work, the effort of MBT can be drastically
reduced since FSMs can be directly extracted out of corresponding specifications. Besides
testing, our FSM extraction can be used to acquire models for design or development as
well.

Future work should aim at improving the accuracy, especially for intersecting edges, i.e.,
FSMs with a non-planar representation.
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