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Abstract: Multimodal image registration is vital in Deep
Brain Stimulation (DBS) surgery. DBS treats movement dis-
orders by implanting a neurostimulator device in the brain to
deliver electrical impulses. Image registration between com-
puted tomography (CT) and cone beam computed tomography
(CBCT) involves fusing images with a specific field of view
(FOV) to visualize individual electrode contacts. This contains
important information about the location of segmented con-
tacts that can reduce the time required for electrode program-
ming. We performed a semi-automated multimodal image reg-
istration with different FOV between CT and CBCT images
due to the tiny structures of segmented electrode contacts that
necessitate high accuracy in the registration. In this work, we
present an optimization workflow for multi-modal image reg-
istration using a combination of different similarity metrics,
interpolators, and optimizers. Optimization-based rigid image
registration (RIR) is a common method for registering images.
The selection of appropriate interpolators and similarity met-
rics is crucial for the success of this optimization-based image
registration process. We rely on quantitative measures to com-
pare their performance. Registration was performed on CT and
CBCT images for DBS datasets with an image registration al-
gorithm written in Python using the Insight Segmentation and
Registration Toolkit (ITK). Several combinations of similarity
metrics and interpolators were used, including mean square
difference (MSD), mutual information (MI), correlation and
nearest neighbors (NN), linear (LI), and B-Spline (SPI), re-
spectively. The combination of a correlation as similarity met-
ric, B-Spline interpolation, and GD optimizer performs the
best in optimizing the 3D RIR algorithm, enhancing the visu-
alization of segmented electrode contacts. Patients undergoing
DBS therapy may ultimately benefit from this.
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1 Introduction

Deep Brain Stimulation (DBS) is a medical treatment increas-
ingly used to treat movement disorders such as Parkinson’s
disease, dystonia, and tremors [1], as well as psychiatric con-
ditions such as treatment-resistant depression [2]. The proce-
dure involves placing electrodes inside specific regions of the
brain to alter their electrical activity in a controlled manner.
Accurate placement and programming of the DBS device re-
quire knowledge of the stimulation target and electrode loca-
tion. Typical clinical procedures involve the use of computed
tomography (CT) imaging before surgery to aid in stereotaxic
guidance and after surgery to check for bleeding and ensure
proper electrode orientation. Intraoperative X-ray imaging is
also used to visualize the tiny orientation markers of the elec-
trode [3][4]. To visualize the target region, magnetic resonance
imaging (MRI) can be used. The subthalamic nucleus, which
is the most significant deep brain target in Parkinson’s disease,
can be visualized through MRI. In addition to CT and MRI,
Cone Beam Computed Tomography (CBCT) with a specific
field of view (FOV) is employed in DBS procedures. CBCT
protocols customized for implant placement are preferred be-
cause they offer higher spatial resolution and less interference
from scatter and metal artifacts compared to multislice CT. To
align the CBCT image which has a specific FOV with other
imaging modalities such as CT and MRI, a semi-automated
registration technique is performed. This registration allows
for better visualization of the target region. The combination
of interpolation, similarity metrics, and optimization meth-
ods plays a crucial role in achieving accurate registrations.
Rigid image registration (RIR) is a common technique used
to align images, and optimization methods are employed to
estimate the most appropriate transformation. However, un-
dersampled or oversampled images can lead to registration
errors [5]. There have been several studies looking at the ef-
fect of interpolation on image registration by various authors
[6][7]. J. P. Pluim et al. [6] studied the effects of interpolation
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methods on speed and artifacts in accuracy of image registra-
tion. In their study, A. P. Mahmoudzadeh et al. [7] assessed
eight different interpolation methods and examined how the
cost functions influenced the optimization of fully automatic
image registration for 3D spoiled gradient MRI. The evalua-
tion was complemented by qualitative assessments using MRI
scans and joint histogram analysis. B. Handa et al. [8] inves-
tigated the efficiency of 3D RIR in radiotherapy using various
combinations of interpolators and similarity metrics. In their
study, B. Handa et al. [8] utilized multimodal imaging with
CT and CBCT scans to examine the pelvis. Both images had
the same pixel spacing and matrix size, indicating they had the
same FOV. However, in our dataset, we are dealing with brain
images with implanted DBS electrodes and the images have
different pixel spacing. Specifically, the CBCT image has a
narrower FOV. Choosing the right interpolator and similarity
metric can improve registration accuracy. This paper analyzes
and compares semi-automated image registration utilizing dif-
ferent combinations of interpolators and similarity metrics.

2 Material and Methods

I. Multimodal Image Data Acquisition

Our dataset consists of retrospective data from patients who
underwent surgery to have bilateral DBS-lead implantation.
While CT was performed right after surgery a highly resolved
CBCT was acquired within the first week after surgery. On av-
erage, there was a 4.5-day time difference between the two ex-
aminations. The ArtisQ multipurpose x-ray system with syngo
microDyna-CT was used for CBCT acquisition and a So-
matom Definition AS+ for CT (both Siemens Healthineers,
Germany). The acquisition settings for CBCT included an-
ode voltage of 116-119 kV, tube current ranging from 258-274
mA, and a pixel matrix of size 512×512×497 with an isotropic
voxel size of 0.1965×0.1965×0.1965 mm after 3D-image re-
construction. The conventional CT was performed with an an-
ode voltage of 120 kV and tube current of 370 mA. It provided
197(-253) slices with an image size of 512×512, and the voxel
sizes ranged from 0.4(−0.6)×0.4(−0.6)×0.75 mm. The voxel
sizes were adjusted by a radiological technician based on the
FOV.

II. Semi-automated Registration with ITK

This paper relies on the open-source software Insight Segmen-
tation and Registration Toolkit (ITK) and programming lan-
guage Python. ITK is a widely used research toolkit for medi-

cal imaging, particularly for segmenting and registering medi-
cal images [9][10]. To execute our workflow, we used a 64-bit
Windows 10 Pro operating system with an Intel Core i7-11700
processor running at 2.5 GHz and 32 GB RAM. Our method
is a semi-automated registration workflow for multimodal im-
ages based on ITK. The used images include CT images and
CBCT images with a narrow FOV, which depict the region of
interest for DBS electrodes. The registration consists of two
stages: the initial transformation and the final transformation.
In the initial transformation stage, corresponding points are se-
lected via user input based on anatomical landmarks. This is
done after setting the appropriate windowing for both images,
allowing the user a suitable window for identifying anatomi-
cal landmarks. The initial transformation is crucial for the final
transformation, where shortening the runtime and increasing
the accuracy of registration convergence.
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Fig. 1: Framework for semi-automated RIR based on ITK.

The final transformation of the registration depends on the ini-
tial transformation, and also involves the following compo-
nents:
A. Optimizers: The ITK registration framework offers sup-
port for several optimizer types. In this work, we utilized the
optimizer options of Variations on Gradient Descent (GD), and
Regular Step Gradient Descent (RSGD).
B. Similarity metrics: One of the common similarity metrics
is Mattes Mutual Information (MMI), which was employed
in this study. This metric measures the mutual information be-
tween the fixed and moving images and is widely used in med-
ical image registration tasks.
C. Interpolators: In our investigation to identify the most
suitable interpolators, we tested three different types: Linear
(LI), Nearest Neighbor (NN), and B-Spline (SPI) interpola-
tion. These interpolators are commonly used in medical im-
age processing and were chosen based on their effectiveness
in preserving image quality and accuracy during registration.
Figure 1: It illustrates the registration components used in this
type of registration. It also shows the manual control points
used by the user to initialize images using the corresponding
points between CT and CBCT images.

356



Fadil Al-Jaberi, Optimization Techniques for Semi-Automated 3D Rigid Registration in Multimodal Image-Guided Deep Brain Stimulation

(a) (b) (c)

(d) (e) (f)

Fig. 2: Image fusion results for different combinations of similarity
metrics, interpolators and optimizers, where each subfigure repre-
sents one combination, two images to show the anatomical, and
electrodes regions: (a) MMI, LI, GD (b) MMI, LI, RSGD (c) MMI,
NNI, GD, (d) MMI, NNI, RSGD (e) MMI, SPI, GD, and (f) MMI,
SPI, RSGD.

3 Results

Table 1 presents the quantitative evaluation results in terms
of the final metric value. Moreover, Figure 3 provides further
insights into the final metric value for each combination of
similarity metric, interpolator, and optimizer, along with their
respective CPU and memory usage and computation time. Ad-
ditionally, Figure 2 illustrates two slices of the registered im-
ages that highlight the alignment of anatomical structures and
electrodes for each combination of similarity metric, interpo-
lator, and optimizer, where Figure 2e shows the best anatomi-
cal alignment using GD optimizer, B-spline interpolation and
correlation as similarity metric.

Fig. 3: Comparison of similarity metric, interpolation, and opti-
mizers. The top subfigure shows the final metric values for each
combination of similarity metric, interpolation, and optimizer, al-
lowing for easy comparison of the best-performing combinations,
where the larger the negative values, the more accurate the im-
age registration will be. The bottom subfigure displays the time
consumed, CPU usage, and RAM usage for each combination,
providing valuable insight into the computational demands of each
group of combinations.

Tab. 1: Comparing RIR accuracy based on ITK-based algorithms
with various combinations of similarity metrics, interpolators, and
optimizers based on final metric values of optimizers GD, and
RSGD.

Similarity Metric Interpolator GD RSGD
Mutual Information Linear -0.032 -0.015
Mutual Information Nearest neighbor -0.025 -0.016
Mutual Information B-spline -0.033 -0.015

Mean square Linear 483971 433743
Mean square Nearest neighbor 524906 513133
Mean square B-spline 506171 502352
Correlation Linear -0.020 -0.026
Correlation Nearest neighbor -0.027 -0.020
Correlation B-spline -0.043 -0.023
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4 Discussion

In the past few decades, several techniques for image reg-
istration have been developed for a wide range of datasets
[11][5][12][13]. In this study, the medical imaging datasets
for the brain were used in comparison with the pelvic im-
ages. There are some publications that describe fully auto-
mated 3D RIR of the pelvic region of the body. However,
there are a few that report semi-automated RIR of 3D image
datasets [14][15][5]. There have been several studies looking
at the effect of interpolation on imaging registration using CT
and MRI images with the same pixel spacing by various au-
thors [6][7]. In this study, the first similarity metrics, interpo-
lators, and optimizers were utilized to increase the accuracy
of semi-automated 3D RIR in the DBS images dataset. Sec-
ond CBCT and CT images were utilized instead of CT and
MRI images. This is because, in DBS surgery with the narrow
FOV of CBCT images, CBCT images are provided with high
resolution. This will help us visualize the segmented contacts
in each electrode lead. In terms of quantitative metrics using
the final metric value, the registration algorithm efficiency was
evaluated using a different combination of interpolators and
similarity metrics. It is observed that the final metric value of
the interpolator is affected by combinations of similarity met-
rics and optimizers. This research will be extended to include
fully automated RIR between CT and CBCT images with a
narrow FOV.

5 Conclusions

In this study, a combination of a correlation as similarity met-
ric, B-Spline interpolator, and GD optimizer showed the best
performance to optimize the 3D RIR algorithm, in terms of
registration accuracy, but in terms of CPU, memory, and time
consumption, they are pretty close. This approach was found
to result in better efficiency in image registration when com-
pared to other combinations of interpolators and optimizers.
The results were obtained through the use of quantitative mea-
sures, which shows congruence with the qualitative assess-
ment, the results are visualized in Figure 2. Even a tiny im-
provement in CT and CBCT image registration can have a sig-
nificant impact on the visualization of the segmented contacts
of electrodes in DBS. This can in turn lead to better outcomes
for patients undergoing DBS therapy.
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