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• Accurate predictions for macro- and 
micronutrients in liquid organic 
manures 

• Introduction of two innovative chemo-
metric preprocessing methods (ND, SR) 

• Emphasis on important wavelengths 
with high impact on the prediction 
accuracy 

• Using concentrations on dry weight 
basis improved predictions of K, Mn, 
and pH 

• Good predictions also obtained with 
simulated low-cost spectrometers  
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A B S T R A C T   

In agriculture, overfertilization with liquid organic manures (LOM) is causing environmental issues including 
eutrophication of non-agricultural ecosystems and nitrate pollution of groundwater. To avoid such problems, a 
precise and demand-oriented fertilization with LOM is needed. This can only be achieved if the nutrient 
composition of the LOM is known. However, traditional chemical analysis is cost- and time-intensive and 
furthermore dependent on a representative sample. Optical spectrometry in the visible and near-infrared range 
could provide an efficient alternative, if a chemometric calibration assures sufficient accuracy. To improve 
chemometric calibration, this study investigated several spectral preprocessing and regression algorithms, and 
compared predictions based either on dry or wet weight concentration. In addition, the capability of low-cost 
spectrometers was evaluated by simulating low-resolution spectra with smaller wavelength ranges. The reflec-
tance spectra of 391 pig manure, 155 cattle manure, and 89 biogas digestate samples were used to predict plant 
macronutrients (N, P, K, Mg, Ca, S), micronutrients (Mn, Fe, Cu, Zn, B), dry matter (DM) and pH. The experi-
ments demonstrate the general aptness of optical spectrometry to accurately predict DM, pH and all nutrients 
except boron in pig, cattle, and digestate LOM, even with simulated low-cost spectrometers. Best results show r2 

between 0.80 and 0.97, ratios of performance to interquartile distance (RPIQ) between 2.1 and 7.8, and mean 
absolute errors normalized by the median (nMAE) between 5 and 36 %. The regression methods PLSR, LASSO, 
and least angle regression predominantly performed best. The innovative preprocessing methods named simple 
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ratios (SR) and normalized differences (ND) proved to be very useful algorithms, especially for N and P pre-
dictions, outperforming the accuracy of classical techniques in several cases. Concentrations on dry weight basis 
improved predictions of K, Mn, and pH.   

1. Introduction 

Liquid organic manures (LOM), i.e. livestock manures and digestates 
from biogas production, have become a focal issue in the context of 
renewable energies, limited mineral fertilizer resources, and precision 
fertilizer applications by finding a balance between optimal crop supply 
on the one hand and a prevention of environmental problems caused by 
overfertilization on the other hand. As excess nutrients will be leached 
into surface and ground waters (Saeys et al., 2019b) overfertilization 
results in eutrophication of non-agricultural ecosystems and, in long- 
term, in the contamination of drinking water with nitrate (Zhang 
et al., 2020). Furthermore, the relevance of organic fertilizers has 
become increasingly important due to rising prices for mineral fertilizers 
on the world market in recent years, strongly influenced by the Russian- 
Ukraine conflict (Ben Hassen and El Bilali, 2022). LOM contain all 
essential macro- and micronutrients required for a healthy plant growth 
(Waldrip et al., 2020) and can be considered a valuable, abundant and 
low-cost resource with an annually production of more than one billion 
tons in both the European Union (Foged et al., 2011) and the United 
States of America (Zhang and Schroder, 2014). The use of LOM instead 
of mineral fertilizers contributes to a lesser consumption of fossil fuels, 
preserves mineral resources (e.g. rock phosphates) and enhances soil 
fertility (Ammaan et al., 2019). As LOM fertilization increases the soil 
humus content via carbon sequestration, it even contributes to a 
reduction of CO2 in the atmosphere (Kitamura et al., 2021). 

However, despite these advantages of LOM, it is challenging to 
exactly quantify the nutrient concentrations, due to its inherent het-
erogeneity (Aguirre-Villegas et al., 2018). Querying average values from 
nutrient tables cannot capture the real nutrient diversity (Sanford et al., 
2020). The alternative, to carry out classical chemical lab procedures for 
LOM analyses, are costly, time-consuming and generate hazardous 
waste. Furthermore, chemical analysis strongly depends on a represen-
tative sample, which requires thorough homogenization before sam-
pling LOM (Piepel and Olfs, 2023). However, farmers tend to avoid this 
additional homogenization step because stirring a slurry tank involves 
extra labour and cost and increases environmentally harmful ammonia 
(NH3) and hydrogen sulphide (H2S) emissions (Park et al., 2020). In fact, 
farmers often refer to average values of empiric nutrient tables and, 
moreover, tend to overfertilization in order to ensure a maximum crop 
supply, while a long-term intact environment is only secondary. 

For these reasons, there is a high demand for an alternative 
measuring technology that quantifies the chemical composition of LOM 
rapidly, reliably, and at low costs. Optical spectrometry is a fast, clean 
and non-destructive measuring technology that uses electromagnetic 
radiation in the ultraviolet (UV), visual (Vis), near-infrared (NIR) or 
mid-infrared region (MIR). Due to continual improvements in sensor 
technologies, optical spectrometry is robust enough for on-farm and on- 
line analysis even though the sensor is exposed to harsh conditions 
concerning vibrations, temperature, humidity, and dust (Piepel et al., 
2022). Furthermore, the rapid development of chemometrics during the 
last decades (Huang, 2022) has been playing a major role for a 
continuing progress of optical spectrometry in analytical chemistry 
(Brereton et al., 2017) and other scientific research areas such as 
agronomy including LOM analysis. Thus, optical spectrometry may 
replace lab analysis of LOM if this technique assures sufficient mea-
surement accuracy for LOM analysis on-site, whether in the storage tank, 
while filling a slurry tanker, or during application in the field. 

In regions with high LOM production, surplus LOM has been treated 
as a cost generating waste since official regulations limit the application 
as a fertilizer, e.g. EU limit for LOM application: 170 kg nitrogen per ha 

and year (EU regulation 2092/91), EU nitrate limit: 50 mg/L in ground-, 
surface- and drinking water (European Commission directive 91/676/ 
EEC) or US nitrate-N limit: 10 mg/L (equal to 44.3 mg/L nitrate) in 
ground- and drinking water (US-EPA). Due to recent developments in 
fertilizer prices and a better awareness of its benefits regarding soil 
fertility, LOM will be more transferred to other regions as a valuable and 
profit generating fertilizer, especially if the application of optical spec-
trometry assures accurate nutrient analysis (Flynn et al., 2023). 

First research in the context of manure analysis was carried out by 
Asai et al. (1993) who used NIR spectrometry (NIRS) to predict total 
carbon (TC) and total nitrogen (TN) in dried dairy manure. Since then, 
about 40 studies followed determining nutrient compositions of liquid 
or dried manures and digestates using Vis, NIR or MIR spectrometry at 
laboratory scale, all verifying optical spectrometry a general aptness to 
measure several LOM properties to a certain accuracy (Horf et al., 2022b 
and references therein). In addition, studies analysing process parame-
ters in biogas plants (e.g. volatile fatty acids), underline this progressive 
technique for similar substrates (Xu et al., 2023). Within the last few 
years, additional on-line measurements of LOM at farm and field scale 
have been successfully tested for TN, ammonium-N (NH4-N), phospho-
rous (P), potassium (K), and dry matter (DM) content (Derikx et al., 
2021; Saeys et al., 2019a; Williams et al., 2020). In spite of these 
promising results, there is still a high interest to improve the prediction 
accuracies, to expand accurate analysis to micronutrients and pH values, 
and to reduce costs, e.g. by using low cost-spectrometers with smaller 
wavelength ranges or less resolution. 

For these reasons, the main objectives of the present Vis-NIR study 
were (i) to improve the accuracy of chemometric models to predict the 
macronutrients TN, NH4-N, P, K, Mg, calcium (Ca), and sulphur (S), the 
micronutrients manganese (Mn), iron (Fe), copper (Cu), zinc (Zn), and 
boron (B), as well as DM and pH in pig, cattle, and digestate LOM, by 
comparing a large number of preprocessing methods and regression 
techniques including some new and innovative algorithms, (ii) for rea-
sons of cost reductions, to simulate measurements with low-cost spec-
trometers using smaller wavelength ranges and lower resolutions, 
including identifications of sensitive wavelengths for each LOM prop-
erty, (iii) to compare model performances using either concentrations on 
wet or on dry weight basis, and (iv) to improve predictions of pH values 
by using different presentations of the hydronium ion activities. 
Furthermore, (v) the necessity to develop individual models for different 
LOM types was evaluated. 

2. Materials and methods 

2.1. Sample set 

A set of 638 samples from liquid livestock manures and biogas 
digestates were collected from a large number of farms in Northwest 
Germany between 2018 and 2020. The set included 391 pig manures 
(227 hog manures, 106 sow manures, 50 piglet manures, and 8 mixed 
pig manures), 155 cattle manures (70 dairy manures and 85 further 
cattle manures including bull and young cattle manures), 89 digestates 
and three additional samples with mixed pig and cattle manures. Each 
sample was homogenized with a stainless-steel mixer (Blender 
CB15VXE, Waring Commercial, Torrington, CT, USA) before sub-
sampling for reference analyses and spectral measurements. Samples 
were stored at − 18 ◦C. 

To evaluate the necessity to develop individual models for different 
LOM types, samples were stratified into six LOM groups: all, pig, cattle, 
and digestate LOM, a group with exclusively animal manures 
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(pig+cattle), and a group containing plant residuals (cattle+digestate). 
It should be noted that the LOM group pig-digestate was not considered 
due to an imbalanced sample size and less similarities in reflectance 
spectra. 

2.2. Reference analysis 

The reference analyses were conducted at LUFA Nord-West (Hameln, 
Germany), a certified laboratory for slurry analysis using official stan-
dard laboratory methods of Germany. The analyses for the main plant 
nutrients P (commonly expressed as P2O5), K (as K2O), Mg (as MgO), Ca 
(as CaO), S, as well as the micronutrients B, Mn, Fe, Cu, and Zn are based 
on acid digestion in a microwave system followed by inductively 
coupled plasma optical emission spectrometry (ICP-OES; DIN EN ISO 
DIN e.V., 2009). Nitrogen concentrations (TN and NH4-N) were deter-
mined using the Kjeldahl method (DIN EN DIN e.V., 2012a) and the 
extraction method based on CalCl2 solution (DIN EN ISO DIN e.V., 
2005), respectively. Dry matter content (DM) was determined via drying 
process (DIN EN DIN e.V., 2001). The laboratory measurement uncer-
tainty concerning the repeatability was between 1.7 and 3.6 % for all 
analysis parameters. All element concentrations were expressed on a wet 
and a dry weight basis and both used in chemometric analysis to 
examine possible effects on prediction accuracy. All pH values were 
measured with a glass electrode (DIN EN DIN e.V., 2012b). 

2.3. Spectral measurements 

Spectral measurements were conducted with an ultra-broadband 
UV–Vis–NIR spectrometer ARCspectro UV–Vis–NIR FIB (ARCoptix S. 
A., Neuchatel, Switzerland). It consists of two individual spectrometers: 
a dispersive spectrometer with a silicon array detector for the UV and Vis 
range from 200 to 1000 nm, and a Fourier-Transform spectrometer with 
an InGaAs photo diode for the NIR region from 850 to 2500 nm. The 
spectral resolution (expressed as full width at half maximum; FWHM) is 
<5 nm and the reporting interval (RI) is 1 nm, whereby RI means 
interpolated values of original sampling intervals (SI), which truly differ 
from 1 nm, dependent from the wavelength range. 

About 25 mL of each sample material were filled in small glass vials 
(2.8 mm diameter, thin borosilicate glass with a planar bottom, Deut-
sche Metrohm GmbH & Co. KG, Filderstadt, Germany) before spectral 

analysis. Immediately before measurements, all liquid samples were 
intensively stirred. Samples were irradiated by two 50 W halogen lamps 
at an angle of 45◦ in a black box to avoid the influence of ambient light 
(Fig. 1). Diffuse reflected light from the bottom of the sample vials was 
transmitted to the spectrometer via two glass fibres: one fibre with a 
high number of OH-bindings for the Vis and one low OH-fibre optimized 
for the NIR region. Measurements were taken at four different positions 
by rotating the sample by 90◦. At each position, a spectrum was derived 
by averaging 50 replicates in the Vis region with an integration time of 
60 ms and 16 replicates in the NIR region using a medium gain factor. 
Afterwards, the four obtained spectra were averaged. 

As a durable, heat-resistant in-house reflection standard, a dark mat 
ceramic plate was manufactured and placed in a borosilicate glass vial. 
This standard was measured every 30 min. The reflectance spectrum of 
the in-house standard was referenced to a certified 10 % diffuse reflec-
tion standard made of PTFE within 250 and 2450 nm (Lake Photonics 
GmbH, Uhldingen-Mühlhofen, Germany; traceable to the diffuse 
reflection standard of the PTB, Braunschweig, Germany). Dark current 
measurement was carried out on a daily basis. 

2.4. Chemometric analysis 

2.4.1. Preprocessing methods 
As a first step, raw reflection spectra of the slurry samples (I) were 

converted into reflectance spectra (R) by offsetting with the spectra from 
the in-house reflection standard (I0), the conversion factors for each 
wavelength (z) from the certified standard, and the dark current spectra 
(Id) using the following equation: 

R =
I − Id

I0 − Id
*z (1) 

All data from wavelengths within 250 to 324 nm at the lower edge 
the detector range were removed due to a high noise level. The wave-
length data from 2450 to 2500 nm were excluded from the analysis due 
to a limited range of the certified reflection standard. Next, the spectra 
were smoothed in three different regions, namely 325–500 nm, 
500–1150 nm, and 1150–2450 nm by a Savitzky-Golay filter with a 
polynomial degree of 1st order using 21 windows, 3rd order using 21 
windows, and 1st order using 11 windows, respectively. Subsequently, 
two preprocessing methods were applied including (i) pseudo- 

Fig. 1. Setup for spectroscopic measurements of liquid organic manures (LOM). a) Inside a black box, two halogen lamps irradiate an LOM sample filled in a glass 
vial with planar bottom. Two optic fibres for the visual and near infrared range transmit the reflected light of the slurry sample to b) Vis-NIR spectrometer connected 
to c) a computer. 
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absorbance transformation (pA), which is analogous to Lambert-Beer’s 
law for transmitted light, expressed by log(1/R), and (ii) Kubelka-Munk 
transformation (KM), expressed by (1 - R)2 / 2R. In both equations, R is 
the reflectance spectrum. 

Reflectance spectra, as well as the transformed pA spectra, and KM 
spectra were combined with each of the following eight preprocessing 
methods resulting in 24 different preprocessed spectra for each sample: 
(i) no preprocessing, (ii) Savitzky-Golay first derivative (SG1; Savitzky 
and Golay, 1964), (iii) Savitzky-Golay second derivative (SG2; Savitzky 
and Golay, 1964), (iv) standard normal variate transformation (SNV; 
Barnes et al., 1989), (v) multiple scatter correction (MSC; Geladi et al., 
1985; Martens et al., 1983), (vi) orthogonal signal correction (OSC; 
Wold et al., 1998), (vii) simple ratios (SR), and (viii) normalized dif-
ferences (ND; Schirrmann et al., 2013). The last two are both innovative 
“quotient techniques” inspired from calculating vegetation indices like 
RVI or NDVI and the quotient mathematics used by Karl Harris, the 
“father of NIRS”, in his first studies with NIRS (Williams, 2019). Within 
the quotient technique of SR, all possible combinations of ratios between 
all spectral signals are calculated, resulting in a huge matrix of (n - 1)*n/ 
2 predictor variables (Eq. (2)). Within the second quotient technique 
ND, all possible differences of two wavelength signals are normalized by 
their sum, analogue to NDVI (Eq. (3)), resulting in the same number of 
predictor variables as in SR. 

SRij =
yi

yj
; i < j (2)  

NDij =
yi − yj

yi + yj
; i < j (3) 

Here yi and yj are reflectance values at the ith and jth wavelength of a 
spectrum. 

2.4.2. Regression models and validation process 
To find the best correlation between the spectral signatures and the 

14 dependent variables, nine regression methods were applied to each 
type of preprocessed spectra and each LOM group: (i) partial least 
squares regression (PLSR; Wold, 1975; R package “pls”; Mevik and 
Wherens, 2022), (ii) canonical powered PLSR (CP-PLSR; Indahl et al., 
2009; R package “pls”), (iii) a newly developed algorithm called forward 
stagewise subset selection combined with PLSR (FS-PLSR; Horf et al., 
2022a), (iv) random forest (RF; Ho, 1995; Breiman, 2001; R package 
“randomForest”), least absolute shrinkage and selection operator 
regression (LASSO; Tibshirani, 1996) calculated with two different R 
packages (v) “lars” and (vi) “Glmnet” to compare potential deviations, 
(vii) least angle regression (LAR; Efron et al., 2004), a forward stepwise 
algorithm with a connection to LASSO (R package “lars”), (viii) ridge 
regression (Hoerl and Kennard, 1970; R package “Glmnet”), and (ix) 
elastic net regression (Zou and Hastie, 2005 (R package “Glmnet”). 

FS-PLSR (Horf et al., 2022a) selects wavelengths by an algorithm 
that belongs to the family of forward stagewise regressions (Sen and 
Srivastava, 1990) before using PLSR. The algorithm is inspired by sure 
independence screening (Fan and Lv, 2014) and involves the following 
data processing steps: (i) From all predictor variables (wavelengths), the 
best predictor is selected by the absolute maximum of Kendall’s τ cor-
relation between the predictors and the target variable (Fan and Lv, 
2014). (ii) A robust linear model is fitted to the data from the selected 
predictor variable and the target variable. (iii) The residues of this model 
are used as the new target variable and the best predictor is removed out 
of the predictor variables. (iv) Steps (i) to (iii) are repeated n times. In 
this study, n was set to 30 stages. In addition, n could be defined by 
Kendall’s τ of step 1, when surpassing a certain threshold. (v) The set of 
selected predictors is used to build a PLSR model. 

The algorithms of the three regression methods LASSO, ridge and 
elastic net are very similar and only differ in their penalty term. In 
contrast to ridge regression, LASSO can shrink coefficients to zero 
causing an exclusion of predictor variables. Elastic net combines the L1 

regulation term of LASSO and the L2 regulation term of ridge regression 
with a factor α, which was set to 0.5 in this study to weight both terms 
equally. For predictions using the R package “glmnet”, a 10-fold CV was 
conducted once within the training set. The hyperparameter λ that leads 
to the minimum RMSEP within the CV was selected for the test set 
validation. In the R package “lars”, the algorithm itself chose the optimal 
λ. For more detailed information on the shrinkage methods LASSO, LAR, 
ridge and elastic net algorithms, the reader is referred to Hastie et al., 
2009. 

For fitting and evaluating the prediction model of each target vari-
able, each LOM group was randomly separated into a training set (75 %) 
for calibration and an independent test set (25 %) for validation. For 
splitting, the function partition() of the R package splitTools was used to 
balance the partitions as good as possible regarding the distribution of 
the considered target variable. For PLS modelling, PLS1 was used with 
classical orthogonal scores, also known as non-iterative partial least 
squares (NIPALS). PLS1 was preferred to PLS2, as the prediction results 
are expected to get worse when considering all response variables 
simultaneously (Brereton et al., 2017; p. 296), which was confirmed in a 
simple test run. For PLSR, CP-PLSR and FS-PLSR, a 10-fold cross- 
validation (CV) was conducted within the calibration set. The number 
of PLSR components having the lowest RMSE in the CV was used for 
predictions in the test set. Due to the randomness of a 10-fold CV, its 
iteration may result in slight deviations in the proposed number of PLSR 
components. Thus, the calibration procedure was repeated 20 times to 
choose the optimal number of components. 

2.4.3. Outliers 
Two types of data outliers were removed. “Reference outliers” were 

identified with a relative conservative criterion. A sample was removed 
when the reference analysis of a target variable exceeded three times the 
interquartile range (IQR) from the first or third quartile. “Prediction 
outliers” were identified as done in Reeves (2001) by exceeding three 
times the RMSEP of the independent test set validation. After excluding 
the prediction outliers, a new regression line was calculated; this pro-
cedure was repeated once. “Spectral outliers”, meaning conspicuous 
spectra of a dataset, were not found, thus all measured spectra were used 
for analysis. 

2.4.4. Important wavelength ranges and the simulation of low-cost 
spectrometers 

The involved regression methods make use of different variable se-
lection methods to remove adverse effects like noise, and to improve 
interpretability, modelling speed, and prediction accuracy (Cassotti and 
Grisoni, 2012). Within these algorithms, spectral wavelengths are either 
weighted differently or completely removed to get an enhanced pre-
diction result. In PLSR, variable importance in projection (VIP) scores 
provide insight into the importance or influence of each wavelength on 
the prediction result, whereby the mean VIP-score of all involved 
wavelengths is defined to be 1.0. To identify important wavelengths by 
the shrinkage methods (LASSO, ridge and elastic net regression), 
regression coefficients calculated for each wavelength were interpreted 
as importance factor. Coefficients of LAR were also interpreted as an 
importance factor. RF indicates variable importance by the IncNode-
Purity index (i.e., the total decrease in node impurities from splitting, 
averaged over all trees) which is measured in this case by the residual 
sum of squares. 

To assess the effect of excluding potentially unimportant wavelength 
ranges and to simulate the performance of low-cost spectrometers, the 
broadband wavelength range of 325–2450 nm and the reporting interval 
(RI) of 1 nm were reduced to the following six different wavelength 
ranges and (in three cases) to simulated sampling intervals (SI) of 3 nm: 
(i) 325–870 nm (RI: 1 nm; exclusively the Vis region), (ii) 860–2450 nm 
(RI: 1 nm; exclusively the NIR region), (iii) 900–1700 nm (RI: 1 nm; the 
region of commonly used NIR spectrometers in agriculture), (iv) 
975–1700 nm (SI: 3 nm; reduced resolution of low-cost spectrometers; 
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Rosero-Vlasova et al., 2016; Wolfrum et al., 2020), (v) 325–1700 nm (SI: 
3 nm; same as before including the Vis region), and (vi) 1300–2450 nm 
(SI: 3 nm; the region of strong water absorption bands). 

The reduction of the reporting interval to a 3-nm sampling interval 
(spacing or pixel distance in grating spectrometers) was achieved by 
calculating the mean of the involved wavelength signals. Whereby, a 3- 
nm SI often corresponds to a spectral resolution of about 10 nm FWHM 
(Rosero-Vlasova et al., 2016; Wolfrum et al., 2020). The spectral reso-
lution is always higher than the SI because it needs at least two to three 
data points to identify a peak and to distinguish between closely related 
ones; in praxis often three to four points are used. 

Each wavelength range was chemometrically analysed using con-
centrations on wet wt. basis. Additionally, the wavelength ranges of 
325–2450 nm (RI: 1 nm) and 975–1700 nm (SI: 3 nm) were analysed 
using concentrations on dry weight basis to examine possible effects on 
prediction accuracy and to enable a comparison with past studies, that 
published results in concentrations on dry weight basis. 

2.4.5. Presentations of the hydronium ion activity 
In 1924, the pH value was defined as the negative decade logarithm 

of the hydronium ion activity a(H3O+), due to very practical reasons. 
However, this convention of expressing the H3O+ activity does not 
necessarily have to lead to the best results in a chemometric analysis. 
Thus, it was examined if the hydronium activity itself (a(H3O+) = 10-pH) 
would improve prediction results. Additionally, the expression of the pH 
value using a logarithm with a basis higher or a lower than the standard 
value of 10, namely 106 or e (2.71-> natural logarithm) was used for 
chemometric analysis. Furthermore, the hydronium ion activity was 
divided by DM (which is equal to nutrient concentrations on dry weight 
basis). 

2.5. Model evaluation 

2.5.1. Performance metrics for choosing the best prediction models 
The permutation of 24 preprocessing methods with nine regression 

algorithms resulted in 216 different predictions for each combination of 
the 14 target parameters, six LOM groups, seven wavelength ranges and 
two concentration basis (Fig. 2). Out of these 216 predictions for each 
case, the best model was selected by evaluating the following perfor-
mance metrics: squared Pearson coefficient (r2; Eq. (4)), root mean 
square error of prediction (RMSEP; Eq. (5)), ratio of performance to 
interquartile range (RPIQ; Bellon-Maurel et al., 2010; Eq. (6)), the mean 
absolute error (MAE), the MAE normalized by the median of the target 
variable in the prediction set (nMAE; Eq. (7)), the number of used 
components as well as outliers, slope, intercept, and bias. The ratio of 
performance to deviation (RPD), which is often used for elevating 
regression models in Vis-NIR spectroscopy, was not included since its 
equivalency to r2 in case of a normally distributed target variable 
(Minasny and McBratney, 2013) and its inferiority to RPIQ (in the case 
of a non-normally distributed target variable; Bellon-Maurel et al., 
2010). 

r2 =

[
∑N

i=1
(xi − x)(yi − y)

]2

[
∑N

i=1
(xi − x)2

][
∑N

i=1
(yi − y)2

] =

∑N

i=1
(ŷi − y)2

∑N

i=1
(yi − y)2

(4)  

RMSEP =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

∑N

i=1

(ŷi − yi)
2

N

√
√
√
√ (5)  

RPIQ =
Q3 − Q1
RMSEP

(6)  

nMAE =
MAE
xmed

=

∑N

i
|xi − yi|

N*xmed
(7) 

Here N is the number of samples, xi is the ith reference value, x is the 
mean of the reference values, xmed is the median of the reference values, 
yi is the ith predicted value, y is the mean of the predicted values, ̂yi is the 

Fig. 2. Flow chart of the study. LOM represents liquid organic manures. For abbreviations of preprocessing methods and regression models see Sections 2.4.1 and 
2.4.2, respectively. 
1Selected from the models of the LOM groups pig, pig+cattle, and all LOM. 
2Selected from the models of the LOM groups cattle, pig+cattle, cattle+digestate, and all LOM. 
3Selected from the models of the LOM groups cattle, cattle+digestate, and all LOM. 
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ith y-value estimated by the regression equation, Q1 is the first quartile 
of the reference values, and Q3 is the third quartile of the reference 
values. 

The RPIQ was calculated due to its robustness against non-normal 
data distributions as it describes the relationship between spread of 
data and error of prediction. Thus, the higher the RPIQ the better the 
prediction (Bellon-Maurel et al., 2010). 

For the selection of the best models, the precision (random error) of 
the model was primarily considered. For this reason, r2 was primarily 
used. It is independent from the accuracy of the model and thus inde-
pendent from the slope (systematic scale error) and the intercept (sys-
tematic shift error) of the predicted regression line. Furthermore, it is 
dimensionless and thus enables comparisons between predictions with 
different units. The further performance metrics RMSEP, RPIQ, and 
nMAE were bias corrected by slope and intercept to explicitly compare 
random errors. The reason for focussing on the random error was the 
assumption that systematic errors can more easily be solved by 
improving the technical settings and the measurement protocol, 
whereas random errors can often only be tackled by repeated 
measurements. 

When r2 was similar among the models, the performance metrics 
relevant for random errors (bias corrected RMSEP, RPIQ, nMAE) and 
those relevant for systematic errors (slope, intercept and bias) were 
considered for choosing the best model. This was also considered when 
choosing the most appropriate model for each target manure type (pig, 
cattle, digestate) and target parameter out of the best selected models for 
each wavelength range, LOM group and concentration basis (see Fig. 2 
and Supplementary materials). 

2.5.2. Prediction interval 
To state the model accuracy for potential usage in practical agri-

cultural, it is proposed to specify a predicted concentration with a 95 % 
prediction interval, which can be calculated in the two following ways: 
With the assumption that the residuals of the regression line are nor-
mally distributed, the RMSEP can be multiplied by a z-score of 1.96, 
which represents a two-sided t-test with a large number of samples at the 
95 % level. Alternatively, it is proposed to use MAE instead of RMSEP for 
prediction intervals. As the MAE, in case of normal distributions and 
zero bias, is mathematically connected to the RMSEP by the Eq. (8), it 
should lead to similar results. 

MAE = RMSEP*
̅̅̅
2
π

√

(8)  

3. Results and discussion 

3.1. Descriptive statistics and correlations among LOM parameters 

Table 1 displays several descriptive statistics for the physical and 
chemical characteristics of all 638 LOM samples utilized in this study. 
Despite some outliers (e.g. a pH value of 4.0 or a manganese concen-
tration of over 3000 mg/kg wet wt.), the parameters show representa-
tive values and concentrations for different animal manure species and 

biogas digestates (Waldrip et al., 2020). They cover a large range 
including a high internal variability with relative standard deviations 
between 39 and 77 % for all macronutrients, Zn, B, and DM. The 
micronutrients Mn, Fe and Cu show an extreme dispersion between 114 
and 225 %. In contrast, pH values are very constant between 7.3 and 8.3, 
thus showing a very small dispersion of 5 %. It is noticeable that the 
concentrations for many nutrients, especially micronutrients, show a 
right-skewed, log-normal distribution with a higher sample number of 
lower concentrations, which has to be kept in mind when evaluating 
performance metrics of regression models. Box-Cox transformations 
were tested and refused as they deteriorated the prediction results. 

In the following figures, the sample set is separated into the three 
LOM types pig, cattle, and digestate and a distinction is made between 
concentrations on wet (Fig. 3A) and dry weight basis (Fig. 3B). In gen-
eral, the concentrations of pig LOM cover a higher value range than 
cattle or digestate LOM. Furthermore, all dry weight concentrations 
except Mn in pig LOM are, on average, higher than in cattle or digestate 
LOM. In contrast, many wet weight concentrations of pig LOM tend to be 
lower than those of cattle or digestate LOM due to a generally higher 
water content. 

Table 2 lists all correlations between the LOM parameters derived by 
standard laboratory methods. They differ by LOM type and the con-
centration based on either wet or dry weight. Internal correlations play 
an important role for the prediction accuracy of optical less active or 
inactive parameters, meaning the higher the correlation to optical active 
parameters, the better the predictions. In this point, it has to be 
emphasized that target parameters do not necessarily have to be opti-
cally active, i.e. that they physically interact with the electromagnetic 
radiation of the UV, Vis or NIR region. It is also possible to quantify 
parameters, which do not show optical interactions. This indirect 
approach is based on their high correlation to at least one optically 
interactive constituent. In the case of the alkaline metal potassium, the 
element has no molecule bindings to atoms of non-metals like hydrogen, 
carbon or oxygen. In LOM, it mainly occurs as K+ ion in the liquid 
fraction surrounded by a hydration shell. Only a small part is bound to 
the organic material as it is easily displaced by ions of higher valence 
like Ca2+ or Mg2+ (Harland, 1994). Thus, the prerequisite for a precise 
prediction of potassium is a correlation to optically active compounds 
like organic matter or water content. Nevertheless, it is assumed that 
solved ions like potassium can be indirectly optically active by forming 
several hydration shells. Such changes in the dynamic of the hydrogen 
bonding structure may lead to small water band shifts and thus signifi-
cant changes in the reflectance spectrum (Fornaro et al., 2015). 

From Table 2, it can be concluded, that parameters of pig LOM show 
generally higher correlations than cattle and digestate LOM. Parameters 
of digestate LOM correlate generally worst, because digestates derive 
from multiple sources leading to a more varying composition in com-
parison to animal LOM. The reasons for generally higher correlations in 
pig than in cattle LOM remain mainly unknown. Only, the strong cor-
relations between P2O5 and MgO (r = 0.97) or CaO (r = 0.95) concen-
trations (wet wt.) in pig LOM are probably the result of feed additives 
with magnesium and calcium phosphates as pigs do not produce the 
enzyme phytase to utilize phosphorous of organic materials mainly 

Table 1 
Descriptive statistics of laboratory data for DM, pH, and 12 nutrients of all 638 LOM samples; nutrient concentrations were determined by standard chemical methods 
on wet weight basis. Descriptive statistics grouped by pig, cattle, and digestate LOM are listed in Appendix A.  

Parametera TN NH4-N P2O5 K2O MgO CaO S Mn Fe Cu Zn B DM pH 

Unit g/kg mg/kg % – 

Min 0.49 0.22 0.05 0.35 0.07 0.18 0.04 0.74 0.32 0.21 0.38 0.21 0.30 4.00 
Max 11.10 7.89 6.63 9.95 3.88 7.38 1.52 3156.00 758.00 74.50 141.00 27.00 13.09 8.70 
Average 3.94 2.26 1.65 3.57 0.90 1.83 0.39 83.73 72.10 8.42 28.16 2.35 4.95 7.77 
Standard deviation (SD) 1.55 0.92 1.17 1.55 0.59 1.18 0.21 188.37 93.84 9.57 21.51 1.82 3.04 0.39 
Relative SD (RSD; %) 39 41 71 43 65 65 53 225 130 114 76 77 61 5  

a The laboratory repeatability was between 1.7 and 3.6 % for the selected analysis parameters. 
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bound in phytate (Malley et al., 2002; Saeys et al., 2005). 
Concerning the target parameters, DM correlates most with the other 

parameters. E.g. in pig and cattle LOM, DM is highly correlated with the 
macronutrients TN, P2O5, K2O, MgO, CaO, and S with Pearson co-
efficients (r) from 0.65 to 0.93. In pig LOM, DM is additionally corre-
lated with NH4-N, Mn, Fe, and Zn with r from 0.65 to 0.85. The highest 
correlations can be found between the nitrogen parameters TN and NH4- 
N in all LOM types for wet and even stronger for dry wt. concentrations 
with r between 0.82–0.92 and 0.98–0.99, respectively. 

3.2. Spectra 

Fig. 4 gives an overview about the shape and distribution of all 
measured reflectance spectra regarding the three sample sets of pig, 
cattle and digestate LOM. In general, they do not differ much, especially 
in the region of high water absorption above 1400 nm with its two 
strong water absorption bands around 1450 nm and 1910 nm resulting 
in <10 % reflectance. In contrast, in the region of two less pronounced 
water absorption bands around 975 nm and 1175 nm, the intensities of 
digestate LOM spectra vary more than those of cattle and pigs, resulting 
in a larger green area between the Q1 and Q3 quartiles (Fig. 4C). 
Furthermore, digestate spectra may absorb radiation in that region 
almost completely. The average intensity of pig spectra in that region is 
lower due to lower concentrations of solid particles. Thus, the maximum 
reflectance for pig spectra was only 22 %, whereas for cattle and 

digestates, it was much higher with 35 % and 33 %, respectively. 
However, the main characteristic to distinguish pig from cattle and 
digestate spectra is the missing absorption band in the visible region 
around 675 nm, which can be traced back to chlorophyll residues, as 
green forages are rarely used in pig feed (Saeys et al., 2005). For this 
reason, it is possible to a certain extend to classify the LOM type by a 
statistic model analysis (Friedrich et al., 2022). 

3.3. Chemometric results 

3.3.1. Model evaluations 
Tables 3 and 4 give a detailed overview over the 42 best prediction 

models for all 14 target parameters of pig, cattle, and digestate LOM, 
validated on an independent test set. Additionally, one regression for 
each target parameter is exemplarily visualized in Figs. 5 and 8 (Section 
3.4). Every regression model is described by the number of samples, the 
wavelength range, the preprocessing and regression method, and the 
performance metrics describing the random error (r2 and the bias cor-
rected RPIQ, RMSEP, MAE, and nMAE), the linear regression parameters 
describing the systematic error (slope, intercept and bias), as well as the 
number of components and outliers. 

The performance metrics generally correlated with r2. Regarding 
nMAE, it was found to be a good alternative to the RMSEP, as nMAE 
weights every sample equally, whereas RMSEP strengthens higher and 
weakens smaller values <1.0. Furthermore, nMAE is more robust to non- 

Fig. 3. Box-and-whisker plots of laboratory data for DM, pH, and concentrations of 12 nutrients in a) wet weight and b) dry weight grouped by the LOM types. Plots 
include interquartile range (IQR) from first and third quartile, median, minimum and maximum, and whiskers with a maximum length of 3*IQR for identifying 
outliers; pH values in b) were divided by dry matter content, although there is no scientific practice for such a ratio. The reason for nevertheless displaying them on a 
dry weight basis was improvements in prediction accuracy. Three subfigures A, B, and C are shown due to scaling reasons. 
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normal distributions (similar to RPIQ) as it uses the median as normal-
izing factor. Additionally, it allows comparing models with different 
units. Its expression as percentage deviation gives a simple descriptive 
overview. In contrast to the RMSEP, it is not required to know the unit 
and distribution of the target variable for evaluating the model perfor-
mance. For this reason, it was decided to use nMAE as performance 
metric, too. 

In general, good prediction results could be achieved for all target 
parameters (except boron) of pig, cattle, and digestate LOM. In more 
detail, these 39 predictions resulted in r2 values of 0.80–0.97 (mean 
0.91), RPIQ values of 2.1–7.8 (mean 4.2), and nMAE values of 5–36 % 
(mean 15 %), thus outperforming several results published in a com-
parable context (listed in Horf et al., 2022b). 

The low prediction accuracy for boron (r2 = 0.55–0.69) confirmed 
the worse results published in Malley et al. (2001) for boron in hog LOM 

(r2 = 0.76). At least, these models can be used to distinguish between 
high and low boron concentrations. The predictions for the remaining 
target parameters of pig LOM in the present study (r2 = 0.86–0.97) were 
comparable to the outstanding results of Malley et al. (2001) (r2 =

0.92–0.99). Although the transflection mode used by Malley et al. 
(2001) is slightly more accurate than the reflectance mode, it is less 
suitable for on-line measurements, e.g. when filling a slurry tanker, as 
not all slurry particles will pass the required slit of 2 mm (Saeys et al., 
2005). In this context of on-line reflectance spectrometry, the results 
obtained by different authors for DM and the main macronutrients TN, 
NH4-N, P2O5 and K2O in hog LOM (r2 = 0.90–0.96; Williams et al., 2020) 
and further LOM types (r2 = 0.86–0.96; Zimmermann and Hartung, 
2009) are promising for such applications. Especially the results of the 
latter publication can be considered as very reliable, as their models 
were validated with >300 on-line measurements. 

Table 2 
Pearson coefficients (r) of correlations between DM, pH and concentrations of 12 in a) pig, b) cattle and c) digestate 
LOM samples, determined by standard lab procedures. Correlations on wet weight basis are displayed in the lower 
triangle highlighted italic and , on dry weight basis in the upper triangle. Correlation coefficients ≥0.65 are 
underlined.1 Correlations that do not distinguish between the LOM types, thus using all 638 LOM samples, are dis-
played in Appendix A. 

1p-Values ≤ 0.01 for underlined values, indicating highly significance linear relationships. 
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The performance metrics describing the systematic error (slope, 
intercept, and bias) were evaluated as follows: The slope was good in 
most of the cases lying between 0.83 and 1.08 for about 80 % of all 42 
models. However, in some cases, the systematic scale shift was high (e.g. 
with a slope of 0.51 for MgO in digestate). The reason for such a high 
systematic error is not clear, as both the reference analysis and the op-
tical measurements of the independent test set were done in the same 
way as in the training set and all samples for the test set were randomly 
selected. The intercept was in the range of ±1*RMSEP for about 70 % of 
the models and the regression bias was on average 22 % of the RMSEP. 
However, it has to be kept in mind, that the bias is the sum of differences 
between all predicted and observed values, meaning that it cannot 
distinguish between random errors (constant and proportional) and 
systematic errors (shift bias and scale bias). Furthermore, a positive bias 
for small values and a negative bias for large values would lead to an 
unnoticed bias of the whole regression, as an equal positive and negative 
bias would in total be neutralized to zero. 

In this study, two kinds of outliers were determined. The number of 
reference outliers in the reference datasets of the 42 best prediction 
models was between 0 and 9 % with a mean of 1 %, and the number of 
prediction outliers in the test set between 0 and 9 % with a mean of 3 %, 
which was evaluated as an acceptable percentage. 

3.3.2. Preprocessing methods 
The choice of spectra mode (R, pA, KM) did not influence the pre-

diction results significantly. However, converting reflectance spectra 
(13×) into pseudo absorbance (14×) or Kubelka-Munk spectra (15×) 
did slightly improve prediction results in a similar number of cases x. 
However, in Saeys et al., 2019a a KM or pA transformation of apple 
reflectance spectra did not improve any prediction performance. 

The innovative preprocessing methods simple ratios SR (13×) and 
normalized differences ND (2×) turned both out to be very beneficial, 
especially for TN, NH4-N, Mg, Cu, Zn, and DM predictions, but also for P, 
S, and Mn. They were outperforming classical methods in more than one 
third of the 42 best prediction models. It was also observed that, in most 
cases, SR was superior to ND. This was also noticed by Tavakoli et al., 
2023 when calibrating soil spectra. As ND and SR take into account 
every possible combination of two selected wavelengths, they increase 
the number of n predictor variables by a factor of n2/2. However, both 
preprocessing methods require considerable computing time. For this 
reason, the binning of every 10 wavelengths was observed to be a useful 
compromise to accelerate the computing speed without losing signifi-
cant information. Other useful preprocessing methods were SG1 (8×), 
SNV (7×), or OSC (5×), sometimes SG2 (3×) or MSC (2×). In only one 
case, it was the best option to apply no preprocessing method. Chen et al. 
(2010) examined several preprocessing methods on spectra of fresh 
poultry manure and combined SNV, MSC, SG1, OSC, or no preprocessing 
with PLSR. The observed superiority of the OSC method to predict TN, 
NH4-N, P2O5 and K2O is not confirmed by the present study, neither for 
pig, cattle, nor for digestate LOM. 

3.3.3. Regression methods 
As regression methods, LAR (14×), LASSO (13×), and PLSR (9×) 

predominantly performed best among the 42 best prediction models. 
Random Forest (4×) and FS-PLSR (2×) sometimes occurred to be su-
perior. No advantage was achieved with canonical powered (CP)-PLSR 
as it led either to identical results as ordinary PLSR or, most of the time, 
to poorer results while choosing a different number of components as 
PLSR. In addition, the performances of ridge regression, elastic net, and 
LASSO regression from “glmnet” R – package were not convincing. 
When comparing these results with similar literature, Cobbinah et al. 
(2022) is the one of interest, as they tested several regression methods 
for NIRS analysis of a mixed set of fresh cattle and poultry manure. They 
obtained best results with stacked regression leading to r2 values be-
tween 0.74 and 0.97 for DM and several macronutrients. Similar to the 
present study, ridge regression was always inferior to PLSR. However, in 

contrast to the present study, elastic net and LASSO regression per-
formed always better and RF often better than PLSR. The reasons for 
these different results remain unknown; maybe poultry manure has 
another influence than pig, cattle and digestate. 

3.3.4. Important wavelength ranges and the simulation of low-cost 
spectrometers 

To evaluate the exclusion of potentially irrelevant wavelength ranges 
and to simulate the performance of low-cost spectrometers, the original 
spectra obtained within a wavelength range of 325–2450 nm and a 
wavelength reporting interval of 1 nm were degraded to 325–870 nm 
(RI: 1 nm), 860–2450 nm (RI: 1 nm), 900–1700 nm (RI: 1 nm), 
975–1700 nm (SI: 3 nm), 325–1700 nm (SI: 3 nm), and 1300–2450 nm 
(SI: 3 nm). As it needs at least two to three signals to identify a peak, the 

Fig. 4. Summary of reflectance spectra including median, Q1, and Q3 quartiles 
as well as the minimum and maximum reflectance values of a) pig, b) cattle and 
c) digestate LOM sample sets. The small shifts around 860 nm are due to 
spectrometer transitions. 
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Table 3 
Best models in the independent test set (25 % of the samples) for macronutrients in pig, cattle, and digestate LOM; lowest model performances are highlighted in 

, conc. on dry wt. basis in letters. 

RMSEP: root mean square error of prediction; MAE: mean absolute error; nMAE: mean absolute error normalized by the median; RPIQ: ratio of performance to 
interquartile distance; comp: components (latent variables); outlier p: prediction outliers in the test set; outlier r: reference outliers in the reference data set; LOM 
group: 1 = all LOM, 2 = pig, 3 = cattle, 4 = digestate, 5 = pig+cattle, 6 = cattle+digestate. 

Table 4 
Best prediction models in the independent test set (25 % of the samples) for micronutrients, DM, and pH in pig, cattle, and digestate LOM; lowest model per-
formances are highlighted in , concentrations on dry wt. basis in letters. 

RMSEP: root mean square error of prediction; MAE: mean absolute error; nMAE: mean absolute error normalized by the median; RPIQ: ratio of performance to 
interquartile distance; comp: components (latent variables); outlier p: prediction outliers in the test set; outlier r: reference outliers in the reference data set; LOM 
group: 1 = all LOM, 2 = pig, 3 = cattle, 4 = digestate, 5 = pig+cattle, 6 = cattle+digestate. 
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Fig. 5. Plots of random errors of the best prediction models for 12 target parameters (systematic errors were removed by correcting the slope and intercept to the 1:1 
line); r2 = squared Pearson coefficient; for Copper and Boron see Fig. 8. 
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spectral resolution expressed in FWHM is always higher than the SI. In 
praxis, often three to four data points describe a peak at the level of 
FWHM. Thus, the 3-nm sampling interval can correspond to a simulated 
spectral resolution of about 10 nm FWHM (Rosero-Vlasova et al., 2016; 
Wolfrum et al., 2020). However, it is discussable if an SI of 4–5 nm 
would have been more appropriate to simulate low-cost spectrometers 
with worse spectral resolutions of about 15 nm FWHM. Further research 
would be needed regarding this topic. 

The prediction results show that, when using only the visual range 
(325–870 nm), they were considerably deteriorated. Thus, the visual 
wavelengths do not contain much relevant information. Nevertheless, 
using the visual range in addition to the NIR range can slightly improve 
prediction results (see Supplementary materials and compare all pre-
dictions of 325–2450 nm vs. 860–2450 nm as well as 325–1700 nm vs. 
975–1700 nm). 

No considerable changes were recognized, when comparing the re-
sults for 900–1700 nm (RI: 1 nm) with 975–1700 nm (SI: 3 nm). Thus, 
the omission of the range between 900 and 975 nm and the reduction of 
the reporting interval to a 3-nm sampling interval did not affect pre-
diction accuracy. This can be explained by the fact that numerous in-
teractions with electromagnetic radiation produce broad and strongly 
overlapping peaks that may not require spectra data in a very high 
resolution. 

It may be assumed, that using a wider range of wavelengths 
(325–2450 nm) would always lead to the best prediction results and that 
a reduction to shorter wavelength ranges would always decrease the 
prediction performance. However, in some cases, the exclusion of un-
important or noisy wavelengths did not affect or even slightly improved 
prediction results. In example, a reduction of the spectra to 1300–2450 
nm increased prediction results for NH4-N in cattle LOM (r2 from 0.86 to 
0.92; RMSEP from 0.16 to 0.12 g/kg; see Supplementary materials). 
Especially, in respect to the envisaged usage of low-cost spectrometers 
with smaller wavelength ranges, these results are important for the 
development of affordable LOM sensor systems. 

In other cases, a reduction of the wavelength range led to significant 
deteriorations of the prediction results. For example, when reducing the 
wavelength range from 325 to 2450 nm to 975–1700 nm, the prediction 
performance for TN in pig LOM decreased significantly (r2 from 0.91 to 
0.83; RMSEP from 0.50 to 0.69 g/kg). In contrast, a reduction to 
1300–2450 nm resulted in a slightly increased performance (r2 = 0.92; 
RMSEP = 0.46 g/kg; see Supplementary materials). Thus, there seem to 
be more wavelengths in the range of 1300–2450 nm than between 975 
and 1700 nm, relevant for the prediction of TN and NH4-N in LOM. This 
assumption is matching with the corresponding VIP-scores and “lars”- 
coefficients, showing higher values in the range of 1300–2450 nm with 
the most intensive ones between 1850 and 2450 nm or, more specific, 

Fig. 6. Visualizations of variables importance for predicting TN. a) VIP-scores of wavelengths ratios using SR as preprocessing and PLSR as regression method. b) 
“lars”-coefficients of wavelengths ratios using SR as preprocessing and LASSO as regression method. c) VIP-scores of single wavelengths using no preprocessing and 
PLSR as regression method. d) “lars”-coefficients of single wavelengths using OSC as preprocessing and LASSO as regression method. 
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between 2100 and 2350 nm (e.g. for TN in pig LOM; Fig. 6A and C). 
When predicting TN, the models using the range of 975–1700 nm may 
only benefit from relevant wavelengths around 1500 nm (e.g. for TN in 
digestate LOM; Fig. 6B and D). Nevertheless, VIP-scores and “lars”-co-
efficients may change significantly for a target variable depending on 
the preprocessing and regression method. 

In contrast to TN and NH4-N, prediction performance for P2O5 was 
almost independent from the tested wavelength ranges. However, there 
were significant differences between LOM types: The best results for 
P2O5 were achieved for pig LOM (r2 = 0.94–0.96). They were lower for 
cattle LOM (r2 = 0.86–0.89) and much worse for digestate LOM (r2 

around 0.57; see Supplementary materials). Probably, because P2O5 in 
pig manure shows a higher correlation with other constituents as 
compared to the other LOM (Table 2). 

The number of publications comparing the effect of different 

wavelength ranges on prediction accuracies for LOM is very low. 
Cabassi et al., 2015 tested four spectrometers (including portable de-
vices) with different wavelength ranges and resolutions. However, their 
rather poor results for some macronutrients in cattle LOM using two 
portable spectrometers as well as for two benchtop spectrometers with 
an artificially reduced spectral resolution of 10 nm (which may corre-
spond to a sampling interval of about 3 nm) in the range of 1100–1690 
nm were contradicting the results of the present study. Sørensen et al., 
2007 excluded all wavelengths between 400 and 1200 nm and 
2400–2500 nm for their chemometric analysis of pig and cattle LOM 
spectra, as these wavelengths did not improve prediction results for 
several macro- and micronutrients. This is partly conflicting with the 
present study as the variable importance indicates a high relevance for 
wavelengths from 2400 to 2450 nm for several target variables 
(Figs. 6AB, 7AB, and 8). These results additionally implicate not to use a 

Fig. 7. Visualizations of variables importance for predicting DM. a) VIP-scores of wavelengths ratios using SR as preprocessing method. b) VIP-scores of single 
wavelengths using no preprocessing and PLSR as regression method. c) “lars”-coefficients of single wavelengths using SR as pre-processing and LAR as regression 
method. d) VIP-scores of single wavelengths using no preprocessing and PLSR as regression method. For further important wavelengths of other target parameters, 
see Supplementary materials. 
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certified reflection standard that is based on the German PTB reflection 
standard as it has limited range up to 2450 nm. To profit from the 
relevant information between 2450 and 2500 nm, strongly influenced 
by water absorption, it is instead recommended to use the American 
NIST standard providing reflectance values up to 2500 nm due to lower 
restrictions in precision. 

As the Vis-NIR spectra of LOM are mainly influenced by water, DM 
was one of the best predicted target parameters with r2 values above 
0.93 and a RMSEP up to 0.47 %. As expected, the two strong absorption 
bands around 1450 and 1910 nm were found to be most relevant for an 
accurate prediction of DM (Fig. 7). Nevertheless, also other tested 
wavelength regions led to similarly good results (see Supplementary 
materials), possibly caused by smaller water absorption bands near 975 
nm, 1175 nm and the beginning of a stronger water absorption band 
around 2450 nm (Fig. 4). As DM is the parameter that correlates most 
with other target parameters (r often between 0.65 and 0.93; see 
Table 2), these relevant wavelength regions for DM often improved the 
prediction accuracy of several other target parameters (compare Figs. 6, 
7, and Supplementary materials). 

3.3.5. Wet and dry weight concentration basis 
The predictions for K2O were significantly worse in comparison to 

other nutrients, when utilizing wet weight concentrations. This confirms 
the results of Cobbinah et al., 2022 and Chen et al., 2010, which ob-
tained similar results for K2O. However, when using concentrations 
based on dry weight concentrations, predictions improved signifi-
cantly. In example, for K2O in pig LOM using the range of 975–1700 nm, 
r2 increased significantly from 0.75 to 0.92 (RPIQ from 2.1 to 4.3; see 
Supplementary materials). In addition to K2O, Mn predictions also 
profited from dry wt. concentrations. For Mn in cattle LOM using the 
total range of 325–2450 nm, r2 increased from 0.81 to 0.94 (RPIQ from 
2.0 to 4.5; see Supplementary materials). A predicted concentration 
based on dry wt. is afterwards easily transformed to wet wt. concen-
tration by multiplying with the corresponding DM content. 

A similar effect was noticed for pH predictions, although there is no 
scientific practice for dividing pH values by DM content. Nevertheless, 
this pH ratio led to much better predictions for pig and cattle and to a 
lesser extent for digestate LOM. In example, for pig LOM, r2 increased 
from 0.62 to 0.95 (RPIQ from 1.6 to 5.5) and for cattle LOM, r2 increased 

from 0.55 to 0.95 (RPIQ from 1.5 to 4.7) using the range of 325–2450 
nm (see Supplementary materials). 

Although predictions for K2O, Mn, and pH were superior, when 
modelling with concentrations on dry wt. basis, it must be kept in mind 
that when determining the necessary component DM with optical 
spectrometry instead of a standard laboratory method, the prediction 
errors would sum up and thus maybe deteriorate the positive effect of 
dry wt. concentrations. However, the accurate predictions for DM with 
optical spectroscopy still indicate that the models are superior to those 
using wet wt. concentrations. Nevertheless, further research is needed 
regarding this approach. 

3.3.6. Presentations of the hydronium activity 
It was ascertained that instead of using the decade logarithm of the 

hydronium activity (as pH is conventionally defined), the inverse of the 
natural logarithm ln(a(H3O+))-1 may slightly improve prediction per-
formance. In example, for pig LOM, r2 increased from 0.95 to 0.96 (RPIQ 
from 5.5 to 6.3) when using the 325–2450 nm range and dry wt. con-
centrations. For digestate LOM, r2 increased from 0.74 to 0.84 (RPIQ 
from 2.3 to 3.2) when using ln(a(H3O+))-1, the 325–2450 nm range and 
wet wt. concentrations (see Supplementary materials). In a few cases, 
using the logarithm with base 106 also increased prediction perfor-
mances, e.g. for digestate LOM, r2 increased from 0.81 to 0.87 (RPIQ 
from 2.4 to 3.1) using 975–1700 nm range and dry wt. concentrations. 
On the other hand, using only the H3Oþ activity itself (a(H3O+) = 10- 

pH) for modelling, the prediction quality significantly deteriorated. 
Nevertheless, predictions of transformed pH values need to be back 
transformed afterwards using the corresponding inverse calculation, 
which was omitted in this study. 

3.3.7. LOM groups 
By stratifying the samples into six LOM groups (all, pig, cattle, 

digestate, pig+cattle, cattle+digestate), it was tested if it is necessary to 
use separate models for each LOM type. This was the case in about 50 % 
of the 42 best prediction models, especially for Mg, S and Mn. In the 
other cases, it was beneficial to build models based on mixed LOM types. 
In example, the prediction performance for K2O in the range of 
325–2450 nm improved significantly when using both cattle and 
digestate samples (r2 = 0.85, RMSEP = 8.5 g/kg dry wt., RPIQ = 3.7, 

Fig. 8. Regression models for predicting Cu in pig and digestate LOM and B in pig LOM. The figures additionally include the upper and lower limits of 35 % de-
viation, indicating that predictions of lower concentrations often exceed 35 % deviation. 
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nMAE = 10 %), instead of fitting a separate cattle (r2 = 0.76, RMSEP =
10.4 g/kg dry wt., RPIQ = 1.9, nMAE = 15 %) and digestate model (r2 =

0.75, RMSEP = 11.3 g/kg dry wt., RPIQ = 2.0, nMAE = 12 %; see 
Table 3 and Supplementary materials). It is assumed that using several 
LOM groups may better prevent from model overfitting. 

3.3.8. Results of further macro- (MgO, CaO, S) and micronutrients (Fe, Cu, 
Zn) 

The prediction performance for MgO and CaO was very similar to 
P2O5 and they were almost independent from the tested wavelength 
ranges, too. Furthermore, the prediction performance of MgO and CaO 
in pig LOM outperformed predictions in cattle and digestate LOM. Thus, 
their performance probably depends on the correlation to P2O5, which is 
high for Mg and Ca in pig LOM (r = 0.97 and 0.95), lower for Mg in cattle 
LOM (r = 0.78) and lowest for Ca in cattle LOM as well as for Mg and Ca 
in digestate LOM (r = 0.52 and 0.51; see also Table 2 and Supplementary 
materials). 

S was the parameter with the most constant level in predicted r2 

(0.76–0.86 for 28 out of 30 results), independent from the tested 
wavelength ranges and LOM types, although correlations to other target 
parameters significantly change with LOM type. Thus, the prediction of 

S is probably influenced by several optical interactions over the whole 
Vis-NIR range (probably due to overtone and combination vibrations of 
molecule bindings with oxygen and hydrogen as solved ion or bound in 
organic matter), making S independent from an indirect prediction by 
other parameters. However, there was one outstanding prediction for S 
in digestate LOM using the wavelengths from 325 to 1700 nm, with an r2 

of 0.92. The reason for this good result is not clear, as the most intensive 
“lars”-coefficients for this model were in the range of 975–1700 nm, 
whereas the best model using only this wavelength range only achieved 
an r2 of 0.80 (see Supplementary materials). 

Good prediction results were also achieved for the micronutrients Fe, 
Cu, and Zn with best r2 values between 0.80 and 0.94 (Table 4). Besides 
some correlations to other elements (see Table 2), this good prediction 
performance can probably be traced back to optical active compounds. 
According to Shen et al., 2014, Cu tends to form complex bonds with 
organic ligands having functional CONH-R groups such as proteins, 
urea, amino acids. As Zn and Fe have similar physical and chemical 
properties, they are expected to form similar complex bonds. However, 
the r2 for the predictions of Cu and Zn using exclusively digestate 
samples, as well as of Zn using exclusively cattle samples, did not exceed 
0.69 (see Supplementary materials). The reason for these low prediction 

Table 5 
Comparison of 95 % prediction intervals calculated with either RMSEP or MAE. Concentrations on dry wt. basis are 
highlighted in letters. 
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performances is not clear. 

3.4. Prediction intervals 

To state the model accuracy for potential usage in practical agri-
cultural, it is proposed to specify a predicted concentration with a 95 % 
prediction interval. It can be calculated either by 1.96* RMSEP or 
alternatively by 1.96*MAE/(2/π)-0.5 (see Eq. (8), Section 2.5.2). The 
assumption that both methods lead to similar results is confirmed in 
Table 5, where the ratio of these prediction intervals is always close to 
1.0. 

Since 2017, the German Agricultural Society (DLG) has been certi-
fying commercially available NIR spectrometers measuring TS, TN, NH4- 
N, P2O5 or K2O in pig, cattle, or digestate LOM. The certificate assures 
that no sample differs >35 % and at least 60 % of the five tested samples 
<25 % from their reference lab values (Drücker, 2020). A DLG certifi-
cate for the new NIRS technology is an important step forward to 
establish NIRS for on-line measurements at farm and field scale. How-
ever, the coefficient of variation (standard deviation relative to the 
mean) of a NIRS prediction strongly depends on its concentration level: 
the lower the concentration, the higher the coefficient of variation 
(Fig. 8), which matches with the Horwitz function (Souza and Nogueira, 
2021). Furthermore, the laboratory measurement uncertainty has to be 
taken into account, too. Especially lower concentrations of micro-
nutrients are worse in repeatability (higher than the mentioned 1.7 to 
3.6 %, which corresponds to the mean deviation of a whole concentra-
tion range) and especially in reproducibility (up to approximately 50 %). 

For this reason, it is proposed to evaluate NIRS accuracy by a con-
stant error ratio like a 95 % prediction interval, which is independent 
from the concentration level. In the case of TN in pig LOM, the best 
model in this study obtained a predicted concentration of ±0.74 g/kg as 
95 % prediction interval (Table 5) for every nitrogen analysis indepen-
dent from the level of the predicted nitrogen concentration. Thus, the 
prediction of a high concentration, e.g. 10 g/kg TN, would result in a 
maximum 7.4 % deviation and the prediction of a low concentration, e. 
g. 1 g/kg TN, would result in a maximum 74 % deviation from its true 
value. Although a percentage deviation of 74 % is much higher than 7.4 
%, it is still the same amount of 0.74 g TN per kg LOM that is over- or 
underestimated. Finally, the absolute deviating amount is the value of 
interest in context of precision farming, not a relative deviation. 
Nevertheless, it could be possible to calibrate two separate models for 
lower and higher concentrations to improve the percentage deviations of 
smaller values. Regarding this aspect, further research is needed. 

Furthermore, in has to be kept in mind that lower concentrations of 
micronutrients determined by standard chemical methods are worse in 
laboratory repeatability and especially reproducibility (up to approxi-
mately 50 %), thus complicating the real deviations of such spectro-
metric predictions. Although a traditional lab based analysis as such is 
still more accurate for each nutrient, it has to be emphasized that this 
method cannot compensate for errors of non-representative samplings. 
In this context, using optical spectrometry to analyse the complete slurry 
of a storage tank, while filling a slurry tanker or during field application, 
may be equal to or even outperform the accuracy of chemical analyses. 

4. Conclusions 

Good results (r2 = 0.80–0.97) for all target parameters except boron 
indicate a sufficient accuracy as alternative technology to nutrient tables 
and chemical analyses. Regarding chemometrics, the regression 
methods PLSR, LASSO, and LAR predominantly performed best. 
Furthermore, it needs to be highlighted that two new preprocessing al-
gorithms, named simple ratios (SR) and normalized differences (ND), 
were successfully introduced to the topic of multivariate analysis of LOM 

spectra. Extended research on combinations of SR or ND with other 
preprocessing techniques may further increase model performance. 

With the aim to cut expenses in practical applications, the perfor-
mance of low-cost spectrometers with lower resolutions and smaller 
wavelength ranges was simulated. It turned out that low-cost spec-
trometers could provide significant information and would not deteri-
orate prediction performance. Comparing the wavelength ranges of 
975–1700 nm and 1300–2450 nm, it is proposed to use the latter, due to 
a significant improvement of TN and NH4-N predictions and similar ones 
for other macronutrients, DM, and pH, although performances for 
micronutrients were slightly superior the range of 975–1700 nm. 

As a further aspect, an appropriate evaluation of prediction accuracy 
was discussed. Due to the normal distribution of the regression residuals, 
independent from the concentration level, it is proposed to evaluate the 
prediction accuracy of a spectrometric analysis by a constant value like a 
95 % prediction interval rather than by a percentage deviation from a 
true value. Nevertheless, further research is needed to examine the effect 
of two separate calibration models for lower and higher concentrations 
to avoid high percentage deviations for smaller values. 

Finally, as the average composition of LOM may change considerably 
over time (e.g. due to changes of forage crops adapted to climate 
change), periodical calibrations with new samples are needed to guar-
antee a constant accuracy over time. 
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Appendix A  

Table 1 
Descriptive statistics for DM, pH and 12 nutrients of A) pig, B) cattle, and C) digestate LOM samples; nutrient concentrations determined by classical chemical methods 
on wet weight basis.  

A – pig DM TN NH4-N P2O5 K2O MgO CaO S Mn Fe Cu Zn B pH 

Unit % g/kg mg/kg – 

Min  0.30  0.92  0.66  0.05  0.76  0.07  0.18  0.05  0.74  0.32  0.21  0.38  0.40  5.50 
Max  12.75  7.45  4.72  6.52  5.86  3.47  6.61  1.10  381  117  74.50  141  8.94  8.70 
Average  3.01  3.13  2.03  1.30  2.58  0.70  1.32  0.31  65.50  23.58  8.51  26.68  2.35  7.71 
Standard deviation (SD)  2.46  1.46  0.82  1.32  1.25  0.64  1.14  0.22  74.01  23.64  12.02  27.59  1.60  0.50 
Relative SD (RSD; %)  81.61  46.66  40.21  101.8  48.36  92.11  86.45  72.03  113.0  100.3  141.3  103.4  67.99  6.46   

B – cattle DM TN NH4-N P2O5 K2O MgO CaO S Mn Fe Cu Zn B pH 

Unit % g/kg mg/kg – 

Min  0.95  0.90  0.31  0.19  0.90  0.11  0.43  0.08  3.47  3.94  0.35  1.11  0.32  6.80 
Max  11.39  5.69  3.07  3.62  7.19  1.81  5.51  1.22  922  574  26.70  75.80  27.00  8.50 
Average  7.11  3.76  1.76  1.50  4.21  0.98  2.17  0.42  52.36  74.22  5.15  21.43  2.27  7.60 
Standard deviation (SD)  2.67  0.95  0.50  0.66  1.15  0.37  1.02  0.17  104.73  66.81  2.51  9.52  2.88  0.30 
Relative SD (RSD; %)  37.55  25.32  28.41  43.71  27.36  37.83  46.96  39.06  200.0  90.02  48.70  44.40  127.12  4.00   

C - digestate DM TN NH4-N P2O5 K2O MgO CaO S Mn Fe Cu Zn B pH 

Unit % g/kg mg/kg – 

Min  2.65  3.18  1.09  0.94  1.51  0.12  1.09  0.20  18.10  9.16  2.16  9.51  0.23  7.30 
Max  10.57  11.10  7.89  4.17  9.95  1.70  7.36  0.90  3156  758  30.50  58.30  5.34  8.50 
Average  6.97  5.50  2.85  2.02  5.60  1.03  2.33  0.47  269  140  6.64  26.40  2.51  7.91 
Standard deviation (SD)  1.65  1.38  1.07  0.55  1.27  0.29  0.99  0.12  433  163  4.20  10.50  0.93  0.27 
Relative SD (RSD; %)  23.75  25.07  37.64  27.07  22.59  27.92  42.41  24.76  160.8  117.5  63.30  39.79  37.08  3.45   

Table 2 
Pearson coefficients (r) for dry matter content (DM), pH and 12 nutrient concentrations in all LOM samples, determined by standard lab procedures. Correlations on 
wet weight basis are displayed in the lower triangle highlighted italic and , on dry weight basis in the upper triangle. Correlation coefficients ≥0.65 are underlined.1 

1p-Values ≤0.01 for underlined values, indicating highly significance linear relationships. 

Appendix B. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.scitotenv.2023.168045. 
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Wold, S., Antti, H., Lindgren, F., Öhman, J., 1998. Orthogonal signal correction of near- 
infrared spectra. Chemom. Intell. Lab. Syst. 44 (1), 175–185 (http://www. 
sciencedirect.com/science/article/pii/S0169743998001099).  

Wolfrum, E.J., Payne, C., Schwartz, A., Jacobs, J., Kressin, R.W., 2020. A performance 
comparison of low-cost near-infrared (NIR) spectrometers to a conventional 
laboratory spectrometer for rapid biomass compositional analysis. Bioenergy Res. 13 
(4), 1121–1129. https://doi.org/10.1007/s12155-020-10135-6. 

Xu, Y., Liu, J., Sun, Y., Chen, S., Miao, X., 2023. Fast detection of volatile fatty acids in 
biogas slurry using NIR spectroscopy combined with feature wavelength selection. 
Sci. Total Environ. 857 (Pt 1), 159282 https://doi.org/10.1016/j. 
scitotenv.2022.159282. 

Zhang, H., Schroder, J., 2014. Animal manure production and utilization in the US. In: 
He, Z., Zhang, H. (Eds.), Applied Manure and Nutrient Chemistry for Sustainable 

Agriculture and Environment. Springer, Netherlands, Dordrecht, The Netherlands, 
pp. 1–21. 

Zhang, X., Davidson, E.A., Zou, T., Lassaletta, L., Quan, Z., Li, T., et al., 2020. 
Quantifying nutrient budgets for sustainable nutrient management. Glob. 
Biogeochem. Cycles 34 (3). https://doi.org/10.1029/2018GB006060. 

Zimmermann, A., Hartung, E., 2009. Abschlußbericht zum BLE-Projekt: 
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