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Notation
Symbol Meaning
a A scalar (italic font)
a A 3-dimensional vector (bold italic font)
∂a Partial derivative with respect to a, ∂a ≡ ∂

∂a

Â A quantum mechanical operator

General
• Unless otherwise stated, all quantities throughout this work are given in atomic

units (a.u.), i.e. ~ = |e| = me = 1. The vacuum speed of light is then equal
to the inverse of the fine-structure constant, c ≈ 137. The Bohr magneton is
simply given by µB = 1

2c .
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Abbreviations
ALDA Adiabatic LDA
APW Augmented plane wave
BZ Brillouin Zone
DFT Density functional theory
DOS Density of states
EMW Electromagnetic wave
FWHM Full width at half-maximum
GS Ground state
HK Hohenberg-Kohn
IR Interstitial region
KS Kohn-Sham
LAPW Linearised Augmented plane wave
LDA Local density approximation
MT Muffin-tin
RG Runge-Gross
SC-DFT Superconducting DFT
TD-DFT Time-dependent DFT
TRS Time-reversal symmetry
XC Exchange-correlation
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1. Introduction

One of the most important corner stones of modern condensed-matter theory is
the adiabatic approximation. It rests on the intuitive picture that the electrons
instantaneously adjust to the nuclear positions and hence are well-described by
eigenfunctions of a Coulomb Hamiltonian with clamped nuclear positions, the well-
known Born-Oppenheimer (BO) Hamiltonian[1]. The BO eigenfunctions ψBO

R (r)
depend parametrically on the nuclear positions R and have the physical meaning
of a conditional probability amplitude of finding the electrons at positions r, given
the nuclei are at the (clamped) positions R. By multiplying such a BO state with
a nuclear probability amplitude χ(R, t), which may be time-dependent or static,
one obtains the total electron-nuclear wave function in adiabatic approximation.
The nuclear probability amplitude is obtained as solution of a (time-dependent or
stationary) Schrödinger equation in which the electronic BO eigenvalue as function
of nuclear coordinates serves as scalar potential. Often the latter is treated in
harmonic approximation, yielding harmonic-oscillator states in terms of suitable
collective coordinates, or vibrational wave packets (coherent phonons) in the time-
dependent case.

By definition, the adiabatic approximation means that one and only one BO
surface is involved in the process. One may deduce the adiabatic approximation
by expanding the full electron-nuclear wave function in the complete basis of BO
states (the so-called Born-Huang expansion[2]), plugging this expansion into the
time-dependent Schrödinger equation and subsequently neglecting the non-adiabatic
coupling matrix elements[3].

The adiabatic approximation not only makes computations feasible, it also pro-
vides an intuitive picture of many phenomena, such as chemical reactions and iso-
merization processes, vibrational spectroscopy as well as coherent phonon processes.
Although the adiabatic approximation is a standard ingredient in the ab-initio treat-
ment of condensed-matter, there exist plenty of intriguing phenomena which cannot
be described within the framework of the adiabatic approximation. Examples in
quantum chemistry are the radiationless relaxation through a conical intersection
during tunnel ionization[4], as well as photodissociation dynamics[5, 6] in strong
laser pulses. Dealing with those phenomena requires calculations involving multi-
ple BO surfaces as the non-adiabatic coupling terms are no longer negligible. In
solids, novel and fascinating non-adiabatic phenomena can be observed using ultra-
short and intense laser pulses. Such laser pulses can give rise to structural phase
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CHAPTER 1. INTRODUCTION

transitions[7, 8] which happen on ultra-short time scales and, hence, are distinct
from the usual temperature-driven equilibrium phase transitions. At longer time-
scales, different non-adiabatic processes occur which involve the energy transfer from
the electronic to the nuclear subsystem, associated with damping processes in the
thermalization of solids after excitation with laser pulses[9, 10]. Other examples are
magnon-phonon scattering in ultrafast spin-dynamics[11], ultrafast laser melting and
order-to-disorder transitions[12–14] as well as recent developments in light-induced
superconductivity[15–19], all of which live in the regime of non-adiabaticity. In or-
der to realize and manipulate these phenomena, it is desirable to have a theoretical
tool to describe non-adiabatic electron-nuclear interaction in solids.

Most of the above processes involve an electronic excitation as first step, fol-
lowed by nuclear motion on a somewhat slower time scale. Aiming for a reliable
theoretical description of laser-induced non-adiabatic processes, one needs both an
accurate description of the initial electronic excitation and a reliable treatment of
nuclear motion. For large-amplitude nuclear motion, like in laser-induced structural
phase transitions, one usually invokes classical trajectories in the description, while
small-amplitude nuclear motion (typically found at low temperature) is best treated
in terms of phonon degrees of freedom. Part of the non-adiabatic processes can
then be captured by the electron-phonon interaction. These three topics, electronic
excitation, classical nuclear motion and phononic description of the nuclear degrees
of freedom, form the three major sections of this thesis:

I Real-time time-dependent density functional theory (RT-TD-DFT) for the
calculation of electron excitation under strong external electric fields.

II Electron dynamics in solids within a given (classical) nuclear trajectory;

III Quantum mechanical approach to non-adiabatic electron-phonon interactions.
In order to describe the laser-driven electron dynamics in solids, we apply the

RT-TD-DFT approach. This easy-to-implement time-resolved method allows us to
explore the electronic excitation process during and after the external influence and
it enables us to deal with the nonlinear regime in a natural way. In the work on
Real time scissor correction in TD-DFT we present a simple scheme, the so-called
scissor correction, to improve the well-known underestimation of the Kohn-Sham
band gap in adiabatic local density approximation (ALDA). We show that with the
scissor correction, the energy after the influence of laser pulses can be significantly
modified in both the linear and the nonlinear regime. This correction is particularly
important in the calculation of optical spectra with real-time linear response TD-
DFT. Comparing with the modified Becke-Johnson potential[20, 21] and scissor-
corrected ALDA, we find that scissor-corrected ALDA produces a more accurate
optical spectrum.

Next, the non-adiabatic electron-nuclear coupling is studied in a semi-classical
manner in the work on The dynamical Born effective charges. This work discusses
the calculation and properties of the linear response function of electrons in a ma-
terial induced by nuclear motion. Similar to Ehrenfest dynamics which treats the
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CHAPTER 1. INTRODUCTION

nuclei as classical particles, we propagate our systems with a given nuclear trajec-
tory within a RT-TD-DFT approach. We extend the definition of the Born effective
charge to the dynamical regime within this approach. The dynamical Born effective
charge is defined as the Fourier transform of the macroscopic current divided by the
Fourier transform of the velocity of a nucleus which induces the current. We find
plentiful spectra with prominent resonance peaks for the selected materials in this
work. Notably different from previous work on frequency-dependent Born effective
charges which referred to spectra in the phonon frequency regime[22] and to the
zero frequency limit[23], the dynamical Born effective charge in our work predicts
interesting structures at energies above 100 eV.

Finally, in our work on Coupled Bogoliubov equations for electrons and phonons,
we propose a fully quantum mechanical approach dealing with small amplitude
nuclear motions in solids. Applying Wick’s theorem to the square of the Fröhlich
Hamiltonian leads to a set of two coupled Bogoliubov-type mean-field equations, one
for the electrons and one for the phonon degrees of freedom. These two equations
are coupled to each other through the mean-field potentials which depend on the
density matrices of fermions and bosons; therefore, these equations have to be solved
self-consistently alongside each other. Both the fermionic and bosonic Hamiltonian
are diagonalized via a Bogoliubov transformation. These coupled Bogoliubov equa-
tions can be extended to the time-dependent case straightforwardly. The Bogoliubov
equations of bosons are non-Hermitian in general, and thus the time evolution is non-
unitary. This formalism allows us to explore non-adiabatic electron-phonon coupling
through real-time evolution for the future applications. To show that our theory is
reliable, we calculate phenomena associated to the adiabatic electron-phonon inter-
action (time-independent). We examine our theory through the calculations of the
band gap renormalization of diamond and silicon and the superconducting gaps of
niobium and MgB2. It is a crucial step to test our theory because we should obtain
the correct ground states of these systems before we extend our theory to the time-
dependent regime. We find that the band gap renormalization of these insulators
and the superconducting gap can be predicted with the same set of the equations.
Non-trivially, the absence of the superconducting gap in copper is also verified.
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2. Theoretical Background

Any physical observable of a many-body system with multiple electrons and nuclei
is extremely difficult to calculate due to the enormously large number of degrees of
freedom. In this section we will first discuss the adiabatic approximation which is
the standard starting point of condensed matter physics and quantum chemistry.
After this, we will discuss how to go beyond the adiabatic approximation. The main
references for the content of this chapter are as follows: Lecture note by R. Heid[24]
for section 2.2; Book by Engel and Dreizler [25] for section 2.3; Book by Carsten
Ullich[26] for section 2.4; Book by D.J. Singh [27] for section 2.7.

2.1 The Adiabatic Approximation
The full Hamiltonian of a system with Ne electrons and Nn nuclei is

Ĥ(r,R) = T̂e(r) + T̂n(R) + V̂ee(r) + V̂nn(R) + V̂en(r,R) (2.1)

where r ≡ (r1, · · · , rNe) and R ≡ (R1, · · · ,RNn) stand for the coordinates of
electrons and nuclei. The corresponding kinetic and interacting terms of the full
Hamiltonian are

T̂e(r) =
Ne∑
i=1
− ∇2

i

2me , T̂n(R) =
Nn∑
α=1
− ∇2

α

2Mα
,

V̂ee(r) = 1
2

Ne∑
i,j
i 6=j

1
|ri−rj |

, V̂nn(R) = 1
2

Nn∑
α,β
α 6=β

ZαZβ
|Rα−Rβ |

V̂en(r,R) = −
Ne∑
i=1

Nn∑
α=1

Zα
|ri−Rα|

.

(2.2)

With this Hamiltonian plus, in the most general case, a time-dependent external
field vext(r,R, t) (e.g. laser pulses) we have to solve the time-dependent Schrödinger
equation

i
∂Ψ(r,R, t)

∂t
=
[
Ĥ(r,R) + vext(r,R, t)

]
Ψ(r,R, t). (2.3)

This defines the fully interacting electron-nuclear problem. A numerical solution is
possible only for very few degrees of freedom. To make progress, one first addresses
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2.1 The Adiabatic Approximation

the Born-Oppenheimer[1] (BO) or "clamped-nuclei" problem where in the Hamil-
tonian (2.1) the nuclear kinetic energy is dropped. This amounts to the infinite-
nuclear-mass limit where the nuclei do not move, i.e. the nuclei are clamped at
given positions, R, which enter the BO equation as parameters:(

T̂e(r) + V̂ee(r) + V̂nn(R) + V̂en(r,R)
)
ψBO

R,k(r) = EBO
k (R)ψBO

R,k(r). (2.4)

At each fixed R, the solution of Eq. (2.4) yields a complete set ψBO
R,k(r) which can

be used as a basis of the electronic Hilbert space. In the next step, we use this fact
to expand the full electron-nuclear wavefunction as

Ψ(r,R, t) =
∑
k

ψBO
R,k(r)χk(R, t). (2.5)

This is still a formally exact representation of the full wavefunction Ψ(r,R, t). This
expansion is also called the Born-Huang expansion[2]. Substituting Eq. (2.5) into
the full Schrödinger equation leads to the following set of equations for the nuclear
degrees of freedom:

i
∂

∂t
χk(R, t) =

[
T̂n(R) + Ek(R)

]
χk(R, t) + ∆H1 + ∆H2, (2.6)

where the two additional terms ∆H1 and ∆H2 are given by

∆H1 = −
∑
k′α

1
Mα

〈ψBO
R,k(r)|∇Rα|ψBO

R,k′(r)〉∇Rαχk′(R, t) (2.7)

∆H2 = −
∑
k′α

1
2Mα

〈ψBO
R,k(r)|∇2

Rα|ψ
BO
R,k′(r)〉χk′(R, t) (2.8)

This is a set of coupled partial differential equations for the nuclear amplitudes
χk(R, t). The quantities

〈ψBO
R,k(r)|∇Rα|ψBO

R,k′(r)〉
〈ψBO

R,k(r)|∇2
Rα|ψ

BO
R,k′(r)〉

are called non-adiabatic coupling (NAC) matrix of first and second order, respec-
tively. The bracket notation indicates integration over the electronic coordinates
only, so the matrix elements are functions of (R, t). It turns out that these func-
tions are extremely small except in the vicinity of conical intersections or narrow
avoided crossings. Hence, as long as one is far from conical intersections, neglecting
the NACs should be a good approximation so that we end up with the approximate
equation

i
∂

∂t
χk(R, t) =

[
T̂n(R + EBO

k (R)
]
χk(R, t). (2.9)

For the electron-nuclear wavefunction, this means that we approximate the infinite
Born-Huang series by one single term:

Ψadia(r,R, t) = χk(R, t)ψBO
R,k(r) (2.10)
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2.2 Adiabatic Phonons

if, at the initial time, only one BO state is occupied. Furthermore, Eq. (2.9) can be
reduced to the stationary Schrödinger equation(

T̂n(R) + EBO
k

)
χk(R) = ξkχ(R). (2.11)

by setting χk(R, t) = e−iξktχk(R) if the initial condition of Eq. (2.9) is the eigen-
function χk(R) of Eq. (2.11). Eq. (2.11) is the basis of essentially all calculations
of vibrational spectra. Usually one makes, in addition, the harmonic approximation
by replacing EBO

k (R) by its Taylor expansion around the equilibrium position R0 to
second order (see Section 2.2). Eq. (2.10) is usually called adiabatic approximation.
It is relatively easy to calculate Ψadia by solving Eq. (2.11) with the BO potential
energy surface (PES) obtained from Eq. (2.4). The evaluation of the BO PES
for all nuclear positions R is not possible in practice. Fortunately, the calculation
of phonon spectra in harmonic approximation only requires the matrix of second
derivatives of the BO PES (the so-called Hessian) at the equilibrium position R0

Φi,j(α, β) = ∂2EBO(R)
∂Ri,α∂Rj,β

∣∣∣∣
R0

(2.12)

where index i and j labels the Cartesian components of the position vectors of nuclei
α and β.

2.2 Adiabatic Phonons
Section 2.1 shows that within the adiabatic approximation and by making the har-
monic approximation of the PES one can straightforwardly calculate the vibrational
spectrum of solids. We now write out explicitly the Taylor expansion of the PES at
the equilibrium position R0 with respect to the nuclear displacement ui,α.

EBO(R) = EBO(R0) +
∑
i,α

Φi(α)ui,α + 1
2
∑
i,j,α,β

ui,αΦi,j(α, β)uj,β + · · · . (2.13)

Φi(α) in equation (2.13) is the first-order derivative of the PES with respect to the
displacement of nucleus α

Φi(α) = ∂EBO(R)
∂Ri,α

∣∣∣∣
R0

(2.14)

which is zero since we have chosen the equilibrium position R0 as the reference
coordinate for the Taylor expansion. Note that the equation above is representing
a linear force applied to the atoms which can be non-zero when we apply an ex-
ternal field to excite the system and resulting in a non-zero displacement from the
equilibrium. The second term of the expansion in equation (2.13) is the desired
harmonic potential with the Hessian in Eq. (2.12). So, in harmonic approximation,
the Hamiltonian reads

H =
∑
i,α

p2
i,α

2Mα

+
∑
ij,αβ

ui,αΦi,j(α, β)uj,β
2 . (2.15)
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2.2 Adiabatic Phonons

Solving the stationary Schrödinger equation with this Hamiltonian gives us the
eigenvalue problem

Mω2~u = −Φ~u (2.16)
where M is a diagonal matrix representing the masses of the nuclei. The dimension
of the matrix is 3N , where N is the total number of atoms in a 3−dimensional unit
cell. Both Φ and M are symmetric matrices and the equation of motion above is
a generalized eigenvalue problem. Since M−1Φ is not a symmetric matrix unless
all the masses of the nuclei are the same and noting that M is a positive definite
matrix, we can thus follow the procedure of solving generalized eigenvalue problems
and decompose the matrix M into the form of

M = UM
1
2U †UM

1
2U †, (2.17)

where U is a 3N × 3N unitary matrix. We thus have

M− 1
2 ΦM− 1

2 = D (2.18)

and the transformed engenvectors ~v satisfy ~u = M
1
2~v. The generalized eigenvalue

problem can now be written as

ω2v = Dv (2.19)

where v is the transformed displacement. It can be proved by applying Rayleigh
quotient that the transformed eigenvalue problem possesses the same eigenvalues as
the original generalized eigenvalue problem. Here we transform the displacement
vi,α into normal coordinates with the relation

vi,α =
3N∑
λ

Sλi,αQλ (2.20)

where Sλi,α is an element of the matrix S while S is a matrix that contains all the
eigenvectors of the transformed eigenvalue problem and λ is the index labelling
the eigenvalue and the corresponding eigenvector. The matrix D is the so-called
dynamical matrix. So far, everything is evaluated in discrete picture and is thus
also valid for the study of molecules. In solids, the index of an atom α is labelled
by two indices (k, µ) where k represents the index of the unit cell and µ is the index
of the individual atom in the unit cell. For a solid which has lattice periodicity, we
perform a Fourier transform of the discrete atoms in the unit cell. In this way, the
dynamical matrix becomes a function of the crystal momentum q:

Di,µ,j,µ′(q) = 1√
MµMµ′

∑
k

Φi,j(k, µ, 0, µ′)e−q(R0
k,µ−R

0
0,µ′ ) (2.21)

where R0
k,µ representing the rest coordinate of the µ-th atom inside the k-th unit

cell of the solid.
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2.3 Density Functional Theory for Many Electron Systems

With this representation for solids, we can now rewrite the Hamiltonian in terms
of the operators associated with the normal coordinates and the conjugate momenta:

Ĥ =
∑
λ,q

1
2P̂
†
λ,qP̂λ,q +

∑
λ,q

1
2ω

2
λ,qQ̂

†
λ,qQ̂λ,q. (2.22)

Similarly to solving the standard harmonic oscillator problem, we can diagonalize
the Hamiltonian by defining the following operators

d̂λ,q =
√
ωλ,q

2 Q̂λ,q + i
1

√2ωλ,q
P̂†λ,q

d̂†λ,q =
√
ωλ,q

2 Q̂
†
λ,q − i

1
√2ωλ,q

P̂λ,q
(2.23)

and the Hamiltonian becomes

Ĥ =
∑
λ,q

ωλ,q(d̂†λ,qd̂λ,q + 1
2). (2.24)

The displacement and momentum of an atom in the solid along one direction can
be calculated by performing the inverse transformation back to the original coor-
dinates and making an inverse Fourier transform back to the discrete index. The
displacement and momentum operators are then given by

ûi,α = 1√
N

∑
λ,q

eiqRi,α
1√

2Mαωλ,q
Sλi,α,q(d̂λ,q + d̂†λ,−q)

p̂i,α = i√
N

∑
λ,q

e−iqRi,α

√
Mαωλ,q

2 Sλi,α,q(d̂
†
λ,q − d̂λ,−q).

(2.25)

In the context of solid state physics, we usually focus on the observables in momen-
tum space which can be directly evaluated by the linear combination of the creation
and annihilation operators in equation (2.23).

2.3 Density Functional Theory for Many Electron
Systems

It is still a difficult task to treat the many electron system even within the BO
approximation. To solve the many electron problem, we still need a good approx-
imation with acceptable accuracy and efficiency. Density functional theory (DFT)
first proposed by P. Hohenberg and W. Kohn in 1964[28] has nowadays become the
standard approach for dealing with many electron problems. In this section, we will
briefly introduce DFT which will be the basis of the calculations done throughout
this thesis.
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2.3 Density Functional Theory for Many Electron Systems

2.3.1 The Hohenberg-Kohn Theorem and the Kohn-Sham
equations

To start with, we introduce the Hohenberg-Kohn (HK) theorem which is the foun-
dation of density functional theory. Hohenberg-Kohn theorem proves that one can
represent a stationary interacting many-electron system just by the ground state
densities.

Considering a non-relativistic interacting N -electron (or any fermion) Hamilto-
nian as follow:

Ĥ = T̂ + V̂int + V̂ext, (2.26)

where operator T̂ , V̂int and V̂ext are the kinetic energy, interacting potential and
external potential operators respectively.

T̂ = − ~2

2m
∑
σ=↑,↓

∫
d3rψ̂†(rσ)∇2ψ̂(rσ). (2.27)

V̂ext is a time-independent, local (i. e. multiplicative) potential

V̂ext =
∫
d3rvext(r)n̂(r) (2.28)

where n̂(r) is the density of the particles defined as follows:

n̂(r) =
∑
σ=↑,↓

ψ̂†(rσ)ψ̂(rσ). (2.29)

The time-independent particle-particle interaction V̂int is

V̂int = 1
2
∑
σσ′

∫
d3r

∫
d3r′ψ̂†(rσ)ψ̂†(r′σ′)vint(r, r′)ψ̂(r′σ′)ψ̂(rσ). (2.30)

The particle-particle interaction discussed in DFT is usually the Coulomb interac-
tion. Here we do not specify what kind of the interaction vint(r, r′) is.

The Hohenberg-Kohn theorem states that there is a one-to-one mapping be-
tween the density determined from the electron ground state |ψo〉 and the external
potential. This statement can be proven via a two-step proof:

I A wavefunction ψ0(r) cannot simultaneously be the ground state of two sys-
tems if the external potentials of these systems,vaext and vbext, differ by more
than an additive constant.

II Two different ground states do not produce the same density.

Note that we restrict the system to be non-degenerate for this two-step proof.
The first step can be proven via reductio ad absurdum. Assuming that a wave

10



2.3 Density Functional Theory for Many Electron Systems

function is simultaneously a ground state of two different external potentials vaext
and vbext with vaext − vbext 6= const. Thus |ψ0〉 satisfies two Schrödinger equations,

Ĥa|ψo〉 =
[
T̂ + V̂int + V̂ a

ext

]
|ψ0〉 = Ea

0 |ψ0〉 (2.31)

Ĥb|ψo〉 =
[
T̂ + V̂int + V̂ b

ext

]
|ψ0〉 = Eb

0|ψ0〉 (2.32)

Subtracting equation (2.32) from (2.31) we have[
Ĥa − Ĥb

]
|ψ0〉 =

[
V̂ a

ext − V̂ b
ext

]
|ψ0〉 =

[
Ea

0 − Eb
0

]
|ψ0〉. (2.33)

Since the external potentials are multiplicative, one can divide equation (2.33) by
|ψ0〉 and find the relation

N∑
i

(
vaext(ri)− vbext(ri)

)
= Ea

0 − Eb
0. (2.34)

This shows that the wave function can only be the ground state eigenfunction simul-
taneously of two external potentials if the difference between the external potentials
is a constant, in contradiction to the original assumption.

For the second step, we have to prove that the ground states of arbitrary systems
never lead to the same density. We first assume that a ground state density n0 comes
from two different ground states |ψa0〉 and |ψb0〉 which are the corresponding ground
states of two Hamiltonians Ĥa and Ĥb. From the Ritz variational principle, we can
find

Ea
0 = 〈ψa0 |Ĥa|ψa0〉 < 〈ψb0|Ĥa|ψb0〉. (2.35)

Using Ĥa = Ĥb + V̂ a
ext − V̂ b

ext, we find

Ea
0 < Eb

0 + 〈ψb0|V̂ a
ext − V̂ b

ext|ψb0〉 (2.36)

or, equivalently,
Ea

0 < Eb
0 +

∫
d3rn0(r)(vaext(r)− vbext(r)). (2.37)

However, we can simply exchange the indices a and b and find by the same argument

Eb
0 < Ea

0 +
∫
d3rn0(r)(vbext(r)− vaext(r)). (2.38)

Adding Eq (2.37) and Eq. (2.38) leads to the contradiction

Ea
0 + Eb

0 < Eb
0 + Ea

0 (2.39)

In the above proof we take advantage of the assumption of non-degeneracy. It can
be proven that the HK theorem can be extended to degenerate systems[29] as well.

The external potentials in the proof above are local potentials. The proof of the
second step for nonlocal external potentials was later given by Gilbert[30] in 1975.
In his proof, it states that there exists a one-to-one correspondence between the
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2.3 Density Functional Theory for Many Electron Systems

density matrices and the wave functions. However, the first part of the HK theorem
for nonlocal potentials is not true in general, as can be shown by counter examples.

So far, the HK theorem has not shown any advantage for solving many-electron
problems. The power of DFT only showed up when the Kohn-Sham (KS) equations
were introduced in 1965[31]. KS equations represent the complex interacting Hamil-
tonian into the non-interacting fashion which gives great advantage in calculating
real materials. The KS equations describe an auxiliary system which reproduces
the density of the corresponding interacting many-electron systems and, with the
knowledge of HK theorem, every physical observable can be described by the density
of the system. The KS equation is given by[

−∇
2

2 + vs(r)
]
ψi(r) = εiψi(r), (2.40)

where the single particle eigenstates ψi(r) are the so-called KS orbitals. The ground
state density of the KS system is then

ns(r) =
N∑
i=1
|ψi(r)|2 (2.41)

which is the same density as the density of the interacting systems at hand. We can
thus use this density obtained from this auxiliary non-interacting system to evaluate
the observables of interest:

〈Ô〉 = 〈Ψ[ns]|Ô|Ψ[ns]〉 (2.42)

Furthermore we define the exchange-correlation(XC) energy functional by

Exc[n] = FHK[n]− 1
2

∫ ∫
d3rd3r′n(r)vint(r, r′)n(r′)− Ts[n], (2.43)

where Ts[n] is the kinetic energy of non-interacting particles, and FHK[n] is a uni-
versal functional related to the total energy E[n] by:

E[n] = FHK[n] +
∫
d3rvext(r)n(r). (2.44)

Using the variational principle,

δE[n]
δn(r)

∣∣∣
n0

= 0, (2.45)

and taking the functional derivative of equation (2.43) with respect to the density
we arrive at

vs(r) = vext(r) +
∫
d3r′vint(r, r′)n0(r) + vxc[n0](r), (2.46)

12



2.3 Density Functional Theory for Many Electron Systems

where n0(r) is the ground state density. The exchange-correlation potential is thus
given by

vxc[n0](r) = δExc

δn(r)
∣∣∣
n0
. (2.47)

Since vs depends on the density which can be evaluated by solving equation
(2.40), we have to solve the KS system self-consistently. The biggest advantage of
solving KS equation is that the kinetic energy Ts[n] is now determined from non-
interacting Kohn-Sham orbitals instead of many-body wavefunctions. The remain-
ing part of the exact kinetic energy is included in the exchange-correlation energy
Exc[n]. How to find a good approximation for a XC functional is a main topic in
DFT.

2.3.2 Exchange-correlation Functional
The only approximation needed to use the KS equations in practice is for the
exchange-correlation functional. The approximated XC functionals used in this
work are briefly introduced in this section.

Local Density Approximation
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Figure 2.1
The correlation energy of (a) the non-spin polarized homogeneous electron gas as a
function of the Wigner-Seitz radius rs and (b) the spin-polarized correlation energy
of a homogeneous electron gas of the Perdew-Wang fit. ζ is the relative spin
polarization given by ζ = n↑−n↓

n↑+n↓
.

The local density approximation (LDA) was the very first XC functional in the
history of DFT. The exchange-correlation energy functional of LDA is given by

ELDA
xc [n] =

∫
d3rεhom

xc (n(r))n(r), (2.48)
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2.3 Density Functional Theory for Many Electron Systems

where εhom
xc (n(r)) is the XC energy density of the homogeneous electron gas (HEG).

The exchange and correlation parts can be written down separately as

εhom
xc (n(r)) = εhom

x (n(r)) + εhom
c (n(r)). (2.49)

The exchange energy density of the unpolarized HEG of density n = 3/ (4πr3
s ) is

εhom
x (n) = − c

rs
, c = 3

4π

(9π
4

) 1
3
, (2.50)

where rs is the Wigner-Seitz radius and aB is the Bohr radius. The correlation
energy of a HEG is usually evaluated by Monte-Carlo calculation. Presented in
Fig. 2.1(a), the analytic representation of the correlation energy for the HEG of the
Perdew-Wang (PW) fit[32] matches the Monte-Carlo data by Ceperley and Alder[33]
and goes smoothly toward the Wigner low density limit[34] and the Gell-Mann-
Brueckner high density limit[35]. In the case of a spin-polarized HEG, Fig. 2.1(b)
shows that, the correlation energy of a spin-polarized HEG is determined through
the spin-scaling relationship[32] within the Perdew-Wang fit.This simple functional
is surprisingly successful for various systems and is still a convenient functional of
choice today.

Generalized Gradient Approximation

The generalized gradient approximation (GGA) introduces the gradient of the charge
density into the XC energy functional thereby making the functional dependence on
the density (slightly) nonlocal. One of the most popular GGA functionals is the so
called PBE functional proposed by Perdew, Burke and Ernzerhof in 1996[36]. This
functional is constructed to satisfy the following conditions:

(i) In the slowly varying density gradient limit, the gradient contribution in the
correlation functional is given by its second-order gradient expansion.

(ii) In the rapid varying density gradient limit, the correlation energy has to be
zero.

(iii) Under uniform scaling to the high density limit, the correlation energy has to
scale to a constant.

(iv) It correctly reduces to local spin density (LSD) approximation for uniform
electron densities.

(v) It recovers the LSD linear response for small-amplitude density variations
around the uniform density.

(vi) The Lieb-Oxford bound is satisfied.

GGA functionals have seen several successes such as better atomization energies
of molecules and more precise lattice constants of alkali metals. More details of the
success stories can be found in reference[37].
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2.3 Density Functional Theory for Many Electron Systems

Modified Becke-Johnson Potential

The modified Becke-Johnson (mBJ) exchange potential[21, 38] is a type of meta-
GGA functional which improves the accuracy of band gaps to a similar level as the
hybrid functionals or the GW methods with the advantage of lower computational
cost. The mBJ exchange potential is given by

vMBJ
x,σ (r) = cvBRx,σ (r) + (3c− 2) 1

π

√
5
12

√√√√2τσ(r)
nσ(r) , (2.51)

where τσ(r) is the non-interacting kinetic energy density defined by

τσ(r) = 1
2

Nel∑
i,σ

∇ψ∗i,σ(r) · ∇ψi,σ(r) (2.52)

and
vBR

x,σ (r) = − 1
bσ(r)

(
1− e−xσ(r) − 1

2xσ(r)e−xσ(r)
)

(2.53)

is the Becke-Roussel exchange potential[20] which was introduced for modelling the
Coulomb potential created by the exchange hole. The function xσ(r) in equation
(2.53) is determined by nσ, ∇nσ, ∇2nσ and τσ:

xσ(r)e−xσ(r)/3

xσ(r)− 2 = 2
3π

2/3n
5/3
σ (r)
Qσ(r) (2.54)

where
Qσ(r) = 1

6(∇2nσ(r)− 2γDσ(r)) (2.55)

and
Dσ(r) = τσ(r)− 1

4
(∇nσ(r))2

nσ(r) . (2.56)

The parameter γ in Eq. (2.55) should be taken to be 1 in principle. However, as
demonstrated in Ref.[20], it was shown that the exchange potential of the HEG can
be recovered by choosing γ = 0.8. bσ is then given by

bσ(r) =
[
x3
σ(r)e−xσ(r)/(8πnσ(r))

] 1
3 (2.57)

The coefficient c is determined by

c = α + β

(
1
Vcell

∫
Vcell

d3r′
|∇n(r′)|
n(r′)

) 1
2

, (2.58)

where α and β are free parameters and Vcell is the unit cell volume. The values of
the two free parameters are α = −0.012 and β = 1.023 bohr1/2 in accordance with
the minimization of the mean absolute value error for the experimental band gap of
solids[38]. The correlation potential implemented together with the mBJ exchange
potential is the LDA correlation potential.
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2.3 Density Functional Theory for Many Electron Systems

2.3.3 Superconducting DFT
Superconducting DFT (SC-DFT) was first introduced by Oliveira, Gross and Kohn
in 1988[39] as a generalization of finite temperature DFT including the anomalous
density that couples with a pairing potential. Their formalism leads to Kohn-Sham
type and formally exact self-consistent Bogoliubov-de Gennes equations for inhomo-
geneous superconductors.

The Hamiltonian of SC-DFT is in fact the Hamiltonian of interacting electrons
and nuclei as depicted in equation (2.1). In addition one includes an external pairing
potential that is crucial for the phase symmetry breaking. As described both in BCS
and Eliashberg theory, this potential can be written as

V̂∆ext =
∫
drdr′∆∗ext(r, r′)ψ̂↑(r)ψ̂↓(r′) + h.c., (2.59)

where ψ̂†↑(r)ψ̂†↓(r′) ≡ χ̂(r, r′) is the superconducting order parameter. Here and
throughout this thesis, the order parameter is a spin singlet. ∆ext can be viewed as
the proximity-induced pairing field of a superconductor adjacent to the system of
interest. If the adjacent superconductor is absent, we set ∆ext = 0.

The HK theorem at finite temperature was proved by Mermin [40] at 1965. In
SC-DFT, the statements are generalized for the additional anomalous and nuclear
densities. In order to make the SC-DFT useful, one must cast SC-DFT in a KS-like
scheme. The KS potentials of SC-DFT are

vs(r) = vxc(r) + vH(r) + vext(r) (2.60)

∆s(r, r′) = ∆xc(r, r′) + ∆ext(r, r′) (2.61)
ws(R) = wxc(R) + wH(R) + wext(R). (2.62)

The XC potentials can be evaluated via the functional derivative of the exchange-
correlation free-energy functional Fxc[n, χ,Γ] which includes the nuclear Nn−body
density Γ, the normal electronic density n and the anomalous density χ. The elec-
tronic KS Hamiltonian is then given by

Hs =
∑
σ

∫
drψ†σ(r)

[
−∇2

2 + vs − µ
]
ψσ(r) +

∫
drdr′ [∆∗s(r, r′)ψ↑(r)ψ↓(r′ + h.c.)] .

(2.63)
This Hamiltonian can be diagonalized via a Bogoliubov-Valatin transformation lead-
ing to the Kohn-Sham Bogoliubov-deGennes equations:

[
−∇2

2 + vs(r)− µ
]
ui(r) +

∫
∆s(r, r′)vi(r′)dr′ = εiui(r)

−
[
−∇2

2 + vs − µ
]
vi(r) +

∫
∆∗s (r, r′)ui(r′)dr′ = εivi(r).

(2.64)

The nuclear Kohn-Sham equation is an Nn−body Schrödinger equation

[Tn(R) + ws(R)]X(R) = ξX(R) (2.65)
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similar to the BO equation (2.11) but the Nn−body interaction, ws is such that
the wavefunction X(R) reproduces the true nuclear Nn−body density Γ(R). For
normal-conducting systems, the order parameters vanishes and equation (2.64) re-
turns to ordinary but more general DFT KS equations because the exchange-correlation
free energy functional is a functional of electron and nuclear densities,Fxc[n,Γ], and
hence includes the effect of temperature and motion of nuclei.

The last step is to find the XC functional for SC-DFT. Marques[41] extended
the Sham Schlüter equation to SC-DFT which connects the Eliashberg theory to
SC-DFT. With this connection, one can construct a KS pairing potential of SC-
DFT from any many-body self energy because, by construction of the KS system,
the superconducting order parameter is the same as the order parameter of the
interacting Hamiltonian.

2.4 Time-dependent Density Functional Theory
The density functional formalism discussed so far is aimed to determine the ground-
state or thermal-equilibrium properties of interacting electrons. In order to inves-
tigate the dynamics of interacting systems under the influence of time-dependent
external fields, i.e. electric fields and magnetic fields or laser pulses, one must solve
the time-dependent many-body Schrödinger equation which is extremely difficult
in practice. Time-dependent density functional theory is developed to tackle time-
dependent systems with similar improvement on the computational efficiency as
ordinary density functional theory.

2.4.1 Runge-Gross Theorem
Like the Hohenberg-Kohn theorem in DFT, the Runge-Gross (RG) theorem[42] is the
basis of time-dependent density functional theory. The Runge-Gross theorem states
that there exists a one-to-one mapping between a time-dependent external potential
vext(r, t) and the time-dependent density n(r, t) = 〈ψ(t)|n̂(r)|ψ(t)〉. In their paper
published in 1984, Runge and Gross proved that for two densities na(r, t) and nb(r, t)
evolved from the same initial state |ψ0〉 under the influence of two external potentials
that the densities become different shortly after the initial time if the difference
between the potentials is more than a pure scalar time-dependent function. Two
potentials differing by an additive time-dependent scalar function are considered
the same (to be precise, they are elements of the same gauge class) because the
corresponding wavefunctions only differ by a time-dependent phase factor leading
to the same time-dependent densities.

The RG theorem provides the basis of TD-DFT. However, just like DFT, the the-
ory only becomes useful when one calculates the interacting system via an auxiliary
non-interacting system which reproduces the density of the interacting system. The
Van Leeuwen theorem[43] shows that one can indeed do so with some restrictions.
The statement of the Van Leeuwen theorem is as follows: For a many-body sys-
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tem with a given external potential vext(r, t), particle-particle interaction vint(r, r′)
and initial state |ψ0〉, one can find a different many-body system with interaction
v′int(r, r′) and a unique external potential v′ext(r, t) which reproduce the same time-
dependent density n(r, t) as the original many-body Hamiltonian with the require-
ment of that the initial state of this system |ψ′0〉 must be chosen to reproduce the
given density and its time derivative at the initial time.

With the van Leeuwen theorem, one can solve the interacting many-body prob-
lem in an auxiliary non-interacting system which yields the same density as the
interacting one. In TD-DFT, this is done via the time-dependent Kohn-Sham equa-
tion

i
∂

∂t
|ψi(r, t)〉 =

{
−∇

2

2 + vs(r, t)
}
|ψi(r, t)〉 (2.66)

which evolves with the effective potential

vs(r, t) ≡ vs[n,Ψ0,Φ0](r, t) (2.67)

where |Ψ0〉 and |Φ0〉 are the initial states of the interacting system and the non-
interacting system respectively. The RG theorem guarantees the uniqueness of vs
while the Van Leeuwen theorem insures its existence. It is worth to mention that
such existence of the effective potential can only be insured in TD-DFT (not in the
ground-state DFT) because of the Sturm-Liouville type equations with the given
boundary condition in the Van Leeuwen theorem[43]. The TD-KS equations are
similar in spirit to static DFT, while the KS orbitals ψi(r, t) are now time-dependent
explicitly. The time-dependent density is simply

n(r, t) =
N∑
i=1
|ψi(r, t)|2. (2.68)

The initial condition for Eq. (2.66) is ψi(r, t = 0) = ψ0
i (r) where ψ0

i (r) are the
initially occupied KS orbitals calculated from GS DFT and the static XC potential
applied to evaluate the initial ground state has to match with the time-dependent
XC potential at the initial time. The effective potential is given by

vs(r, t) = vext(r, t) +
∫
d3r′

n(r′, t)
|r − r′|

+ vxc(r, t) (2.69)

and all we need is to find an approximate functional for the XC potential in the
TD-KS equations.

The approximation usually adopted for the XC functional of TD-DFT is the
adiabatic approximation. In the adiabatic approximation, one simply uses the static
XC potential of DFT and makes it time-dependent explicitly by inserting the time-
dependent density n(r, t) as in equation (2.68). For a given time t, the XC potential
with adiabatic approximation is

vA
xc(r, t) = v0

xc[n](r)
∣∣∣
n(r)→n(r,t)

. (2.70)
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The basic assumption in the adiabatic approximation is that the external perturba-
tion acting on a physical system is slow enough so that system is able to keep its
instantaneous ground-state. Though most of the studies of time-dependent systems
are non-adiabatic, the adiabatic approximation for XC potential works very well in
practice.

2.4.2 Linear Response Theory
Suppose that we have a weak time-dependent external potential vext(r, t) and that
the change of the electron density with respect to the external potential is in linear
regime. We write the density at time t as n(r, t) and the density of the initial ground
state is n0(r). The difference of the charge density up to linear order induced by the
external potential n′(r, t) = n(r, t) − n0(r) is obtained from the density response
function χ(r, r′, t− t′) with the following relation:

n′(r, t) =
∫ ∞
−∞

dt′
∫
dr′χ(r, r′, t− t′)vext(r′, t′). (2.71)

The density-density response function of a time-independent many-body Hamilto-
nian can be written as

χ(r, r′, t− t′) = −iθ(t− t′)〈ψ0| [n̂(r, t), n̂(r′, t′)] |ψ0〉 (2.72)

where |ψ0〉 is the ground state wave function of the unperturbed time-independent
Hamiltonian H and the time-dependent density operator n̂(r, t) is defined as

n̂(r, t) = eiHtn̂(r)e−iHt (2.73)

with the ordinary density operator n̂(r) defined in equation (2.29).
Instead of representing the linear response function in real-time, it is actually

much more common to work in frequency space. The density-density response func-
tion in frequency representation is simply the Fourier transform of equation (2.72).
The explicit expression of the frequency dependent density-density response function
is

χ(r, r′, ω) = lim
η→0+

∑
j

〈ψ0|n̂(r)|ψj〉〈ψj|n̂(r′)|ψ0〉
ω − (εj − ε0) + iη

− 〈ψ0|n̂(r′)|ψj〉〈ψj|n̂(r)|ψ0〉
ω + (εj − ε0) + iη

(2.74)

where the index j runs over all possible states of the unperturbed Hamiltonian and εi
is the eigen-energy and the corresponding eigenstate of the unperturbed Hamiltonian
satisfying Ĥ|ψj〉 = εj|ψj〉. Here are some properties of the linear response function
of equation (2.74). We can separate the response function into real part χ′(r, r′, ω)
and imaginary part χ′′(r, r′, ω). For imaginary part, we can write it as

χ′′(r, r′, ω) = − i2

∫ ∞
−∞

dteiωt [χ(r, r′, t)− χ(r, r′,−t)] . (2.75)
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We immediately find that the imaginary part is an odd function of ω and it is
corresponding to the part of the response function which is not time reversal in-
variant thus it must be account for dissipative or absorption processes. In practice,
the imaginary part is indeed the spectral function that can be experimentally mea-
sured such as optical absorption spectra. We also rewrite the real part of the linear
response function as

χ′(r, r′, ω) = 1
2

∫ ∞
−∞

dteiωt [χ(r, r′, t) + χ(r, r′,−t)] (2.76)

and find the real part is an even function of ω and the corresponding part of the
response function χ(r, r′, t) obeys time reversal symmetry. The poles in equation
(2.74) show that χ(r, r′, ω) is analytic in the upper-half of the complex plane. It
is because of the causality that is represented by the heaviside step function in
equation (2.72). The frequency dependent density response is simply given by

n′(r, ω) =
∫
dr′χ(r, r′, ω)vext(r′, ω). (2.77)

From the time-dependent Schrödinger equation, it follows that the density is a
functional of the external potential

n(r, t) = n[vext](r, t). (2.78)

The same is true for non-interacting particles. The non-interacting density is a
functional of the potential vs(r, t) appearing in the one-body Schrödinger equation
of non-interacting particles:

ns(r, t) = n[vs](r, t). (2.79)

Accordingly, the linear density response of non-interacting particles is given by

n′s(r, t) =
∫
dt′
∫
dr′χs(r, r′, t, t′)v′s(r′, t′), (2.80)

where the density-density response function χs of non-interacting particles is the
functional derivative:

χs(r, r′, t, t′) = δn[vs](r, t)
δvs(r′, t′)

∣∣∣∣∣
vs[n0]

. (2.81)

By virtue of the RG theorem, the TD-KS density reproduces the density of inter-
acting systems. Therefore equation (2.80) reproduces the density response (2.71) of
the interacting system if v′s on the right hand side of Eq. (2.80) is the linearized
TD-KS potential given by:

v′s(r, t) = vext(r, t) +
∫
d3r′

n′(r′, t)
|r − r′|

+ v′xc(r, t). (2.82)

20



2.4 Time-dependent Density Functional Theory

The last term of equation (2.82) is the linearised exchange-correlation potential
which can be evaluated again by functional Taylor expansion with respect to the
time-dependent density:

v′xc(r, t) =
∫
dt′
∫
d3r′

δvxc[n](r, t)
δn(r′, t′)

∣∣∣∣∣
n0

n′(r′, t′). (2.83)

The functional derivative of XC potential in equation (2.83) is the so-called time-
dependent exchange correlation kernel,

fxc(r, t, r′, t′) = δvxc[n](r, t)
δn(r′, t′)

∣∣∣∣∣
n0

, (2.84)

which is the crucial object in the linear response theory of TD-DFT. With the
functional derivative of the KS potential, the potential has included the dynamical
screening with the electron density. Plugging equation (2.82) into equation (2.80),
we arrive at the linear density response equation of TD-DFT:

n′(r, t) =
∫
dt′
∫
dr′3χs(r, t, r′, t′)

{
vext(r′, t′)

+
∫
dt′′

∫
dr′′3

[
δ(t′ − t′′)
|r′ − r′′|

+ fxc(r′, t′, r′′, t′′)
]
n′(r′′, t′′)

}
.

(2.85)

Equation (2.85) has to be solved self-consistently because the charge density n′

appears on both sides of Eq. (2.85). Up to now, we have introduced the non-
interacting linear response function χs. By inserting Eq. (2.71) into equation (2.85),
we arrive at the so-called Dyson-like equation which connects the interacting and
non-interacting response functions:

χ(r, t, r′, t′) = χs(r, t, r′, t′)

+
∫
dt
∫
d3r

∫
dt′
∫
d3r′χs(r, t, r, t)

[
δ(t− t′)
|r − r′|

+ fxc(r, t, r′, t′)
]
χ(r′, t′, r′, t′).

(2.86)

We again convert the representation of the TD-DFT response function to frequency
space by Fourier transform since both of the interacting and non-interacting response
function only depend on the difference of time. The linear density response in
frequency space is simply

n′(r, ω) =
∫
d3r′χs(r, r′, ω)

{
vext(r′, ω) +

∫
d3r

[
1

|r′ − r|
+ fxc(r′, r, ω)

]
n′(r, ω)

}
(2.87)

and the frequency-dependent KS response function is given by

χs(r, r′, ω) = lim
η→0

∞∑
j,k=1

(nk − nj)
ϕj(r)ϕ∗k(r)ϕ∗j(r′)ϕk(r′)
ω + (εk − εj) + iη

, (2.88)
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where nj and nk are the occupation numbers of the KS ground state. Equation (2.88)
has poles when the frequency ω equals the difference between KS energies represent-
ing the excitation spectrum of the KS system. The frequency dependent XC kernel
in equation (2.87) can be obtained directly via Fourier transform. Alternatively,
the Fourier transform of the Dyson-like equation provides another definition of the
frequency dependent XC kernel:

fxc(r, r′, ω) = χ−1
s (r, r′, ω)− χ−1(r, r′.ω)− 1

|r − r′|
. (2.89)

In the development of linear response TD-DFT, finding a suitable XC kernel is still
an important topic. For example, in order to calculate spectra of insulators including
the exciton effect, we have to use an XC kernel which is able to capture the exciton
effect such as the long range kernel[44, 45] and the boostrap kernel[46]. We will have
more discussion about the optical properties obtained by XC kernel and real-time
evolution of TD-DFT in Chapter (3).

2.5 Ehrenfest dynamics
Ehrenfest dynamics is a mixed quantum-classical approach. The equations of motion
of Ehrenfest dynamics are usually deduced by first approximating the full electron-
nuclear wave function by an uncorrelated product of a purely electronic and a purely
nuclear wave function, i.e.

Ψ(r,R, t) ≈ χ(R, t)ψ(r, t). (2.90)

Plugging this approximate form into the time-dependent Schrodinger equation, mul-
tiplying with the nuclear wave function and integrating over the nuclear coordinates
leads to the following equation of motion for ψ(r, t):

i
∂ψ(r, t)
∂t

=
( ∫

d3Rχ∗(R, t)Ĥe
R(r)χ(R, t)

)
ψ(r, t). (2.91)

Multiplying with the electronic factor and integrating out the electronic coordinates
leads to an analogous equation for the nuclear wave function χ(R, t). This set of
coupled time-dependent mean-field equations is the starting point of the derivation.
Furthermore we use the Ehrenfest theorem to evaluate the time-derivative of the
nuclear momentum expectation value:

∂〈Pα〉
∂t

= 〈Ψ| − i[−i∇Rα
, Ĥ(R, r)]|Ψ〉 = −〈Ψ|∇Rα

Ĥe
R(r)|Ψ〉. (2.92)

As a further approximation we now assume that the nuclear wave function χ(R, t) is
a very narrow wave packet, e.g. a Gaussian with a very small width which ultimately
is taken to zero. In this limit, Eq. (2.92) reduces to a Newton-like equation of motion
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2.5 Ehrenfest dynamics

yielding a classical 3Nn dimensional trajectory Rt for the nuclei, so that the right-
hand side of equation (2.92) reduces to

〈Ψ|∇Rα
Ĥe

R(r)|Ψ〉 ≈ 〈ψ|∇Rα
Ĥe

R(r)
∣∣∣
Rt

|ψ〉. (2.93)

In the following discussion, we denote ∇Rα
Ĥe

R(r)
∣∣∣
Rt

as ∇Rα
Ĥe

Rt
(r). We now expand

the electron wavefunction with the complete set of BO basis,

ψ(r, t) =
∑
k

ck(t)ψBO
R′
t,k

(r) (2.94)

Note that we label the nuclear coordinate of the BO basis as R′t to distinguish it from
the nuclear trajectory in Eq. (2.92) and Eq. (2.93). Thus, there is still no correlation
between the electronic and nuclear wavefunctions. The nuclear coordinate R′t can
then be determined through the following coordinate transformation:

R′t = Rt. (2.95)

The coordinate transformation in Eq. (2.95) is not at all trivial as it might appear be-
cause it points out that there are two different sets of independent variables[47]:{ψ; Rt}
and {ck(t); R′t}. Therefore, as stated at the beginning of this section, the electronic
wavefunction ψ has no explicit dependence on nuclear coordinate R. We just ex-
pand the electronic wavefunctions with BO basis where the nuclear coordinate R′t
is just a parameter.

Plug Eq. (2.94) into Eq. (2.93) within the primed coordinate and use the
following relation:

∇R′
α
〈ψBO

R′
t,j

(r)|Ĥe
R′
t
|ψBO

R′
t,k

(r)〉 = ∇R′
α
EBO

R′
t,k
δjk, (2.96)

we find the nuclear trajectory can be determined by

∑
α

Mα
d2R′α(t)
dt2

=−
∑
k,α

|ck(t)|2∇R′
α
EBO

R′
t,k

+
∑
j,k,α

c∗j(t)ck(t)[EBO
R′
t,j
− EBO

R′
t,k

]〈ψBO
R′
t,j

(r)|∇R′
α
|ψBO

R′
t,k

(r)〉,
(2.97)

where R′α(t) is the nuclear trajectory of nucleus α. One can immediately identify the
non-adiabatic coupling matrix element 〈ψBO

R′
t,j

(r)|∇R′
α
|ψBO

R′
t,k

(r)〉 in Eq. (2.97). The
non-adiabatic effect enters via the terms couple to the non-adiabatic coupling matrix
elements. Now the nuclear amplitudes are classical trajectories, the Schrödinger
equation of electrons of Eq. (2.91) becomes

i
∂ψ(r, t)
∂t

= Ĥe
Rt

(r)ψ(r, t). (2.98)
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2.6 Non-adiabatic Phonons

Plug Eq. (2.94) into Eq. (2.98) and integrate through the electron coordinate r
after multiplying Eq. (2.98) by ψBO∗

R′
t,k

(r), we find

i
∂ck(t)
∂t

= EBO
k (R′t)ck(t)−

∑
j

cj(t)
∑
α

i

Mα

〈ψBO
R′
t,k
|∇R′

α
|ψBO

R′
t,j
〉 · PR′

t,α
(2.99)

where PR′
t,α

is the momentum of nucleus α. Similar to Eq. (2.97), through classical
nuclei trajectories and the non-adiabatic coupling matrix elements, the second term
accounts for non-adiabatic effects in the electronic motion. From the equations
above and removing all the primes, we can summarize the Ehrenfest dynamics as
the follows:

i
∂ψ(r, t)
∂t

= Ĥe
Rt

(r)ψ(r, t)
∑
α

Mα
d2Rα(t)
dt2

=
∑
α

〈ψ(r, t)|∇RαĤ
e
Rt

(r)|ψ(r, t)〉
(2.100)

Finally, as emphasized by X. Andrade et al.[47], the Ehrenfest dynamics is fully
quantum coherent because the coefficients ck(t) are only responsible for the super-
position of the electronic wavefunctions. Thus Ehrenfest dynamics is not able to
describe quantum decoherence of a system.

2.6 Non-adiabatic Phonons
In Chapter 2.2, we described the calculation of the adiabatic vibrational spectrum
by diagonalizing the Hessian, i.e. the matrix of second derivatives of a single Born-
Oppenheimer surface. In practice one applies density-functional perturbation theory
where the perturbation is the change in the Born-Oppenheimer Hamiltonian pro-
duced by the static displacement of the nuclei:

∆v(r) = HBO(r,R + u)−HBO(r,R). (2.101)

Non-adiabatic effects in the phonon spectrum can be defined[48] from the linear
response to a time-dependent displacement

∆v(r, t) = HBO(r,R0 + u(t))−HBO(r,R0) (2.102)

in the BO Hamiltonian. The force, Fα(t) acting at time t on the α-th nucleus,
produced by the displacement,uβ(t′), of the β-th nucleus at time t′, then leads to a
time dependent generalization of the Hessian:

Φi,j
α,β(t, t′) = − δF i

α(t)
δujβ(t− t′)

(2.103)
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2.7 LAPW Method

where indices i and j represent the Cartesian components of the nuclear position
vectors. This quantity clearly depends on the time difference (t − t′), so we can
perform a Fourier transform

Φi,j
α,β(ω) =

∫
dteiω(t−t′)Φi,j

α,β(t− t′). (2.104)

Since the perturbation of Eq. (2.102) is now time-dependent, it will trigger ex-
citations to higher eigenstates of the BO Hamiltonian which makes the electronic
response non-adiabatic. The diagonalization of the generalized frequency-dependent
Hessian Φα,β(ω) leads to frequency-dependent eigenvaluesWn(ω). The non-adiabatic
phonon-spectrum ΩNA is finally calculated from the self-consistency condition:

ΩNA
n = Wn(ΩNA

n ) (2.105)

2.7 LAPW Method
Throughout this work, all the numerical calculation has been done by the Elk
code. The Elk code is an all-electron full-potential linearised augmented-plane wave
(LAPW) code with many advanced features. This section is aimed to briefly intro-
duce the background of numerical implementation of the Elk code.

The Basis of the Calculation

Interstitial

MT

MT

plane waves
atomic
orbitals

Figure 2.2
Schematic of the LAPW basis. The basis functions consist of a plane wave
augmented by a linear combination of atomic-like functions in the muffin-tins,
chosen such that the resulting function is continuous across the boundary.
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2.7 LAPW Method

We first describe the essential periodicity of our basis. In this work, we study
solids with periodic structure. To deal with the periodic boundary condition, the
Bloch theorem is the method of attack. Bloch’s theorem states that the wave func-
tions of the non-interacting electrons in a system with periodic potential v(r) =
v(r + R), where R is the lattice vector, must satisfy the following relation:

φk(r) = eikruk(r) (2.106)

where
uk(r) = uk(r + R). (2.107)

Wave functions of the form of Eq. (2.106) are called Bloch states. In practice, we
represent our physical system in reciprocal space and the wave vector k is restricted
to the first Brillouin zone. The time-independent Schrödinger equation for the
periodic part (2.107) reads

Ĥkui,k(r) =
[1
2(−i∇+ k)2 + v(r)

]
ui,k(r) = εi,kui,k(r) (2.108)

where ui,k represents the i-th eigenstate with wave vector k. With this represen-
tation, we are able to diagonalize the Hamiltonian of an individual wave vector k.
The expectation value of a physical observable 〈Ô〉 is calculated via

〈Ô〉 = Ω
(2π)3

∫
BZ

d3k
∑
i

〈φi,k|Ô|φi,k〉. (2.109)

The integral runs over all the k vectors in first Brillouin zone and Ω is the volume
of the unit cell.

Now we have to find suitable basis functions that are able to represent the Bloch
states. The Elk code is an all-electron full-potential linearised augmented-plane wave
(LAPW) code. The basis that the Elk code applies is augmented plane waves plus
local orbitals (APW+lo)basis. APW+lo basis set is a extension of LAPW method
which provides greater flexibility in finding solution than the original APW method.
The concept of APW+lo is to separate an atom of a crystal into two parts, namely
the muffin tin (MT) part and the interstitial part as depicted in figure (2.2). MT part
is the region that electrons of an atom is close to the nuclei. In this region, the basis
functions are assumed to be atomic-like thus are expanded in spherical harmonics.
In the LAPW method, the basis functions in the MT are linear combinations of
radial functions and their derivatives with respect to the linearisation parameters.
The basis function is then

ψMT(r) =
∑
lm

[
Almvl(r) +Blmv

′

l(r)
]
Ylm(r) (2.110)

where index l andm are the azimuthal and magnetic quantum number and vl(r) and
Ylm(r) are the corresponding radial and angular solution of the spherical harmonic
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2.7 LAPW Method

in the region of MT. For the interstitial part, the basis functions are assumed to
behave like plane waves.

ψk(r) = Ω− 1
2

NG∑
G

CGe
i(G+k)·r (2.111)

where G is the reciprocal lattice vector andNG is the maximum number of reciprocal
lattice vectors being used for the calculation. The basis functions are required to
be continuous everywhere thus the matching coefficients Alm, Blm and CG has to
satisfy the continuity requirement at the boundary of MT and interstitial regime.

In the case of APW+lo, extra local orbitals are introduced and the basis functions
in the MT are written as

ψlo(r) =
∑
lm

[
Almvl(r) +

(
B̃lmvl(r) + C̃lmv

′

l(r)
)]
Ylm(r). (2.112)

The extra terms with new matching coefficients,B̃lm and C̃lm, are the local orbitals.
Basically APW+lo is equivalent to LAPW thus it is not suitable for dealing with
semicore states. There are a few differences between APW+lo and LAPW. The
first one is that APW+lo uses vl(r) for the less restricted linear combination of
v

′
l(r). Second, APW+lo would be faster for setting up matrix elements because the
first derivative terms enters only for important azimuthal quantum numbers. Lastly
APW+lo has less restriction on its derivative at the MT-boundaries and it only
requires that the local orbital vanishes continuously at the MT-boundary.

So far, the basis functions are constructed in non-relativistic regime. For low
lying core states of heavy atoms which have enormous kinetic energies thus one can
not disregard the relativistic effects. In the Elk code, these core states in MT regime
are evaluated via solving the Dirac equation.

Second Variational Treatment

The Elk code solves the KS equation via a so-called second variational treatment
which is used widely to deal with the difficult spin-orbit interactions. Second varia-
tional treatment is a two-step possess. The first step is called first variational step.
In this step, ELK diagonalizes the Kohn-Sham Hamiltonian without any non-scalar
interaction which might couple different spin states. The external potential of this
type, for example, can be simply the static electric field. The next step is the sec-
ond variational step. In this step, the non-scalar interaction is introduced into the
Hamiltonian. For example, in the case of spin-orbit interaction, the Hamiltonian is
simply

Ĥ2nd = εiδij + ĤSOC . (2.113)
Up to this point, the wave functions are variational spinors. Throughout this thesis,
all the calculations are carried out in the second-variational basis. Since a second-
variational state is a linear combination of the first-variational basis, we have to
ensure that the size of first-variational basis is sufficiently large for the second-
variational step.
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Muffin-tin
function

Plane wave

Continuous derivative

RMT

Figure 2.3
The requirement of the LAPW basis function at the MT boundary.

Function goes
to zero

RMT

Function and
derivative

go to zero

RMT

Figure 2.4
The local orbital function vanishes at the MT boundary.
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3. Real-Time Evolution of TD-DFT

3.1 Real time scissor correction in TD-DFT
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Real Time Scissor Correction in TD-DFT

C.-Y. Wang1, P. Elliott1, S. Sharma2, and J. K. Dewhurst1

1 Max Planck Institute of Microstructure Physics, Weinberg 2, D-06120 Halle,
Germany.
2 Max-Born Institute for Nonlinear Optics and Short Pulse Spectroscopy,
Max-Born-Strasse 2A, D-12489 Berlin, Germany.

Abstract. We demonstrate how the scissor correction to the optical band
gap, common in linear-response time-dependent density functional theory (TD-
DFT), may be extended to the domain of real-time TD-DFT. This requires
modifying both the eigenvalues and momentum matrix elements of the underlying
basis set. It provides a simple and computationally economical approach for
calculating accurate electron dynamics in solids. We demonstrate the importance
of this correction for prototypical semiconductors, diamond and silicon, where
the energy absorption in both the linear and non-linear regimes is examined. We
also show that for a particular system, ZnSe, using the adiabatic local density
approximation (ALDA) together with a scissor correction can be advantageous
over other approximations, as the underlying quasi-particle band structure is more
accurate.

3.1 Real time scissor correction in TD-DFT
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Real Time Scissor Correction in TD-DFT 2

1. Introduction

The electron dynamics induced by applying ultra-short
and intense laser pulses has been of great interest
recently [1–7]. In this regime (of fast timescales and
large electromagnetic fields) systems responds in non-
linear manner leading to several novel and interesting
phenomena such as high harmonic generation [8] and
dropleton formation [9]. Controlling these processes
is an outstanding challenge for Physics and would
be of great technological importance. In order to
understand the underlying physics of this non-linear
charge dynamics and to be able to predict future
technology it is essential that we be able to accurately
simulate intense light-matter interaction theoretically.

However, as the dynamics of electrons is inherently
quantum mechanical in nature (especially in this
regime), modeling and simulating these systems is
a difficult problem. Moreover, the situation is
further complicated for materials where many-body
physics and collective excitations must also be correctly
included. Hence, it is only in the last few years [3, 10–
21] that ab-initio calculations have been performed for
periodic systems.

Time dependent density functional theory (TD-
DFT) is the natural candidate to use in this situation.
By transforming the problem to the Kohn-Sham
(KS) system of non-interacting fermions, realistic
simulations become computationally tractable. The
electron-electron interaction is then accounted by the
exchange-correlation (XC) potential which must be
approximated. The standard choice for this is the
adiabatic approximation, which utilizes XC functionals
from ground-state DFT. TD-DFT thus builds upon
the enormous success which DFT has enjoyed in the
past few decades [22–24] and has proved successful
for both linear response calculations [24] and real-time
dynamics [25–27] simulations.

However, using an adiabatic approximation also
means we inherit all the problems from the underlying
ground-state functional. The most well-known of these
is the so-called band gap problem, whereby the KS
band gap is typically much smaller than the quasi-
particle gap [28, 29]. In TD-DFT, this error manifests
itself as an underestimation of the optical absorption
edge. This has a drastic effect on the predicted
dynamics, for example the material will respond very
differently if pumped with laser frequency greater or
less than the gap. In the linear-response regime, a
simple fix is to apply a scissor-operator which rigidly
shifts the conduction band energies in order to correct
the optical absorption gap [30]. However for real-time
dynamics, this problem has been tackled by using more
computationally demanding XC functionals like meta-
GGAs, e.g mBJ [31], or Hybrids, e.g. HSE [32].

In this work we extend the concept of the scissor

correction to the real-time domain; allowing us to
more accurately simulate the dynamics of materials
without any extra computational cost. By developing
an easy-to-implement fix to the optical band gap
problem, we can then utilize XC functionals which
otherwise would be ruled out. For example, we will
show that the underlying band structure of ZnSe is
better described by LDA than by mBJ, but due to
LDA underestimating the gap by 1.36 eV, it would be
unsuitable for predicting real-time dynamics. Using
simpler functionals combined with the real-time scissor
correction will allow larger and more sophisticated
calculations to be performed.

2. Background Theory

2.1. TD-DFT

Time-dependent density functional theory (TD-DFT)
is an exact method for calculating the quantum-
mechanical dynamics of interacting electrons. The
Runge-Gross theorem [33] establishes the uniqueness
of the mapping between density and potential, thereby
making all observables functionals of the time-
dependent density. The theorem also allows the
formulation of the Kohn-Sham (KS) system, which
consists of non-interacting fermions propagating in an
effective potential such that it reproduces the density of
the interacting electrons. The TD-KS equations read:

i
∂

∂t
φj(r, t) =

[
1

2

(
−i∇− 1

c
A(t)

)2

+ VKS(r, t)

]
φj(r, t),

(1)
where atomic units are used throughout, unless
otherwise stated. The time-dependent density is

n(r, t) =
N∑

j=1

|φj(r, t)|2 (2)

where φj(r, t) are the Kohn-Sham orbitals, and N
is the number of electrons (assuming the initial-state
is the ground-state consisting of N fully occupied
orbitals).

The Kohn-Sham effective potential is commonly
decomposed into:

VKS(r, t) = Vext(r) + VH[n](r, t) + VXC[n,Ψ0,Φ0](r, t)
(3)

where Vext(r), is the external potential containing
the electron-ion interaction, VH(r, t), the Hartree
potential describing classical electrostatic interaction,
and VXC(r, t), the exchange-correlation potential. An
applied laser pulse is treated in the velocity gauge by
the vector potential, A(t) such that

E(t) = −1

c

∂A(t)

∂t
. (4)

3.1 Real time scissor correction in TD-DFT
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Real Time Scissor Correction in TD-DFT 3

This corresponds to making the dipole approximation
for the electric field, E(t); the electric field is treated as
a purely time dependent vector-field which is spatially
constant.

The XC potential is formally a functional of the
entire history of the density, as well as the initial
interacting and non-interacting wave functions Ψ0 and
Φ0. In a practical TD-DFT calculation, this must
be approximated. Commonly a XC functional from
ground-state DFT is used with the instantaneous
density, this is known as adiabatic approximation.

2.2. Linear Response in TD-DFT

The optical absorption spectra, given by the imaginary
part of the dielectric function, ε(ω), can be calculated
from the conductivity tensor, σ(ω), using the relation:

ε(ω) = 1 +
4πiσ(ω)

ω
(5)

The conductivity is defined by the response of the
current, J(ω), to the applied electric field, E(ω):

J(ω) = σ(ω)E(ω) (6)

In a real-time TD-DFT simulation, the TD-KS
equations, Eq. (1), are propagated and the time-
dependent current is calculated from the KS orbitals.
The conductivity can then be found from the Fourier
transform of J(t) and E(t). The average current per
unit cell, J(t), is calculated via the momentum matrix:

J(t) =
∑

j

∑

αβ

c∗αj(t)cβj(t)Pαβ (7)

where j labels the occupied TD-KS orbital, which can
be expanded in the basis of GS KS states, i.e.

φj(r, t) =
∑

α

cαj(t)ϕα(r) (8)

where
Ĥ0
KS |ϕα〉 = εα|ϕα〉 (9)

and H0
KS is the GS DFT KS Hamiltonian. The

momentum matrix elements between these GS orbital
can then be calculated:

Pαβ = 〈ϕα(r)| − i∇|ϕβ(r)〉 (10)

A convenient choice for calculating the linear
response of periodic systems is to use the vector
potential

A(t) = −cκθ(t) (11)

corresponding to an electric field of E(t) = κδ(t) where
θ(t) is heaviside step function. The Fourier transform
of this electric field is simply a constant, meaning we

excite at all frequencies, and drastically simplify Eq.
(6). The parameter κ can either be chosen sufficiently
small or the response can expanded to first order as a
function of κ.

Alternatively, the dielectric function can be
calculated in the linear-response regime using:

ε−1(ω) = 1 + vχ(ω) (12)

where v is the bare Coulomb interaction and χ(ω) is
the linear-response function of the interacting system.
It is connected to the KS system via the Dyson-like
equation:

χ = χ0 + χ0(v + fXC)χ (13)

in compact notation. The XC kernel, fXC, is the
functional derivative of vXC with respect to the density.
The KS linear response is known from the first-order
perturbation theory as

χ0(r, r′, ω) = lim
η→0

∑

j

∑

k

(nk−nj)
ϕ∗k(r)ϕj(r)ϕk(r′)ϕ∗j (r

′)

ω + (εk − εm) + iη

(14)
For semi-conducting systems, the KS band gap, given
by the energy difference between the highest occupied
and lowest unoccupied states, is often much smaller
than the quasi-particle band gap. When the absorption
spectrum is calculated using Eqs. (12), (13), (14), this
leads to an underestimation of the optical gap. To
remedy this problem, the unoccupied conduction band
energies can be rigidly shifted to higher energies by
the so-called scissor operator [34, 35], often leading to
reasonable spectra [30,36].

2.3. The Time-Dependent Energy Functional

Although the Runge-Gross theorem states that all
observables are unique functionals of the density, in
many cases the exact functional dependence is not
known. Thus, we require additional approximations
for such observables. One such observable is the time
dependent energy, for which a reasonable approximate
form reads:

E[n](t) =

N∑

j=1

−1

2
< φj |∇2|φj > +

∫
Vext(r, t)n(r, t)d3r+

U [n(t)] + EXC[n(t)]

(15)

where U [n] is the Hartree electrostatic energy and
EXC[n] is the XC energy corresponding to the
ground-state XC potential used within the adiabatic
approximation. It is known that this energy is
conserved in the absence of external perturbations
[37, 38] and will be exact in the adiabatic limit. By
comparing this energy before and after an applied laser
pulse, one can estimate the energy absorbed by the
system.

3.1 Real time scissor correction in TD-DFT
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2.4. Real-time Propagation

There are many propagation schemes [39] for the TD-
KS equation (Eq. (1)), such as Crank-Nicolson, Split-
Operator, Runge-Kutta, etc. In the ELK electronic
structure code [40], the following algorithm is used:

(i) The TD-KS orbital is written in the basis of GS
orbitals, as was seen in Eq. (8):

φj(r, t) =
∑

α

cαj(t)ϕα(r) (16)

(ii) Potential VKS(r, t) is calculated from n(r, t) (this
determines ĤKS(t)).

(iii) The Hamiltonian is then diagonalized in the GS
orbital basis∑

γ

Ht
βγaγα = ε̃αaβα (17)

where

Ht
αβ = < ϕα | ĤKS(t) | ϕβ >

= εαδαβ+ < ϕα | δV̂KS(t) | ϕβ > (18)

and

δV̂KS(t) = ĤKS(t)− Ĥ0
KS (19)

(iv) Each orbital φj(r, t) is projected into this
instantaneous eigenstate basis and time evolved
to the next time step:

cαj(t+ ∆t) =
∑

βγ

a∗γβcγj(t)aαβe
−iε̃β∆t (20)

Further details of this algorithm can be found in Ref.
[41].

3. The Scissor Correction in Real-Time
TD-DFT

The real-time (RT) scissor correction is done in two
steps. First the conduction band GS orbital energies
are shifted by ∆

{
εα = εα εα ≤ εF
εα = εα + ∆ εα > εF

(21)

where εF is the Fermi energy. These energies enter
the time-propagation via Eq. (18). Secondly, the
momentum matrices used to calculate the current and
the coupling to the A field are scaled by a factor
(εαβ + ∆)/εαβ :

P̃αβ =
εαβ + ∆

εαβ
Pαβ (22)

where εg is the Kohn-Sham band gap. Thus this scaling
factor would directly affect the value of J(t) as in Eq.
(7)

In Ref. [30], it was shown that the XC kernal
of linear-response TDDFT can be separated into
two terms. The first corrects the band gap, while
the second is responsible for capturing the excitonic
physics. If this approach is extended to the real-
time case, then the effect of the first term can be
reproduced using the scissor correction outlined above.
Thus ∆ should be chosen to correct the KS gap to
the fundamental gap. This can be done using a one-
time higher level DFT GKS calculation, e.g. using
a meta-GGA/hybrid functional, or via many-body
perturbation theory using the GW approximation (
i.e. ∆ = εGWg − εKSg ). Alternatively ∆ may be set
empirically using the experimental absorption spectra.

3.1. Computational details

All calculations were performing using the all-electron
full-potential linearised-augmented-plane-wave (LAPW)
elk code [40]. In all cases, the experimental lattice pa-
rameters [42] were used: 3.57 Å for diamond, 5.43 Å for
silicon and 5.67 Å for zinc selenide. A shifted k-point
grid of at least 10 × 10 × 10 was used. For real-time
propagation, a time step of 0.0024 femtosecond was
used. In order to acquire reasonable linear response
spectra from real-time propagation, a total simulation
time, T , of 27.8 femtoseconds was required. Following
Ref. [25], a third-order polynomial in the form of

f(t) = 1− 3

(
t

T

)2

+ 2

(
t

T

)3

(23)

is applied to current J(t) in order to eliminate high
frequency oscillations in the Fourier transform. The
real time scissor shifts, ∆, were set empirically to
correct the optical absorption gap: 0.86 eV for Si, 1.42
eV for C, and 1.36 eV for ZnSe. Simlar values for ∆
would be found by the direct band gap based on GW
calculation [43–45].

4. Results and discussion

4.1. Linear regime

Figures 1(a) and 1(b) show the absorption spectra
of diamond and silicon calculated using the adiabatic
local density approximation (ALDA) with and without
the scissor correction (labeled ALDA+∆ and ALDA).
In order to calculate the dielectric function the unit-
cell averaged current was calculated and the spectra
extracted via Eqs. (5) and (6). This current (for
diamond) is shown in Fig. 1(c). As expected the
scissors corrected absorption spectra is exactly the
same as the uncorrected spectra but rigidly shift
to higher energy by amount ∆. When comparing
this data to experiments we find that for silicon,
the ALDA+∆ spectrum correctly reproduces the
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absorption peak at 4.4 eV. The peak around 3 eV
in experimental data is due to excitons and is highly
underestimated in the TD-DFT results because the
ALDA kernel which does not include electron and
hole interactions misses the excitonic effects. For
diamond the uncorrected spectra appears to be in
better agreement with experimental data. However,
this is highly misleading; in diamond the excitonic
effects shift the spectra to lower energies by the same
amount [46, 47] as the underestimation of the Kohn-
Sham band gap. Thus the two effects cancel giving the
appearance of a better agreement. Thus uncorrected
ALDA leads to correct position of absorption peak for
wrong reasons.

In order to demonstrate the importance of this
correction in Fig. 2 we plot the absorbed energy as a
function of time for diamond and silicon irradiated with
laser pulses of two different frequencies: 1) a frequency
below the true optical gap, but above the LDA gap
(2.72 eV for silicon, 5.61 eV for diamond), and 2) a
frequency slightly above the true direct gap (3.58 eV for
silicon, 7.33 eV for diamond). For these calculations,
we use the following vector potential:

A(t) = A0
e−(t−t0)2/2σ2

g

σg
√

2π
sin(ω(t− t0)) (24)

which corresponds to a laser pulse of frequency ω, with
a Gaussian envelope of width σg centered at time t0.
The incident intensity is controlled by the amplitude,
A0. In this case we choose amplitudes corresponding
to peak intensities of 1011 W/cm2 for silicon and 1012

W/cm2 for diamond. The variance σg is chosen to give
a FWHM of 6.29 femtosecond.

Since for these intensities the linear order term
in the response function is dominating, we expect
to see little-to-no absorption for frequencies below
the band gap the transient behavior of the energy
during the pulse was explored in Schultze et al [48].
However, we find in Figs 2(a) and 2(c) that ALDA
vastly overestimates the absorbed energy. The scissor
corrected calculation also shows a non-zero absorption
for these frequencies due to the contribution of higher
order effects even at these small intensities. Pumping
the system with pulses above the direct band gap of
the material, we see in Figs. 2(b) and 2(d), that both
ALDA and ALDA+∆ now show absorption, however
ALDA shows much larger absorption.

This behavior can be understood by the cartoon in
Fig. 3, which shows a simplified representation of the
underlying band structure of ALDA and ALDA+∆.
Consider what will happen if we were to pump with
the frequency labeled ω in Fig. 3(a), which is less
than the true gap. In this case we should not excite
any electrons from the valence to the conduction
band, and should not absorb any energy. If we now
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Figure 1. The spectrum calculated from real time TD-DFT
simulations for the dielectric function (ε(ω) = ε′(ω) + iε′′(ω)) of
diamond and silicon with ALDA and scissor corrected ALDA for
(a) diamond and (b) silicon. The unit-cell averaged current in
diamond and silicon induced by the perturbation is shown in (c)
and (d).

compare how ALDA and LDA+∆ will behave for this
scenario, we find very different results. With this
frequency we can reach the LDA conduction band,
hence ALDA will erroneously absorb energy, while
LDA+∆ will behave correctly. If we instead pump
with the frequency ω′ illustrated in 3(b), we can now
reach the respective conduction bands for both cases,
meaning both will absorb. However, as ALDA will
have a higher density of available states in which to
excite, hence it overestimates the absorption in this
case.

4.2. Nonlinear regime

We now go beyond the linear regime to study the
response of semiconductors to strong laser pulses.
This non-linear regime, where novel and interesting
processes such as multi-photon absorption occur,
is increasingly probed by experiment. Here the
dependence on the laser pulse intensity is determined
by underlying band structure, thus it is vitally
important to correctly describe the correct positions
of these bands, in order to perform accurate ab-initio
simulations of such systems.

The dependence of the absorbed energy as a
function of laser peak intensity is shown in Fig. 4
for silicon and diamond. The frequency of the laser
is chosen to be half of the LDA gap (ω = 1.36
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Figure 3. Schematic showing how LDA and scissor-corrected
LDA band structure leads to overestimation of the ALDA
absorbed energy.

eV for Si and ω = 2.80 eV for Diamond), so that
there is little linear response in both the ALDA and
ALDA+∆ cases. As the laser intensity increases, the
probability of absorbing multiple photons increases,
signifying the onset of non-linear behavior. Here we
find that ALDA predicts a much lower threshold for
non-linear behavior for both Si and diamond. The
scissor corrected ALDA behaves as expected, and is
at least an order of magnitude higher than ALDA.
Such a large difference between the two cases shows
the importance of the scissor correction for obtaining
the threshold for nonlinear effect. For this particular
choice of frequency, diamond requires a much stronger
laser pulse to reach the non-linear regime due to the
difference in the percentage error of the LDA gap error
and the difference in the conduction band structure.

4.3. Comparison to meta-GGA functionals

In this section, we compare our ALDA+∆ correction to
an alternative approach to the band gap problem. The
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Figure 4. The energy absorbed by (a) silicon and (b) diamond
after a short laser pulse as a function of the peak intensity
(plotted on a log scale). The frequency of laser pulse is chosen
to be half the respective LDA band gap.

modified Becke-Johnson (mBJ) potential [31] is known
to provide KS band gaps closer to the quasi-particle
band gap. Hence, it has been proposed as a solution
to the optical gap problem in TD-DFT [49]. Indeed
a recent study [50] has shown that the absorption
spectra for Silicon calculated from a real-time TD-
DFT calculation using the mBJ potential agrees well
with experiment. However GS calculations have shown
that while mBJ can predict reasonable bandgaps, the
bandwidths are often underestimated [51, 52]. This
can be seen in s,p band semiconductors such as MgO,
as well as d-band materials such as ZnSe. In the
following, we will focus on the semiconductor ZnSe,
which has a direct gap of 2.82 eV [53], to see how this
band-narrowing in the mBJ band structure affects the
absorption spectrum. Note, we use mBJopt to refer to
the mBJ functional tuned to give εKSg = εExpg

In Fig. 5 we compare the band structure of ZnSe
from mBJopt and scissor-corrected LDA calculations to
the higher-level GW quasi-particle band structure from
Ref. [45]. By design, both LDA+∆ and mBJopt give
the correct direct band gap at the Γ point. Following
the bands throughout the Brillouin Zone, we see that
mBJopt has squeezed the width of both the valence
and conduction bands. This can be best seen at the
X point where the valence band at −4 eV (relative to
the Fermi energy) is 1 eV higher than the GW band,
while the lowest conduction band is 1 eV too low. The
LDA+∆ bands are in much better agreement with the
GW calculations.

The cumulative effect of the incorrect mBJopt
band structure can be seen in the optical absorption
spectrum plotted in Fig. 6, where we performed real-
time linear response calculations for both ALDA+∆
and mBJopt. We compare to the experimental results
from Ref. [54], where three prominent peaks at 4.75
eV, 6.40 eV, and 8.25 eV can be resolved. For each of
these peaks, the mBJopt results are 0.5 eV too low.
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Figure 5. Band structures of ZnSe from calculations of scissor
corrected LDA, modified Becke-Johnson potential, and GW
MBPT from reference [45]

This is consistent with the bandwidth narrowing we
observed in Fig. 5. In contrast, the position of these
peaks predicted by ALDA+∆ is in better agreement
with experimental. Both the first and third peaks are
correct, while the second peak is 0.3 eV too high.

Finally, we compare the absorbed energy predicted
by ALDA+∆ and mBJopt for two laser pulses with
frequencies 6.07 eV and 6.67 eV respectively. In the
first case, mBJopt predicts a more excited final state
than ALDA+∆, while the situation is reversed for the
second pulse. This demonstrates how important the
choice of functional is when simulating laser induced
dynamics, as they can give even opposite results. In
Fig. 6 we saw that ALDA+∆ gave a better description
of the absorption spectrum of ZnSe, it follows that
it will be a better choice when investigating real-time
dynamics. Particularly if quantitative comparison with
experimental work is desired.

While we focused on ZnSe, the problems mBJ
has in describing the band structure of d-electrons are
known for a number of materials [51]. For such cases,
we have seen that this leads to errors in the TD-DFT
dynamics and thus using ALDA+∆ will be a better
choice, for these materials.

5. Summary

To summarize, in this paper we have implemented
a computationally simple scheme to rectify the band
gap problem in real-time TD-DFT simulations. We
have demonstrated why such a fix is necessary. In
particular, when pumping below the optical band
gap, where uncorrected ALDA behaves qualitatively
incorrectly. We have also investigated how the real-
time scissor correction is essential for describing non-
linear dynamics such as multi-photon absorption. This
allows the full power of TD-DFT to be easily utilized

2 4 6 8 10 12
Energy (eV)

0

5

10

15

20

25

ε
"

ALDA+∆

mBJ
opt

Exp

1st peak 2nd peak 3rd peak

Figure 6. The ε′′(ω) of ZnSe from real-time linear response
calculations using scissor corrected ALDA and the optimized
modified Beche-Johnson potential mBJopt, compared to the
experimental data from reference [54].
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in the emerging field of ultra-fast, ultra-strong, laser
pulses. We note that in the linear-response regime,
XC kernels which can predict excitons, also require
a scissor correction. Thus it is likely that the real-
time scissor correction is a necessary development
along with XC potentals which can correctly describe
excitons in real time.

The real-time scissor correction presented here
consists of two changes to the underlying basis set:
1) the eigenvalues above the Fermi level are shifted
by ∆, and 2) the momentum matrix elements are
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re-scaled. The value of ∆ may be found ab-inito,
from a one-time higher level calculation (e.g. mBJ
or HSE or hybrid functionals within DFT or GW
method). While we applied this procedure to all
states, it may be easily modified to act on individual
bands. This would be useful in cases where the DFT
band structure is reasonable except for the positioning
of particular bands such as deeper, localized, states,
and is not necessarily restricted to insulating or semi-
conducting systems. One might also apply a k-
dependent scissor shift to correct the band structure
at particular k-points. Another possible modification
is to use a time-dependent scissor operator to help
account for changes in the band structure during non-
linear dynamics. This method may also be applied
to similar methods to TDDFT, e.g. time-dependent
current density functional theory, in cases where the
optical band gap is also underestimated.

Lastly we demonstrated how the real-time scissor
method is a more suitable choice for describing the
dynamics of ZnSe compared to the meta-GGA mBJ
functional. While both approaches correct the optical
band gap as required, we found the mBJ optical
absorption spectra to be worse than ALDA+∆. This is
due to errors in the underlying band structure, where
mBJ is known to incorrectly narrow the bandwidth of
some bands. Thus, it is better to use the real-time
scissor correction to calculate the dynamics of ZnSe
and similar materials.
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S Poncé, M J T Oliveira, M Giantomassi, G-M
Rignanese, and Xavier Gonze. Band widths and gaps
from the tran-blaha functional: Comparison with many-
body perturbation theory. Phys. Rev. B, 87:075121,
2013.

[53] H Venghaus. Valence-band parameters and g factors of
cubic zinc selenide derived from free-exciton magnetore-
flectance. Phys. Rev. B, 19:3071, 1979.

[54] J L Freeouf. Far-ultraviolet reflectance of II-VI compounds
and correlation with the penn—phillips gap. Phys. Rev.
B, 7:3810, 1973.

3.1 Real time scissor correction in TD-DFT

38



3.2 Appendix

3.2 Appendix

Momentum Matrix in Scissor Correction

The real-time (RT) scissor correction is implemented in two steps. First the con-
duction band GS orbital energies are shifted by ∆εj = εj εj ≤ εF

εj = εj + ∆ εj > εF
(3.1)

where εF is the Fermi energy. The scissor correction modifies the eigenvalues while
keeping the KS orbitals unchanged. From Eq. (3.1), we define the scissor operator
as

Ŝ = ∆
∑
εj>εF

|ϕj〉〈ϕj| (3.2)

which shifts the eigenvalues of conducting states by ∆. The modified KS Hamilto-
nian ˆ̃Hs(t) to be propagated is given by

ˆ̃Hs = Ĥs(t) + Ŝ. (3.3)

These modified energies enter the time-propagation through TD-KS equations. How-
ever, the imaginary part of the dielectric function calculated naively this way would
be wrong. It is because the momentum matrix element for the scissor-corrected
Hamiltonian should also be modified. The momentum operator for a scissor-corrected
Hamiltonian ˆ̃H is given by

ˆ̃Pa = −i
[
r̂a,

ˆ̃Hs

]
, (3.4)

where r̂a is the position operator in direction of a. The momentum matrix element
connecting the valence state and the conducting state is 〈ϕc| ˆ̃P |ϕv〉, where |ϕc〉 and
|ϕv〉 are the conducting state and the valence state respectively. Making use of the
relation of

〈ϕc|r̂a|ϕv〉 = i

εv − εc
〈ϕc|P̂a|ϕv〉 (3.5)

to calculate the modified momentum matrix element with commutator relation of
Eq. (3.4), we find

〈ϕc| ˆ̃Pa|ϕv〉 = εc + ∆− εv
εc − εv

〈ϕc|P̂a|ϕv〉. (3.6)

Therefore, the second step of scissor correction is that the momentum matrices
used to calculate the current and the coupling to the A field are scaled by a factor
(εαβ +∆)/εαβ. The modified momentum matrix element connecting unoccupied and
occupied states, P̃αβ, is given by

P̃αβ = εαβ + ∆
εαβ

Pαβ, (3.7)
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where εαβ is the energy difference between Kohn-Sham state α and β. One can
also see the problem in the view of perturbation theory[50]. The imagery part of
dielectric function of a scissor-corrected Hamiltonian would be[50]

ε”
ab(ω) = 4π2

∫
BZ

d3k

8π3

∑
α,β

fα,β
P a
αβ(k)P b

βα(k)
(εαβ(k) + ∆)2 δ(εαβ(k) + ∆− ω), (3.8)

where fα,β = fα − fβ and fα is the occupation factor taken to be one for occupied
states and zero for unoccupied states. Since the scissor operator shifts peaks by
∆ without modifying the orbitals, the momentum matrix elements are identical to
the original Hamiltonian without scissor correction. We immediately find that the
scissor-corrected dielectric function ε”(ω) is downscaled by

(
εαβ

εαβ+∆

)2
and violates the

f -sum rule. It is worth to mention that Levine and Allan[51] pointed out that the
scissor correction is an additional self-energy term which leads to a Ward-identity
replacement of momentum operator as Eq. (3.7). This scaling factor would directly
affect the value of current density J(t). Only with both these corrections will the
optical spectra calculated via real-time propagation match the rigidly shifted spectra
calculated in the linear response regime.
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4. Born Effective Charges from Ehren-
fest Dynamics

4.1 Born Effective Charges
The definition of the Born effective charge (BECh) is the coefficient of proportion-
ality of the change of macroscopic polarization Pmac

α in the direction of α and the
displacement uµ,β of nucleus µ along direction β in the absence of electric field E:

Z∗µ,αβ = Ω∂P
mac
α

∂uµ,β

∣∣∣∣∣
E=0

, (4.1)

As illustrated in Fig. 4.1, if a cation of an ionic crystal carrying the positive charge
of Z+

α is displaced by u without perturbing the system, then the Born effective
charge is simply Z+

α . However, when the cation is displaced, it perturbs the system
and drags the electrons away from their original positions inducing polarization of
electrons. We thus separate the typical definition of Born effective charge tensor
Z∗µ,αβ into two parts:

Z∗µ,αβ = Zµδαβ + Ω ∂Pα
∂uµ,β

∣∣∣∣∣
E=0

, (4.2)

where Zµδαβ and Ω ∂Pα
∂uµ,β

∣∣∣∣∣
E=0

are the contributions from nuclei and electrons, respec-

tively. If we rigidly move the whole solid adiabatically, the macroscopic polarization

Figure 4.1
Illustration of the Born effective charge.
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4.1 Born Effective Charges

should not be generated, i.e. ,∆P mac = 0. This leads to the acoustic sum rule[52]:∑
µ

Z∗µ,αβ = 0. (4.3)

This is an important property that is preserved by the Born effective charges of
insulators in general. The Born effective charge can be defined in an alternative
way. Considering a system in the presence of a static electric field, the energy of the
system which is a function of external electric field E is given by:

E(E) = E0 − ΩP mac ·E. (4.4)

Taking the derivative with respect to the electric field, we have

∂E
∂Eα

= −ΩPmac
α , (4.5)

where α labels the coordinate. Substituting the definition in Eq. (4.1), we find

Z∗µ,αβ = − ∂2E
∂Eα∂uµ,β

= ∂Fµ,β
∂Eα

. (4.6)

The second definition of BECh is equivalent to the change in the electrostatic force
Fµ,β on a nucleus µ with respect to an external static electric field Eα. The BECh is
important particularly for the studies of the LO-TO splitting. Such importance can
be demonstrated by the dielectric permittivity. X. Gonze and C. Lee[53] showed that
one has to include the response of the ions in the calculation of the low-frequency
dielectric permittivity. The ionic contribution to the dielectric permittivity in the
direction of q is given by

εion
q (ω) = 4π

Ω
∑
m

|Z∗m · q|2

ω2
m − ω2

∑
κβ

[Umq=0(κβ)]∗ Umq=0(κβ)
 , (4.7)

where m labels the phonon mode, Umq is the eigen-displacements of a dynamical
matrix, κ is the label for atoms while β is the Cartesian coordinate. Eq. (4.7)
shows that if the direction of Z∗m is perpendicular to the direction of q, this mode
does not give contribution to the permittivity along q. These modes that are in
perpendicular direction are referred to as transverse modes. On the other hand,
modes in the same direction of q that contribute to the permittivity are referred to
as longitudinal modes. This gives rise to the distinction of LO mode and TO modes
in solids.

42



4.2 Dynamical Born Effective Charges

4.2 Dynamical Born Effective Charges
Dynamical Born Effective Charges[54]
Chung-Yu Wang, S. Sharma, E. K. U. Gross, and J. K. Dewhurst
Published on Phys. Rev. B 106, L180303 (2022)
Copyright © 2022 by American Physical Society. All rights reserved.

43



PHYSICAL REVIEW B 106, L180303 (2022)
Letter

Dynamical Born effective charges

C.-Yu Wang ,1,2 S. Sharma ,3 E. K. U. Gross ,2 and J. K. Dewhurst 1,*

1Max-Planck-Institut für Mikrostrukturphysik, Weinberg 2, D-06120 Halle, Germany
2Fritz Haber Center for Molecular Dynamics, Institute of Chemistry, The Hebrew University of Jerusalem, Jerusalem 91904, Israel

3Max-Born-Institute for Nonlinear Optics and Short Pulse Spectroscopy, Max-Born Strasse 2A, 12489 Berlin, Germany

(Received 11 August 2022; accepted 9 November 2022; published 16 November 2022)

We extend the definition of the Born effective charge to the dynamical regime. This is equal to the Fourier
transform of the total electronic current divided by the Fourier transform of the velocity of a particular nucleus.
The usual static Born effective charges are recovered in the zero-frequency limit. We calculate these charges for
a selection of materials using time-dependent density functional theory in an all-electron code where the nuclei
move along a chosen trajectory. A rich response function emerges with prominent resonance peaks. The finite
value for the Born effective charge of metals is also reproduced. The dynamical Born effective charges are thus
a natural choice of observable for probing the fundamental nonadiabatic coupling of electrons and nuclei.

DOI: 10.1103/PhysRevB.106.L180303

I. INTRODUCTION

The Born effective charge (BEC) is a useful and pre-
cisely defined quantity for both molecules and solids and
one which can be both readily calculated and experimentally
measured [1,2]. There are two equivalent definitions for the
BEC: The first is the change in the electrostatic force Fα on a
nucleus α with respect to an external electric field E,

Z∗
αi j ≡ −∂Fαi

∂Ej
, (1)

where i and j label Cartesian directions. The second, equiv-
alent definition of the BEC is the change in the electric
polarization of the system with respect to an infinitesimal
displacement of a nucleus,

Z∗
αi j ≡ Zαδi j + ∂Pi

∂uα j
, (2)

where Zα is the nuclear charge, P is the electronic polarization,
and uα is the displacement away from equilibrium. (We will
follow the convention of taking the electronic charge e as +1
and the nuclear charges as negative.) For a finite system, the
electronic polarization can be calculated using

P =
∫

d3r ρ(r)r, (3)

where ρ is the electronic charge density. For charge-neutral
systems, the total polarization (one which includes the con-
tribution from the nuclear charges) is independent of the
choice of origin. On the other hand, the polarization of charge-
neutral systems with periodic boundary conditions cannot be
uniquely determined from Eq. (3). Instead, only the change
in P can be calculated as a function of some parameter such
as the external electric field or an atomic displacement [3–8].

*dewhurst@mpi-halle.mpg.de

This parameter may be made time dependent and the change
in polarization determined from the adiabatic limit of the
integrated electronic current. Let λ(t ) be the parameter as a
function of time t and suppose that J(t ) is the induced current.
Then the change in polarization is given by

�P =
∫ T

0
dt J(t ). (4)

The adiabaticity or “slowness” of the process is usually cap-
tured by representing the time dependence of the parameter by
setting λ(t ) = f (t/T ) with a function f which is bounded in
the interval [0,1]. The adiabatic limit is then obtained by tak-
ing T → ∞. It was shown by King-Smith and Vanderbilt [5]
that the change in polarization is closely related to the Berry
phase [9], and we will refer to their algorithm for calculating
the static BEC as the “Berry phase method.”

In its basic definition, the BEC is a static quantity eval-
uated from the adiabatic limit of the current. However, this
definition can be easily and naturally extended to the nonadi-
abatic case in which the nucleus is moving at finite velocity
along a prescribed path. The electronic current will respond
accordingly and its frequency components can be determined.
For what follows, we will restrict our attention to solids and
also assume a noninteracting system of electrons in an ef-
fective Kohn-Sham [10,11] potential within the framework
time-dependent density functional theory (TDDFT) [12].

Now choose λ(t ) to be the time-dependent displacement
of nucleus α away from equilibrium uα (t ), with vα (t ) =
∂uα (t )/∂t as its velocity. The time-dependent total electronic
current across a unit cell is given by

J(t ) = 1

Nk

occ∑
ik

∫
d3r Im[ϕ∗

ik(r, t )∇ϕik(r, t )], (5)

where ϕik is the ith Kohn-Sham state at a particular k point in
a set of Nk points, the sum is over the occupied states, and the
integral is over the unit cell. We define the dynamical Born

2469-9950/2022/106(18)/L180303(7) L180303-1 ©2022 American Physical Society
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effective charge (dynBEC) as a natural extension of Eq. (2),

Z∗
αi j (ω) ≡ Zαδi j + ∂Ji(ω)

∂vα j (ω)
, (6)

where

J(ω) ≡
∫ ∞

0
dt J(t ) exp[i(ω + iη)t] (7)

is the Fourier transform of the current, vα (ω) the Fourier trans-
form of the velocity, and η is a positive infinitesimal. Note that
�P = �J(ω → 0) and that the acoustic sum rule [13],∑

α

Z∗
αi j (ω → 0) = 0, (8)

is satisfied in the static limit owing to charge neutrality, al-
though this is not true in general for all frequencies. This
property is a useful indicator for establishing the quality of
the numerical calculations.

The optical conductivity σi j can be calculated in the same
manner from the current and the electric field,

σi j (ω) = 1

�

∂Ji(ω)

∂Ej (ω)
, (9)

where � is the unit cell volume, which implies that uα (t ) is
the analog of the vector potential A(t ) and vα (t ) is the analog
of the electric field E(t ) = −(1/c)∂A(t )/∂t .

Recently, the frequency-dependent generalization of the
BEC was defined independently by Binci et al. [14] and
Dreyer et al. [15]. However, in these works, Z∗(ω) was eval-
uated either at phonon frequencies or in the zero-frequency
limit. In our work, we explore this quantity over an energy
range from zero up to ∼100 eV.

II. IMPLEMENTATION

We implemented the dynBEC in the solid-state, all-
electron code ELK [16] which uses linearized augmented plane
waves (LAPWs) as a basis [17]. This basis depends paramet-
rically on the nuclear coordinates, which complicates the time
evolution of the combined electronic and nuclear systems.
Let Vext be the external potential consisting of the Coulomb
potential of the bare nuclei. Rather than explicitly moving the
nuclei, we instead modify the external potential with

Vext (r, t ) = Vext (r) − uα (t ) · ∇αVext (r), (10)

where ∇α is the derivative with respect to the displacement
uα . This approach is only valid for small displacements of
the nuclei and, in fact, our investigation into the BEC began
as a means of evaluating the validity of this approximation.
In practice, we also add the derivative of the Coulomb (i.e.,

Hartree) potential of the core electrons, which are not included
in the TDDFT dynamics, under the assumption that the core
electrons move rigidly with the nuclei and serve to screen
the Coulomb potential of the nuclei. Note that, in princi-
ple, the contribution from the exchange-correlation potential
of the core electrons should be included in the gradient of the
potential in Eq. (10). However, owing to the nonlinearity of
the exchange-correlation potential with respect to the density,
it is not possible to uniquely extract that part of the potential
which arises from the core electrons alone. We discovered,
however, that this contribution to the gradient had a negligible
effect on the results and chose instead to omit it.

The real-time dynamics were performed using a scheme in
which the time-dependent Kohn-Sham orbitals are expanded
in the eigenvectors of the instantaneous Hamiltonian and
propagated using phase factors over a small time interval [18].

The dynBEC as defined in Eq. (6) is independent of the
choice of path. This is because of the linearity of response
functions in general: One can apply an atomic displacement
either of a single frequency or multiple frequencies together.
Both will yield the same response function because the
frequency response decouples in the linear regime. The
choice of frequencies and their amplitudes defines a particular
path in time and, because we divide by the velocity in Eq. (6),
the dynBEC is independent of this choice. The only proviso
is that any path should contain a nonzero component from
each frequency.

For convenience, we choose an instantaneous displacement
at t = 0. The corresponding velocity is therefore a δ function
in time whose Fourier transform is a constant. This removes
the need to divide by vα j (ω) in Eq. (6) and thus eliminates
a source of numerical error. It is important to note that the
dynBEC is part of the general response function,

χ (r, r′, t − t ′) ≡ δρ(r, t )

δVext (r′, t ′)
. (11)

In our case, we take δVext to be the change in external potential
caused by the displacement of a nuclei given in Eq. (10). One
may ask whether the Kohn-Sham system which reproduces
the exact density also yields the exact total current, as re-
quired by Eq. (6). In general, the first-order response of the
macroscopic current δJ is exact even though the Kohn-Sham
current density j(r) is not [19]. This is a consequence of the
continuity equation applied to the long-range response of the
density (see, also, Eqs. (1.20), (A2), and (A3) of Ref. [20]).
Thus, TDDFT is sufficient for calculation of the dynBEC for
periodic systems.

The full response function can be evaluated from the
Kohn-Sham response function χs using the Dyson equation
in frequency space [21],

χ (r, r′, ω) = χs(r, r′, ω) +
∫

d3r1 d3r2 χs(r, r1, ω)

[
1

|r1 − r2| + fxc(r1, r2, ω)

]
χ (r2, r′, ω), (12)

where fxc is the exchange-correlation kernel. We can write the change in total electronic current corresponding to the Kohn-Sham
response function explicitly as follows [6,15,22–24]:

∂Js(ω)

∂vα j (ω)
= i

ω

∑
k

occ∑
i

unocc∑
j

[ 〈ϕik|p̂|ϕ jk〉〈ϕ jk|∂V̂ext/∂uα j |ϕik〉
ε jk − εik + ω + iη

+ c.c.(ω → −ω)

]
. (13)
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FIG. 1. Time-dependent electronic current across a single unit
cell of LiF after a small, instantaneous displacement of the Li nu-
cleus in the x direction at t = 0. The total simulation time was 19.4
femtoseconds.

This formula does not, however, include the self-consistent
change in the Kohn-Sham potential arising from the change
in density. To incorporate this effect, the full Kohn-Sham
response function χs should be calculated and then used
in Eq. (12) along with fxc. Our approach of performing a
real-time TDDFT is equivalent to this, but numerically more
convenient. This is because solving the Dyson equation with
sufficient spatial resolution for the derivative of the Coulomb
potential in Eq. (10) would be prohibitively expensive for an
all-electron method.

III. RESULTS

The code was used to find the dynBEC of the ionic polar
insulators LiH, LiF, and LiCl, the covalently bonded BN in
both the cubic and hexagonal phases, the nonpolar insulator
diamond, and the fcc metal Al. The materials were chosen
to demonstrate some distinct characteristics of the dynBEC
and, because their constituent atoms are fairly light, lessen the
computational expense. In Fig. 1, we plot the current gener-
ated by instantaneously displacing the Li nucleus at t = 0 in
LiF. This is typical of the behavior of the current obtained
for all the materials and nuclei, namely, a large initial spike
in current followed by rapid and varied oscillations. In the

FIG. 2. Dynamical Born effective charges of LiH (top), LiF (cen-
ter), and LiCl (bottom).

case of Li, the amplitude of the oscillations decreased until
around 3 femtoseconds and then reached a “steady state.”
Total simulation time for all our calculations was 800 atomic
units of time, or 19.4 femtoseconds. Each time step for the
simulations was 1.2 attoseconds. This current was then nu-
merically Fourier transformed with η in Eq. (7) taken to be
0.136 eV (except in the case of Al, where various values were
tested). The static BEC results for all the materials are collated
in Table I.

The dynBEC of the ionic compounds LiH, LiF, and LiCl
is plotted in Fig. 2. This is a complex quantity and so the

TABLE I. Static Born effective charges of various materials calculated from the ω → 0 of the dynBEC compared to those calculated with
the Berry phase method and experiment. The units of charge are e, i.e., the electronic charge. The value in parentheses is the average of the
two absolute values.

Experiment Berry [5,16] Z∗(ω → 0)

LiH 0.991 [26,27] 1.04 Li: −1.03 H: 1.13 (1.08)
LiF 1.045 [27,28] 1.05 Li: −1.11 F: 1.12 (1.11)
LiCl 1.231 [27,28] 1.18 Li: −1.35 Cl: 2.06 (1.70)
cubic BN 1.98 [29,30] 1.89 B: −1.57 N: 1.97 (1.77)
hexagonal BN x 2.72 B: −2.28 N: 3.05 (2.67)

z 0.75 B: −0.44 N: 1.07 (0.76)
Al −2.09
diamond −0.15
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FIG. 3. Dielectric function of LiF calculated within the RPA.

real and imaginary parts are plotted separately. In the limit
as ω → 0, the real part of the dynBEC tends to the regular
static BEC, although the acoustic sum rule, given by Eq. (8), is
not perfectly satisfied. This may be due to the incompleteness
of the LAPW basis, particulary when expanding the change
in wave function owing to an atomic displacement simulated
with Eq. (10). The error can be reduced by increasing the size
of the basis used for the time evolution of the Kohn-Sham
orbitals, but ultimately becomes numerically unfeasible. The
best case is that of LiF (Li: −1.11, F: 1.12) and the worst is
LiCl (Li: −1.35, Cl: 2.06). However, the sum rule itself can be
used to partially correct this error by taking an average of ab-
solute values for our two atom systems.1 The resulting charges
are then in good agreement with the Berry phase method and
experiment. An exception is that of LiCl for which the BEC of
Li is in relatively good agreement with that of the Berry phase
method, however the value for Cl is too large. This gives an
average value of 1.70, which is over 40% greater than it should
be. Unfortunately, we were unable to converge this calculation
any further.

The dynBEC of the covalently bonded boron nitride in both
the cubic and hexagonal phases is shown in Figs. 4 and 5.
The zero-frequency limit gave good agreement for the static
BEC with that of the Berry phase method and, for the cubic
case, experiment. Notably, the BEC for the x and z directions
of hBN are significantly different and yet the two methods
are in excellent agreement for both. Diamond, which is also
covalently bonded but not a polar semiconductor, should give
a BEC of zero. Our result for the zero-frequency limit of the
dynBEC is −0.15. This slight discrepancy may again be due
to the limitation of the LAPW basis.

The metallic case is the most interesting as far as the static
limit is concerned. Until recently, it was assumed that the
BEC for metals was undefined. However, Dreyer et al. [15]

1The static BEC determined from the Berry phase method could
be used to further correct numerical inaccuracies in the dynBEC
by adding a real constant to Z∗(ω) so that the two methods are in
agreement at ω = 0. The imaginary part of the dynBEC could then
be calculated using a Kramers-Kronig transformation.

FIG. 4. Dynamical Born effective charges of cubic BN.

showed that this is not the case and demonstrated that there is
a nonadiabatic version of the BEC for metals and related it to
the Drude weight. The dynBEC of Al for small frequencies is
plotted in the inset of Fig. 7. One can see that the value taken
for η affects the ω → 0 limit. There are noticeable oscillations
in the plots calculated with small values of η. For comparison,
the dielectric function εxx, calculated within the random phase
approximation (RPA), is plotted in Fig. 8 with and without the
intraband term [25]. Using the same k-point set as that for the
dynBEC (42 × 42 × 42), the oscillations in εxx mirror those in
the dynBEC. A much denser set (72 × 72 × 72) removes the
oscillations in the dielectric function, indicating that they are
merely an artifact of a finite k-point grid. These oscillations
can be suppressed either by increasing the number of k points
or increasing the value of η. We find that taking η = 0.544 eV
smooths the curve sufficiently without distorting the data.
Using this value for η, our prediction for the nonadiabatic

FIG. 5. Dynamical Born effective charges of hexagonal BN for
the x and z directions.
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FIG. 6. Dynamical Born effective charges of diamond.

BEC is −2.09, which is in excellent agreement with the value
of −2.0 determined by Dreyer et al.

At finite frequencies, the dynBEC spectral functions of
each atom are very different. In the case of LiX, the imaginary
part of the dynBEC for Li is zero until about 50 eV, whereas
the onset for H, F, and Cl is much lower, ranging from 3 to
8 eV. There are also several prominent resonant peaks. In LiH
and LiF, a clear resonance in the Li part of the spectrum can be
seen around 60 eV. At this point, the real part crosses the zero
axis and the imaginary part has a sharp peak. This peak corre-
sponds to a transition between the Li 1s and 2p orbitals. It is
almost completely absent in LiCl because the 2p state is con-
siderably more hybridized. Aside from the conspicuous reso-
nances, the Li dynBEC is noticeably dissimilar for the three
compounds throughout the entire range of frequencies, despite
the fact that the materials have the same crystal structure and
same type of bonding. This suggests that the dynBEC is highly
sensitive to the chemical environment of the selected atom.

There are also axis crossings of the real part of the dynBEC
for H, F, and Cl. The corresponding peaks in the imagi-
nary parts are not as well defined as those for Li. The most
pronounced is that of F with a resonance around 20 eV.

FIG. 7. Dynamical Born effective charge of Al. The inset shows
the low-frequency behavior of the dynBEC for three different values
of η used in Eq. (7).

FIG. 8. Dielectric function of Al calculated within the RPA. The
plot contains εxx with and without the intraband “Drude” term. Also
included is the dielectric function calculated on the same k-point grid
as that used for the dynBEC calculation.

Comparing the dynBEC of LiF to its dielectric function in
Fig. 3 reveals similarity in the positions of the most prominent
peaks, particularly for lower energies (<20 eV) and for the
fluorine part. This is not surprising because peak positions
are largely dictated by the denominator in the noninteracting
response function given by Eq. (13). What is different are the
relative weights of the peaks owing to the difference in the
matrix elements in the numerator. Furthermore, the dynBEC
retains its relative amplitude even for high energies where εxx

has tapered off. The reason is that δVext acts more strongly on
orbitals bound closely to the nuclei than does a spatially con-
stant external electric field. Thus, higher-energy excitations
will have higher weights for the dynBEC.

Turning to the finite-frequency dynBEC of the covalently
bonded materials BN and diamond as shown in Figs. 4–6,
we observe similarly intricate spectra. The peaks are gener-
ally broader, indicating increased hybridization between the
atomic orbitals. Also noteworthy is the similarity of the dyn-
BEC spectra of cBN and diamond at finite frequency, even
though the static BECs are very different for these materials.
Of particular significance is the distinction between the dyn-
BEC for the x and z directions of hexagonal BN. Thus, not
only does the dynBEC discriminate between different atoms,
but also different directions.

Lastly, for the case of Al in Fig. 7, the spectrum is fairly
featureless until 64 eV when there is a crossing of the axis
by the real part and an onset of the imaginary part. After this,
there are several prominent peaks in the spectrum, particularly
at about 90 and 118 eV. Compared to the dielectric function in
Fig. 8 in which εxx diverges because of the intraband term,
the dynBEC is finite at ω = 0. Thus, if the dynBEC can
be measured experimentally, it should more suited than the
dielectric function to resolve low-frequency features in the
response function of metals.

IV. SUMMARY

We have extended the definition of the Born effective
charge to a dynamical, frequency-dependent variant. This was
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calculated using an instantaneous displacement of a nucleus
and then performing a Fourier transformation of the resulting
electronic current computed with TDDFT. The dynBEC is
a natural extension to the regular static BEC and we an-
ticipate that it may be measurable with neutron diffraction
techniques [31]. Unlike the dielectric function, the dynBEC
discriminates between atoms in the solid and thus is intimately
connected to nonadiabatic coupling between nuclei and elec-
trons. In effect, it quantifies the amount of electronic charge
“dragged” along with a nucleus, when that nucleus is moving
back and forth at a given frequency.

The primary utility of having an accurate experimental
measurement of the dynBEC would be to determine any error
in the theoretical prediction. Such a deviation would be due
almost entirely to the approximation of the TDDFT kernel
fxc used in Eq. (12). For instance, the closely related di-
electric function suffers from significant error for excitonic
materials [32]. In these cases, the resonant excitonic peaks
are not captured by the usual adiabatic approximations to
fxc and considerable theoretical effort has been expended
in producing functionals which do work [33,34]. Are there
similar limitations to using the adiabatic functionals for the
prediction of the dynBEC? Comparison to experiment should
be able to answer this and ultimately aid in the development
of TDDFT functionals for the case of combined electron and
nuclear dynamics [35]. Another potential use would be to
improve first-principles calculations of ion stopping in con-
densed matter, particularly in the energy range of up to a

few-hundred electron volts [36,37]. In this regime, so-called
nuclear stopping dominates in which the ions’ kinetic energy
is primarily transferred to the nuclei. The dynBEC could
quantify how much of this energy is subsequently absorbed by
excitation of electronic currents. Lastly, molecular dynamics
calculations within the adiabatic approximation but driven by
a laser pulse given by a vector potential A(t ) could utilize
the dynBEC for determining the contribution to the force on
each atom by the laser. The electric field is given by E(t ) =
−(1/c)dA/dt and the force on atom α would be modified
by Fα (t ) → Fα (t ) − Z∗

αE(t ). The choice of the matrix Z∗
α as

the effective charge which couples to the electric field arises
from Eq. (1). However, with the dynamical BEC, one could
match Z∗

α to the laser frequency, i.e., choose Z∗
α (ωlaser ) instead

of Z∗
α (0), which should be the better choice in this situation.
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4.3 Appendix

Kramers-Kronig relation in dynamical Born effective charges

The Kramers-Kronig (K-K) relation is an important property because it reflects the
causality through the analyticity of the linear response function on the upper half
of the complex plane. It is also a useful relation in practice, for one can calculate
the real part directly from the imaginary part of the response function and vice
versa. Given a response function χ = χ′ + iχ′′, the Kramers-Kronig relation of this
response function is

χ′(ω) = 2
π
P
∫ ∞

0

ω′χ′′(ω′)
ω′2 − ω2 dω

′

χ′′(ω) = −2ω
π

P
∫ ∞
o

χ′(ω′)
ω′2 − ω2dω

′,

(4.8)

where P represents the principle value. We apply the K-K relation to verify that the
dynamical Born effective charge (dynBECh) function computed from our method
are indeed the response function. It is an important examination for real-time
evolution. Displayed in Fig. 4.2, the response functioned label K-K is evaluated by
K-K relation with the dynamical Born effective charge function of the Nitrogen in c-
BN from our real-time approach. Both of the imaginary part and the real part of the
dynamical Born effective charge function preserve the K-K relation thus indicating
that the dynamical Born effective charge satisfies the analyticity property of a linear
response function.
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Figure 4.2
Kramers-Kronig relation of dynBECh of Nitrogen atom of c-BN.
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With the aim of including small amplitude quantum nuclear dynamics in solid-state calculations, we
derive a set of equations by applying Wick’s theorem to the square of the Fröhlich Hamiltonian. These
are noninteracting fermionic and bosonic Hamiltonians with terms up to quadratic order in the field op-
erators. They depend on one another’s density matrices and are therefore to be solved self-consistently.
A Bogoliubov transformation is required to diagonalize both the fermionic and bosonic Hamiltonians
since they represent noninteracting quantum field theories with an indefinite number of particles. The
Bogoliubov transform for phonons is non-Hermitian in the general case, and the corresponding time evolution
is nonunitary. Several sufficient conditions for ensuring that the bosonic eigenvalues are real are provided. The
method was implemented in an all-electron code and shown to correctly predict the renormalization of the
Kohn-Sham band gap of diamond and silicon due to the electron-phonon interaction. The theory also verifies
that niobium and MgB2 are phonon-mediated superconductors and predicts the existence and magnitude of their
superconducting gaps. Lastly, we confirm that copper is not a superconductor even at zero temperature.

DOI: 10.1103/PhysRevB.105.174509

I. INTRODUCTION

The adiabatic approximation is among the most funda-
mental ingredients of modern condensed-matter theory and
quantum chemistry. It rests on the intuitive picture that the
electrons, being much lighter than the nuclei, can instanta-
neously adjust to the nuclear positions. A two-step approach
of first evaluating the Born-Oppenheimer (BO) potential en-
ergy surface [1–4] with electronic-structure methods and then
solving the nuclear Schrödinger equation in terms of vibra-
tional degrees of freedom is a standard procedure in the
ab initio treatment of molecules and solids. The adiabatic
approximation is crucial here because it leads to separate
equations for the electronic and nuclear degrees of freedom,
respectively. It is this separation that allows us to treat the elec-
tronic and nuclear many-body problems with very different
methodologies. The adiabatic approximation not only makes
computations feasible, it is deeply ingrained in the way we
visualize the atomic and electronic structure of molecules and
solids.

Yet some of the most fascinating phenomena in condensed
matter physics and quantum chemistry live outside the realm
of the adiabatic approximation. Prime examples are phonon-
mediated superconductivity [5] or the process of vision [6].
The theoretical treatment of nonadiabatic phenomena is noto-
riously difficult because one is basically forced to go back to
the full electron-nuclear Schrödinger equation.

In molecules, nonadiabaticity is mainly associated with
transitions between different BO potential energy surfaces: If

*dewhurst@mpi-halle.mpg.de

a traveling nuclear wave packet reaches a conical intersection,
i.e., a point where it is nearly or fully degenerate with another
BO surface, then this can trigger the nuclear wave packet
to split, leading to a significant population in both surfaces.
Continuing its journey, the wave packet may split again when
it encounters avoided crossings with other BO surfaces and,
when returning, it may interfere with parts of itself. This
rolling-around of nuclear amplitudes on BO surfaces is the
essence of most photochemical and photophysical processes
[7,8]. Sometimes the nuclear wave packet returns to where it
started from, thus completing an optical cycle as found in the
process of vision [6] or photosynthesis [9]. All these effects
go along with large-amplitude nuclear motion which cannot
easily be captured in terms of phonon modes. Here the natural
strategy is to represent the nuclear wave packets in terms of
classical trajectories in one way or another.

In solids, however, the nuclei tend to stay close to their
equilibrium positions (unless the temperature gets close to
the melting point). Nuclear motion is then well described in
terms of phonon modes, and nonadiabaticity shows up as the
electron-phonon interaction. Prime examples of nonadiabatic
effects in this regime are phonon-mediated superconductivity
[5], the renormalization of the band gap in insulators and
semiconductors [10], as well as a phonon-induced modifi-
cation of the electron dispersion in metals near the Fermi
surface [11].

In the dynamics of strongly driven electrons and, likewise,
in electron transport, electron-phonon scattering is an impor-
tant damping mechanism. After exciting a metal with a strong
laser pulse, the initial nonthermal distribution first reaches a
purely electronic equilibrium within some tens of femtosec-
onds, and on the timescale of picoseconds, electron-phonon

2469-9950/2022/105(17)/174509(13) 174509-1 ©2022 American Physical Society
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scattering leads to a thermalization of the complete system
of electronic and lattice degrees of freedom [12]. Similarly,
magnon-phonon scattering is one of the mechanisms responsi-
ble for the damping of ultrafast spin-dynamics effects such as
optical inter-site spin transfer [13]. In all these examples, dis-
sipation, i.e., the transfer of energy from the electronic to the
nuclear subsystem, is the relevant mechanism. Another impor-
tant aspect is the influence of phonons on exciton dynamics.
In some cases, the migration of excitons (which is essential
for producing a photo-current in photovoltaic devices) is en-
abled through nonadiabatic electron-nuclear coupling, while
for clamped nuclei the migration of excitons may be blocked
[14–16].

The goal of this paper is to develop a single ab initio
method able to predict all of the above nonadiabatic phe-
nomena associated with small-amplitude nuclear motion in
solids. The essence of our proposal is solve two coupled
Bogoliubov equations alongside each other, one describing
the electrons, the other treating the phononic degrees of
freedom. Bogoliubov equations represent systems of nonin-
teracting particles in terms of state vectors which are not
eigenfunctions of the particle-number operator. This choice
is deliberate and important. For the electronic subsystem,
Bogliubov equations provide the natural framework to cal-
culate the superconducting order parameter. Treating the
phononic subsystem by a Bogoliubov equation as well is
a less obvious choice but it is essential. Phonons can be
generated from both the electron-phonon interaction (virtual
phonons) or by an external influence such as a laser pulse (real
phonons). Hence the number of phonons cannot be a con-
served quantity. The two Bogoliubov equations are coupled
through effective potentials which depend on the electronic
and phononic normal and anomalous density matrices and on
the electron-phonon coupling matrix. The two equations are
solved self-consistently (in the stationary case) or propagated
in time alongside each other. The influence goes both ways:
The phonons, described by the bosonic Bogoliubov equation,
renormalize the electronic band structure and/or make the
system superconducting. Likewise, the electronic degrees of
freedom renormalize the phonon spectrum, giving rise, for
example, to a Kohn anomaly [17] or to modifications of the
phonon spectrum due to the presence of superconductivity
[18]. An important virtue of this method is that both real
and virtual phonons arise from the same noninteracting state,
which itself has been properly time evolved. This puts strong
constraints on the phonon density matrices.

A necessary step in this paper is the construction of approx-
imations for effective potentials as functionals of the normal
and anomalous density matrices and the electron-phonon
vertex,

�
αq
i jk =

∑
ap

eαq
ap√

2Maναq

〈
ϕik+q

∣∣∂V̂s/∂uq
ap

∣∣ϕ jk
〉
, (1)

where i and j label Kohn-Sham [19] orbitals with momentum
k + q and k, respectively; V̂s is the Kohn-Sham potential op-
erator; uq

ap is a displacement of atom a in Cartesian direction
p with phase eiq·r; Ma is the mass of the atom; eαq

ap is the
eigenvector of phonon mode (α, q); and ναq is the phonon

frequency. The construction makes use of the fact that, unlike
the electron- only many-body problem, the coupled electron-
nuclear system has a small parameter, the electron-nuclear
mass ratio m/M, where m is the electron mass and M is a
nuclear reference mass. In terms of this dimensionless param-
eter, the harmonic phonon frequencies are of order (m/M )1/2.
Anharmonic effects in the phonon frequencies show up in
order (m/M )3/4 and the lowest energy correction produced
by the electron-phonon interaction is of order (m/M )1/2. By
virtue of Migdal’s theorem, we know that the next order
is smaller by another factor of (m/M )1/2, and is there-
fore usually negligible. Our construction of the approximate
functionals is based on the same principle: We consistently
include all contributions to order (m/M )1/2 and, in line with
Migdal’s theorem, neglect all higher-order contributions to the
potentials.

In Sec. II, we describe how this is achieved in practice:
The idea is to apply Wick’s theorem to the square of the
Fröhlich Hamiltonian [20]. This yields fermionic and bosonic
Bogoliubov equations as well as explicit forms for their po-
tentials. In Sec. III, we work out the algebraic structure of
these Bogoliubov equations. Special attention will be given
to the non-Hermitian nature of the bosonic Hamiltonian. The
results of this section are quite general and apply equally to
the equations describing the coupled motion of electrons and
magnons, electrons and photons, or any other bosonic species
coupled to the electronic system. In Sec. IV, we provide
some details about the implementation for solids. Finally, in
Sec. V, we will demonstrate the efficacy of the proposed
method by computing the renormalized Kohn-Sham band
gaps of diamond and silicon and also the superconducting
gaps of niobium and MgB2; as well as verifying that copper
is not a superconductor at zero temperature. In doing so, we
introduce two potential observables which provide detailed
information on where in the reciprocal space electron-phonon
interactions are the strongest. A major long-term aim of this
paper is to perform a parameter-free, ab initio time evolu-
tion of the superconducting state for any solid. This would
normally be prohibitively expensive with Green’s function
methods (although, see Karlsson et al. [21]). Time evolving
the noninteracting bosonic state alongside the electronic state
is, however, a practical method for such a simulation because
all equations are first order in time and merely require a simple
time-step integration. Such calculations would enable study
of effects such as photoinduced superconductivity on short
timescales by shaped laser pulses [22–25].

II. MEAN-FIELD THEORY OF A SQUARED
HAMILTONIAN

Our aim is to replace an interacting Hamiltonian with a
pair of noninteracting Hamiltonians, coupled only indirectly
by their density matrices. In general, such Hamiltonians can
be diagonalized using Bogoliubov transforms. Solutions to
the Bogoliubov equations can then be used to obtain various
observables needed for a unified description of the phenomena
mention above such as band-gap renormalization and super-
conductivity.
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We begin with a generalized Fröhlich Hamiltonian for
solids,

ĤF =
∑

ik

εikâ†
ikâik +

∑
αq

ναqd̂†
αqd̂αq

+
∑

i jk,αq

�
αq
i j kâ†

ik+qâ jk(d̂αq + d̂†
α−q), (2)

where εik is taken to be the ith eigenvalue of a noninteracting
system (typically Kohn-Sham [19]) at k-point k; ναq is the
αth phonon frequency at q-point q; and �

αq
i jk are the electron-

phonon coupling matrix elements from Eq. (1).
The Hamiltonian in Eq. (2) contains an interaction term

(i.e., beyond quadratic order in the operators) and thus cannot
be solved exactly. Instead we employ Wick’s theorem [26],
which rewrites ĤF as a sum of normal-ordered products ar-
ranged from uncontracted terms to fully contracted products.
Our approximation is then to keep all terms up to quadratic
order. Applying this strategy directly to ĤF results in two
problems. The first is that a nontrivial solution would require
that 〈d̂αq + d̂†

α−q〉 �= 0, which would imply that the atoms
have displaced. However, the superconducting transition is
not brought about by an atomic displacement. For example,
a solid with one atom per unit cell, such as bcc niobium,
cannot undergo an atomic displacement across the transition
and remain lattice periodic. The second problem is that there is
no anomalous term of the form 〈â†â†〉 in the Wick expansion
of ĤF. These issues preclude the use of this approximation for
superconductivity calculations.

We now make the observation that any operator raised to a
power has the same eigenvectors as the original. In particular,
if ĤF|�i〉 = Ei|�i〉 then

Ĥ2
F |�i〉 = E2

i |�i〉, (3)

which can be used to determine the ground state of ĤF with
the proviso that the sign of each Ei be determined inde-
pendently. Wick’s theorem applied to Ĥ2

F overcomes both
aforementioned problems, namely that nontrivial solutions do
not require atomic displacements and there is now an anoma-
lous term in the Wick expansion.

The first term in the Wick expansion of Ĥ2
F is the di-

rect term from the noninteracting part of the electronic
Hamiltonian:

2

[
ns

Nk

∑
jk′

ε jk′ â†
jk′ â jk′ + 1

Nq

∑
αq

ναqd̂†
αqd̂ αq

] ∑
ik

εikâ†
ikâik

= 2 δE0

∑
ik

εikâ†
ikâik, (4)

where ns = 1 and ns = 2 for spin-polarized and spin-
unpolarized calculations, respectively, and the change in the
noninteracting energy per unit cell is given by

δE0 = ns

Nk

∑
ik

εik δγ k
i j + 1

Nq

∑
αq

ναq
〈
d̂†

αqd̂αq
〉
. (5)

Here the change in electronic density matrix is given by

δγ k
i j = γ k

i j − �(εik − εF)δi j, (6)

with

γ k
i j = 〈â†

ikâ jk〉. (7)

Taking â†
ikâ jk to mean the change in the density matrix in

Eq. (6), rather than the density matrix itself, is equivalent to
first placing the Hamiltonian in particle-hole form. A con-
sequence of this is that δE0 � 0. Note that the equivalent
exchange terms, such as

1

Nk

∑
ik, jk′

εikε jk′ â†
jk′ â jk′ â†

ikâ ik, (8)

tend to zero in the limit of an infinite k-point set. Before
proceeding further, we will assume that the system is time-
reversal symmetric; thus, if ϕik(r) is an electronic orbital, then
so is ϕ∗

i−k(r). This leads to the relationships

�
αq
i j k = �

αq
ji −k−q, �

∗αq
i j k = �

α−q
ji k+q, γ k

i j = γ −k
ji . (9)

The result of only keeping terms up to quadratic order is
a Hamiltonian for which the fermions are decoupled from the
bosons:

Ĥ = Ĥf + Ĥb, (10)

where

Ĥf =
∑
i j,k

Ak
i j â

†
ikâ jk + 1

2 Bk
i j â

†
ikâ†

j−k − 1
2 B∗k

i j âikâ j−k (11)

and

Ĥb =
∑
αα′,q

Dq
αα′ d̂†

αqd̂α′q + 1
2 Eq

αα′ d̂†
αqd̂†

α′−q + 1
2 E∗q

αα′ d̂αqd̂α′−q

+
∑

α

F q=0
α (d̂†

αq=0 + d̂αq=0). (12)

The matrices A and B are given explicitly as

Ak
i j = εikδi j − εF +

∑
α

�
αq=0
i j k 〈d̂αq=0 + d̂†

αq=0〉

− 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
i′ j k �

∗α′q
j′i k δγ

k+q
i′ j′ [〈d̂αqd̂α′−q〉

+ 〈d̂†
α′qd̂αq〉 + 〈d̂†

α−qd̂α′−q〉 + 〈d̂†
α−qd̂†

α′q〉], (13)

Bk
i j = − 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
j′ j k �

∗α′q
i′i k 〈âi′k+qâ j′−k−q〉

× [〈d̂αqd̂α′−q〉 + 〈d̂†
α′qd̂αq〉 + 〈d̂†

α−qd̂α′−q〉 + 〈d̂†
α−qd̂†

α′q〉].
(14)

The matrix D is related to E by

Dq
αα′ = ναqδαα′ + Eq

αα′ , (15)

with E arising from either the normal or anomalous electronic
density matrices:

Eq
αα′ = − ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k δγ

k+q
i′ j δγ k

i j′ (normal),

(16)
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FIG. 1. Schematic representation of the matrices A, B, D, E , and F corresponding to the contractions in Eqs. (13)–(18), respectively. The

components are the electron-phonon vertex � = ; the change in electronic density matrix δγ = ; the anomalous density matrix
〈â â〉 = ; the phonon densities 〈d̂ d̂ 〉 + 〈d̂†d̂〉 + 〈d̂†d̂〉 + 〈d̂†d̂†〉 = , and 〈d̂ + d̂†〉 = .

Eq
αα′ = ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k 〈â jk+qâi′−k−q〉〈â†

ikâ†
j′−k〉

(anomalous). (17)

Finally, the vector F is given by

F q=0
α = ns

Nk

∑
i j k

�
αq=0
i j k δγ k

i j . (18)

These terms are expressed diagramatically in Fig. 1, where in-
stead of the propagators found in Feynman diagrams, there are
electron and phonon density matrices connecting the vertices.

III. ALGEBRAIC FORM OF THE ELECTRON
AND PHONON BOGOLIUBOV EQUATIONS

In the following, the k- and q-point dependencies of the
fermionic and bosonic Hamiltonians are removed and we
focus on their algebraic structure instead. All matrices are
assumed to be finite in size.

A. Bogoliubov equation for electrons

The most general noninteracting fermionic Hamiltonian of
interest here has the form

Ĥf =
nf∑

i, j=1

Ai j â
†
i â j + 1

2 Bi j â
†
i â†

j − 1
2 B∗

i j âiâ j, (19)

where A is a Hermitian matrix; B is antisymmetric and corre-
sponds to the matrix elements of the superconducting pairing
potential �(r, r′). The sum runs to the number of fermionic
basis vectors nf . The matrix A includes a chemical potential
term Ai j → Ai j + μδi j which is used to fix the total electronic
number to Ne. The Hermitian eigenvalue problem(

A B
B† −A∗

)( �Uj

�Vj

)
= ε j

( �Uj

�Vj

)
(20)

yields 2nf solutions. However, if ε j and ( �Uj, �Vj ) are an
eigenpair, then so are −ε j and ( �V ∗

j , �U ∗
j ). Now we select nf

eigenpairs with each corresponding to either a positive or
negative eigenvalue but with its conjugate partner not in the
set. This choice will not affect the eventual ground state. Let

U and V be the nf×nf matrices with these solutions arranged
columnwise. Orthogonality of the vectors is then expressed as(

U V ∗
V U ∗

)†(
U V ∗
V U ∗

)
= I, (21)

which implies U †U + V †V = I and U †V ∗ + V †U ∗ = 0.
Completeness further implies UU † + V ∗V t = I and UV † +
V ∗Ut = 0. The Hamiltonian Eq. (19) can now be diagonalized
with the aid of U and V via a Bogoliubov transformation [27]:,

α̂
†
j =

nf∑
i=1

Ui j â
†
i + Vi j âi,

α̂ j =
nf∑

i=1

U ∗
i j âi + V ∗

i j â
†
i , (22)

in other words,

Ĥf =
nf∑

i=1

εiα̂
†
i α̂i + W0, (23)

where W0 = −tr(V εV †). The fermionic algebra is also pre-
served for α̂:

{α̂i, α̂
†
j } = δi j, {α̂i, α̂ j} = 0, {α̂†

i , α̂
†
j } = 0. (24)

1. Noninteracting ground state

Given A and B, the matrices U , V , and ε are fixed by the
Bogoliubov Eq, (20). What remains is to construct from these
the eigenstates of Eq. (19) in the Fock space. To do so, one first
needs to find a normalized vacuum state which is annihilated
by all the α̂ j . Here it is (denoted |0̄〉 so as to distinguish it from
the normal vacuum state |0〉),

|0̄〉 ≡
nf∏

j=1

Ûj

nf∏
k=1

â†
k |0〉 +

nf∏
j=1

V̂ †
j |0〉, (25)

where Ûj ≡ ∑
i U ∗

i j âi and V̂ †
j ≡ ∑

i V ∗
i j â

†
i . It is readily verified

that α̂ j |0̄〉 = 0 for all j; the vacuum has the correct normal-
ization 〈0̄|0̄〉 = 1; and the vacuum energy 〈0̄|Hf |0̄〉 = W0. The
noninteracting many-body ground state can be constructed
in analogy with the usual fermionic situation. Let M be the
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number of ε j < 0, then the ground state

|�0〉 =
M∏

j=1

α̂
†
j |0̄〉, (26)

so

Ĥf |�0〉 = E0|�0〉, (27)

where E0 = ∑M
j=1 ε j + W0.

2. Normal and anomalous densities

To determine the densities, both normal and anomalous,
one first has to find the expectation values of pairs of â and â†.
These, in turn, are linear combinations of expectation values
of pairs of α̂ and α̂†. Using the anticommutation relations
Eqs. (24) and remembering that α̂|0̄〉 = 0, we get

〈�0|α̂†
i α̂ j |�0〉 =

{
δi j i, j � M
0 i, j > M

〈�0|α̂iα̂
†
j |�0〉 =

{
0 i, j � M
δi j i, j > M

(28)

and

〈�0|α̂†
i α̂

†
j |�0〉 = 0, 〈�0|α̂iα̂ j |�0〉 = 0. (29)

Equations (22), (28), and (29) give the normal and anomalous
density matrices:

〈�0|â†
i â j |�0〉 =

M∑
k=1

U ∗
ikUjk +

nf∑
k=M+1

VikV
∗
jk (30)

and

〈�0|â†
i â†

j |�0〉 =
M∑

k=1

U ∗
ikVjk +

nf∑
k=M+1

VikU
∗
jk . (31)

3. Time evolution

What remains is to determine how the fermionic state
evolves with time in the time-dependent version of the
method. The form of the ground-state equations dictates that
of the time-dependent equations. Thus, if we assume that the
matrices A and B are now functions of time, then the time-
dependent generalization of Eq. (20) is

i
∂

∂t

( �Uj

�Vj

)
=

(
A(t ) B(t )
B†(t ) −A∗(t )

)( �Uj

�Vj

)
, (32)

with the time-dependent state given by |�(t )〉 =∏M
i=1 α̂

†
i (t )|0̄〉. It is easy to show that this state satisfies

i
∂|�(t )〉

∂t

=
(∑

i j

Ai j (t )â†
i â j + 1

2 Bi j (t )â†
i â†

j − 1
2 B∗

i j (t )âiâ j

)
|�(t )〉,

(33)

with |�(t = 0)〉 = |�0〉. Note that the number of occupied
orbitals M remains constant with time. Here we have assumed
that the system has evolved from its ground state.

B. Bogoliubov equation for phonons

The most general noninteracting bosonic Hamiltonian of
relevance here has the form

Ĥb =
∑

i j

Di j d̂
†
i d̂ j + 1

2 Ei j d̂
†
i d̂†

j + 1
2 E∗

i j d̂id̂ j

+
∑

i

Fid̂
†
i + F ∗

i d̂i, (34)

where D is Hermitian and contains the kinetic energy oper-
ator; E is a complex symmetric matrix and F is a complex
vector. Note that Ĥb contains the anomalous terms d̂†

i d̂†
j and

d̂id̂ j . In analogy with the fermionic case, this Hamiltonian can
be diagonalized,

Ĥb =
nb∑

i=1

ωiγ̂
†
i γ̂i + �0, (35)

with the Bogoliubov-type transformation

γ̂ j =
nb∑

i=1

W ∗
i j d̂i + X ∗

i j d̂
†
i + y∗

j ,

γ̂
†
j =

nb∑
i=1

Wi jd̂
†
i + Xi j d̂i + y j, (36)

where W and X are complex matrices and y is a complex
vector. The index j runs from 1 to twice the number of bosonic
modes. Requiring that γ̂ and γ̂ † obey bosonic algebra (the
complex numbers y j obviously commute with themselves and
the operators, maintaining the algebra) yields

W †W − X †X = I, (37)

W †X ∗ − X †W ∗ = 0. (38)

After some manipulation, we arrive at the Bogoliubov
equations for phonons:

(
D −E
E∗ −D∗

)( �Wj

�Xj

)
= ω j

( �Wj

�Xj

)
. (39)

The above equation cannot be reduced to a symmet-
ric eigenvalue problem because the conditions Eqs. (37)
and (38) correspond to the indefinite inner product η =
diag(1, . . . , 1,−1, . . . ,−1). Such matrix Hamiltonians can
still possess real eigenvalues [28–31] and this particular aspect
is explored in Appendix A.

Once these equations are solved, the vector y is determined
from

y = ω−1(W t − X t )F, (40)

where ω = diag(ω1, . . . , ωnb ). The constant term in Eq. (35)
given by

�0 = −tr(XωX †) − y†ωy. (41)
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1. Existence and nature of the vacuum state

We now show that the state which is annihilated by all the
γ̂i exists. Let

ŵ j :=
nb∑

i=1

W ∗
i j d̂i x̂†

j :=
nb∑

i=1

X ∗
i j d̂

†
i , (42)

then

[ŵ j, x̂†
j ] =

nb∑
i=1

W ∗
i j X

∗
i j =: τ j . (43)

Now consider the eigenvalue equation:

(ŵ j + x̂†
j )|0̄ j〉 = −y∗

j |0̄ j〉. (44)

Using the ansatz

|0̄ j〉 =
∞∑

n=0

κ
j

n

n!
(x̂†

j )n|0〉, (45)

we obtain a recurrence relation

κ j
n = [−y∗

j κ
j

n−1 − (n − 1)κ j
n−2

]
/τ j (46)

with y∗
j κ

j
0 = −κ

j
1τ j and κ

j
0 chosen so 〈0̄ j |0̄ j〉 = 1. Note that if

κ
j

n = 1 for all n then Eq. (45) is a coherent state. The vacuum

state

|0̄〉 = ζ Ŝ
nb⊗

j=1

|0̄ j〉, (47)

where ζ is a normalization constant and Ŝ is the symmetrizing
operator, is annihilated by all γ̂ j and, because ω j > 0 for all
j, is also the bosonic ground state, which is the lowest energy
Fock space eigenstate of Eq. (34), as required.

2. Phononic observables and time evolution

To make the theory useful, observables which are products
of the original d̂i and d̂†

i operators have to be computed. After
some straightforward algebra one finds that linear operators
may be evaluated using

Yi := 〈0̄|d̂i|0̄〉 = 〈0̄|d̂†
i |0̄〉∗ =

nb∑
j=1

X ∗
i jy j − Wi jy

∗
j . (48)

Observables which are quadratic are more complicated:

〈0̄|d̂†
i d̂ j |0̄〉 = Y ∗

i Yj + (XX †)i j, 〈0̄|d̂id̂
†
j |0̄〉 = YiY

∗
j + (WW †)i j,

〈0̄|d̂†
i d̂†

j |0̄〉 = Y ∗
i Y ∗

j − (XW †)i j, 〈0̄|d̂id̂ j |0̄〉 = YiYj − (W X †)i j .

(49)

The extension to the time-dependent case follows the same procedure as that for fermions, namely, that the matrices and vector
D, E , and F in Eq. (34) become time-dependent as, consequently, do γ̂

†
i and |0̄〉 after solving the equation of motion:

i
∂

∂t

( �Wj

�Xj

)
=

(
D(t ) −E (t )

E∗(t ) −D∗(t )

)( �Wj

�Xj

)
. (50)

This time evolution is not unitary but rather pseudounitary [32] and will not preserve ordinary vector lengths, in general, but will
preserve the indefinite inner product. The vector y can be determined analogously from

i
∂y

∂t
= (W t (t ) − X t (t ))F (t ). (51)

Evolving Eqs. (50) and (51) in time is equivalent to doing the same for the second-quantized Hamiltonian and the Fock space
state vector:

i
∂|�(t )〉

∂t
=

(∑
i j

Di j (t )d̂†
i d̂ j + 1

2 Ei j (t )d̂†
i d̂†

j + 1
2 E∗

i j (t )d̂id̂ j +
∑

i

Fi(t )d̂†
i + F ∗

i (t )d̂i

)
|�(t )〉. (52)

IV. IMPLEMENTATION FOR SOLIDS

Having established the electron and phonon
Bogoliubov equations to be solved as well as expectation
values of operator products, we can write the terms A, B,
D, E , and F as functions of the quantities (Uk,Vk ) and
(Wq, Xq).

The normal electronic density matrix can be written

γ k
i j = 〈â†

ikâ jk〉 = (VkV †
k )i j, (53)

where we have used Eq. (30) and retained only the positive
eigenvalues (as is our choice). All the terms in the Hf and Hb

are determined in a similar manner:

Ak
i j = εikδi j − εF + 2

∑
α

�
αq=0
i j k Re

(
Y q=0

α

)

− 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
i′ j k �

∗α′q
j′i k δγ

k+q
i′ j′

× [X−qX †
−q − WqX †

−q]αα′ , (54)
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Bk
i j = − 2

Nq δE0

∑
i′ j′

∑
αα′q

�
αq
j′ j k �

∗α′q
i′i k (Uk+qV †

−k−q)i′ j′

× [X−qX †
−q − WqX †

−q]αα′ , (55)

Eq
αα′ = − ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k δγ

k+q
i′ j δγ k

i j′ (normal),

(56)

Eq
αα′ = ns

Nk δE0

∑
i j,i′ j′k

�
∗αq
ji k �

α′q
i′ j′ k (Uk+qV †

−k−q) ji′ (UkV †
−k )∗i j′

(anomalous), (57)

Dq
αα′ = ναqδαα′ + Eq

αα′ , (58)

F q=0
α = ns

Nk

∑
i j k

�
αq=0
i j k δγ k

i j . (59)

Owing to time-reversal symmetry, the electron and phonon
equations to be solved are(

Ak Bk

B†
k −Ak

)(
�Ujk
�Vj−k

)
= ε jk

(
�Ujk
�Vj−k

)
,

(
Dq −Eq
Eq −Dq

)(
�Wjq
�Xj−q

)
= ω jq

(
�Wjq
�Xj−q

)
, (60)

where Ak, Dq and Eq are Hermitian and Bk is symmetric.
The above equations were implemented in the all-electron

ELK code [33] which is a density functional theory (DFT)
Kohn-Sham code and uses augmented plane waves as its
basis. Phonon dispersions and the electron-phonon coupling
matrix elements were determined using density functional
perturbation theory (DFPT) [34]. The local density ap-
proximation (LDA) was used as the exchange-correlation
functional throughout. The important issue of stability of the
self-consistent procedure is addressed in Appendix B.

Anomalous correlation entropy

Before proceeding to the results, we first define a po-
tentially useful quantity: the anomalous correlation entropy
(ACE). Let vi ≡ | �Vi|2 be the norm squared of the V part of the
vector ( �Ui, �Vi ), and note that 0 � vi � 1. For a normal state
(i.e., not superconducting) vi is either 0 or 1. This suggests
that we can define the fermionic ACE (FACE) as

FACE = −
∑

i

vi ln(vi ) + (1 − vi ) ln(1 − vi ), (61)

which is a single, dimensionless quantity equal to zero for the
normal state and greater than zero for the superconducting
state. This is very similar to the correlation entropy of the
one-reduced density matrix [35]. It is also possible to compute
the FACE over a restricted sum of states, for example, those
of a particular k point or simply for each individual state.

The bosonic ACE (BACE) is the analog for phonons. Here
the X part of the vector ( �Wi, �Xi ) is squared: xi ≡ | �Xi|2, which is
positive and unbounded, and the formula for bosonic entropy

FIG. 2. Electronic density of states of diamond for both the
conventional LDA Kohn-Sham system and the electron-phonon
Bogoliubov equations derived from the mean field of Ĥ 2

F .

is employed:

BACE = −
∑

i

xi ln(xi ) − (1 + xi ) ln(1 + xi ). (62)

The BACE (and its q-point resolved variant) is useful for
determining the strength of virtual phonon modes responsible
for causing correlations in the electronic system.

V. RESULTS

A. Band-gap renormalization

1. Diamond

It has been known for some time that the band gap of
diamond is significantly renormalized by the electron-phonon
interaction [36–54]. We calculated the phonon dispersion and
electron-phonon coupling matrix elements using DFPT with
q-point and k-point grids both taken to be 16×16×16. Calcu-
lations were performed using the experimentally determined
lattice parameter. The electronic part electron-phonon system
was solved in the basis of occupied orbitals plus 16 empty
orbitals. Self-consistency was achieved in about 300 itera-
tions. The density of states (DOS) is plotted in Fig. 2 for
both the noninteracting (LDA) calculation and the electron-
phonon calculation. Our calculated change in the fundamental
(indirect) gap is −394 meV (from the � point to ( 3

8 , 3
8 , 0))

and the change in the optical (direct) gap is −429 meV
(� point). Table I lists band-gap renormalization energies
from both experiment and theory. Previous theoretical results
range from −462 meV to −321 meV for the fundamental
gap and −670 meV to −409 meV for the optical gap. Ex-
perimental values range from −410 meV to −340 meV and
−320 meV to −450 meV for the fundamental and optical
gaps, respectively. This lack of consensus for the value both
gap renormalization energies makes it difficult to judge the
quality of our results. Both of the gaps determined using the
current method lie within the range of both previous theory
and experiment. Our indirect gap is closest to the experi-
mental result of Monserrat et al. [40], which claims to be
a more accurate extrapolation of the temperature-dependent
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TABLE I. Band gap renormalization of diamond.

Reference Fundamental gap Optical gap
renormalization (meV) renormalization (meV)

Experiment
Logothetidis et al. [37] −320, −450
Cardona [38] −340
Cardona [39] −364, −370
Monserrat et al. [40] −410

Theory
Giustino et al. [41] −615
Cannuccia and Marini [42] −670
Monserrat and Needs [43] −334
Monserrat et al. [40] −462
Antonius et al. [44] −404, −628
Poncé et al. [45] −409
Lloyd-Williams and Monserrat [46] −343 −430
Antonius et al. [47] −320, −439
Poncé et al. [48] −330 −416
Zacharias and Giustino [49] −345 −450
Monserrat [50] −344
Monserrat [51] ∼ − 410, ∼ −642
Karsai et al. [52] −320, −337 −326, −586
Miglio et al. [53] −330 −416
Zhang et al. [54] −437

Current paper −394 −429

thermal gap than previous estimates. Likewise, our optical
gap is closest to the experimental value of Logothetidis et al.
[37], determined from analyzing the second derivative of the
dielectric function.

A significant observation is that most of the renormaliza-
tion occurs at the valence band maximum with very little
change to the conduction band DOS. This was also the conclu-
sion reached by Engel et al. for the band gap renormalization
of ice [55]. Precise resolution of this tail is critical for an ac-
curate determination of the change in band gap. This, in turn,
demands a sufficiently dense k-point set. The large variance
among the theoretical results may be a consequence of some
calculations being inadequately converged with respect to the
number of k points.

Slices of the BACE across the Brillouin zone are plotted
in Fig. 3 and are determined from Eq. (62), where the q point
is fixed and the sum is only over the phonon branches. The
values exhibit considerable variation, ranging from about 0.06
to 1.51. There are several hot spots throughout the zone where
the virtual phonons which contribute to the renormalization of
the electronic band gap are most prevalent. Those of highest
intensity occur in the plane at q = 1

8 (1, 1, 1). We note that,
like the k-point set, the strong variation of the BACE across
the zone indicates that a large number of q points may be
required to properly converge the renormalized gap.

2. Silicon

As a second example of band-gap renormalization, we
applied the method to silicon. For this case, an 8×8×8
q-point grid along with a shifted 16×16×16 k-point grid was
used. Our calculated gaps were quite similar to one another:

−36 meV and [from the � point to (0, 9
16 , 9

16 )] for the funda-
mental and −35 meV (� point) for the optical. These are in
reasonable to good agreement with previous calculations and
experiment (see Table II). The gap renormalization is over an
order of magnitude smaller than that of diamond, indicating
that the method works for a wide range of values.

The LDA and electron-phonon renormalized DOS is plot-
ted in Fig. 4. Although the change in the gap is much smaller
than that of diamond, the same characteristic that most of the
effect arises from the highest occupied states is observed. The
DOS of the conduction band is completely unchanged.

B. Superconductivity

Prediction of the superconducting state provides a stringent
test for our method because of the very small energy scale
of the superconducting gap compared to typical bandwidths.
Accurate determination of the gap requires a large sampling of
k points very close to the Fermi surface. In our calculations, a
small shift was applied to the regular k-point grid, the effect
of which is to reduce the number of equivalent points and
thus distribute the eigenvalues more evenly around the Fermi
energy. In addition, a small energy window was applied to
the matrix elements of B in Eq. (55). All matrix elements
corresponding to states with eigenvalues outside this window
were set to zero. This is to ensure that only states very close
to the Fermi energy can contribute to the anomalous density.
The window was taken to be 0.001 Ha (∼27.2 meV) for all
cases below. We found that the superconducting gap was fairly
insensitive to this choice so long as there was a sufficient
number of k points whose eigenvalues lay within this window.
In both plots below, the points have been mirrored around zero
to effectively increase the k-point sampling.
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FIG. 3. Bosonic anomalous correlation entropy for diamond plotted across half the Brillouin zone. The vector at the center of each plane
is given by q(1, 1, 1) in reciprocal lattice coordinates. The value of the dimensionless BACE ranges from about 0.06 to 1.51.

It is important to mention that the anomalous Coulomb
interaction is not included in these calculations, which
generally results in superconducting gaps that are overes-
timated. We will compare our FACE to equivalent data
calculated using the well-tested superconducting density func-
tional theory (SCDFT) [58–62], where the effect of the
Coulomb interaction has been deliberately omitted. The
SCDFT code has the advantage of being able to upsample
the k-point grid via interpolation to better resolve the su-

perconducting gap. By convention, the superconducting gap
should be measured from zero in the figures below. Note
that the Fermi energy was continuously adjusted during the
calculation to maintain the correct total charge.

1. Niobium

The phonon dispersion and electron-phonon matrix ele-
ments for bcc Nb were calculated on a 8×8×8 q-point set and
a 40×40×40 k-point set shifted by ( 1

4 , 1
2 , 5

8 ) of the smallest

TABLE II. Band gap renormalization of silicon.

Reference Fundamental gap Optical gap
renormalization (meV) renormalization (meV)

Experiment
Lautenschlager [56] −25
Cardona [38] −50
Pässler [57] −72
Cardona [39] −60, −64

Theory
Monserrat et al. [43] −60
Poncé et al. [48] −56 −42
Monserrat [50] −58
Monserrat [51] −28
Zacharias and Giustino [49] −57 −44
Karsai et al. [52] −65
Miglio et al. [53] −56 −42
Zhang et al. [54] −75

Current paper −36 −35
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FIG. 4. Electronic density of states of silicon for both the conven-
tional LDA Kohn-Sham system and the electron-phonon Bogoliubov
equations derived from the mean-field of Ĥ 2

F .

division. The total FACE converged in about 500 iterations.
An energy-resolved histogram of the FACE for each state and
k-point is presented in Fig. 5. This is compared to equivalent
data calculated using SCDFT. One can see immediately that
the FACE is nonzero in a region around the Fermi energy and
that there is also a gap present. Owing to the scattered nature

FIG. 5. State and k-point resolved FACE histogram of niobium,
MgB2, and copper calculated with SCDFT and the electron-phonon
Bogoliubov equations derived from the mean-field of Ĥ2

F . The verti-
cal lines indicate the energy cutoff used when evaluating the matrix
B in Eq. (55). In both plots, the points have been mirrored around
zero to effectively increase the k-point sampling.

of the points in the histogram, the precise value of the gap
itself is difficult to ascertain. The minimum gap based on a
single point is 2.4 meV. SCDFT (without Coulomb) gives a
value of 2.5 meV, although this does not correspond to the
single point with smallest gap but rather the midpoint of the
main cluster of points taken at maximum FACE value. There
is good agreement between our mean-field theory and SCDFT
for the inner boundary of the FACE over the complete range
of energies. One of the more recent experiments puts the value
of the Nb superconducting gap at 1.49 meV [63]. The SCDFT
gap with the Coulomb interaction included yields a gap of
between 1.54 and 1.79 meV [60], indicating the magnitude
of this effect. Including the anomalous Coulomb interaction
in our calculations should also reduce our gap to about this
value.

2. MgB2

The superconducting state of MgB2 is much more difficult
to converge with respect to the number of k points than Nb.
This is because its Fermi surface contains two-dimensional
cylinderlike structures [64] which require particularly care-
ful sampling. We used a k-point grid of 36×36×24 shifted
by ( 1

4 , 1
2 , 5

8 ) of the smallest division. The q-point set was
taken to be 12×12×6. The DFPT calculation generated about
140 GB of electron-phonon coupling data, putting it at the
limit of our computational resources. This limitation and the
form of the Fermi surface meant the resolution of the gap was
not as good as for Nb. Convergence of the total FACE was
achieved in about 500 iterations and took over 700 CPU hours,
which was the most of all our calculations.

The state and k-point resolved FACE energy histogram can
be see in Fig. 5. Distinct from the case of Nb is the appearance
of two superconducting gaps in the plot. This is because the
MgB2 Fermi surface arises from two sets of bands with σ and
π character [64]. Despite the noise, we estimate the π band
gap from the single FACE point closest to zero, as 5.9 meV.
This agrees well with the SCDFT value of 6.5 meV. On the
whole, the inner boundary of the π band FACE is in good
agreement with that of SCDFT.

It is nearly impossible to reliably extract a value for
the second gap because of the sparsity of sampled points.
SCDFT yields a value of about 15 meV. Nevertheless, an
inner boundary of the σ gap can be discerned and follows
that obtained from SCDFT. Better resolution of the σ gap of
MgB2 clearly requires a much denser k-point grid; this could
be accomplished by an upsampling of the grid, as done in the
SCDFT code.

3. Copper

Copper does not exhibit superconducting properties even at
vanishingly small temperatures but rather possesses a residual
resistance. Our method should therefore predict a supercon-
ducting gap of zero for this metal. The phonon dispersion and
matrix elements were calculated for fcc Cu using a 8×8×8 q-
point grid and a 40×40×40 k-point grid. The total FACE was
considerably smaller than that for Nb and MgB2, and con-
verged in about 800 iterations. The state and k-point resolved
FACE energy histogram can be seen in Fig. 5 and the absence
of a gap is immediately apparent. This is an important test for
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the Bogoliubov equations because it demonstrates that they
did not produce a false positive for superconductivity, i.e.,
they correctly predict that fcc Cu should not be a supercon-
ductor even at a zero temperature.

VI. SUMMARY

We have defined noninteracting Hamiltonians for fermions
and bosons which are coupled only via their respective den-
sity matrices. Both are solved using Bogoliubov equations:
the fermionic are Hermitian and the bosonic are Hermitian
only with respect to an indefinite metric. Sufficient conditions
which guarantee real eigenvalues for the bosonic system were
found. Explicit forms of the potential matrix elements A, B,
D, E , and F which constitute the equations were found using
mean-field potentials derived from Wick’s theorem applied to
the square of the Fröhlich Hamiltonian. Electron and phonon
density matrices were determined by solving the equations
together and self-consistently. We found that this approach
correctly reproduced the renormalization of the band gaps in
diamond and silicon. The superconducting gaps of bcc Nb
and MgB2 were shown to reproduce those of SCDFT, and fcc
Cu was found to be nonsuperconducting, in accordance with
experiment.

Based on these results, we are confident that this is a
practical method for parameter-free simulations of the time
evolution of the superconducting state. Furthermore, these
equations and the application of Wick’s theorem to the square
of a Hamiltonian could be used for other theories with bosonic
fields. One such example is quantum electrodynamics (QED),
for which the method may be useful for studying strong field
dynamics which include pair creation effects, or for cavity
QED with discrete photon modes.
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APPENDIX A: MATHEMATICAL PROPERTIES
OF THE BOSONIC BOGOLIUBOV EQUATIONS

In this Appendix, we prove that under certain conditions
the matrix Eq. (39) always possesses nb solutions which sat-
isfy Eqs. (37) and (38). This requires the observation that if the
vector v ≡ (w, x) with eigenvalue ω is a solution to Eq. (39),
then so is v̄ ≡ (x,w) with eigenvalue −ω. To simplify the ar-
guments, we consider only the special case where the matrices
D and E are real symmetric and the vector F is also real. In

this case, the bosonic Hamiltonian can be written as

Ĥb =
∑

i j

Di j d̂
†
i d̂ j + 1

2 Ei j (d̂
†
i d̂†

j + d̂id̂ j ) +
∑

i

Fi(d̂
†
i + d̂i ).

(A1)

Theorem 1. Let

H =
(

D −E
E −D

)
,

where D and E are real symmetric nb×nb matrices. Suppose
H has only real, nondegenerate eigenvalues and every eigen-
vector v satisfies vtηv �= 0. Then

(1) The eigenvectors of H may be chosen real.
(2) The eigenvalue Eq. (39) has exactly nb solutions which

satisfy the conditions Eqs. (37) and (38).
Proof. The proof that the eigenvectors may be chosen real

is straightforward, so we now prove the second statement. Let
v1 and v2 be two real eigenvectors of H with corresponding
real eigenvalues ω1 and ω2. Now Hv1 = ω1v1 ⇒ ηHv1 =
ω1ηv1 and because ηH is symmetric we have vt

1ηH = ω1v
t
1η

and thus vt
1ηHv2 = ω1v

t
1ηv2. We also have that Hv2 = ω2v2

and so vt
1ηHv2 = ω2v

t
1ηv2. Subtracting and using the fact

that ω1 �= ω2 yields vt
1ηv2 = 0. This is equivalent to the off-

diagonal part of condition Eq. (37). Consider an eigenvector
v = (w, x) of H . Now vtηv �= 0, thus if vtηv < 0 then choose
the other eigenvector v̄ for which v̄tηv̄ > 0. Such an eigen-
vector can be rescaled arbitrarily to ensure vtηv = 1. This
corresponds to the diagonal part of Eq. (37) but is valid for
only half of the total number of eigenvectors since rescaling
cannot change the sign of vtηv. These remaining vectors
are discarded. Condition Eq. (38) is trivially satisfied for the
diagonal. For any two vectors vi and v j , suppose v j �= v̄i then
v̄ j = vk for some other k. The off-diagonal part of condition
Eq. (37) is satisfied for all vectors, thus vt

i ηvk = vt
i ηv̄ j = 0. If

v j = v̄i, then one of these vectors will have been discarded.
The theorem is easily extended to the case where H has

degenerate eigenvalues. There is no guarantee that the eigen-
values of H are real since the matrix is not Hermitian. We
therefore need additional restrictions on the matrices D and E
to ensure this; the following conditions are sufficient but not
necessary. We use the notation P  0 to mean that the sym-
metric matrix P is positive definite, and that P  Q implies
P − Q  0.

Theorem 2. Let D  0, and suppose that E is a symmetric
matrix. If any of the following are true then H has real eigen-
values:

(1) D  ED−1E .
(2) The largest eigenvalue of (ED−1)2 is less than 1.
(3) z†Dz > |z†Ez| for all z ∈ Cnb .
(4) E  0 and D  E .
(5) E  0 and Dp  E p, where p � 1.
(6) D2  E2.
Furthermore, if all eigenvalues are nonzero, then all eigen-

vectors satisfy vtηv �= 0.
Proof. Let ω and v be an eigenvalue and eigenvector of H .

The matrix

ηH =
(

D −E
−E D

)
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is symmetric, therefore both sides of v†ηHv = ωv†ηv are
real. The only requirement for ω to be real is that v†ηHv

be nonzero, which is ensured so long as ηH  0. This
follows from either of the conditions (i) or (ii) (see, for
example, Ref. [66]). Condition (iii) follows from Theorem
2.1 in Ref. [67] and (iv) follows immediately. The Löwner-
Heinz theorem [68] reduces condition (v) to (iv). Finally,
suppose D2  E2, where E may not be positive definite.
E is symmetric, therefore E2  0, which means that there
exists a symmetric matrix e  0 such that e2 = E2. The
Löwner-Heinz theorem implies that D  e, therefore z†Dz >

z†ez for all complex vectors z ∈ Cnb . E and e can be simulta-
neously diagonalized and for each eigenvalue λ of E there is a
corresponding positive eigenvalue |λ| of e. In this eigenvector
basis, it is easy to see that z†ez � |z†Ez| for all z, which in
turn gives condition (iii), thereby proving (vi). In fact, all
of the above conditions imply [67] that ηH  0. Thus, if all
eigenvalues ω �= 0, then vtηv �= 0.

Corollary 2.1. Let D0  0 and E � 0 (positive semidefi-
nite), then D = D0 + E yields real eigenvalues for H .

Theorem 3. Let D be an arbitrary real symmetric matrix
and let f be a real function such that | f (x)| < |x| for all x ∈ R,
then by setting E = f (D) (in the usual function of matrices
sense [69]), H has real eigenvalues and every eigenvector v

satisfies vtηv �= 0.
Proof. We first note that

H2 =
(

D2 − E2 [E , D]
[E , D] D2 − E2

)
.

It is obvious for any E = f (D) that [E , D] = 0 and D2  E2.
Therefore, all the eigenvalues of H2 are real and positive. We
conclude that the eigenvalues of H are real and nonzero, thus
vtηv �= 0 follows from Theorem 2.

Theorem 4. Let D be a real symmetric matrix which has no
zero eigenvalues and which commutes with all the matrices
in a group representation S = {Si}. Further suppose that any
degenerate eigenvalues of D correspond only to irreducible
representations of S (i.e., there are no accidental degenera-
cies). If E is a real symmetric matrix which also commutes
with all the matrices in S, then there exists a ξ > 0 such that
if E → ξE then H (ξ ) has real eigenvalues.

Proof. From the properties of the determinant applied to
blocked matrices, the eigenvalues of H2 are also the eigenval-
ues of Q := D2 − E2 + [E , D]. Since [D, Si] = [E , Si] = 0

for all i, then D2, E2, [E , D] and thus Q(ξ ) also commute
with Si. Schur’s lemma applies equally well to non-Hermitian
matrices, therefore the degeneracies of Q(ξ ) are not lost as ξ

increases. We also note that the roots of a polynomial depend
continuously on its coefficients and hence the eigenvalues of
Q(ξ ) depend continuously on ξ . From the conjugate root the-
orem, if Q(ξ ) has a complex eigenvalue then it must also have
its complex conjugate as an eigenvalue. For sufficiently small
ξ > 0, the eigenvalues of D2 cannot become complex because
this would require lifting of a degeneracy. Also, because of
continuity and because D2 has strictly positive eigenvalues, a
sufficiently small ξ > 0 will keep them positive. Hence the
eigenvalues of H (ξ ) are real.

APPENDIX B: STABILITY OF THE BOGOLIUBOV
EQUATIONS

We discovered from our initial implementation of the
Bogoliubov equations that the self-consistent procedure was
highly unstable and difficult or impossible to converge. The
reasons for this are twofold: First, in each of the Eqs. (54)–
(58), there is a division by δE0. If this number becomes very
small, then the terms in the Hamiltonian become large. In
the next iteration, δE0 is then large and the terms are small.
Consequently, δE0 becomes small again. This oscillatory be-
havior can be tamed by mixing the input and output density
matrices with a small mixing parameter. A second and more
severe source of instability is the indefinite metric required
for solving the bosonic Bogoliubov Eq. (39). Typically, the
right eigenvectors of a non-Hermitian matrix returned by a
numerical linear algebra package such as LAPACK [70] are
normalized to 1 using the regular Euclidean norm. However,
an eigenvector which is a solution to Eq. (39) should have
pseudonorm | �Wi|2 − | �Xi|2 = 1. If βi is the pseudonorm of the
vector ( �Wi, �Xi ) with Euclidean norm 1, then we have to scale it
by 1/

√
βi to normalize it correctly. This is an obvious source

of instability because βi can be arbitrarily close to zero. Such
instability can be cured by making the observation that the
effect of electron-phonon coupling on the phonon system is
usually so small that βi � | �Wi|2 � 1. Thus, we instead scale
the vector by [1 − (1 − βi )p]/

√
βi, where p is usually taken

to be 2, although we find that the converged results are inde-
pendent of this choice. This scaling approaches the original
for βi close to 1 but is equal to 0 for βi → 0. The combination
of the modified scaling and slow mixing allow the calculations
to achieve self-consistency.
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6. Conclusions and Outlook

In this thesis, the laser-induced dynamics of electrons and nuclei in solids has been
studied from an ab-initio perspective. The described processes involve a strong ini-
tial excitation of the electrons by a short laser pulse followed by the non-adiabatic
dynamics of the coupled electron-nuclear system. This means that there are two
distinct types of interactions to be dealt with: the light-matter interaction and the
electron-nuclear interaction beyond the Born-Oppenheimer approximation. In this
PhD work, we first applied the real-time TD-DFT method to study the electron
dynamics in the presence of strong laser pulses. In the second section of the the-
sis, the coupled electron-nuclear dynamics has been characterized by a dynamical
generalization of the Born effective charges. Those are obtained from the electronic
response to the (time-dependent) displacement of a classical nuclear point charge.
In the last (and main) part of the thesis, we have developed a fully quantum me-
chanical treatment (i.e. there are no classical trajectories) for the non-adiabatic
electron-nuclear dynamics in solids in terms of an electronic and a phononic Bogoli-
ubov equation. These two Bogoliubov equations are coupled and have to be solved
in a self-consistent way.

The real-time TD-DFT approach is the method of choice to investigate the light-
induced electron dynamics in solids. It is easily implemented and it scales favorably
with the number of electrons compared with wave-function or Green-function meth-
ods. In this thesis, an implementation of real-time TD-DFT in the Elk code has
been used. Like in all DFT methods, the quality of the results obtained depends
on the approximation employed for the XC functional. The adiabatic LDA (ALDA)
functional significantly underestimates the absorption edges in the calculated optical
spectra due to the well-known Kohn-Sham band gap problem in DFT. On the other
hand, having an accurate band gap is crucial for the description of light-matter
interactions. One of the goals of this thesis was to find easy-to-use and efficient
correction scheme. We propose as real-time TD-DFT version of the so-called scissor
correction. Within this scissor correction, the band gaps of insulators and semi-
conductors are rigidly shifted to match their experimental values. We first show
that this procedure greatly improves the calculated absorption energies after a short
laser pulse in both the linear and nonlinear regimes. This outcome was to be ex-
pected (by construction). A result less obvious -but very reassuring- was revealed
by comparing the optical spectrum calculated with the scissor-corrected ALDA with
the one calculated with the modified Becke-Johnson (mBJ) potential (a functional
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which also yields improved band gaps). We find that the scissor-corrected ALDA
produces optical spectra in better agreement with experiment. While both methods
show an improved band gap, the mBJ potential, when used in the time propagation,
distorts other parts of the spectrum, in particular, it falsely narrows the width of
some bands in the band structures for a number of materials with d-orbitals such as
ZnSe. Since, on the other hand, the Kohn-Sham band gaps obtained from standard
ground-state KS calculations with the mBJ potential are quite accurate, one can
first perform a mBJ calculation to obtain a reasonable band gap efficiently and then
use this band gap in the scissor-corrected LDA real-time TD-DFT. It is important
to note that excitonic effects are not captured by this procedure. This problem
has not been further pursued in this thesis. To deal with it, one may follow a re-
cent suggestion by Sun et al.[56] who adapted the well- known long-range corrected
exchange-correlation kernel to be used within the real-time propagation.

In the second major section of the thesis, the effects of nuclear motion are studied
via a mixed quantum-classical approach. Our goal was to generalize the concept of
Born effective charges to the time domain. For this purpose, we chose the nuclear
trajectory to be generated by a sudden displacement of a nucleus at the initial time.
We then obtained the linear response of the electronic system triggered by this
particular motion of a classical point nucleus. In this way we were able to extend
the concept of Born effective charges to the dynamical regime in a very natural
way and calculate it with using the RT-TD-DFT approach. Here the change of the
macroscopic polarization was calculated by integrating the macroscopic electronic
currents induced by the nuclear displacement. Straightforwardly, the dynamical
Born effective charge is then obtained as the Fourier transform of the macroscopic
current divided by the Fourier transform of the velocity of the displaced nucleus. We
find significant resonance peaks at rather high energies (up to hundred electron volts)
in the dynamical Born effective charge spectra of the selected materials in our study.
Quite different from the dielectric function, the spectrum of the dynamical Born
effective charges depends individually on the atoms in the lattice. The static limit
of the dynamical Born effective charges (which represents the traditional static Born
effective charges) as obtained in our calculations, turned out to be in good agreement
with experimental results and with Berry phase calculations. For Cl in LiCl, results
are less accurate, possibly due to limitations of the LAPW basis. In the past,
the Born effective charges in metals had been considered ill-defined until a recent
publication by Dreyer et al.[23] who take the Drude weight in to account. We find the
static limit of our calculated dynamical Born effective charges of Aluminium in good
agreement with the (static) calculation of Dreyer et al. The profile of the dynamical
Born effective charge is able to quantify the amount of the energy absorbed by
excitation of electronic currents. Therefore, it could potentially improve the ab-
initio calculations of ion-stopping in the energy range of a few hundred electron
volts[57, 58]. Futhermore, we can couple the dynamical Born effective charge with
frequency dependent electric fields to modify the calculation of the force acting on an
atom in molecular dynamics calculations. Generally speaking, the dynamical Born
effective charge is a natural choice to investigate the non-adiabatic electron-nuclear
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coupling of an individual atom. It tells us the amount and the direction of electronic
charges moving along with the motion of a nucleus at a given frequency.

Finally, in the third and main part of the thesis, we develop a methodology
able to study the non-adiabatic electron-nuclear dynamics for solids fully quantum
mechanically. Starting from the Fröhlich Hamiltonian and using the fact that the
eigenvalues of the square of the Hamiltonian are the original eigenvalues squared,
i.e. Ĥ2|ψ〉 = λ2|ψ〉, we made a mean-field approximation for the square of the
Fröhlich Hamiltonian. By the virtue of lattice periodicity and the application of
Wick’s theorem, we deduced a set of two coupled Bogoliubov equations, one for the
electrons (which may be superconducting) and one for the phonons. The phononic
Bogoliubov equation is non-hermitian in general, so the eigenvalues are not neces-
sary real-valued. We therefore discuss some sufficient conditions to ensure that the
the eigenvalues of the bosonic Bogoliubov equation are real-valued. Furthermore,
the bosonic Bogoliubov equations are pseudo-unitary; thus, the corresponding eigen-
vectors preserve the pseudo-norm. This property may cause numerical instabilities
which we were able to handle by a mixing scheme. To analyze the numerical results,
we introduced two quantities, FACE and BACE, to characterize the electronic and
phononic excitations. BACE is particularly important for insulators because FACE
is zero in general for common insulators. Our results for diamond and silicon are
in good agreement with previous studies of the (phonon-induced) band gap renor-
malization. With the same set of equations, we also calculated the superconducting
gap and found it in good agreement with SC-DFT calculations. For Nb, the su-
perconducting gap is 2.4 meV based on the minimum of the single point of FACE.
The π gap of MgB2 is estimated to be 5.9 meV and, due to the cylinder structure,
the resolution of the σ band is insufficient, requiring a much denser k-point grid.
To demonstrate that our theory does not produce false positives of superconduct-
ing gaps, we also did a calculation for copper finding no superconducting gap, in
agreement with the experimental facts.

Our ground-state calculations correctly describe different phenomena caused by
the electron-phonon interaction. Remarkably, the superconducting gaps and the
band gap renormalization of insulators are both correctly obtained from the same
set of equations. These results are a crucial first step towards a practical scheme
describing the time evolution of superconducting states. The coupled Bogoliubov
equations have been formulated for the time-dependent case in this thesis by allowing
the mean-field potentials A, B, D, E and F to be time-dependent. We can determine
the time evolution of the electronic and phononic states by propagating the coupled
time-dependent Bogoliubov equations alongside each other. In this way, electrons
and nuclei are being treated on equal footing. Similar to the static case, these
equations are coupled through the (now time-dependent) electronic and phononic
density matrices which enter the mean-field potentials in the equations. The mean-
field potentials are local in time, a fact which makes the equations numerically
tractable. This work opens a straightforward ab-initio path to explore the non-
equilibrium dynamics of laser-driven superconductors and, in particular, also the
creation of superconducting excited states[15–19] from non- superconducting ground
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states by laser irradiation. The exploration of these scenarios with the methodology
developed in this thesis will be exciting future projects.
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