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Abstract
During medical education, physicians need several years to gain various types of compe-
tencies. This includes motoric and visuospatial skills as well as declarative, procedural
and situative knowledge. To gain practical routine and assurance, frequent training is
essential. Because of this, simulations are created that provide specific scenarios that can
be repeated and do not harm patients. Simulations can be physical, virtual or hybrid,
whereof each of them has its benefits and limitations. Virtual simulations include virtual
reality (VR) as an immersive variant to simulate situations that could not be trained in
reality. VR-based surgical training has the potential to consider even rare anatomical
variants. Consequently, surgeons then have a better competence level when they start to
operate on patients. Thus, medical use cases were identified in close collaboration with
medical experts where VR simulations are relevant to gain specific skills. These cases are
in the two medical disciplines liver surgery and neurosurgery.

In the first part of this thesis, a training application for visuospatial skills in the context of
intraoperative ultrasound is presented. This includes the simulation of ultrasound images,
haptic feedback and the creation of four different scenarios to train visuospatial skills. The
single training scenarios as well as the content and face validity of the training system
were evaluated by medical experts. The evaluations revealed that three scenarios are
appropriate for training and the main limitation is the haptic input device. Furthermore,
one of these scenarios was gamified to provide a better training experience. Therefore,
several game elements were discussed and two studies compared levels of difficulty and an
interactive kit with the non-gamified version. The training scenario with the kit benefits
from a more interactive user experience. Levels provide good feedback for progress and
performance.

In the second part, a VR-based training, which addresses strategical knowledge, is pre-
sented. The trainee should gain a better understanding of the relevance of the correct
access for microsurgical intracranial operations. The resulting application was evaluated
by medical experts, and its usefulness became apparent.

During the development of all application prototypes, the necessity of proper input devices
emerged. Therefore, a general comparison of various input devices for medical VR-based
applications was conducted. The presented benefits and limitations of the devices should
support the choice of a proper input device.

Close collaborations with medical experts were the basis for all presented prototypes. This
surgeon-centric design and development ensure the clinical relevance of the prototypes. By
addressing specific skills, the prototypes serve as additional training where other training
modalities are limited or not applicable.
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Zusammenfassung
Während der medizinischen Ausbildung benötigen Ärzte mehrere Jahre um verschiedene
Arten von Kompetenzen zu erlangen. Dazu gehören motorische und visuell-räumliche
Fähigkeiten sowie deklaratives, prozedurales und situatives Wissen. Um eine praktische
Routine und Sicherheit zu erlangen, ist häufiges Training notwendig. Deshalb gibt es
Simulationen, welche spezifische Szenarien zum Trainieren bereitstellen. Diese können
wiederholt werden und schaden keinem Patienten. Simulationen können physikalisch,
virtuell oder hybrid sein, wobei jede Variante ihre Vor- und Nachteile hat. Virtuelle Simu-
lationen schließen auch VR Simulationen als immersive Variante mit ein. Diese simulieren
Situationen, welche in der Realität nicht trainiert werden können. VR-basiertes chirurgi-
sches Training hat das Potential, dass auch seltene anatomische Varianten berücksichtigt
werden können. Demzufolge haben Chirurgen dann ein höheres Kompetenzlevel wenn
sie beginnen am Patienten zu operieren. In enger Zusammenarbeit mit medizinischen
Experten wurden Anwendungsfälle identifiziert, bei denen VR Simulationen notwendig
sind um spezifische Fähigkeiten zu erlangen. Diese Anwendungsfälle sind in den zwei
Disziplinen Leberchirurgie und Neurochirurgie.

Im ersten Teil der Dissertation wird eine Trainingsanwendung für visuell-räumliche Fähig-
keiten im Kontext von intraoperativem Ultraschall vorgestellt. Dieser beinhaltet die Simu-
lation von Ultraschallbildern, haptisches Feedback und die Erstellung von vier verschiede-
nen Trainingsszenarien. Die Szenarien sowie die Inhaltsvalidität und Augenscheinvalidität
des Trainigssystems wurden von medizinischen Experten ausgewertet. Die Auswertung
zeigt, dass drei der Szenarien für ein Training angemessen sind und die Hauptlimitation
das haptische Eingabegerät ist. Darüber hinaus wurde eins der Szenarien gamifiziert, um
ein besseres Trainingserlebnis zu erzeugen. Hierfür wurden mehrere Spielelemente disku-
tiert und zwei Studien vergleichen Schwierigkeitsstufen und einen interaktiven Baukasten
mit der nicht-gamifizierten Version. Das Trainingsszenario mit dem Baukasten profi-
tiert von einem interaktiveren Erlebnis. Schwierigkeitsstufen stellen ein gutes Feedback
bezüglich des Fortschrittes und der Leistung dar.

Im zweiten Teil wird ein VR-basiertes Training, welches strategisches Wissen adressiert,
vorgestellt. Der Lernende soll ein besseres Verständnis für die Relevanz des richtigen
Zugangs bei mikrochirurgischen intrakraniellen Operationen erlangen. Die daraus ent-
standene Anwendung wurde von medizinischen Experten beurteilt, wobei sich deren Nütz-
lichkeit abzeichnete.

Während der Entwicklung aller Anwendungsprototypen kam die Notwendigkeit passender
Eingabegeräte zur Sprache. Dementsprechend wurde ein allgemeiner Vergleich verschiede-
ner Eingabegeräte für medizinische VR-basierte Anwendungen durchgeführt. Die präsen-
tierten Vor- und Nachteile der Geräte sollen als Unterstützung bei der Wahl eines Eingabe-
gerätes dienen.

Enge Kollaborationen mit den jeweiligen medizinischen Experten waren die Basis für
alle vorgestellten Prototypen. Chirurgen-orientiertes Design und Entwicklung stellten
die kli- nische Relevanz der Prototypen sicher. Durch das Adressieren von spezifischen
Fähigkeiten dienen diese als zusätzliches Training wo andere Trainingsmodalitäten limi-
tiert oder nicht umsetzbar sind.
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1
Introduction

Synopsis This chapter motivates the need for VR training simulations and gives context
to the thesis. The presentation of the structure includes the research questions and
objectives of the individual projects.



1 Introduction

1.1 Motivation
Since the purchase of a VR head-mounted display (HMD) has become affordable in the
2010s, they have been used in a wide variety of areas. In the healthcare domain, their
application can be divided into four areas [106]: 1) therapy, 2) rehabilitation, 3) training,
and 4) prevention. Thus, the target group of these VR applications can either include
patients (1 and 2), healthcare specialists (3), or the broad audience (4). Halbig et al. [106]
investigated the acceptance of VR among healthcare professionals and asked for use cases
where VR might be beneficial. Among others, training and education are mentioned as
areas where VR has potential and at the same time little ethical concerns. This includes
the acquisition of different competencies with respect to specific interventions, anatomy or
interpersonal situations. VR offers a safe training environment, especially for 3D learning
content or skills that can only be trained hands-on and allows the users to explore on
their own. However, VR also has drawbacks. The review of Mao et al. [191] identified
realistic tactile feedback as the most often mentioned limitation. This lack may hinder
the transfer of the learned skills to the patients. Because of its benefits and limitations,
it is important to select proper use cases and learning objectives where VR can provide
additional support.

Most surgical procedures require hands-on training and repetitions. In practice, training
directly on the patient during surgery is often not possible due to rare procedures or
ethical concerns. In the last years, more and more ways to simulate procedures have been
developed, which also led to the new paradigm see one, simulate many, do one, teach
one instead of see one, do one, teach one [325, 341] (refer to Figure 1.1). Accordingly, it
is important to closely collaborate with domain experts to define relevant training cases
where VR is impactful. But what defines a good training simulation? Harris et al. [112]
discuss important factors as well as proper testing and validation of training simulations.
Even if usability and user experience might not directly affect training effectiveness, a
lack of usability and bad user experience has negative effects on the training simulation.
Factors that directly influence the simulation are various types of validity as well as fidelity.
Harris et al. [112] state that simulations aim at replicating some aspects of reality or the
task to be trained while others are not reproduced (for example, danger). Because of this,
it is important to clearly define the learning objective and to identify relevant aspects that
should be simulated in a faithful way and those which can be neglected. This can only
be done in close collaboration with domain experts.

This thesis aims at improving medical education and training by providing additional VR-
based training applications using an expert-oriented design. With these applications, the
performance of physicians should be increased and patient safety should be improved. To
do so, relevant procedures and skills that cannot be trained at the patient due to ethical or
practical reasons and where no proper simulations exist were identified: visuospatial skills
for intraoperative ultrasound (IOUS) and strategic knowledge for neurosurgical access.
For these use cases, VR-based training applications were implemented and evaluated
accordingly. Furthermore, parts of the thesis investigate how gamification can be included.
This aims at increasing motivation and engagement to improve the training experience
and ideally the learning outcome.

1Cliparts: https://openclipart.org/. Creative Commons Zero 1.0 License. Last access: 08.11.2023
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1 Introduction

See one

Simulate many

Do one

cadavers

actors

patients

physical
simulation

virtual simulation

Figure 1.1: Placement of this work in the general medical education. Own figure1.

1.2 Structure and Contribution
To achieve the aforementioned goals of this thesis it is required to collaborate closely with
medical experts. Using this interdisciplinary collaboration, relevant skills to be learned
have to be analyzed and considerations how VR can be deployed efficiently to support
medical education have to be discussed. As a basis, the medical background of this the-
sis first provides insights into medical training and various modalities that can be used
(Section 2.1.1). Because all selected medical use cases that are relevant for subsequent
projects are either in the field of liver surgery or address brain diseases, there will be a
medical background about the liver (Section 2.1.2) as well as the brain (Section 2.1.3). The
medical background is followed by a technical background that covers the definition and
distinction of VR (Section 2.2.1), VR technologies (Section 2.2.2), and input devices (Sec-
tion 2.2.3). In related work (Chapter 3), a brief overview of VR applications in medicine
is given and the concept of gamification is introduced.

The main part of the thesis is divided into three parts: The two selected skills with their ex-
emplary medical area VR-based Visuospatial Skill Training in Liver Surgery and VR-based
Strategic Knowledge Training in Neurosurgery, and an Excerpt on Input Devices. Both
medical parts start with a related work section (Section 4 and Section 7). The other sec-
tions present the following contributions and research questions:

LiVRSono (Section 5) Ultrasound (US) is a common imaging modality, however,
it requires visuospatial skills to understand the cross-sections and to properly use it.
These skills can only be trained hands-on, which is not possible in the case of IOUS
which is, for example, used during liver surgery. Because of this, VR offers an additional
and safe training modality. In close collaboration with liver surgeons, different training
scenarios were identified and implemented. This requires an US simulation that meets
both the medical requirements and the performance requirements of a VR application.
To investigate face and content validity, an expert study and a pilot study for learning
outcome were conducted.

RQ 1: What are suitable training scenarios of a VR-based application to train visuospa-
tial skills for IOUS?

3



1 Introduction

Gamification (Section 6) For a proper training application, the learning content is
fundamental. However, emotions have an influence on attention, memory, motivation
and behavior [319]. Thus, positive emotions, such as fun, and increased motivation can
positively influence the learning experience and outcome. This behavioral change can be
achieved by gamification. Because of this, the previously presented training application
LiVRSono was used as basis to investigate the appropriateness of game elements for this
use case. Therefore, common game elements and their suitability are discussed, and the
effects of selected game elements are investigated. This is done by a broad-audience study
in combination with a medical expert study.

RQ 2: Which game elements are appropriate for a VR-based training for visuospatial
skills for IOUS?

Microsurgical Interventions (Section 8) In the case of microsurgical interventions,
such as treating aneurysms, the access is a crucial part. The access influences all subse-
quent steps and impairs treatment choices. Because of this, a VR application to train this
understanding was developed and evaluated with experts.

RQ 3: To what extent can VR provide an additional training possibility for microsurgical
procedures in case of aneurysms?

Input Devices (Section 9) When developing a VR application, the question of which
input device is appropriate arises. Using two different but relevant medical VR appli-
cations, input devices that vary in the grip style and degree of specialization were com-
pared. With several common user tasks, their suitability was assessed with a large user
study.

RQ 4: Which benefits of input devices with varying grip styles should be considered
when developing medical VR applications?

The dissertation is completed with an overall conclusion in Section 10, including a sum-
mary, limitations and future work of this thesis.

When developing VR-based training applications, several aspects can be investigated. In
this work, the focus is not on high-fidelity interactions that include soft tissue deformation
or other physical processes. Aspects, such as presence or personal avatars, are also not
investigated in this thesis. As described above, the focus is the selection of relevant cases
and providing appropriate applications, respectively. Thereby, some projects have the
research focus on gamification and its influence.

4



2
Background

Synopsis The background consists of the medical and technical background. The med-
ical background presents medical education and training modalities and summarizes the
required information about the two medical use cases. The technical background explains
and delineates the term VR and gives an overview of tracking methods and required
hardware.



2 Background

2.1 Medical Background
The first part describes the current state of medical education and training, including
the acquired skills, knowledge and different modalities. This is followed by the medical
backgrounds for the liver and the brain.

2.1.1 Training Modalities - How to Train Physicians

During medical education, trainees have to gain different types of knowledge and skills
which can be acquired with a variety of training modalities. These competencies are
summarized in Figure 2.1. They can be divided into non-technical and technical skills.
Non-technical skills include social skills, such as teamwork and communication, cogni-
tive skills, such as situation awareness and decision-making, and personal resource skills,
which comprise stress management and coping with fatigue [84]. The specific technical
skills highly depend on the discipline. Besides theoretical knowledge, fine-motor skills and
visuospatial skills are included, because they are often mentioned related to surgical com-
petencies [119, 264]. Motor skills are always required when the physician uses medical
instruments to interact with the anatomy. During minimally invasive interventions, they
cannot directly see the internal structures when interacting with them but have to rely
on cameras, which might provide unfamiliar views. With visuospatial skills and anatom-
ical understanding, they are able to create a mental spatial representation of the interior
structures [119]. These skills are also required for the understanding of medical image
data, which are two-dimensional representations of three-dimensional anatomical struc-
tures. Besides practical skills, there is also knowledge that has to be acquired. For this,
the four types presented by Jong et al. [141] are used:

• Declarative knowledge is static knowledge about facts, theories and concepts. In
surgery, this is, for example, the knowledge about anatomical landmarks.

• Situational knowledge is knowledge about problem situations. This knowledge en-
ables the solver to filter relevant features out of the problem statement. An example
are experiences that are employed when a medical case is similar to previous cases
and relevant information can be adapted and reused.

• Procedural knowledge contains actions or manipulations helping the problem solver
move from one problem state to another. Knowing how to perform different steps
and courses of action during intervention is an example of procedural knowledge.

• Strategic knowledge is used to organize the problem-solving process. It structures
and directs stages the problem solver has to go through to reach the solution. Strate-
gic knowledge is, among others, essential for diagnosis, but also for surgery planning
to decide on the best surgical approach.

Common methods for the acquisition of practical skills are the traditional see one, do
one approach, the use of cadavers and animals, and simulated patients by actors [61,
270]. For the first method, real patients are used as training objects which limits the
anatomical variation to the available cases in each hospital. Training on real patients is
always a safety risk and ethically questionable. However, this approach has the benefit of

6
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Competencies

Non-
technical

Social Cognitive
Personal 
resource

Technical

Fine-motor 
skills

Visuospatial
skills

Theoretic
knowledge

Declarative
knowledge

Situational 
knowledge

Procedural
knowledge

Strategic 
knowledge

Figure 2.1: Skills and knowledge that are acquired during medical education. Own figure.

completely realistic cases and scenarios, and includes social interaction which should not
be neglected, for example, in case of medical examinations. Ethical concerns also arise
when using cadavers in regard to treating them in a respectful manner, given the different
cultural and religious backgrounds. The haptic is realistic and no patient is harmed, but
cadavers are expensive and difficult to maintain [270].

With technical progress, normal lectures are extended by online lectures and videos.
Thereby, various learning programs arose. Tutorial systems are used to impart new learn-
ing content, whereas training systems do not provide new knowledge but consolidate
existing knowledge or train skills by repetition. According to Mönch’s [209] overview,
simulations are the most complex form of learning programs. By emulating real proce-
dures, knowledge can be tested in practice. To train practical skills in a safe environment,
physical as well as virtual simulations were developed. On the one hand, simulations are
particularly beneficial for procedures involving children, sensitive tasks or those where the
body must be opened or injured, and procedures requiring visual and auditory perception.
On the other hand, simulations have limitations when it comes to haptic and sensual per-
ception and biomedical procedures such as tissue behavior or blood flow. With respect to
haptic feedback, physical simulations are superior to virtual simulations. They also do not
have the drawbacks of uncomfortable and cumbersome VR HMDs as well as cybersickness.
However, virtual simulations benefit from visual aspects, such as visualizations, to include
additional information or revealing underlying structures. Virtual simulations enable the
user to undo and redo single steps and to repeat procedures without harming patients
or consuming resources. It is also possible to easily include a wide variety of anatomical
variations or surgical anatomy in case of surgical training.

All prototypes that are proposed in this thesis are training simulations. Consequently,
they aim at simulating a procedure or provide a training task close to reality, and thus,
theoretic preknowledge is required. Once a training simulation is developed, it has to be
tested and validated. For this, several aspects can be considered [46, 112]:

• Face validity describes whether the simulation feels and looks realistic, which can
be assessed by self-reports from experts regarding plausibility.

• Content validity measures whether the content is appropriate to reach the learning
objective in the real world.

7



2 Background

• Construct validity is given if the simulation is able to distinguish different per-
formances. This means it should distinguish between novices and experts of the
real-world task and improvement should be visible.

• Fidelity comprises subtypes, such as physical, physiological or emotional fidelity.
It states whether the simulation represents and simulates the physical elements,
cognitive and perceptual features, and emotional responses in a realistic way.

Most evaluations of the training simulations presented in the main chapters address face
and content validity.

2.1.2 The Liver - Largest Solid Abdominal Organ

Visceral surgery encompasses surgical treatments of all organs of the digestive tract and
the abdomen, and therefore, it also includes liver surgery. Liver surgery is a particularly
challenging surgical field, as the liver contains many vessels and the biliary structures,
and thus, bleedings are very likely to occur. For this reason, liver surgery is a relatively
young field [82].

The liver (greek: Hepar) is the largest solid abdominal organ with a weight of around
1.5 kg [208] and a median liver span at the midclavicular line of 14.5 cm for men and
13.4 cm for women [165]. However, the size and shape can vary a lot. The liver comprises
a complex vasculature including one arterial system and two venous systems, the portal
vein and the hepatic veins [244]. The arterial system supplies oxygenated blood to the
liver, whereas the portal veins bring nutrient rich blood from the spleen, pancreas and
guts [244]. The hepatic veins drain into the inferior vena cava. Although there are
various concepts for subdividing the liver into independent segments, they all agree that
there are sections within the liver that have their own vascular and biliary system [80].
Depending on the concept, the size, shape, and number of subdivisions vary. Despite
being controversial, the so-called Couinaud classification is a widely used and common
classification [33, 80]. It defines eight liver segments based on the third order branch
of the portal vein [260]. The resulting segments are displayed in Figure 2.2. Because
the blood supplies of these segments are independent of each other, they can be used as
margins for resection. The International Hepato-Pancreato-Biliary Association (IHPBA)
used this classification to propose a standardized terminology for the hepatic anatomy
and liver resections [300]. However, the segments and their exact borders differ greatly
between patients [277].

2.1.2.1 Hepatic Lesions

Diseases that occur in the liver range from vascular diseases (for example shunts and
thromboses) to medicamentous-toxic harms, alcoholic diseases, hepatitis, hepatic cirrho-
sis, to tumors as well as metastases. In this work, only tumors and metastases are rel-
evant. These lesions can either be benign (non-cancerous) or malignant (cancerous).
Benign lesions, which are often detected incidentally, can be separated into the groups:
regenerative lesions and true neoplastic lesions [29]. Lesions belonging to the first group
usually do not increase in volume. Because of this, risk is not increasing and treatment

8



2 Background

Figure 2.2: Schematic liver segments. PV = Portal vein, IVC = Inferior vena cava. Image from Orcutt
et al. [226] and available under a CC BY 4.0 license. No changes were made.

is not required. Lesions of the second group tend to increase their volume, and thus,
have a higher risk of complications such as bleeding or malignant transformation [29].
Examples of benign lesions are cysts and focal nodular hyperplasia. Malignant lesions
occur either due to a primary tumor, called hepatocellular carcinoma (originating from
liver cells) or cholangiocarcinoma (originating from cells from the hepatic bile ducts), or
metastases, such as colorectal liver metastases. Primary liver cancer is relatively rare
(incidence (cases per 100,000 population per year) in 2018: 3.5 for women and 10.3 for
men), however, due to its poor prognosis, it is one of the most frequent causes of can-
cer death in Germany (relative five-year survival rate: 14 % for women and 18 % for
men) [166].

2.1.2.2 Treatment of Neoplasms

As the focus of this work is on neoplasms, such as hepatocellular carcinoma, cholangio-
carcinoma and liver metastases, this section concentrates on treatment possibilities for
these lesions.

Surgical resection Especially in the case of major resection, the capability of the liver
to regenerate up to 80 % of its volume is exploited. Criteria for surgical treatment of liver
metastases usually include that there is no disseminated tumor disease, it is a controlled
primary tumor and that it is possible to leave tumor-free margins [149]. Regarding hepa-
tocellular carcinoma, resection depends on the coexistence of other liver diseases. Besides
these criteria, the patient’s physiological condition as well as the disease stage and biol-
ogy have to be considered. Because of this and the individual anatomy with respect to
blood vessels and lesion location, each resection has to be planned carefully using various
information including, for example, image data. Part of surgical resection can be IOUS
to locate the vessels and lesions, and to find previously undiscovered lesions [163]. With
the help of, for example, vascular landmarks, a segment-by-segment examination is per-
formed. If a lesion is identified, the segmental location, proximity to vessels, and maximum
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size should be recorded [328]. One can either use non-contrast IOUS or contrast-enhanced
IOUS. Depending on the literature, non-contrast IOUS leads to 33-42 % additionally iden-
tified metastases and contrast-enhanced IOUS to a further 7-20 % [328]. Other literature
states that in up to 40 % of patients, additional lesions can be found, which leads to a
different surgical strategy for resection in 25-50 % of the cases [62]. This makes IOUS an
essential intraoperative imaging modality not just for open surgery but also for laparo-
scopic surgery. However, Walker et al. [328] summarize limitations that might explain
why routine use of IOUS is uncommon. First, it takes time to properly scan the liver
and assess lesions. Second, specific US equipment is required and has to be set up. Third,
which is stated as the main limitation, is its operator dependence. Around 50 IOUS
examinations are considered to be required to gain operator competency and sufficient
training is missing [104].

As an alternative to open surgery, laparoscopic surgery is a minimally invasive method.
This method can be divided into three approaches [40, 228]:

• Pure laparoscopic liver resection: The whole procedure is performed through ports.
Usually around three to six ports are used, with a minimum of two required ports:
one for the flexi-tip or 30 °camera, and a working port for instruments, such as an
US probe or stapler [312].

• Hand-assisted laparoscopic liver resection: In this case, an elective hand port is
used, facilitating the procedure. This method is considered a bridge between the
open and pure laparoscopic method.

• Hybrid hepatectomy: After pure or hand-assisted laparoscopic liver mobilization,
a mini-laparotomy (surgical opening of the abdomen) is performed to conduct the
parenchymal transection [63].

The benefits of laparoscopic surgery are shorter operation time, shorter regeneration and
hospitalization duration, reduced postoperative pain, and less blood loss. However, this
technique requires a longer learning curve due to the complex hand-eye coordination [184].
At the German Liver Tumor Center Leipzig, which was one of the first teams adapting to
laparoscopic liver surgery, 57 % of tumor resections were performed openly and 43 % were
performed laparoscopically in the years 2018 and 2019 [302].

Liver transplantation According to the oncological guideline program of the German
Cancer Society, liver transplantation is the therapy method with the best long-term results
and survival rate [20]. Here, the whole liver is replaced by a donor liver. The main
limitation in this case is the availability of donor organs and that only a few patients are
eligible for this treatment.

Other treatment methods Alternatively to surgical resection, local ablation or trans-
arterial approaches can be used as interventional methods [20].

Local ablation can be thermally conducted via radiofrequencies or microwaves. The most
common way to insert the instrument is via percutaneous access. Using real-time image
guiding and visualizations of the surrounding structures, the instrument is inserted. Then,
the tumor is destroyed by heat induced either by radiofrequencies or microwaves. Uhlig
et al. [320] found that, regarding follow-up treatment, the ablation performed better than
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surgical resection; however, regarding overall survival, surgical resection was superior in
the full cohort.

If neither surgical treatment nor ablation is possible, transarterial approaches, such as
transarterial chemoembolization or transarterial radioembolization, are used. These meth-
ods are used as palliative therapy or for downstaging, which means the tumor size is re-
duced such that one of the other therapies is possible [20]. Besides the mentioned surgical
and interventional approaches there are systemic treatments, such as chemotherapy and
immunotherapy [20].

The choice of the therapy method depends on various factors. Factors include, for ex-
ample, the tumor type, how advanced the tumor is at diagnosis as well as the condition
of the liver and of the patient. Besides characteristics related to the disease and pa-
tient, the specialization or competence of the clinical center also plays an important
role.

2.1.3 The Brain - Human Computation Center

The second medical field that is considered is neurosurgery. This discipline deals with
lesions in the brain, spinal cord as well as spine. In this work, only lesions in the brain
are relevant. Between the brain and skull there are three cerebral membranes: the pia
mater, arachnoidea, and dura mater (from inside to outside) [123]. The skull is made of
six neural bones and eight facial bones [92]. These bones are connected by sutures, which
are fibrous joints. The brain surface is characterized by prominent fissures, such as the
Sylvian fissure dividing the frontal and parietal lobes from the temporal lobe, and more
individual sulci [92]. The blood supply of the brain is provided by the internal carotid and
vertebral arteries [195]. Between these arteries, there is a circular formation of arteries
called circle of Willis (CoW).

2.1.3.1 Lesions - Intracranial Aneurysms

Similar to the liver, there is a large variety of lesions and diseases that can occur in
the brain. These can range from dementia, infections, inflammatory diseases, such as
meningitis, and neoplastic diseases, such as tumors, to cerebrovascular diseases. The
latter comprises stroke, stenosis, intracranial aneurysm (IA), and vascular malforma-
tions.

IAs are pathological dilatations at weakened sections of the arterial wall within the cere-
bral vasculature [269]. In Central European countries, they have a prevalence, which is
the proportion of a population having this characteristic, of 3.2 % [324]. The detection
and assessment of IAs is crucial because they have the potential to rupture, resulting in a
fatal subarachnoid hemorrhage. Only nine cases per 100.000 persons per year will get such
a bleeding due to an IA, however, in around 35 % of cases it has fatal consequences [257].
An IA that is likely to rupture can be treated microsurgically or using endovascular tech-
niques. All methods aim at preventing blood flow between the IA and parent vessel [269].
The treatment methods also have in common that they require several years of experience
and specialization.
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2.1.3.2 Treatment of Intracranial Aneurysms

Microsurgical Treatment The microsurgical process starts with positioning the head,
which is then fixated in a clamp, such as the Mayfield head clamp. There are different
surgical approaches; in the following, the pterional approach is described as an example.
First, the skin is opened to expose the bone. Using a craniotome, the desired area of the
bone is cut. Then, the dura mater has to be opened before the brain can be dissected to
reveal the aneurysm.

Endovascular Treatment If an IA is treated endovascularly, a catheter is tradition-
ally inserted using the transfemoral access. Alternatively, the transradial artery in the
wrist can be used [332]. This catheter is then navigated into the arteries of the brain and
the aneurysm. Several devices can be inserted via the catheter. A common technique is
coiling, where a wire is inserted, leading to occlusion. Concerning wide-neck aneurysms,
coiling reaches its limits in comparison to clipping [27]. Because of this, currently new
techniques are developed. One of the earliest techniques uses a balloon that supports
the coil [201] (Figure 2.3a). Alternatively, a stent can be inserted into the parent artery
(Figure 2.3b). In contrast to these two devices, newer methods do not aim at an instant
but a delayed occlusion [201]. These include flow diverters as an intraluminal device (Fig-
ure 2.3c). Blood flow is still possible through the device leading to stasis and thrombosis of
the aneurysm. Novel devices are, for example, the Woven EndoBridge device that is placed
into the aneurysm sac leading to thrombosis (Figure 2.3d).

Figure 2.3: Endovascular techniques to treat IAs. a) Balloon-assisted coiling; b) stent-assisted coiling; c)
flow diverter; d) WEB device. Own figure.

2.2 Technical Background
In this section, VR is defined and delineated from other technologies such as augmented
reality (AR). Afterwards, types of VR and their technical setup are described. In the last
section, different types of input devices are presented.

2.2.1 Mixed Reality - Dimensions of Reality

Among virtual simulations, one can differentiate between conventional desktop-based sim-
ulations and so-called XR simulations. XR is often defined as eXtended Reality [121],
defining a continuum from a real environment to a completely virtual environment with
AR and augmented virtuality in between. Rauschnabel et al. [250] criticize that the terms
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AR, VR, mixed reality (MR) and extended reality (XR) are used inconsistently. By per-
forming a literature research, they grouped different definitions of these terms into four
views (see Figure 2.4):

• MR-dominant view: MR includes everything between the real world and a fully
virtual experience.

• VR-dominant view: Here, AR is a subtype of VR.

• MR-centered view: Similar to the MR-dominant view, the real world and VR are
on opposite sites. However, MR is in between AR and augmented virtuality and is
not an umbrella term for those two.

• Extended reality view: In this case, XR (extended reality) is the umbrella term
including AR and VR and MR is a subform of AR.

Figure 2.4: Summary of different definitions of new reality formats into four views. AR = augmented re-
ality; VR = virtual reality; MR = mixed reality; PMR = pure mixed reality; AV = augmented
virtuality; AsR = assisted reality; 360 = 360 degree content. Image from by Rauschnabel et
al. [250] and available under a CC BY 4.0 license. No changes were made.

The MR-dominant view seems to be the most used definition. Rauschnabel et al. [250]
criticize that this definition groups VR and AR under the term MR. Looking at the
different design goals and user experiences of these two approaches, grouping VR and AR
might be problematic. Using XR as an umbrella term for AR and VR is also misleading,
because in VR the reality is not extended but replaced, and thus, the definition ‘extended
reality’ excludes VR. Instead of defining an AR/VR-continuum, Rauschnabel et al. [250]
propose an xReality framework where the ‘x’ in xReality (XR) is just a placeholder and
does not stand for ‘extended’ (see Figure 2.5). The framework divides XR into AR and
VR based on whether the physical environment is part of the experience. Furthermore,
AR represents a ‘local presence’ continuum between assisted reality and MR. It describes
the extent to which a user perceives the content as actually present. In this framework,
VR encompasses the ‘telepresence’ continuum ranging from atomistic VR to holistic VR.
Telepresence is defined as the extent to which the user feels present in the virtual world.
Using this framework, the prototypes proposed in this work are atomistic VR applications
focusing on training specific tasks and procedures rather than on completely realistic
environments where the user feels completely present.

In the context of VR, the two terms presence and immersion are fundamental [290]. Slater
et al. [289] define presence as the sense of ‘being there’ in the virtual environment and
further divide into place illusion and plausibility. The first refers to the impression of
being in the virtual environment despite the knowledge that one is still in the real world.
The second implies that the user has the impression that events are actually happening
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Figure 2.5: New definition of XR. Image from Rauschnabel et al. [250] and is available under a CC BY
4.0 license. No changes were made.

(for example, virtual humans responding to the user) and that all aspects of the virtual
environment match reasonably in the specific context.

In contrast to presence which is subjective, immersion is an aspect of VR that is ob-
jective. For example, immersion comprises the field of view, system conditions such as
interpupillary distance, resolution, and tracking [290].

Besides these two terms, there is also body ownership. Depending on the context, it might
be relevant to have a virtual representation of the user. Visuomotor and visuotactile
synchrony by providing synchronized movements and tactile feedback lead to embodiment:
the impression that the virtual body is the own [290].

The model proposed by Skarbez et al. [287] extends the previously described model
such that presence is a function of place illusion, plausibility illusion and social pres-
ence. Latoschik et al. [174] discussed these two models and came up with an alternative
model based on congruence and plausibility. If the sensory input, such as cognition and
perception, is congruent, it will result in plausibility. In contrast to the previous models,
they order the typical XR-related experiences, such as presence, on the same hierarchical
level and all of them are influenced by plausibility.

2.2.2 Virtual Reality - How to See the Non-existing

Despite the various definitions or because of different definitions, VR literature also con-
tains a lot of papers referring to non-VR technology, such as stereoscopic displays, as VR
technology [305]. Whenever the terms VR or immersive VR are used in this thesis, it can
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either be VR using an HMD or a Cave Automatic Virtual Environment (CAVE), but all
proposed prototypes employ HMDs.

A CAVE is a room where the user is surrounded by projected images [70]. To provide
the correct perspective and stereo vision, the user is captured using tracked stereoscopic
glasses. In contrast to this, VR HMDs enable a spatial perception by using one display
per eye, showing slightly different images [75]. Using different methods of tracking, the
position as well as rotation of the HMD and corresponding input devices in the virtual
world are given. In Table 2.1, both modalities are compared and the characteristics of
the HTC Vive Pro Eye, which was used for most prototypes and evaluations, are listed.
There is no guarantee for integrity, but the range of the different specifications is still
visible.

Table 2.1: Technical specifications of a CAVE and corresponding stereoscopic glasses, HMDs and the
HTC Vive Pro Eye.

Characteristic CAVE HMDs1,2 HTC Vive Pro Eye3,4

Weight < 100 g [65] 500 - 1000 g [65] 800 g
Field of view Full horizontal: 89 ° - 160 °(Varjo

VR-2, Pimax 5K Plus);
vertical: 85 ° - 117 °(Varjo
Aero, Pimax 8K )

horizontal: 107 °;
vertical: 107 °

Price 10.000 € -
100.000 € [65]

400 € - 4.000 € [65] ˜1.400 €

Resolution highly de-
pend on the
projectors

870 × 500 - 3840 × 2160 (per
eye) (Carl Zeiss Cinemizer
OLED, Pimax Vision 8K+)

1440 × 1600 (per eye)

To track the position of the HMD, two tracking methods can be used. Outside-in track-
ing requires additional sensors that detect the HMD’s position from outside, while with
inside-out tracking the HMD can track its position due to sensors that are applied di-
rectly on the HMD [75]. Consequently, outside and inside refers to the active sensors
that track the position of the HMD and controllers. The HTC Vive Pro Eye, for ex-
ample, uses the inside-out tracking by receiving infrared rays from external lighthouse
stations. Because of the external lighthouse stations that serve as markers, this system
belongs to the so-called marker-based inside-out method. Another way to use inside-out
tracking is by equipping the HMD with cameras that do not require external mark-
ers, such as with the Oculus Rift S, which is then called marker-less inside-out track-
ing [210].

Seeing and being in a virtual environment can also cause adverse reactions, such as
headache, nausea or vertigo [75]. Because of a variety of influencing factors, the term cy-
bersickness was established. Reasons causing cybersickness involve:

1Richard Musil, HMD Geometry Database: https://risa2000.github.io/hmdgdb/ Last access:
09.11.2023

2Rory Brown, VR Compare: https://vr-compare.com/vr Last access: 09.11.2023
3HTC Corporation, Taiwan: https://www.vive.com/us/product/vive-pro-eye/specs/ Last access:

09.11.2023
4Rory Brown, VR Compare: https://vr-compare.com/headset/htcviveproeye Last access: 09.11.2023
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• the used displays leading to eye strain and headache and

• contradictory sensory information (sensory conflict theory) when the user is virtually
moved without a physical movement or the other way round (motion sickness).

However, symptoms similar to those caused by motion sickness can also occur when the
user is not moving (virtually and physically). Although the reasons are not completely
investigated, the following factors that influence cybersickness were identified: the individ-
ual person (age, sex, VR experience,...), the VR system (contrast, flicker, frame rate, track-
ing problems,...) and the user’s degree of movement control [75].

2.2.3 Input Devices - How to Interact with the Vir-
tual World

For interaction with virtual objects, one can either directly or indirectly interact with
them. The former requires hand or finger tracking, which can be done by cameras such
as the Leap Motion Controller5. Another possibility is to use gloves where each finger is
tracked individually. Gloves using an exoskeleton, such as the TESLAGLOVE6, include
force feedback that restricts the fingers from closing when colliding with an object. Using
tracking, not just hand gestures can be used as input but also the whole body can be
tracked. Other natural interactions, such as speech or foot gestures, will not be covered
in this thesis.

The most common interaction device for VR is the VR controller which is usually en-
closed with every HMD. Although they can vary in shape, they have the following main
buttons in common: a trigger button (index finger), a grip button (palm), a joystick or
trackpad (thumb), a primary button and a secondary button. They also have in com-
mon that they can provide haptic feedback by vibrating and that they are held in power
grip.

When talking about grips, they can be divided into two types based on functionality:
power grip and precision grip. Using the power grip, an object can be held firmly and
forces can be applied, whereas the precision grip supports accurate actions [342]. Both
types can be further divided, which can be seen in Figure 2.6. An example of an input
device held in precision grip is the VR Ink7.

Power grips Precision grips

Cylindrical Spherical Hook Pinch Tripod Lumbrical

Figure 2.6: Grip types. Own figure based on Yang et al. [342].

5Ultraleap, United States: https://www.ultraleap.com Last access: 09.11.2023
6Teslasuit, VR Electronics Ltd, United Kingdom: https://teslasuit.io Last access: 09.11.2023
7Logitech, Switzerland: https://www.logitech.com/de-de/promo/vr-ink.html Last access: 25.03.2024
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Finally, one can use various objects in combination with a tracking system, such as the
lighthouse system and Vive tracker, to interact with the virtual world by providing the
position and rotation of the tracked object. As already mentioned, some devices like the
VR controller provide haptic feedback by vibrating. However, there are also grounded
haptic devices that provide force feedback when colliding with a surface. Using different
physical properties, various materials can be simulated. Most of these haptic devices
have six degrees of freedom (DOFs), three positional and three rotational; only a few
devices have six DOFs force feedback [317]. Another important characteristic of these
devices is their workspace. The Geomagic Touch8 has a relatively small workspace with
160 mm × 120 mm × 70 mm, but there are also devices with a workspace of up to
1330 mm × 1020 mm × 575 mm such as the Virtuose 6D [317]. When choosing a haptic
device, one should consider the resolution. For example, devices used for microsurgical
procedures require movement tracking with sub-millimeter precision. For many other
applications this might not be the case.

Furthermore, there are devices specialized for a single interaction task, such as navigation,
where, for example, treadmills can be used [18].

Technical Setup and Software Used in the Projects All prototypes presented
in this thesis were developed with the game engine Unity9 Version 2021.3.5f1. For the
development and evaluation of the first prototype of the craniotomy training, an Oculus
Quest was used. For all other prototypes and the user studies, the employed HMD was
the HTC Vive Pro Eye.

83D Systems, United States: https://de.3dsystems.com/haptics-devices/touch Last access:
25.03.2024

9Unity Technologies, San Francisco, USA: https://unity.com/de Last access: 12.04.2024
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3
Related Work on Medical VR Appli-
cations and Gamification

Synopsis This section serves to provide an overview of related work in the two areas VR
in medicine and gamification. Both areas do not include a complete literature research but
should give an impression of the wide variety of applications.



3 Related Work on Medical VR Applications and Gamification

3.1 VR - Immersion in Medicine
This section serves to give an overview of how VR is used in medicine. Medical VR
applications can either have medical experts, such as nurses or surgeons, or patients as
users. Areas where VR is used by patients are diagnosis, patient education, rehabilitation
and therapy, and pain management. Applications for experts are for training and plan-
ning [137]. Keywords used for publications indicate that rehabilitation and simulation are
the two main focus areas [345].

3.1.1 Patients as Target Group

Starting with diagnosis, VR can be used to diagnose or assess diseases. The natural dis-
play of 3D objects and navigation in VR can be exploited to assess spatial memory [28]
or entorhinal cortex functionality [125]. Thus, by providing a more natural test environ-
ment, the diagnosis of various neurological disorders, such as Alzheimer’s disease should
be facilitated. Additional to providing a realistic test environment, VR also provides a
safe environment, which is important in case of, for example, road-crossing for assessing
unilateral spatial neglect [326].

VR’s benefit of intuitively displaying complex 3D structures is also used for patient educa-
tion. VR videos as well as interactive 3D objects or scenes are used to reduce anxiety and
to increase patient understanding and satisfaction. Two reviews [281, 321] show that us-
ing 3D models, sometimes with additional image data, in combination with explanations
of the corresponding physician is the most common method.

In contrast to this, rehabilitation makes use of the immersive environment and presence
to elicit realistic behavior as well as emotional responses [313]. A broad field within reha-
bilitation is limb rehabilitation, which is relevant for patients with various disorders such
as multiple sclerosis [334] and stroke [42]. For cognitive rehabilitation, VR applications
often focus on mild cognitive impairment, traumatic brain injury, Alzheimer’s disease and
stroke, but there are also applications concerning, for example, depression and attention
deficit hyperactivity disorder [118]. The benefit of creating a realistic scenario is also used
for assessing and treating various specific phobias, such as fear of spiders, agoraphobia,
which is anxiety in situations (for example public transport) that are perceived as unsafe,
and social phobia [87]. One common way of treatment is exposure. VR exposure treat-
ment offers a safe and cheap possibility to experience specific situations, such as preparing
a meal or crossing a street, with difficulty adapted to the patient and under the guidance
of the therapist [78]. Lütt et al. [188] emphasized the benefit of offering a less costly and
complex setup in the case of cue exposure therapy to assess alcohol craving in persons
with alcohol use disorder [188].

The last field where VR is used by patients is during therapy, however, not for therapeutic
reasons but for pain management. In this case, being immersed and present in a virtual
world is used as distraction from reality, or more precisely from pain, which can occur dur-
ing wound dressing changes, interventions, labor, or which can be chronic [60].
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3.1.2 Medical Experts as Target Group

For medical experts, VR is mainly used for planning and education or training. Sometimes
the differentiation between planning and training is not that clear. For example if a
planning application includes the execution of the procedure, one could also say that
one can train for this specific case. However, usually the intention whether it is for
planning or training affects the choice of interactions, visualizations and the workflow of
the application. Furthermore, the included medical data varies. For training, selected
cases that are representative are used, whereas for planning, the patient-specific case
has to be processed. For both training and planning, there is a wide range of medical
disciplines where VR is used [41, 170].

3.1.2.1 Planning

Additionally to the 2D image data, VR-based planning applications provide interactive
3D models of the anatomy. The benefit of having an additional 3D model is that this
visualization of anatomy corresponds to the view of anatomy during surgery, whereas the
2D images require cognitive resources to translate these into a 3D mental model [337,
344]. In contrast to viewing a 3D model using a monoscopic display, VR offers a stereo-
scopic view with natural interactions. This helps in treatment decision-making as well as
planning the chosen treatment such as access planning.

Besides showing a 3D representation and the image data, planning applications might in-
clude various interactions or have specific characteristics to facilitate planning. Exemplary
interactions and functionalities are summarized in the following:

• Collaboration to allow remote or co-located planning [56, 285]

• Drawing cutting lines or distances [56, 157, 253, 285]

• Adding (screws or clips) or removing (resection volume) [56, 157, 161, 253, 299]

• Visualizations for risk estimation [16, 56, 161]

• Annotations and highlighting [16, 263]

Although there are no clear results showing that planning with VR leads to better clinical
outcome, surgeons rated it favorably [170].

3.1.2.2 Training

Besides motivational aspects due to immersion, VR-based training benefits from simulat-
ing the real situation, thus, creating a more authentic training scenario. Especially for
cases where no or limited training possibilities are available because of safety aspects or ac-
cessibility, VR-based training should be considered. It benefits from trial and error learn-
ing, exploration, direct feedback, and additional visualizations as well as information that
can provide more insights or serve as motivational aspects.
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In the following, exemplary applications are presented to get an impression of the different
skills and knowledge types that can be trained and learned as well as the various medical
areas where VR-based training is used.

The difference between non-technical skills and technical skills is sometimes not that
obvious. For example situation awareness belongs to cognitive, and thus, non-technical
skills, however, there is also situational knowledge. Situation awareness as a non-technical
skill means understanding and perceiving a situation, whereas situational knowledge is
used to react to the situation using technical knowledge and experience. Sometimes it is
not possible to separate them, such as in communication [284] and teamwork [54] training,
which also requires situation-specific technical knowledge. Because of this and as the focus
of this thesis is on medical-related and not on personal-related skills, training applications
for non-technical skills are not comprised in the following.

Starting with the technical skills, motor skills are included whenever the user has to use
a medical instrument, for example, for cutting [155] or more advanced interactions such
as with laparoscopic devices [55]. Visuospatial skills are involved whenever the user has
to work with medical image data. This includes US-based navigation or examination [286,
304], or interpreting other imaging modalities such as X-ray [178].

Declarative knowledge, for instance anatomical facts, is very fundamental in medical ed-
ucation and often learned with 2D sketches of complex 3D anatomical structures. To
facilitate the learning of 3D correlations and spatial arrangements, VR is frequently used.
Thereby, static anatomical parts, such as arrangements or variations [274, 278, 238], or
dynamic processes, such as the development of anatomy [273], can be visualized. Situative
and strategic knowledge are often addressed in applications where the user has to make
several decisions, such as in the case of first responder training [39, 185, 234], and is also
enlarged with every real and every virtual patient one has to treat. An example where
procedural knowledge is trained is Kockwelp et al.’s [159] VR application for brain death de-
termination where several steps have to be passed through to make a final decision. Other
examples are first-aid training or clinical observations [31].

Despite the amount of immersive VR training applications, there are only few studies
evaluating the training outcome. These can either include subjective feedback regarding
increased competency, confidence as well as perceived increased knowledge [19, 243, 268],
or objective measurements with respect to performance or knowledge [69, 154, 182, 243,
128]. According to Mao et al’s. [191] literature review, common measures to compare VR
with a control group were time to completion, procedure-specific checklist or knowledge
tests, confidence scales, performance scales, and efficiency. The results of the review in-
dicate that VR can improve surgical training. However, one has to consider that positive
results from pre-post studies that use the simulator as test environment, arose due to
practice effect. This aspect will also be part of later discussions. Huber et al.’s [128] com-
parison of an immersive VR training with a non-immersive laparoscopy training revealed
that although participants using the VR training needed more time and had more errors,
they were exhilarated by the high level of immersion and appreciated the increasing at-
tractiveness of the simulation. These aspects might lead to a more frequent use which is
essential for training.

Furthermore, training and learning systems require a balanced level of difficulty, not just
for evaluation purposes, but also to prevent frustration and to enable improvement. In the
case of evaluations, this is referred to as floor and ceiling effect.
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Merely offering a training system does not guarantee a good learning outcome. In addi-
tion to delivering appropriate learning content and employing effective teaching methods,
it is essential to take into account various other factors. Gomez et al. [98] highlighted
that perceived motivation and enjoyment significantly correlate with perceived learning.
Other influencing factors are repetition and practice. Kang et al. [147] studied repet-
itive learning and concluded that repetitions spaced out over time positively influence
memory, problem solving skills, and the transfer of learning. While extrinsic motiva-
tional factors, such as mandatory courses and grades, can ensure repetitions, intrinsic
factors like enjoyment and self-motivation tend to be more impactful. One approach to
increase these intrinsic factors is by gamification, which will be presented in the following
section.

3.2 Gamification - Is it Just for Fun
The basic idea of gamification is to motivate people, steer their behavior and increase fun.
Thus, gamification can be used in various digital but also non-digital areas. Especially
in learning applications, these aspects are desired, because the attitude and behavior
positively influence the learning outcome. Consequently, gamification might have positive
effects on the learning outcome [265]. In the last years, several definitions of gamification
arose. One popular definition is:

‘Gamification’ is the use of game design elements in non-game contexts.
(Deterding et al., 2011, p.10)

For game elements, there are also many lists and classifications. Common game elements
are included in Reeves and Read’s [251] Ten Ingredients of Great Games and summarized
in Figure 3.1.

Ingredients
of games

Self-
representation

Reputations

Ranks and 
levels

Marketplaces
and economies

Competition 
under rules

Teams

Parallel 
communication

systems

Time pressure

Figure 3.1: Game ingredients. Own figure based on Reeves and Read’s [251].

Deterding et al. [73] define game elements as ‘elements that are characteristic to games’
and thus found in most games. But they can also be classified due to various aspects. For
example, Chou [58] presents the Octalysis Framework, which consists of eight core drives,
such as epic meaning, to which specific game elements can contribute.
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In several survey papers [127, 203], two observations are demonstrated. First, some stud-
ies reveal positive impacts of gamification [172, 230], while others indicate no significant
effects or even negative consequences [91, 314]. Second, particularly in educational con-
texts, common practices involve the frequent use of points, leaderboards, and badges.
Due to this trend, it is often called ‘pointification’ rather than gamification. According
to Westera [336], these reward mechanisms predominantly lead to extrinsic motivation
instead of intrinsic motivation.

Another term that often appears in the context of gamification is serious games. Although
both concepts integrate game elements, there is a clear distinction according to Bedwelll
et al.’s [26] game attribute taxonomy. Serious games encompass all game attributes, while
gamification is the application of individual game attributes or a limited selection of sev-
eral attributes [171]. In the context of learning, both serious games and gamification share
the common goal of enhancing learning outcome. Serious games directly influence learn-
ing by providing instructional content and incorporating game characteristics, whereas
gamification impacts learning by influencing the learner’s behavior or attitude [171]. Be-
cause serious games cannot be separated into ‘the application itself’ and ‘the gamification
aspects’, studies evaluate the serious game as a whole and compare the game to other train-
ing and learning modalities. In contrast, a gamified system necessitates the evaluation of
the individual game elements and their combinations [160].

Instead of presenting one gamification approach, it is also possible to incorporate tailored
gamification. Gabele [89] points out the different frameworks and approaches that all use
some kind of user/player categorization and include suitable game elements based on the
different playing preferences. This aims at a more personalized experience and higher
performance.

To limit the vast amount of applications, first, the focus is on gamified VR-based appli-
cations and those, where game elements are described and which include a study com-
paring the game element or gamified system to a control group, are presented in more
detail. Because of the limited amount of approaches using VR in medical education and
training, the subsequent section also includes non-immersive virtual systems that are
gamified.

In education, most gamification research is conducted in social sciences and engineering/
computing [127], however, gamified VR-based systems can range from mathematics over
assembly training to breastfeeding.

3.2.1 Gamified VR-based Educational Systems

Affine transformations, an important mathematical concept, can be taught using a gam-
ified application proposed by Oberdörfer et al. [223], where transformations have to be
used to escape a room. Levels, points, and achievements are included. Their study com-
pared the VR version to a desktop version with the result that VR is in favor of the
desktop version.

The assembly training of a drum set presented by Palmas et al. [230] includes a progress
bar, points, sound feedback, and a particle effect. The number and severity of errors were
positively affected by gamification for novice VR users. However, the time spent in the
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training was in favor of the control group. Similarly, there are VR puzzles for anatomy
education [99, 238]. However, they did not include further game elements or compare it
to conventional education methods.

The serious game proposed by Hartfill et al. [114] uses the game dynamics from Beat Saber
to learn vocabulary. Compared to the conventional flashcard method, the VR game has
significantly lower scores in terms of recognition and recall rate. However, due to perceived
fun and higher motivation, it may be useful in the long run.

Tang et al. [306] compared a non-gamified breastfeeding VR-based training with a gami-
fied version comprising scores, feedback effects, timer, and badges. Using a within-subject
study, they assessed player experience and whether gamification reduces the opportunity
for reflection on breastfeeding. The gamified version scored significantly higher with re-
spect to immersion, ease of control, clarity of goals, challenge, progress feedback, and
enjoyment. The quantitative data could not reveal a reduction of reflection on breast-
feeding due to gamification. However, qualitative feedback indicated that participants
focused more on their achievements and scores than on the feeding process and their
behavior. This is also supported by a significantly higher score of the gamified version
concerning the experience of reflection on performance. Gamification leads to significantly
higher temporal demand and effort and some participants stated that this version is less
serious.

A medical education system to learn dental morphology is presented by Quispe et al. [247].
Using narrative and a landscape including non-player characters, medical students should
learn the dental morphology, answer a questionnaire, and afterwards assemble a set of
teeth.

Tashiro et al. [307] propose a VR-based training system for novice neurosurgeons for
microscopic suturing. Speed, accuracy and carefulness are used to include feedback and
scores. Besides feedback regarding the score and time, a colored circle provides feedback
for the tip position, and a bar indicates the motion of the entire gauze. Performing a
within-subject design study with ten participants, each participant had to go through
the experiment twice, once with feedback including the two visualizations, scores and
time, and once without. Measures included the user experience questionnaire and system
usability scale. Both conditions, with additional feedback and without, provide effective
training without a significant difference between them. The subjective results show that
the users perceived the score as motivating.

Süncksen et al. [303] gamified a VR-based and desktop-based training for X-ray imaging
and handling C-arm computed tomography (CT). In this case, gamification includes levels
of difficulty and points incorporated in a non-medical and a medical setting. For evaluating
the training, they used the user experience questionnaire and additional questions regard-
ing the user interface (UI), enjoyment and usefulness for medical education. The only
question referring to the gamification was whether they enjoyed the game part. This was
answered with yes by eight of nine non-medical participants.
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3.2.2 Gamified Medical Systems

Since the amount of gamified systems for medical education using VR is very limited, this
section includes desktop-based systems, too. In medical education, gamified approaches
predominantly use question-based game-like techniques, including quizzes and question
banks [101, 183, 267, 327]. These are primarily incorporated in undergraduate lectures.
Here, pointification is again a widespread trend. Evaluations typically assess the entire
system rather than individual game elements and do not compare the system with a
non-gamified control group.

In addition to the described gamified systems, serious games, for example, for phlebotomy
training [88], chest tube insertion [117], anatomy education [238], or laparoscopy [133] are
investigated and show an increase in performance. Some studies directly compared the
serious game with conventional lectures and revealed an increased learning outcome [190].
However, these are complete games and no individual game elements are described and
investigated.

In the field of gamification for patients, the border between gamification and serious
games is blurred and most approaches entitle their work as serious games. These systems
can address many different aspects, such as physiological training [38, 50, 94, 206, 116,
237, 272, 343], psychological and neurological disorders [21, 329, 347], or developmental
disorders, such as autism spectrum disorder [216, 311], as well as cognitive rehabilitation
and therapy [49, 90, 214].

26



Part I
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4
Related Work on VR Applications in
Liver Surgery

Synopsis Because the first part of the dissertation focuses on training in liver surgery,
this chapter provides relevant literature. Therefore, it is subdivided into planning and
training systems. Although liver surgery planning is not the focus of this thesis, an
overview is given because there are much more planning than training systems. As the
chosen use case is in the field of US, training applications for US in various medical areas
are presented, too.
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4.1 Liver Intervention Planning
In liver surgery, most virtual systems focus on planning rather than training. Because of
this, the first section gives an overview of virtual planning systems. Although there are
also desktop-based systems, the literature search was restricted to VR systems.

Most of these systems focus on liver resection, thus planning the resection plane that
separates the remaining parts from the parts to be removed. Reitinger et al. [254] started
to combine virtual resection with VR, however, it is not immersive. They use a large
active-stereo back-projection wall together with shutterglasses. For an appropriate plan-
ning, they included manual branch labeling, liver segment approximation, safety margin
calculation, and spatial analysis tools. Based on this, an anatomical resection is possible
by selecting individual segments. When choosing an atypical resection, meaning that the
resection is not along the segment boundaries but along the lesion, three shapes for resec-
tion can be selected: a plane, a sphere and a deformable plane. To assess the resected liver,
distance, volume and angular measurements are provided.

Kenngott et al. [152] evaluated a VR planning system with 158 participants using the
Oculus Rift HMD. This system provides a 3D model of the anatomical structures, imaging
data as well as patient data in a minimal, futuristic environment. Their results show that
most participants agreed that it is possible to assess complex cases faster (85%) and more
comprehensively (94%). Although they entitle it ‘planning system’, they asked about the
training potential. Above 80% of medical students and residents see potential for medical
student training. However, this prototype does not include performing a virtual resection
and its evaluation.

Another immersive VR planning system is proposed by Chheang et al. [56]. In their
collaborative system, the user is situated in a planning room, where they can explore
the CT imaging data and the 3D representation of the liver. Similar to Konrad-Verse
et al.’s [162] desktop-based application, a virtual resection is initialized by placing a
resection plane which can then be deformed individually. The deformation can either
be done on the single CT layers or directly by manipulating–bulging by pushing and
pulling–the plane at the 3D model. An additional color scheme highlights the safety mar-
gin to the tumor. Medical experts emphasized the potential of the system to visualize
and assess anatomical relations and to identify safety-critical areas of surgically complex
cases.

In a newer prototype, Chheang et al. [53] compared interacting with the plane using a
Bezier surface interaction with the previously mentioned direct deformation. In contrast
to this, Reinschluessel et al. [253] included a drawing function to indicate cuts, a volume
tool to mark the volume that should be removed using four predefined shapes, and a clip
function to clip blood vessels. All medical experts stated that still having the 3D model
in mind while performing the surgery increases confidence and reduces stress. Using the
3D model for planning facilitates the understanding of distances and spatial relations.
Furthermore, anatomical variants can be seen very quickly.

Positive results and comments of experts during evaluations of the presented planning sys-
tems emphasize the benefits of visualizing complex 3D anatomical structures in VR.
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4.2 VR-based Training and Education
in Liver Surgery
Besides the planning systems, there are also immersive VR training systems. Here, most
approaches focus on laparoscopic interventions. By presenting a collaborative environ-
ment, Chheang et al. [54] concentrated on the social skills teamwork and communication.
Using two training scenarios during laparoscopic surgery, anesthesiologists and surgeons
can practice communicating when one of them recognizes a problem that the other person
has to react to.

In laparoscopic surgery, there are many training applications for various interventions
and studies comparing the VR-based training using a laparoscopic input device [55, 128,
86, 239]. These training applications aim at improving motor skills, because laparoscopy
requires spatial orientation and hand-eye coordination due to operating with the elongated
instruments [322]. Another example for training motor skills is Kanzira et al.’s [148] non-
immersive needle intervention application. During needle interventions, such as liver
biopsy, a needle has to be inserted precisely. However, this is challenging due to different
tissues and movements. Chheang et al. [57] combine their previous works in a large
virtual hospital where users can collaboratively train the whole procedure ranging from
planning the surgery to the actual intervention. Thus, besides motor skills, mental skills
and communication can be trained.

Instead of training, there are also approaches for liver anatomy education. Displaying 3D
anatomy in a VR environment, especially a collaborative system, can be used for various
types of knowledge. Depending on the instructor or provided information, declarative
knowledge, such as anatomical structures, or strategic knowledge, such as therapy plan-
ning, can be addressed. One example is Schott et al.’s [274] multi-user application for
liver anatomy. They focused on decision-making by including case-specific information
regarding the treatment.

This section shows that most training applications related to the liver are within laparo-
scopic or needle interventions, thus, mostly focusing on motor skills.

4.3 Virtual Ultrasound Training
As the application proposed in Chapter 5 and used in Chapter 6 focuses on IOUS, this
section presents virtual–desktop-based and VR-based–US training applications in various
medical areas.

Other areas, where virtual US training is advantageous are, for example, obstetrics and
gynecology [232]. Studies presented by Madsen et al. [189] and Al-Memar et al. [202] have
confirmed that training with the Scantrainer1 led to improved performance in transvaginal
US examinations. This desktop-based simulation uses two monitors and an US probe. The

1Intelligent Ultrasound (trading name of MedaPhor Ltd.), UK:
https://www.intelligentultrasound.com/ Last access: 15.04.2024
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US image is shown on one monitor and a virtual patient including the probe position on
the abdomen is displayed on the other monitor.

Another medical use case that requires careful training is US-based needle intervention.
The focus of Mastmeyer et al.’s work [194] is on a realistic simulation of US imaging,
including breath and deformation while inserting the needle. Ni et al. [218] chose the use
case of US-guided biopsy in their desktop-based training. With the two haptic devices
Phantom Omni and Phantom Premium they simulate the US probe and a needle. Simi-
larly, Barnouin et al. [23] use the haptic device Geomagic Touch for their needle insertion
simulation. They aim at simulating realistic US imaging by using textures and raytracing
as well as displacement functions for tissue deformations.

Orr et al. [227] analyzed the influence of transabdominal US simulators integrated in
the curriculum. To assess performance, they consider various general skills, including
equipment usage, hygiene and ergonomics, along with specific US techniques. In the
context of liver US, the evaluated skills cover, amongst others, scanning the entire volume,
capturing images in different planes to maximize the visualization, and identifying the
portal vein with color Doppler US. The study results show that, compared to the control
group, the simulation leads to a significantly higher confidence with regard to diagnostic
images of the liver and the identification of pathologies.

In contrast to the presented desktop-based approaches, there are also some immersive VR
simulations. By using a phantom with a VR environment, Bublak et al. [37] presented a
training that combines cardiopulmonary resuscitation and US imaging. Thereby, physi-
cally separated users have their own phantoms and are joined in a virtual environment
with the same virtual patient. Their US simulation incorporates the hardware from Schall-
ware2. With this training simulation communication skills are addressed.

Johnson et al. [140] presented a semi-immersive VR application with the focus on task
analysis and appropriate performance metrics for US-guided liver biopsy. With the per-
formance metrics, including targeting, probe usage time and mean needle length in beam,
they were able to show significant differences between different levels of expertise of the
participants.

Another use case is US guidance for vascular access, which was chosen by Shenoy et
al. [280]. To interact with the virtual US probe and needle, the user employs normal
VR controllers. Furthermore, they included gamification by adding levels and a score
based on metrics, such as puncturing the target structure. In the study, ten medical
students had to rate their confidence before and after training with the system. The self-
reported confidence increased by the training. Other VR-based approaches include, for
example, a competency test for contrast-enhanced US [136] or specific user tasks, such as
identifying the position of a previously shown lesion [304]. However, the latter example
does not include an evaluation of the system, thus, the validity of the system cannot be
assessed.

In the context of US-guided needle intervention for anesthesia, Simon et al. [286] addressed
the lack of training simulations focusing on hand-eye coordination. To interact with
the virtual US probe and needle, they used two Geomagic Touch devices. During the
evaluation, 18 anesthesiologists with varying experience in US-guided needle insertion
had to perform the tasks, including exploring the interior, locating the nerve, inserting

2Schallware GmbH, Germany: https://www.schallware.de/ Last access: 12.04.2024
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the needle, injecting the anesthetic, and following its spread. Questions for face and
content validity were inspired by previous works and are not validated. The moderate
answers for face validity revealed that the main drawback is the realism of the haptic
feedback of the needle, whereas the realism of the environment and the realism of the
vein deformation achieved the highest scores. The content validation shows that the
simulation is not sufficient to train this procedure, however, it is a promising training tool
for hand-eye coordination. Although the simulation has a medical context, the complexity
of the anatomy is not quite clear. Furthermore, their training simulates the medical
workflow, however, it lacks specific tasks for users, resulting in a lack of feedback and
guidance.

Chuan et al. [59] also chose the use case of US-guided anesthesia. For the US imaging,
they recorded data while scanning a phantom including various positions and rotations.
These data also included needle insertion. The recorded data was then incorporated
into a VR-based training simulating an operating room (OR). Using VR controllers for
the US probe as well as needle, the user has to choose a proper insertion point. In a
study with 38 participants they were able to differentiate between experts and novice
participants.

In summary, the majority of existing research regarding US training is in US-guided
interventions and gynecology. Thereby, the main focus is either on the US simulation
itself or on the assessment of performance and learning outcome when integrating the
simulation into the curriculum. The latter assesses general handling skills based on tasks
that are deduced from clinical routine, like scanning the whole anatomy or identifying
important structures. However, only a limited number of US simulations directly target
visuospatial skills.

Figure 4.1: Desktop-based US training with geometric scenes and mouse input. Image from Mayer et
al. [196] © 2021 IEEE.

Figure 4.2: US training simulations.

To provide a simulation that includes training- and learning-related aspects, Law et
al. [175] proposed an US simulator with a didactic system. Their desktop application
provides haptic feedback by using the Phantom Omni. In addition to the US simulation,
3D anatomical models, and an annotation system for didactics are integrated. The di-
dactic system adds labels for all anatomical structures, which are visible in the current
US image.
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Mayer et al. [196] presented a desktop-based US game that trains visual-spatial relations.
In this case, there is no medical context, instead they use a geometric scene containing few
objects, such as spheres, cuboids and tubes (see Figure 4.2). The training comprises four
different minigames with tasks concerning the understanding of the US image and probe
handling. By testing the visuospatial ability before and after training, they investigated
the learning outcome. Although no significant differences between a control group and a
game group could be found, which might be explained due to a ceiling effect, the game
group improved more on average than the control group.

(a) VR-based US training in a toy factory. Image from Byl
et al. [44] © 2018 IEEE.

(b) Desktop-based US training in an underwater world. Im-
age from Olgers et al. [225] and available under a CC BY
4.0 license. No changes were made.

Figure 4.3: US training simulations.

A similar approach was introduced by Byl et al. [44], however, their game is VR-based. In-
stead of a medical setting, they use a toy factory as an environment (see Figure 4.3a). Us-
ing cross-sectional images, the user has to identify mispacked boxes in a specific time span.
The evaluation focused on general usability and player experience.

Olgers et al. [225] proposed a desktop-based game where the player is situated in an under-
water world. Using this context, the player has to collect hidden coins (see Figure 4.3b).
With this task, they want to train probe manipulation to receive the desired US image.
18 experts revealed that the probe manipulation with the 3D-printed probe is realistic
and the game is fun to play. Performance differences between experts and novices could
not be found. The simulations that directly address visual-spatial skills are summarized
in Table 4.1.

Table 4.1: Comparison of approaches focusing on training the understanding of US images and the cor-
responding 3D structures.

Approach Modality US simulation Context Input device
Law [175] Desktop Raytracing Medical Haptic device
Mayer [196] Desktop Contour+noise+shadows Geometries Mouse, keyboard
Byl [44] iVR Contour+noise Toys VR controller
Olgers [225] Desktop - Underwater 3D printed probe

In addition to the mentioned approaches, there is also the commercial VR-based training
simulation VitaSim3. It can be used for US for catheter placement [17], trauma assess-

3VitaSim, Denmark: https://www.vitasim.dk/ Last access: 12.04.2024
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ment [144], or the lung [173]. For the US imaging recordings are used. With a VR
controller, the virtual US probe can be placed at predefined locations where it can be
tilted.

Besides US, the necessity to train visuospatial skills is also mentioned in the context of
other medical image modalities. For X-ray imaging, Lenz et al. [178] developed a serious
VR game. Various minigames are proposed where the user, for example, has to recognize
or count objects in a sealed box. An overall score is calculated using the amount of
required X-ray images, required time, and the amount of false answers. Furthermore, the
three modes story, challenge and single game as well as five difficulty levels were included.
They vary the difficulty, the amount of answers, the amount of objects in the boxes, and
the X-ray representation (color or grayscale).

The visuospatial challenge in case of inspecting angiographies is addressed by Allgaier
et al. [8]. They present a gamified VR-based training where an angiography image is
given and the user has to identify the corresponding location on a 3D model of the CoW.
Included game elements are, for example, a score, time, health points, and achievements.
In contrast to this, Ropinski et al. [259] addressed this difficulty by adding visualizations
to the angiography image to support the perception. This is done by, for example, color
schemes that encode depth information or highlight edges. Another approach is a vir-
tual mirror that displays 3D data in a 2D angiography [331]. These last two techniques
directly modify the image to support the perception, however, they are not integrated
into clinical routine. Consequently, training for physicians to handle this challenge is
necessary.

This literature research shows that there are US applications, however, they often do not
include tasks addressing specific skills but simulate the general workflow without addi-
tional information or feedback. Those applications that focus on training these skills tend
to lack medical context. Furthermore, many approaches are desktop-based, which does
not reflect the real situation regarding hand-eye coordination (illustrated in Figure 4.4).
In desktop-based systems, there is a deviation between where the user moves the US probe
and the virtual patient and the moving probe on the patient.

(a) Setting in reality and VR applications. (b) Setting of desktop-based applications.

Figure 4.4: Setting regarding hand-eye coordination in (a) (virtual) reality and (b) desktop-based systems.
Own figure.
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LiVRSono - Virtual Reality Training
with Haptics for Intraoperative Ul-
trasound

Synopsis This chapter starts with highlighting the motivation and contribution of the
proposed US training application. After presenting a brief physical background regarding
US and related work, requirements are set up. The development includes an US simula-
tion as well as training scenarios. Finally, the evaluation and results are presented and
discussed.
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5.1 Contribution
IOUS provides real-time information without ionizing radiation. It is used to locate and
characterize lesions, evaluate the vasculature, assess the planned surgical margin, and
guide operative procedures [186]. The US probe is directly placed on the organ surface
so that no overlying structures influence the image. Surgeries are carefully planned pre-
operatively; however, the intraoperative situation differs due to significant deformations
of the organ [120]. IOUS is also superior to preoperative data in terms of detecting small
lesions.

The most common limitation of US is its operator dependence [104, 328]. The main
challenge during the procedure is to build a mental model of the organ based on the
US image and the position of the probe on the organ [104, 219], which is illustrated
in Figure 5.1. Thus, the surgeon needs two skills. First, they need a good hand-eye
coordination. Second, they have to understand where on the US screen an anatomic
structure is represented and link it to its respective location in the organ using a spatial
mental model [104]. This hand-eye coordination and visuospatial skill can only be trained
hands-on and the lack of proper training and education is often mentioned as a limitation
of IOUS [104, 328, 333]. IOUS is used for example during surgery in the liver, kidney,
pancreas, and during brain surgery [186, 207]. 

 

Figure 5.1: Illustration of the challenge to create a spatial men-
tal model based on the US probe position and US
image. Image from Allgaier et al. [9] and available
under a CC BY 4.0 license. No changes were made.

US training systems in general
can either be physical, for ex-
ample, using 3D printed mod-
els [229], or virtual [227]. A phys-
ical phantom has the benefit of
haptics and the US image can
either be obtained by using an
US-capable model and a real US
probe, or a simulated US image
using patient data, such as CT
data. Because printing a 3D liver
is expensive, it would be unfeasi-
ble to print many patient-specific
livers. If only one non-patient-
specific liver is used, there is ei-
ther no variation or the US image
does not fit to the physical model,

leading to confusion when moving the probe on the liver surface. These restrictions do
not exist for virtual systems, and haptics can be included by a haptic device. As de-
scribed and illustrated before, an immersive VR environment can simulate the situation
and the hand-eye coordination in a more realistic way. Furthermore, immersive VR and
its realistic setting can improve the learning experience [129, 181, 191, 243] and can evoke
realistic physical responses, as well as behavioral changes due to different environmental
conditions [115].

To advance hand-eye coordination and manual skills, haptics play a crucial role. As the
physician moves the US probe directly on the organ and is looking at the US image, they
depend on the haptic feedback. This is particularly important because the surgeon has
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to apply light pressure to avoid air between the probe and the organ. Thereby, the hand
position should be similar to the real hand position [13]. Consequently, the haptic device
Geomagic Touch was employed.

In the following, LiVRSono (Liver Virtual Reality Sonography), an immersive VR train-
ing system for IOUS for the liver, is proposed. IOUS is the gold standard for navigation
during liver resection [142]. The creation of a patient-specific mental model of the liver
anatomy is especially difficult due to the complex vasculature and interpersonal varia-
tions [301].
The main goal of training should be to increase performance and to enable transfer to the
real situation. Because of this, the following research question emerged:

RQ 1: What are suitable training scenarios of a VR-based application to train visuospa-
tial skills that are required for IOUS?

Before the training outcome can be evaluated, it is important to examine whether the
training application itself emulates the real setting or at least the most important as-
pects that are relevant for the learning goal. Accordingly, face and content validity are
investigated [46].

To provide a plausible and appropriate IOUS simulation for this use case, the following
contributions can be summarized:

• The learning goal anatomical and 3D understanding and orientation and workflow
were analyzed in detail with liver surgeons. The focus is on visuospatial skills and
hand-eye coordination but not directly on probe manipulation such as learning an
appropriate sequence of movements.

• Four training scenarios were defined and implemented based on the intraoperative
workflow and mental task.

• LiVRSono was evaluated with physicians with varying expertise regarding IOUS.
The main part of the evaluation is a study focusing on the realism and the mean-
ingfulness of the training scenarios. An additional pilot study serves to get first
impressions of the learning outcome.

5.2 Design
Before presenting related work on simulations of US images and summarizing US training
applications, a brief overview of the physical background of US is given.

5.2.1 Physics of Ultrasound

Without going into mathematical and physical detail, this section provides the required
background for US. US imaging is based on US waves propagating through tissues.
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Thereby, the higher the frequency, the better the image resolution but the smaller the pen-
etration depth [246]. Besides the properties of the US waves, tissues have different acoustic
impedances. This describes the resistance of the tissue to the propagation of waves [246].
While propagating through tissue, several phenomena occur:

• Absorption: Wave energy is converted into heat energy [246].

• Reflection: Part of the US signal is reflected at interfaces and captured, resulting in
an image. This occurs at interfaces of two tissues with different impedance values [1].

• Scattering/Dispersion: Because of inhomogeneities of tissues, some waves are dis-
persed [246].

These phenomena lead to an attenuation of the US waves, however, absorption is the
main cause [246]. Other characteristics of US images are, for example, speckle ar-
tifacts or speckle noise leading to the granular appearance of US images [72]. This
noise is caused by an interference of scattered echoes and has a multiplicative behav-
ior that strongly correlated with non-Gaussian statistics [76]. It is a common prob-
lem in US images. Other artifacts that can occur in US images include, for example,
shadows behind solid structures and mirror artifacts at tissues with a high acoustic
impedance [1].

5.2.2 Related Work

First, methods to simulate US images are presented, and second, important aspects of
already presented US training systems are highlighted.

5.2.2.1 Ultrasound Simulation

To simulate US, there are interpolative approaches and generative approaches. Interpola-
tive approaches use prerecorded 3D US volumes that are resliced. In these approaches,
differences between the actual US probe position and the position from where the im-
age was acquired lead to incorrect direction-dependent artifacts, such as shadows [71,
97]. In contrast, direction-independent features, such as tissue texture, are very realistic.
Another disadvantage is the restriction by data acquisition.

Generative approaches are based on other image modalities such as CT or magnetic
resonance imaging (MRI) data or on mesh models. The methods vary a lot regarding
accuracy and costs. Accurate and most realistic methods solve wave equations such
as the Green’s functions or Westervelt equation [150]. These methods require several
hours to simulate the image. Less accurate but faster methods first create a slice and
then simulate the US using, for example, texture synthesis with radial blur [194, 252,
348], convolution [93] or ray-tracing [176, 318]. There are also approaches combining,
for example, convolution and ray-tracing [43, 266] aiming to exploit the advantages of
both methods. Starkov et al. [298] combined the interpolative approach with ray-tracing
for a transvaginal US. Thereby, the generated US image of the target structure is fused
with a background US volume acquired in vivo. Another approach uses ray-tracing with
deep learning. Vitale et al. [323] use generative adversarial neural networks (GANs) that
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synthesize a new image based on an input image to simulate abdominal US. As input,
they use CT data and a voxel-wise segmentation of the organs. Based on these, a ray-
tracing approach is used to get a synthetic US image. A more realistic US image is then
retrieved using a CycleGAN. A GAN is also used by Chen et al. [51] to simulate IOUS
of the liver using preoperative MRI data. For such a framework, they had 4130 pairs of
MRI and IOUS images.

Methods using convolution or texture synthesis are the most performant ones. Ray-
tracing approaches sometimes are also real-time capable, however, a frame rate of about
15 − 30fps [43, 298] might be sufficient for desktop applications but not for VR appli-
cations. For training a GAN, a large training dataset is required, which might not be
available.

The choice of an appropriate approach strongly depends on application-specific require-
ments. For example, studies for probe design, the training of the diagnosis of non-obvious
lesions, or the understanding and perception of minor differences in US images require
realistic simulations. The focus of the presented project is on learning an overall ori-
entation, anatomical understanding and interpretation of the US image. Therefore, the
decision was made to use a fast texture-based approach suitable for real-time interaction
in an immersive virtual environment. However, by continuously including expert feedback
in the development process, it was ensured that the US simulation is plausible enough to
enable a proper training.

5.2.2.2 Virtual Ultrasound Training

Only few approaches for US training include important aspects for training such as feed-
back, annotations, or motivational factors [175, 196, 225] (refer to Chapter 2). However,
those are either not included in a medical context [44, 225] or are not VR-based for a
proper hand-eye coordination [175, 196, 225].

Mayer et al. [196] include the following four training tasks to address visual-spatial
skills:

• Identify the correct scene with 3D models using US.

• Identify the correct US image without seeing the scene.

• Identify the correct US probe position and rotation that creates the given US image.

• Identify how the probe has to be moved to create a given US image.

With these tasks, they want to improve the understanding of the correlation of the US
probe and the resulting image, the transfer of 2D and 3D as well as the understanding
of the probe movements and the resulting changes in the US image. As LiVRSono has
a similar learning goal, the training scenarios partially derived from their tasks and were
adapted to the specific medical use case.

Similar to these approaches, this project aims at targeting the challenge of creating the
spatial mental correlation between the US image and the 3D model. In contrast to
Byl et al.’s [44] immersive VR training and Mayer et al.’s [196] and Olgers et al.’s [225]
desktop-based learning games, the proposed system and training scenarios emulate the real
situation including probe handling and, thus, hand-eye coordination as well as visuospatial
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skills in an immersive surgical setting. Hereby, the focus is on the clinically relevant
application IOUS in liver surgery.

5.2.3 Requirements

The requirements for LiVRSono were established based on intensive discussions with the
clinical development team with different levels of experience in IOUS. Thereby, different
implementations of haptic feedback and important aspects of the US image were consid-
ered. For a better understanding, a real IOUS procedure was observed. The following re-
quirements can be classified into two categories: plausibility and training.

Plausibility This refers to the US simulation, the handling of the probe, and the setting.
Harris et al. [112] emphasized that ‘A simulation aims to capture key features of the
real task and environment, rather than exactly emulate or imitate it’ (p.3). Thus, it is
important to identify these key features and to simulate them in a plausible way. In the
proposed training, the US image should exhibit the main physical phenomena and should
have a similar appearance, but aspects such as the exact gray values are less important
for spatial understanding. Furthermore, the handling of the US probe should be similar
to the real one. This includes haptics to perceive the curvature of the surface as well as a
real hand position. Finally, the setting should be similar to a real surgery, meaning that
the user should stand next to the patient’s abdomen with the US monitor on the other
side of the patient. Thus, the following requirements arose:

R1 The US simulation should be plausible, including a proper image section, the most
relevant physical phenomena, and the main functionalities such as depth regulation.
Using the above presented US background and other US simulations, attenuation,
noise, reflections and blur to simulate low resolution should be included.

R2 The user should be able to move the US probe in a realistic manner and there should
be haptic feedback when touching the liver surface.

R3 The whole setting in the VR environment should be similar to a real setting.

These requirements are difficult to measure. The simulated US could be compared with
real images, however, this would require real images and simulated images of the same pa-
tient and with the exact same probe position as well as orientation. Because of this, the re-
quirements are considered to be met if experts evaluate them positively.

Training This requires appropriate training scenarios and the assessment of the user’s
performance. Consequently, there is an additional requirement:

R4 The training should include training scenarios that vary regarding their anatomical
focus or mental transfer, but they should all require the building of a mental model
and spatial orientation.
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5.3 Development

This section is divided into the two main parts of the training application. First, it
is explained how the US images are simulated using 3D anatomical models. Second,
the training environment and the training scenarios addressing the underlying learning
objective are described.

5.3.1 Ultrasound Simulation

In consultation with medical experts, the decision was made to use rigid models to reduce
complexity. Otherwise, realistic deformation and interaction with the deformable liver
would be necessary. Furthermore, the US simulation also has to automatically adapt to
the current shape of the model leading to a much higher computational effort. This would
be more relevant for a realistic handling of the liver and surgical procedure than for the
learning goal of the presented prototype.

The developed real-time US simulation uses 3D surface models that are also displayed
in the virtual environment. The 3D models are segmentations provided by the medical
expert team. The following describes how US images are generated based on these models
and the whole procedure is summarized in Figure 5.2.

a) 3D models in 

scene

b) 3D render texture

d) Attenuation, reflections and noise

c) US slice

e) US image with

blur

j

i

S1
v1

S2
v2

Tij

s
ɑ

Figure 5.2: Simulation of real-time US based on 3D models. Image from Allgaier et al. [9] and available
under a CC BY 4.0 license. The layout and colors were changed slightly.
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5.3.1.1 Generation of 3D Render Texture

To simulate US during runtime, a 3D render texture is required (refer to Unity’s render
texture1). This texture is created using the anatomical 3D models. The texture, which has
a resolution of 128 × 128 × 128, is aligned with the bounding box of the liver and each voxel
is assigned a corresponding tissue type. This requires duplicating the models and inverting
the normals to detect collisions from the inside of the models. By iterating through the
render texture, ray casting is used to identify in which tissue the current voxel lies. The
first object it hits from the inside is the object or tissue it belongs to. To identify which
tissue was hit, layers with the tissue names have to be assigned to the anatomical models
manually (refer to Unity’s layer system2). The gray values of the tissues are approximated
using real US images as a template leading to the allocation of RGB values shown in
Table 5.1, and resulting in an US image shown in Figure 5.2b. This preprocessing step
has to be done once for each patient case that is included.

Table 5.1: Settings of the US image.

Characteristics Value
Tissues RGB values

Liver (0.47, 0.47, 0.47)
Inferior vena cava (0.1, 0.1, 0.1)
Portal vein (0.1, 0.1, 0.1)
Vein (0.1, 0.1, 0.1)
Gallbladder (0.1, 0.1, 0.1)
Lesion (0.77, 0.77, 0.77)

Parameters
Probe size (s) 5cm
Probe angle (α) 60◦

Penetration depth (p) [1, 20]cm

5.3.1.2 Slice shader

The render texture is used to simulate the US image via shaders. First, a slice rep-
resenting the current US image has to be created. This is done based on the current
US probe position and orientation. The position is mapped to the bounding box and
is scaled to the range of [0, 1]. Then, the field of view is adapted to match a com-
mon US image. A texel Tij lies within the field of view if it meets the following condi-
tions:

(−v1i ∗ (Tj − S1j) + v1j ∗ (Ti − S1i)) < 0 (5.1)

(−v2i ∗ (Tj − S2j) + v2j ∗ (Ti − S2i)) > 0 (5.2)

1Unity render texture: https://docs.unity3d.com/Manual/class-RenderTexture.html Last access:
07.03.2024

2Unity layer system: https://docs.unity3d.com/ScriptReference/LayerMask.html Last access:
07.03.2024
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If both conditions are fulfilled, the texel Tij lies between the two vectors v1 and v2 defining
the trapezoid together with the two upper corners S1 and S2. The trapezoid depends on
the probe size s and the angle α (refer to Figure 5.2c and Table 5.1).

5.3.1.3 Attenuation

If the conditions 5.1 and 5.2 are met, attenuation is included based on the exponential
function:

Ik
α = Ik

i e−βdf (5.3)

where Ik
i is the intensity of the incoming beam and Ik

α of the output beam. β is the
absorption coefficient of the material, d the distance traveled in the material and f the
frequency of the wave. Because no material-specific parameters are used, the attenuation
is simulated using a general absorption coefficient, the length to the current texel STij

and the penetration depth p, which is inversely proportional to the frequency, to simulate
the attenuation. The resulting slice is shown in Figure 5.2d.

5.3.1.4 Reflections

Reflections occur at boundaries of tissues of different acoustic impedances. The larger the
difference, the more reflection occurs. The reflection also depends on the angle of inci-
dence. A wave hitting the interface perpendicularly results in the highest reflection. If the
angle is smaller, the wave is deflected away from the probe. Because tissue information is
neglected, the reflection shader calculates the absolute difference between the current texel
and the texel above. The texel above Tabove is not Ti,j+1 but the texel lying on the vector
between the current texel Tij and the US probe Sij: Tabove = Tij +(Sij −Tij)∗TexelSize.j.
The output (see Figure 5.2d) is then added to the image.

5.3.1.5 Noise shader

In the next step, noise is added to the US image. US images exhibit the above-presented
speckle noise. Because of the inhomogeneity of tissues, waves are scattered, leading to
interferences that create the speckle pattern. Consequently, different soft tissues and
diseases cause different speckle patterns [95]. As tissue information is not considered, a
general noise was added. Inspired by Mastmeier et al. [194], Perlin noise [235] was used3.
Using the same origin and axes as for the slice shader, a single noise slice is created
and the corresponding texels of the main texture and noise texture are multiplied (see
Figure 5.2d).

3K. Takahashi, Perlin Noise for Unity (2015): https://github.com/keijiro/PerlinNoise
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5.3.1.6 Blur shader

The lower the frequency, which is 5MHz in the underlying medical case [167], the larger
the penetration depth and the lower the resolution of the image. This is also the case
with increasing distance to the probe. Furthermore, there is radial blur in US images.
Because radial distortion, which occurs the more convex a probe is, was neglected, a 1D
horizontal blur is used to simulate the mentioned effects. Therefore, the average of the
surrounding pixels along the x-axis is calculated. The strength of the blur effect scales
with the texel distance to the probe (as radial blur is more visible the further away the
pixel is from the center), and the current penetration depth (to simulate the resulting
smoother edges due to lower image resolution) was added.

5.3.1.7 Further Considerations

The last part of creating a realistic US is to zoom the image so that only the part within
the current depth is visible. The scale next to the US also has to be adapted to show the
corresponding size of one centimeter.

Shadows are also a typical component of US images. However, as they appear behind
bones or air, and thus are not crucial in intraoperative liver US, they were neglected after
consultation with liver surgeons. The final US image can be seen in Figure 5.2e. With the
described slice shader, attenuation including depth regulation, and the other phenomena,
R1 is addressed.

5.3.1.8 Ultrasound Probe

Figure 5.3: Geomagic Touch Device with a 3D printed attach-
ment, mimicking the US probe. Image from All-
gaier et al. [9] and available under a CC BY 4.0
license. No changes were made.

To address R2, the user can
move an US probe using the
Geomagic Touch, on the liver
of a patient approximated by
a torso [153]. The Geomagic
Touch has six DOFs of movement,
three DOFs for force feedback,
and a workspace of approximately
160W × 120H × 70D mm; thus,
a restricted workspace compared
to a real US probe. As the in-
put device is pen-like and the US
probe is not held like a pen, an
attachment to enable a more re-
alistic hand position was designed

and 3D printed (see Figure 5.3). This approximation was modeled based on images and
product information of IOUS probes. A corresponding US probe representation was in-
cluded into the virtual environment. Virtual hands were not included because only the
position of the US probe is relevant and studies revealed that visualizing hands is not
necessary when performing motor tasks in VR [255].
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For the haptic feedback the Haptics Direct for Unity V1 from 3D Systems is used and
a haptic material with a stiffness of 0.073 is assigned to the liver surface. This value
was determined with the clinical development team. The device has a nominal position
resolution of > 450 dpi and a refresh rate of 1 kHz.

5.3.2 Training Environment

In LiVRSono, the user is situated in a virtual OR adapted from Huber et al. [129]. To
fulfill R3, an US monitor was modeled and placed according to a real scenario. Direct
interactions with the liver, such as slightly lifting it, and feeling different health states
would require very realistic deformations and haptics and is not addressed by the proposed
training system.

The learning tasks address the following aspects:

• Building a spatial mental 3D model

• Understanding and interpreting (with respect to anatomical understanding, not
diagnosis) the US

• Orientating within the liver using US

• Hand-eye coordination.

Based on the learning goal and the tasks proposed by Mayer et al. [196], four training
scenarios were identified. The scenarios and their suitability for liver surgeons were dis-
cussed with medical experts of varying levels of experience. Scenario 1 and scenario 2
are based on the IOUS workflow which consists of the three steps (1) identification of
hepatic veins, (2) identification of portal veins and their branches, and (3) the system-
atic scanning of the whole liver parenchyma [3, 104], whereas scenario 3 and scenario 4
focus on the spatial mental model. The order of the scenarios was chosen based on their
level of difficulty after consultation with the experts. Consequently, the first scenario
refers to the third step of the workflow and the second scenario refers to the first two
steps.

Scenario 1 This scenario focuses on the systematic scanning of the whole liver parenchy-
ma. In order to train procedural skills and hand-eye coordination, the user has to scan
and identify all segments (see Figure 5.4a). This is done by placing the probe on the
liver surface and clicking the correct button for the specific segment where the probe lies
on. The segments were manually defined in an additional application where the user can
mark the eight segments.

Scenario 2 Finding and following important anatomical structures trains the anatom-
ical understanding and deduction of 3D anatomical structures from 2D US images, as
well as the orientation within the liver. Although for scenario 1, one also has to find
the vessels for identifying the segments, scenario 2 was rated as more difficult because
of tracing the vessels. Therefore, it was placed as the second scenario and not as the
first scenario which would be in accordance with the IOUS workflow. To select a vessel,
the user has to start at the hepatic vein star and click the corresponding button of the
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(a) Scenario 1 - identification of liver segments. The user
has to select the segment on which the probe currently
is.

(b) Scenario 2 - scanning veins. The user has to trace veins
by placing the consecutive segments in the middle of
the US image.

Figure 5.4: Training scenarios 1 and 2. Image from Allgaier et al. [9] and available under a CC BY 4.0
license. The image was split into two.

vein they want to trace (see Figure 5.4b). By placing the subsequent vein parts in the
middle of the US image (highlighted by the red arrow), the progress bar of the vein fills
up.

Scenario 3 The deduction of 3D models from 2D US images is also trained with the
third scenario. Based on Mayer et al.’s [196] learning tasks, the user has to scan a liver and
has to determine which semi-transparent 3D liver model corresponds to the US images.
In order to prevent the user from determining the correct liver based on the liver surface
and outer appearance, a white cube occludes the liver in the abdomen (see Figure 5.5a).
To recognize details of the inner structures of the semi-transparent models, the user can
grab and rotate them with the controller.

Scenario 4 With the last scenario, users can train to interpret an US image, as well
as the relation between probe position and orientation and the US image. This sce-
nario is a combination of learning games two, three and four of Mayer et al. [196]. In
the proposed scenario, one US image is given; the user has to interpret the image and
create a mental model to place the US probe in the immersive VR environment in the
same position and orientation to reproduce the image (see Figure 5.5b). The position
and orientation are checked separately. If necessary, the user can get hints. The posi-
tion can be shown by enabling a sphere on the liver, and the orientation can be shown
by a ghost view of the probe, showing the correct orientation attached to the virtual
probe.

48

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


5 LiVRSono - Virtual Reality Training with Haptics for Intraoperative Ultrasound

(a) Scenario 3 - transfer US to 3D model. Based on the inte-
rior structures, the user has to select the corresponding
3D model.

(b) Scenario 4 - probe handling. The user has to find the
correct probe position and rotation to recreate the given
image. A green sphere and ghost view can be enabled
for support.

Figure 5.5: Training scenarios 3 and 4. Image from Allgaier et al. [9] and available under a CC BY 4.0
license. The image was split into two and in b) the inlay image showing the probe was added.

5.4 Impact

During the development, a resident assessed the US simulation several times to adjust it,
for example, by adapting the amount of noise and blur. Despite this, the focus of this
evaluation is to investigate whether LiVRSono would be useful as additional training.
Before the learning outcome and training effect can be evaluated, the application has
to be assessed regarding its general suitability. The focus was on two aspects that were
also relevant regarding the requirements: plausibility and training. For these aspects, an
expert study was conducted with eleven medical experts. Additionally, a short pilot study
was conducted to get an impression of the training effect after using LiVRSono multiple
times.

5.4.1 Apparatus

For the implementation and the two studies, the HTC Vive Pro Eye was used. The studies
were conducted with a laptop with the following properties: NVIDIA GeForce RTX 2080
Super with Max-Q graphics card, Intel Core i7-10850H 2.70 GHz CPU, and 32 GB RAM.
Once the 3D render texture is precalculated, scanning the liver with the Geomagic Touch
and using the described IOUS simulation is possible with about 90 fps.
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5.4.2 Setup and Procedure

In accordance with the two studies, the setup and procedures are presented separately in
the following two sections.

5.4.2.1 Expert Study

The medical experts have varying experience regarding IOUS. Consequently, feedback
from six experts of IOUS that can rate the plausibility, and from five members of the
target group of the training system was collected. The experiences and demographics
are summarized in Table 5.2. The limited number of participants is caused by the spe-
cific use case that requires more knowledge and practical experience with surgical liver
resection than a medical student has. Complex liver surgery is very demanding. Thus,
only a subset of experienced surgeons performs this type of surgery. Because of the
limited number of participants and to get in-depth feedback, a qualitative analysis was
included.

Table 5.2: Characteristics of experts (n = 11). Table from Allgaier et al. [9] and available under a CC
BY 4.0 license. The table was split into two columns.

Characteristics Value Mean
Age [28-59] 42

25-34 3 (27%)
35-44 4 (36%)
45-54 2 (18%)
55-64 2 (18%)

Gender
Male 6 (55%)
Female 5 (45%)

Medical Experience
Resident 3 (27%)
Specialist 3 (27%)
Attending 4 (36%)
Chief physician 1 (10%)

Characteristics Value Mean
IOUS Experience

None 2 (18%)
5-20 times 3 (27%)
>200 times 2 (18%)
>1000 times 4 (36%)

Experience with VR
None 2 (18%)
Less than 15 times 6 (55%)
More than 15 times 3 (27%)

After a short introduction presenting the learning objective, each expert first became
familiar with the VR environment, haptic device, and interactions. Keeping the learning
goal in mind, they had to rate the plausibility using a 5-point Likert scale (1 = not at all,
5 = completely). The exact questions were:

• Is the setting realistic/plausible enough for the learning objective? Setting refers to
the US monitor position, user position and patient position.

• Is the handling of the US probe realistic/plausible enough?

• How realistic is the haptic feedback?

• Is the US image realistic/plausible enough?
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Afterwards, they were asked to explain their assessment by indicating which aspects were
realistic enough and which were not. They were also encouraged to think aloud and to
mention problems, and positive aspects. In the second part, they had to go through all
scenarios to state whether they are helpful for the learning goal using a 5-point Likert scale.
Thereby, they were again encouraged to mention improvements.

5.4.2.2 Pilot Study - Learning Outcome

Six persons with no medical background participated in the additional pilot study regard-
ing learning outcome. This limited number was because the idea was to reserve the target
group, which is difficult to recruit, for a large study assessing the learning outcome and
comparing it to the current learning method. Before such a study is possible, appropriate
cases, difficulties, and feedback from this evaluation have to be included. Because of this,
only the third task was used, which was also rated the best and which does not require
anatomy knowledge.

The six participants had a pre-test, three training sessions with four tasks each plus a
repetition of the previous sessions on following days, and a post-test. Due to technical
problems during the first test, a similar test had to be conducted before starting the
second training session, which will be referred to as ‘pre-test’. This results in the following
procedure:

• Session 1: (Cancelled Pre-test) and Training with difficulty level 1 (varying amount
of lesions)

• Session 2: Pre-test, repeating difficulty level 1, training with difficulty level 2 (vary-
ing positions of lesions)

• Session 3: Repeating difficulty level 1 and 2, training with difficulty level 3 (varying
positions and sizes)

• Session 4: Post-test

During the tests, errors and time per task were recorded and the participants had to
answer questions based on the competence item of the standardized Intrinsic Motivation
Inventory (IMI) [261] plus two additional questions with a 5-point Likert scale. The
additional questions directly refer to the learning objective. Another two questions were
asked in the post-test where they had to rate the perceived learning effect. The additional
questions were:

• I think I can safely navigate within the liver.

• I think that I can quickly orient myself within the liver.

• Post-test: I think my US skills, for example, understanding the images and orienting
in the liver have improved as a result of the practice sessions.

• Post-test: If I had to scan a liver now, I think I can use the skills and strategies I
have practiced.
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Before each test, the participants were told that both error and time are measured, but
also that it was more important to be right than to be fast.

5.4.3 Results

Similar to the previous section, the results of the expert study are followed by the results
of the pilot study.

5.4.3.1 Expert Study

Plausibility In general, the setting as well as the US were rated as realistic, which
can be seen in Figure 5.6a. Regarding the general setting, some participants mentioned
that it would be better and easier if the US monitor was more to the left or directly
in the viewing direction. However, the current setup is similar to the intraoperative
setting. It was also mentioned that the monitor position could be a way to include
various levels of difficulty. Regarding the virtual patient, the abdomen should be opened
further to reveal the whole liver. In Figure 5.5a, it can be seen that the liver was partially
covered.

The 3D printed attachment simulating an US probe was sometimes mentioned positively,
but experts also emphasized that they use a different one and that the real probe was
more cumbersome to handle. One problem regarding the US probe was that the device
juddered when there was an indentation on the liver surface. However, the main problem
was the restricted workspace. Because of this, experts in particular were not able to scan
the liver in the same way they would during surgery. Another aspect concerning the input
device was the height. To enable a proper height of the device, it should have been placed
on a height-adjustable surface.

The haptic feedback was the least realistic aspect; however, many participants who rated
it as not realistic mentioned that it is still supportive and better than without haptic feed-
back. Only one participant would prefer to have no haptic feedback.

Feedback regarding the US image was very positive. Some experts mentioned that it
should be less noisy and edges should be a bit sharper. Two aspects should be improved
to increase realism. First, the US image should only be visible if there is contact with the
liver surface. Second, it is possible to rotate the probe around its longitudinal axis. This
is not possible to such an extent in real life, and the behavior of the simulation was not
correct. This was recognized by some of the experts.

Training Scenarios The detailed rating of the scenarios is summarized in Figure 5.6b.
Nearly all participants appreciated the first scenario. To further improve the learning
experience, some participants suggested the possibility of seeing all liver segments. This
could also be included in an additional training room where the liver could be inspected
using transparent colors and grabbing interactions. For more clinical relevance, one partic-
ipant suggested modifying the scenario so that the user has to indicate in which segments
metastases are located.
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(b) Rating of meaningfulness and efficacy of scenarios.

Figure 5.6: Results of the expert study. Image from Allgaier et al. [9] and available under a CC BY 4.0
license. Two images were merged into one.

In general, the second scenario was rated as effective. However, there are two important
aspects that have to be changed to enable proper training. It was very difficult to place the
segments of the vein in the middle of the US image. Instead, it was suggested to point
and click on the corresponding vessels using the controller. As mentioned before, the
workspace of the input device is limited. Due to this, experts in particular were not able
to trace the veins using the method they use during surgery.

The third scenario was the most preferred one. Comments show that the white cube
occluding the liver model is not relevant, especially when more similar cases have been
integrated. Various difficulties could be included if cases with different amounts of metas-
tases or different courses of vessels are used. Furthermore, the liver models in the menu
should be rotated because during surgery the liver is seen from a ventral and not dorsal
perspective.

The last scenario was mostly rated as inappropriate. The reason given for this was that
there is no benefit in simulating a given US image. Sometimes it is also possible to create
a very similar image or an image showing the same relevant structures without having
the probe at the same position. Alternatively, a scenario to count metastases or to show
a given structure would be more effective and clinically relevant. In this context, some
participants mentioned including CT data, because surgeons usually have a mental model
of the liver based on the preoperative data. Accordingly, a scenario could also be to find
metastases that are not visible in the CT data.

5.4.3.2 Pilot Study - Learning Outcome

In the pilot study, three participants had no errors in the pre-test as well as in the post-
test. Each of the tests had twelve tasks. Three participants reduced their errors: from
three to one, from four to one, and from two to zero. Additionally to reduced or constant
errors, five participants were also faster in the post-test by 13.4s on average per liver scan.
One participant needed 30 s more on average per liver scan. However, this participant
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reduced their errors from four to one, which is more important than being fast. The
detailed results are summarized in Table 5.3. Using the eight questions qn, the competence
difference between the pre- and post-test is calculated by:

Compdiff =
∑8

n=1 qn,post − qn,pre

8 (5.4)

All participants had an increased competence (see Table 5.3). They also answered the
question regarding perceived improvements in their US skills with a 5. For the question re-
garding applying their skills, three participants gave a 4 and three gave a 5.

Three participants used the comment field to emphasize the following aspects:

• Repetitions were very helpful in producing a learning effect.

• They recognized their perceived learning effect and had an increased confidence in
performing the US.

• They developed strategies on their own.

• Especially small differences in lesion positions such as the height within the liver
were much easier to identify after the training sessions.

Table 5.3: Errors (E), the average time (t) per liver scan in seconds of the pre- and post-test, and the
competence difference (Compdiff ). Table from Allgaier et al. [9] and available under a CC BY
4.0 license. No changes were made.

Epre Epost tpre tpost tpost - tpre Compdiff

P1 3 1 26 24 -2 0.875
P2 4 1 41 72 31 1.375
P3 0 0 29 24 -5 0.125
P4 0 0 80 40 -40 0.625
P5 2 0 58 41 -17 1.375
P6 0 0 32 29 -3 0.75

5.4.4 Discussion

The discussion of the presented results is separated into the individual investigation as-
pects: US simulation and training scenarios. Furthermore, the evaluation and generaliza-
tion of the project are discussed and future work is presented.

5.4.4.1 Ultrasound Simulation

As described, the simulated US image is not complex and does not include, among other
things, deformations. Nevertheless, the image was rated as realistic enough for the learn-
ing goal, showing that a fast simulation can be used for training. The US simulation
can be further improved by requiring contact with the liver, less noise in the image, and
restricting the probe rotation along the longitudinal axis. Although most participants
appreciated the US image and its quality, some mentioned that the image, especially the
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edges, is blurred too much. Because of this varying subjective feedback, directly compar-
ing the US image with a real image might be helpful in giving a more objective result.
Before doing so, one could also try out other methods that include more information, such
as tissue characteristics, and incorporate more artifacts.

Similarly to Simon et al. [286], the presented evaluation revealed that the haptic feed-
back is the main limitation of face validation. Although the haptic feedback does not
realistically simulate touch sensations from a real liver, nearly all participants stated that
the haptic feedback is supportive. The mentioned jiggling and limited workspace are dis-
tracting and also limit the user’s performance. For an appropriate training, it is crucial
to reduce these drawbacks. This can be done by either setting the initial device posi-
tion such that the whole liver can be reached, or alternatively by scaling the movement.
However, this is only possible to a certain degree while still preserving realism and an ap-
propriate level of difficulty. If this is not possible, another input device or haptic feedback
simulation might be more useful, and alternative products such as the Emerge Wave-1 4

should be considered in the future. Furthermore, a direct comparison of having haptic
feedback versus no haptic feedback should be considered. The drawbacks of using a 3D-
printed liver were already discussed in the introduction. However, one could investigate
the impact of the mentioned mismatch of the printed and virtual models and compare
the two input modalities. Using no haptic feedback might work with the current state.
However, when considering the requirement that the probe has to have contact with the
liver surface to create an US image, it will probably be very difficult and exhausting to
scan the liver.

Most participants rated their position in relation to the patient and to the US monitor
positively. The height of the input device was sometimes not appropriate. This can be
solved by using a height-adjustable surface, as the operating table is also adjusted to the
surgeon’s height. Some participants also mentioned that they would prefer to have the
monitor in their field of view, which would differ from the real setting. Including different
monitor positions might be a way to include varying difficulties. Having the monitor not
in the field of view is much more difficult due to hand-eye coordination. This is a great
benefit of VR: the three components–patient, user and monitor–can be arranged in the
correct way. Using a normal desktop, such as in Law et al. [175], cannot provide this.
Only Byl et al. [44] provide an immersive VR environment; however, here the user did
not have to handle an US probe.

5.4.4.2 Training Scenarios

Three of four scenarios were rated as helpful with minor improvements. As there is no clin-
ical benefit to the last scenario, and the handling of the US probe can also be learned with
other scenarios, it is recommended to remove or replace this scenario. In a simpler setting,
such as in Mayer et al. [196], this scenario might work, but in a liver with many vessels
and metastases, different probe positions and rotations might also lead to similar images.
Some participants would prefer a scenario where the user has to find either all metastases
or a specific one. For this scenario, the user has to scan the whole liver. Thus, they need
a good orientation and understanding to differentiate whether a metastasis is a new one
or one they have already scanned but seen from another perspective. This would also

4Emerge, USA: https://shop.emerge.io/ Last access: 15.04.2024
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have a high clinical relevance because there are metastases that are not visible in the CT
data and therefore have to be found with US. Alternatively, this could be included in the
first scenario. Instead of simply stating which segment they are scanning, the user could
also have to count the metastases in the current segment.

Another aspect of a meaningful training are the included medical cases. Although LiVR-
Sono includes four cases, only one case was used for the evaluation due to time restrictions.
However, this case is a difficult one for the first scenario because the gallbladder was al-
ready removed. In everyday clinical practice, the gallbladder is used for orientation within
the liver, since it attaches to segment five of the liver. The four liver cases are very differ-
ent in regard to their diseases (such as the number of metastases leading to a relatively
easy third scenario). It was not part of the evaluation to include appropriate training
cases regarding anatomy and difficulty, but this might be considered for further studies
assessing, for example, the learning outcome.

5.4.4.3 Evaluation

Regarding the expert evaluation, questions directly referring to the application instead
of standard questionnaires, such as questionnaires concerning usability or task load, were
employed. The reason for this was the very limited time of surgeons. It was not possible
to include more questionnaires and that is why specific questions were preferred to more
general ones. Furthermore, it can be assumed that if the usability as well as technical
aspects would not be sufficient, the participants would mention this as the think-aloud
method was used and their task was to assess the quality of the training application.
Questions referring to the mental and physical load would only be beneficial in compar-
ison to the real IOUS, otherwise, a high load could indicate that the application is too
difficult or it could reflect the real situation. However, in a large user study comparing the
training to a control group, these standardized questionnaires are recommended. It is also
necessary to emphasize that this study only assesses face and content validity and that
the questionnaires used are not validated. Further studies must be conducted to evaluate
other types of validity, such as construct, or content validity. Aside from validity, the
fidelity of the simulation could also be assessed [112].

In the pilot study difficult tasks, such as where the exact position of a lesion (in relation
to the vessels) has to be determined, were not included because of the missing medical
background of the participants. Due to the reduced difficulty, the ceiling effect could
be observed as three participants had no error in the first test (and also the second
test). However, the reduced time, errors, and the questionnaire in particular showed
positive results regarding the increased confidence and competence. Comments especially
emphasize the learning effect regarding spatial orientation and exact lesion positions. The
study reveals that something new can be learned after training with the system. Since the
tasks require visuospatial skills, it can be hypothesized that these are trained. However,
further studies are necessary to confirm whether this target skill can be learned and to
investigate whether it can be transferred to the real procedure using statistical analyses.
In a more recent work presented by Junge et al. [144] the learning effect of a VR-based US
training for trauma assessment was compared to a historical control group using a screen-
based simulation with a haptic trainer. Acquired competencies were assessed using the
simulator from Schallware. The VR-based training VitaSim comprised the placement of
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the US probe, image optimization, and interpretation of normal and pathologic findings.
This was implemented by presenting basic knowledge, training cases and finally combining
given diagnosis with the correct virtual patient. The VR-based training was non-inferior
to the control group with respect to the acquired competencies. How a similar evaluation
concerning learning outcome can be designed for the presented case is described in future
work.

5.4.4.4 Generalization

As described in the introduction, IOUS is also used for other applications than the liver.
Although the proposed application is specialized for the liver, some aspects might be
generalizable to other applications. In other organs, such as the pancreas or kidney,
IOUS is also used to identify tumors, metastases, or other anatomical structures like the
duct. Consequently, the third training scenario with its previously discussed variations is
applicable. The first two scenarios are specialized for the liver and might be removed or
adapted for other organs.

5.4.4.5 Future Work

A summary of the main aspects that should be improved to enable a proper training
environment is shown in Table 5.4.

Table 5.4: Summary of essential improvements. Table from Allgaier et al. [9] and available under a CC
BY 4.0 license. The table was slightly expanded.

Improvements
US image Sharpen edges, reduce noise
Haptic Smooth the surface, workspace
Probe Add more and different US attachments
Setting Adjust the height of the input device in relation to the user
Scenario 1 Show segments for learning
Scenario 2 Remove the arrow and select the vessel via controller
Scenario 3 Change liver orientation
Scenario 4 Remove or replace

Furthermore, a training system requires different levels of difficulty. These can be included
by incorporating:

• different sizes, locations, and amount of metastases,

• different levels of the information shown to, or asked of, the users. For example,
whether the users have to differentiate the livers in the third scenario based on the
number of metastases, their location or simply based on the vessels. In the second
scenario, the precision of tracing the veins could be varied.

• further scenarios, such as measuring the size of a metastasis or showing its relation
to vessels, and
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• including cases with common anatomical variations and cases with rare anatomy.

After including varying difficulties, future studies should assess the learning outcome
with the target group when using LiVRSono over a longer period. By comparing a
group regularly using LiVRSono to a control group with no additional training, one could
measure whether the aspects described in Section 5.3 could be the result of learning from
the system. However, there is a difficulty of a lacking ground truth or test environment.
If the user’s skills are tested within LiVRSono, similar to the presented pilot study, it
only states that one can improve within the system by training with this system. There
are the following alternatives:

• Using a phantom for US training: This would be a realistic setting, however, these
phantoms are very expensive and there might be a limited amount of liver cases.
Creating own liver phantoms is also very time and resource-consuming, and requires
knowledge in this area.

• Using a molded liver in combination with an US simulation: This enables a large
amount of liver cases, however, the same US simulation would be used for training
and testing, which also limits the transfer of the results to the real situation.

• Using the real situation: Regarding the validity of the results, this option would be
the best. In this case, there are ethical concerns as well as an enormous effort. In
addition to the amount of study participants several surgeries to test the participants
would be necessary, which is an organizational effort and requires additional time
during surgery. Using real patients as pre- and post-tests has the drawback that
the test cases vary a lot with respect to difficulty due to interpersonal variations.
There is also no ground truth. One possibility would be that an experienced surgeon
assesses the performance of the participant which might also include bias. However,
this alternative is the only way to investigate whether the learned skills can be
transferred to real IOUS.

All these possible studies would require that regular training sessions with LiVRSono are
included in the clinical routine.

As emphasized in the introduction, LiVRSono focuses on IOUS for the liver but ad-
dresses the general need to train visuospatial skills for US and the lack of training pos-
sibilities for IOUS. In the future, the proposed training system can be adapted to other
applications, such as IOUS for kidneys or pancreas. The adaptation would include ad-
justing the grey values of tissues (if necessary) and replacing workflow-related training
scenarios. This can also include other medical disciplines such as neurosurgery [74, 110],
however, first the necessity of such a training and the requirements have to be veri-
fied.

5.5 Conclusion
With LiVRSono, the need for training systems to train the mental skills that are nec-
essary for IOUS is addressed. The proposed immersive VR system for liver surgeons
benefits from a real-time US simulation, a modified haptic input device, as well as a
virtual OR, which improve the learning experience by providing a setting similar to the
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real situation. Furthermore, training scenarios were identified based on the application-
specific workflow and the transfer between the US image and 3D anatomy. Using the
proposed system, drawbacks of the chosen input device, as well as important improve-
ments of the training scenarios to enhance the training without harming real patients
were identified.
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Synopsis After describing the motivation and contribution, this chapter proceeds with
relevant literature. Using one training scenario, various game elements are discussed to
identify proper ones for an US training simulation. The development includes the imple-
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uate and compare the elements regarding motivation and player experience.

This chapter is partially reused with permission of © 2024 ACM and has been published
in:

Mareen Allgaier, Florentine Huettl, Laura Isabel Hanke, Tobias Huber, Bernhard Preim,
Sylvia Saalfeld, and Christian Hansen. "Gamification Concepts for a VR-based
Visuospatial Training for Intraoperative Liver Ultrasound", CHI EA ’24, Association for
Computing Machinery, NY, USA, Article 175, 1–8, 2024,
https://doi.org/10.1145/3613905.3650736 .



6 Gamification Concepts for a VR-based Visuospatial Training for Intraoperative Liver
Ultrasound

6.1 Contribution
In the previous chapter, an appropriate VR-based training system including various train-
ing scenarios has been presented. However, simply providing a training system does not
automatically imply a good learning outcome. In Chapter 3, other factors, such as per-
ceived motivation, enjoyment, repetition and practice, that influence the learning outcome
are mentioned [98, 147]. To foster these aspects, the term ‘gamification’ was already in-
troduced in this chapter. In education, gamification can lead to an increased motivation,
engagement as well as enjoyment [109]. However, there are also studies revealing the
negative effects of gamification [91, 314].

As presented in Section 3.2, there are many gamified systems in education. In medical
education, most systems address declarative knowledge and are designed for use in lec-
tures. Other medical systems are designed for patients, such as rehabilitation or diagnosis.
Consequently, there is a lack of gamified practical training systems that are designed for
physicians.

This literature research also showed that there is a general lack of studies investigating
the effects of individual game elements and the effects of combinations of them. The
few studies investigating the effects in detail apply them to general use cases, such as an
online quiz [198], and/or focus on frequently used game elements like badges and leader-
boards [34]. Even for the game elements that are explored more often, it is questionable
whether the findings can be transferred to other gamified systems with a different context
and activities [108, 160, 256]. Different contexts, technologies, methods as well as the
implementation of gamification might influence their effects, which might also explain the
contradictory results of some studies. Literature introducing gamified medical training
using VR tends to evaluate the system itself employing common questionnaires, such
as the user experience questionnaire and system usability scale, however, this does not
prove any positive effects of gamification. Instead, it is recommended to first develop a
training application focusing on the training itself, considering aspects, such as relevant
training scenarios, appropriate interactions, proper feedback and balanced difficulties. A
good training application should be meaningful and user-friendly even without additional
game elements.

In the second step, the application can be gamified to increase motivation and improve the
result in the best case. These two development steps should be separated and evaluated
individually because gamification makes no sense if the training itself is not meaningful
and a bad implementation of gamification can also impair the training. Because of this, a
part of the previously described training LiVRSono (refer to Chapter 5) has been selected
to investigate the following research question:

RQ 2: Which game elements are appropriate for a VR-based training for visuospatial
skills for IOUS?

Contributions include the analysis and discussion of proper game elements for VR-based
US training. The final selection of game elements includes common elements, such as
levels, but also gamified interactions to solve the task, which can also be used in similar
training systems. A broad-audience study compares the game elements as well as the
combination of them with a control group. An additional within-subject design study
with medical students directly compares the game elements. The studies include multiple
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standardized questionnaires as well as own questions specifically asking for reasons of
motivation and the choice for a specific game element. The two studies aim at investigating
the appropriateness and preference of the game elements as well as how they influence
the user’s motivation, experience, and performance.

6.2 Design
To recap, the first section summarizes relevant literature concerning gamification and
visuospatial skill training. After presenting the training scenario that was gamified, the
target group and desired behavior are analyzed to discuss various game elements and their
suitability in the presented scenario.

6.2.1 Related Work

Relevant literature for this project includes related work regarding gamification and re-
lated work for visuospatial skill training. For the first, refer to Section 3.2. Related work
concerning visuospatial skill training for US is presented in Chapter 4. Three of the men-
tioned approaches and the commercial VitaSim are gamified or serious games and thus
are described below with a focus on gamification.

Mayer et al. [196] proposed a game consisting of four minigames where the user, for
instance, has to find the correct geometric 3D scene using US. Different levels are included
based on varying complexity of the 3D scene, the probe movements that are required, and
the visualization mode (different colors, grayscale and a simulated US). To guide the user
through the game, the game was divided into different campaigns, consisting of different
challenges. To process from one campaign to the next, the user has to collect a specific
amount of medals by correctly answering rounds. By providing an overview scene, the user
can track their progress. They did not compare the game to a non-gamified version or any
other training, they compared the learning outcome of a group playing this game twice
to a control group not playing the game, using the Santa Barbara Solids Test (SBST).
The group playing the game showed a greater improvement from the pre- to post-test,
but not significantly.

Byl et al. [44] presented a similar serious game that also lacks medical context, but is VR-
based. By correctly performing US in a given time, the user gets gaming points, which are
then used for a high score list. The evaluation investigated the attractiveness and efficiency
of the game using qualitative feedback from nine users.

The third approach presented by Olgers et al. [225] is desktop-based and takes place in
an underwater world where players have to collect hidden coins. The user has to use an
US probe to find all coins. Levels and scores used for local competition are included game
elements. With 42 participants, they were able to show that their game possesses content
and face validity.

The already presented commercial VR-based training VitaSim was gamified in a recent
project [173]. Using the module for lung US, a gamified version was compared with a non-
gamified one. The gamified version comprises quizzes and training missions with which
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experience points can be gained to unlock subsequent rooms. The choice of these game
elements was not further motivated. They found no significant differences regarding test
scores between the gamified and non-gamified groups and the game elements were not
assessed individually.

Referring to Section 3.2 and the above presented approaches, it is recognizable that there
are many gamified systems in education. However, in medical education, most systems
address declarative knowledge and are designed for the use in lectures like quizzes. Other
medical systems are designed for patients, such as for rehabilitation or diagnosis. Con-
sequently, there is a lack of gamified practical training systems that are designed for
physicians. Furthermore, only a subset of the gamified approaches includes game de-
sign decisions and an evaluation that compares the individual game elements and uses
a control group. There are no known studies investigating individual game elements for
visuospatial training for US.

6.2.2 Training Scenario

To reduce the complexity of the study, the training scenario of LiVRSono which was rated
as most appropriate and meaningful and is also similar to other US training applications
was selected [44, 196]. Here, the user has to scan a virtual liver using the haptic device Ge-
omagic Touch and select the correct 3D liver model from a UI. To avoid a selection based
on the outer appearance, training cases that only differ regarding the interior structures
were created. For the study, only the amount and positions of lesions varied. Further
tasks might include various lesion sizes and courses of vessels. With this scenario, building
a mental model and understanding the internal structures and their spatial relations is
trained. Probe manipulation is not the focus of this training.

6.2.3 Conceptualization of Game Elements

Although there is a lot of literature, such as surveys and proposed frameworks for gamifica-
tion, the challenge of finding a suitable approach still exists [5]. Different frameworks and
design principles emphasize defining objectives and the mission, knowing the player, and
defining the target behavior and motivation [168, 213, 335].

Objectives and Mission The overall objective of the training system is to train the
creation of a spatial mental model when using IOUS. More precisely, this means the
user should learn the anatomical and spatial relations, interpreting the US image (Which
anatomical structure is visible? Where in the organ is the current US image?), a system-
atic and appropriate handling of the US probe, as well as the correlation and transfer of
the 2D US image and 3D model.
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Target Group One method in user-centered design is the so-called persona [66]. Cooper
et al. [67] describe personas as ‘composite archetypes’ of, for example, users based on the
behaviors and motivations of real people. In the area of human-computer interaction,
interaction designers can emphasize with them, leading to user-oriented decisions based
on their defined motivation, goals and feelings [67]. Based on a survey with seven liver
surgeons, the following user persona arose. The user is a liver surgeon with no or little
IOUS experience. They are familiar with the liver anatomy and have observed IOUS sev-
eral times during liver surgery. Due to limited time, they could not use a training system
for a long time at a stretch but prefer shorter training sessions. The user is not a regular
gamer (two out of seven liver surgeons play video games several times a week). The gam-
ing type using the HEXAD questionnaire with seven liver surgeons reveals that the user
is predominantly an achiever, socializer and philanthropist.

Behavior and Motivation During the training task, the user should scan the liver
systematically to recognize conspicuous anatomical aspects, such as the number and lo-
cation of lesions, vessel variations, or the proximity of lesions and vessels. Based on this,
they have to select the correct 3D model. The intrinsic motivation of the users should
be to improve their IOUS skills to become a better surgeon with the consequences of, for
example, feeling better prepared for their first actual IOUS on a real patient and of pro-
viding better patient care. Chou [58] also emphasizes: ‘It’s not just what game elements
you put in – it’s how, when, and most importantly, why these game elements appear’
(p.19). Because of this, one has to think about how you want the user to feel when using
the gamified system. In the presented case, the user should feel ambitious and curious to
learn or train a (new) skill and should also feel competent.

After an introduction of the training system LiVRSono, liver surgeons were asked about
their thoughts regarding different game elements that could be included in the training.
Thereby, Huang’s [127] list of game elements served as basis. From this list, the following
game elements were excluded beforehand:

• Quests: The idea is to divide a task into sub-tasks. As the tasks in the training sys-
tem are already very small and trial and error learning as well as exploration should
be supported, quests were excluded. For more procedural training scenarios, such
as scenario one, one could include a small quest according to the normal workflow,
such as finding the hepatic vein star and the next vessel segment.

• Badges and awards: This element is used to honor the completion of a task and to
show status. However, it is important that the badges and awards provide a benefit
for the user, otherwise they do not motivate [91].

• Avatars: Individualization of the virtual representation creates a stronger feeling of
relatedness. As the VR application is in first person view, the own character cannot
be seen by oneself (and by others if it is no multiuser application). Consequently,
the benefit of avatars would probably disappear.

• Adaptivity and non-linear navigation: This element requires some kind of story or
context for actions with different consequences. In the training system are only
independent tasks and actions which make non-linear navigation difficult.

Leaderboards and competition were assessed together. In Table 6.1, the remaining game
elements and the opinions of liver surgeons are summarized.
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Table 6.1: Game elements and comments of liver surgeons.

Game element Description Opinions
Points and ex-
perience

Quantification of actions
and performance and good
for tracking progress, per-
formance assessment for
self-improvement and com-
petition.

‘Motivating’, ‘Good’, ‘Good for improv-
ing performance’, ‘not necessary’, ‘pun-
ishing errors because otherwise, people
don’t think, they just click’

Competition
and Leader-
board

Comparing performance ‘Might have positive aspects’, ‘Compe-
tition is always great’, ‘Unrealistic, but
probably fun’, ‘Competitive, but global
score is sufficient (no multiuser)’, ‘Nice
but not necessary’, ‘Might be fun for
training’

Collaboration Interpersonal communica-
tion

‘During surgery one has to do it alone as
well’, ‘Teams would be good’

Levels and ad-
vancement

Implicate expertise and
skill

‘Helpful (including different livers and
tumors (locations, sizes,...))’, ‘Including
different tasks, such as measuring sizes
could be included’, ‘More common and
more seldom cases could be used’

Time Used to encourage fast de-
cisions and adds a new
challenge

‘Makes no sense (there is no time pressure
during surgery)’, ‘Not important (in real
surgery), but due to learning improve-
ment one should become faster’, ‘Moti-
vating’, ‘Good for orientation (how fast is
an expert), but there should be no time
pressure’, ‘Good’

Narrative Includes some kind of story
and context for the actions

‘Not necessary, might be distracting’,
‘Not relevant clinically or for the learn-
ing task’, ‘Might be nice to create a
whole game’, ‘Might create a more serious
setting’, ‘Not relevant, maybe a narra-
tor who presents what the user currently
sees’, ‘Even if there is no clinical benefit,
it would be nice to have a context and
might be better for learning and remem-
bering because of the additional associa-
tion’, ‘Would be nice to know what kind
of tumor’

Responsive
feedback

To reveal the current state
and changes in the current
state

‘The included one was good’, ‘Auditory
feedback would be nice’,
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Considering the given conditions such as target group, desired behavior and medical
feedback, the choice of game elements from the remaining ones is discussed in the following
paragraphs.

Points and experience Although most surgeons would appreciate points, they were
neglected in the comparison, because they are very investigated in the gamification re-
search. Westera [336] advises that a scoring system in educational serious games should
not create a performance attitude. Instead, a learning attitude should be provided by
avoiding stress factors and enabling reflecting on decisions and achievements. In this use
case, the term ‘points’ can, for example, be replaced with ‘correct diagnoses’ to bear refer-
ence to the medical relevance and thus intrinsic motivation.

Leaderboard and competition When including points, leaderboards are often the
next logical step including a social aspect of points [168]. When implementing a leader-
board, it is recommended to limit it to a few users performing a bit better and a bit worse
than the current user to not demotivate them [168]. Otherwise, users with poor perfor-
mance are in danger of being demotivated, but these are especially the users that should
be motivated by the system to train more frequently. One could also distinguish between
a global leaderboard and a local one among friends. Leaderboards were not included, but
it was assessed whether a leaderboard is desired.

Collaboration Regarding competition, the feedback was ambiguous. As mentioned
by an expert, during surgery they have to scan the liver on their own as well. More-
over, part of the visuospatial challenge is to navigate the probe properly; it is not fea-
sible to have a second person who can only see the US image. In practice, collabo-
ration would probably not work due to the limited time described in the target user
persona.

Levels and advancement Another element are levels of difficulty. Starting with easier
tasks and gradually increasing the difficulty is essential to not demotivate the user. Letting
them know at which level they currently are and thus rating their performance is another
way to assess their performance and motivate them. Increasing the difficulty gradually also
makes sure that the users can further improve their skills. The experts preferred different
levels and proposed various ways to vary the difficulty.

Time Another performance-oriented game element is time or time pressure. Here, the
medical experts’ opinions were different. As during a real liver surgery it is more important
to scan properly than being fast, time pressure was not included. The surgeons also stated
that time for scanning is not essential because it only accounts for a fraction of the time
that the whole operation takes. Furthermore, time pressure prevents explorative learning,
taking time to understand the handling and procedure, and reconsidering decisions for
in-depth understanding. Especially users with no or little experience in IOUS need time
for orientation, understanding, and handling. Time pressure only leads to stress or even
panic and might negatively influence the learning outcome [336]. However, some experts
mentioned that time can be used to assess improvement. For unexperienced users, it
might also be a good orientation to see how fast experts are.
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Responsive feedback Feedback is not considered a game element, but a necessary
aspect to reflect on one’s performance and to improve. Feedback in terms of red and green
for false and correct answers was appreciated in a previous version of the prototype. As
auditory feedback was desired by some experts, two different sounds for false and correct
answers were incorporated. However, this game element is part of the base version and
not part of the comparison.

Creativity and exploration This game element is not listed in Huang et al.’s [127]
meta analysis, but was inspired by Chou’s [58] Octalysis Framework which includes the two
core drives empowerment of creativity and ownership. The first core drive about creativity
and exploration leads to long-lasting motivation. For example, drawing triggers this core
drive because the user can be creative and immediately gets feedback. Ownership and
possession is the core drive, for example, for collecting stamps and puzzle pieces or virtual
goods. In the underlying scenario, it is difficult to include creativity, since there is only
one correct answer and there is a limited amount of data. However, the aim is to address
creativity by providing a kit with various anatomical parts of the liver which the user has
to combine to build the current model actively. This might create a feeling of ownership
and possession similar to puzzles. This game element refers to the previously mentioned
curiosity the user should feel.

Narrative An underrated game element is narrative, story or meaning. Chou [58]
describes it as the user ‘believes they are doing something greater than themselves’ (p.25).
This core drive is especially essential during the discovery and onboarding phase of a
gamified system. Because of this and to emphasize the context and importance of the
skill, a start scene conveys the higher goal of the training system. However, this was also
included in the base version.

6.3 Development
In this section, the implemented game elements are summarized, their design is described
in detail and the different groups of the comparative study are demonstrated.

Figure 6.1: Gamified liver US: a) common UI interaction, b) assembling a liver using a kit, c) UI inter-
action with difficulty levels, and d) kit interaction with levels. Image from Allgaier et al. [10]
© 2024 ACM. No changes were made.
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Basis For simplicity, the base version consists of a clean office-like room with a patient
bed and a virtual liver, which has to be scanned (see Figure 6.1). Because other anatom-
ical structures than the liver and its interior structures are not considered for the US
simulation, they were also discarded. The US monitor is on the left side for right-handed
users and on the right side for left-handed users. Although this does not reflect reality,
it facilitates the situation for non-experts. To reveal the relevance of this task, the base
version includes a short narrative context directly at the beginning after introducing how
to interact. The dialog is as follows: ‘Our liver surgeon, Dr. Peters, is asking for your
support. To remove liver lesions correctly (surgically), it is important to determine the
number of lesions and their positions with the help of US.
Diagonally in front of you, you see an US monitor. Use the haptic input device to move
the US probe on the liver surface (in front of you on the patient bench). By moving the
probe systematically, you can get an overview of the inside of the liver.
Dark structures with white borders are vessels. Bright, large circles represent lesions. In
the following, you will be given various tasks and you should try to solve them correctly’.
Depending on the study group, different tasks to grab a liver or lesion are presented to
become familiar with these interactions. The dialog ends with: ‘Are you ready to help Dr.
Peters with the diagnosis? Then start with the tasks’.

In the base version, the user has to scan the liver and select the correct 3D liver from
the UI (refer to Figure 6.1 a and c). The models can be grabbed to get a closer look.
After selecting, the checkbox either turns red or green depending on whether it is right
or wrong. Accordingly, audio feedback is played. The user can only proceed with the
next task when solving the task correctly. This results in a base version that serves as
a control group that might already count as gamified. However, it is only feasible to
compare additional game elements with an appropriate base version, which includes, for
example, feedback. If the base version is not suitable for training in general, it is very
likely that any gamified version performs better.

Levels The first additional game element is levels of difficulty (refer to Figure 6.1 c and
d). The aim is to investigate whether the awareness of which level the user is currently on
makes a difference in motivation. Consequently, all groups have the same training cases
with two easier and two more difficult tasks. However, only the groups with levels know
that they are currently at the beginner level. This is achieved by several hints. Firstly,
instead of ending the dialog with ‘Are you ready to help Dr. Peters with the diagnoses?
Then start with the tasks’ it says ‘Are you ready to help Dr. Peters with the diagnosis?
Then start with the beginner level’. Secondly, above the menu, the user can see the three
levels beginner, advanced and expert and that they have not completed them yet. Third,
after finishing the tasks, a pop-up congratulates on finishing the beginner level and asks
whether the user is ready to proceed with the advanced level. The same would be for the
transition between the advanced and expert level.

Kit The second game element is the so-called liver kit (refer to Figure 6.1 b and d). To
provide a more interactive task and to give the impression of assembling the correct liver,
the user does not have to just select the liver from the UI. Instead, there is a second,
semi-transparent liver next to the liver they have to scan. This semi-transparent liver has
four possible positions where the user can place a lesion. This lesion has to be grabbed
from the kit menu and can be placed at one of four predefined positions. To facilitate
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the placement, a snapping function is included and the position where it will snap to is
highlighted in green. After placing lesions, the user has to confirm their answer, which
leads to immediate feedback by turning red or green. To tease at higher levels, the kit
menu indicates that there might be more choices later on by including different sizes of
lesions and vessels. These are currently locked.

From these game elements, the four groups summarized in Table 6.2 and Figure 6.1 arose.

Table 6.2: The four groups of the study design: Control group (CG), level group (LG), kit group (KG),
and kit and level group (KLG).

Feedback Narrative Levels Kit
CG x x
LG x x x
KG x x x

KLG x x x x

6.4 Impact
This section is divided into two studies: a broad audience study and a medical target
group study. In both studies, two tasks with two sub-tasks, which means two different
liver cases but the same task description, were used. In the first task, they had to count
the number of lesions in the liver. In the case of the kit, the positions of the placed lesions
were not considered. In the second, more challenging task, there was a liver with two
lesions and the participants had to identify their positions. The order of the two livers in
each task was randomized.

6.4.1 Broad Audience Study

To investigate the effects of the individual game elements, a broad audience study was
conducted with the four presented groups (refer to Table 6.2). A between-subject design
was chosen to investigate whether gamification leads to an increased motivation and
performance without having a direct comparison to the non-gamified version. When
using VR, it is important to also use VR as control group and just remove the gamification
elements but still provide a complete application with, for example, appropriate feedback.
Otherwise, possible differences between the gamified versions and the control group might
be due to VR but not due to gamification.

As the actual target group includes residents or higher because of the required medical
knowledge and experience regarding IOUS for liver, it would be very difficult to reach a
proper participant number with the target group. Providing all necessary medical infor-
mation in the instruction and simplifying the tasks as well as the environment ensures
that participants without medical background are appropriate. Using participants not
belonging to the target group is a limitation, however, it is very difficult to recruit that
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many participants belonging to the target group. Furthermore, it is assumed that moti-
vational differences should also be visible with participants without medical background.
With these adaptions, the study was conducted at the open day of the university to get a
diverse group of participants. Results from participants with more than two contradictory
answers were removed. All other contradictory answers were removed only for the two
ambiguous items. Another two participants were excluded from the VR results as well
as the questionnaire results because of a trial and error strategy without understanding
the functionality of US which was recognizable due to their behavior. This resulted in
78 valid participants. The participants’ demographics are summarized in Table 6.3. This
also includes the distribution of player types. Therefore, the occurrences of the six types
as primary types were counted, for example, a participant being primarily an achiever
as well as a player counts for both. Achiever and philanthropist being the most frequent
player type and disruptor the least frequent is in accordance with Tondello et al. [315].
The distribution of the other three types differs.

Table 6.3: Characteristics of participants (n = 78). Table from Allgaier et al. [10] © 2024 ACM. The
table was split into the two studies and two columns.

Characteristics Value Mean
Age [years] [16-65]

below 21 9 (11.5%)
21-25 28 (35.9%)
26-30 19 (24.4%)
31-35 12 (15.4%)
36-40 4 (5.1%)
41-45 3 (3.8%)
46-50 0 (0%)
51-55 0 (0%)
56-60 2 (2.6%)
61-65 1 (1.3%)

Gender
Male 45 (57.7%)
Female 33 (42.3%)

Characteristics Value Mean
Experience with VR

None 18 (23.1%)
Less than 15 times 48 (61.5%)
More than 15 times 12 (15.4%)

HEXAD player types
Achiever 42 (53.8%)
Philanthropist 41 (52.6%)
Player 25 (32.1%)
Socializer 24 (30.8%)
Free Spirit 16 (20.5%)
Disruptor 1 (1.3%)

6.4.1.1 Study Procedure

The group assignment was equally distributed and assigned randomly. Before the actual
procedure started, the participants were informed about how to wear a VR HMD and
about the medical relevance of the training. This also includes the information that US
always shows a cross section of the scanned objects and that there is no time pressure
when solving the tasks. In the VR application, the participants were led through a short
instruction, including the previously described narrative context. All relevant interactions,
such as pressing UI buttons, grabbing and placing objects as well as the US monitor and
US probe, are described.

Afterwards, they had to master the two tasks described above. After finishing them,
participants in the level group were informed that they start with the beginner level, and
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they were notified when they had mastered this and could proceed to the advanced level.
After finishing the tasks, all participants were informed that they could not proceed
due to time restrictions. The total amount of liver cases was limited to four because
otherwise, the whole study procedure would last more than 20 to 30 minutes. A longer
study procedure was not feasible because most participants took part during an open day
at the university. The open day was chosen to recruit a diverse group of participants
instead of using, for example, only STEM students.

This practical part is followed by some follow-up questions within the VR environment
regarding their motivation to proceed and engagement. By including them in VR, there
is no break in-between and the participants answer them with their current feelings. Al-
though standardized questionnaires were used later on, questions which are not validated
were asked as well. The reason is that the questions in standardized questionnaires ask
for motivation and effort in general, whereas the other questions aim at directly asking
whether they want to continue and, if so, why. Therefore, the participants had to rate
the following statements in the VR environment:

• Q1: If there was still time, I would like to continue.

• Q2: I want to continue to test my skills on more tasks.

• Q3: I want to continue to discover and try more possibilities (different sizes of
lesions, vessels,...).

• Q4: I do not want to repeat or continue playing it.

• Q5: It excites me to try out more difficulty levels.

• Q6: It was important for me to solve the tasks correctly.

• Q7: I would like to know how many diagnoses (tasks) I got right/wrong.

• Q8: Tick the answers that apply (multiple choice).

– I want to put my score on a leaderboard and compare myself to others.

– I want to compare myself with others, but do not want to enter my result.

– I want to save the result for myself so that I can improve.

– I don’t care about my score.

Except for Q8, the statements were answered using a 7-point Likert scale. After the
general statement Q1, reasons to continue were assessed. Reasons could be to test one’s
skills (Q2), to explore medical variations (Q3), or to try more difficult tasks (Q5). Q5
was only asked if the person belongs to one of the two groups using levels. The levels
as well as the kit might indicate that there are more and other tasks to test out, which
might influence Q2. Q3 directly addresses the desire to explore medical variations which
are more prominent in the kit than in the UI. Q6 assesses the ambition of the participant
and Q7 was included to investigate the demand for a score. With the last statement, the
demand of a leaderboard was evaluated.

After finishing the VR part, the participants were asked to fill out the following standard-
ized questionnaires:
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• IMI [261]. The subscales interest/enjoyment, perceived competence and effort/im-
portance were used as these are the most appropriate in the present case.

• Mini Player Experience Inventory (miniPXI) [105]. This questionnaire tries to in-
vestigate how player experience a game using different functional and psychosocial
constructs.

• Hexad-12 [164], a short version of the gamification user types Hexad scale. With
this questionnaire it can be investigated whether single game elements are only
appreciated by a specific player type and it can be ensured that different types
were part of this study. Hexad-12 differentiates between the player types achiever,
philanthropist, player, socializer, free spirit, and disruptor.

• SBST [64]. This spatial ability test was chosen to investigate correlations between
this test and the training tasks to validate that mastering the US tasks is related to
having good spatial abilities.

An alternative to the SBST would be the Schnitte test [245]. Mayer et al. [196] proposed
this test because it measures higher levels of spatial abilities than the SBST and thus
the ceiling effect would be more unlikely. However, this test takes 45 minutes, which
would be too long. Even the SBST takes approximately 10 minutes. Consequently,
this test was voluntary during the open day, resulting in 71 participants conducting the
SBST.

6.4.1.2 Results

For all investigations a one-way ANOVA was performed if normality and sphericity–the
homogeneity of variances in a between-subjects variance analysis–were given. Normal-
ity was tested using the Shapiro-Wilk’s method, whereas sphericity was tested with the
Levene test. If normality and sphericity could not be confirmed, the non-parametric
Kruskal-Wallis test was used after consultation with the university’s statistical advisory
service. For pairwise comparison in case of significant differences, the common Dunn’s
test is used.

IMI For the three subscales enjoyment, competence, and effort no significant differences
could be found. Descriptive analysis shows that LG has the highest mean for enjoyment
with 6.23 ± 0.61 followed by CG 6.02 ± 0.53, KLG 5.81 ± 1.15, and KG 5.82 ± 0.8 (refer
to Figure 6.2a). In the case of competence, LG also achieved best results with 4.97 ± 1.03
followed by KLG 4.68 ± 1.06, CG 4.37 ± 0.85, and KG 4.38 ± 1.44. Participants belonging
to LG put more effort into the tasks with a mean score of 5.74 ± 1.05 followed by CG
5.53 ± 1.11, KLG 5.49 ± 1.11, and KG 5.21 ± 0.84. However, as no significance could be
found, these descriptive results might only indicate a trend.

MiniPXI There were no significant differences when analyzing the overall miniPXI as
well as the functional and psychosocial constructs separately. Looking at single constructs
of the miniPXI, the Kruskal-Wallis test revealed significant differences (H(3, N = 78) =
10.52, p = 0.0146) regarding the enjoyment construct. The pairwise analysis with Dunn’s
test reveals differences between LG and CG (p=0.006) as well as LG and KG (p=0.004).
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(a) Results of the three IMI subscales enjoyment (top), com-
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Figure 6.2: Results of the (a) IMI and (b) miniPXI. Own figure based on Allgaier et al. [10].

For this construct, the LG has a mean of 6.63 ± 0.5, followed by KLG 6.16 ± 0.83, CG
5.67±1.28 and KG 5.67±1.28. For the non-significant results (Figure 6.2b) regarding the
functional constructs, the mean of the LG 5.66 ± 0.64 is slightly higher than the mean of
the KLG 5.63±0.69 and CG 5.6±0.54. KG has a mean of 5.19±0.92. For the psychosocial
constructs, LG 5.65 ± 0.65 also performs best with smaller differences between the KLG
5.29 ± 0.94, CG 5.23 ± 0.76, and KG 5.07 ± 0.89.

SBST Using the Pearson coefficient, a positive correlation r = 0.33 between errors in
VR and errors in the SBST with a p-value of p = 0.005 was found. Of the 71 partic-
ipants, one was excluded as an outlier because of less than ten correct answers in the
SBST.

VR For the questions asked in the VR application, no statistically significant differences
were found. The descriptive results revealed that participants of the LG rated their desire
to continue highest, directly followed by KLG (see Table 6.4). However, participants of
the CG and KG also stated that they would like to continue. The LG also achieved the
highest scores for the two follow-up questions Q2 and Q3. Here, the KG reached the
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second place. When asking whether they want to try out more levels, LG is slightly in
front of KLG, but in both cases more levels are desired. These results are just a trend and
have to be further evaluated because no significances exist.

Table 6.4: Mean and standard deviation for Q1-Q3. The color indicates the order of mean values, however,
there are no significant differences. Own table based on Allgaier et al. [10].

Question CG (n=19) LG (n=19) KG (n=21) KLG (n=19)
Q1: Continue 6.12 ± 0.86 6.42 ± 1.43 6.05 ± 1.2 6.32 ± 1.16
Q2: Continue to improve 5.79 ± 0.92 6.47 ± 0.84 6 ± 1.38 5.84 ± 1.17
Q3: Continue for variations 6 ± 1.25 6.32 ± 1 6.24 ± 1.14 6.21 ± 1.08
Q5: More levels 6.42 ± 1.12 6.16 ± 0.83

With mean values ranging from 6.26±1.05 for CG to 6.62±0.59 for KG, the participants
stated that it was important for them to solve the tasks correctly. Getting feedback
regarding the correctly solved diagnoses (Q7) was also desired throughout all groups
(CG: 5.74 ± 1.19 - KG: 6.33 ± 1.35).

With 41%, nearly half of the participants want to put their score on a leaderboard and
compare themselves with others. Only 18% want to compare with others without entering
their results. About half of the participants (53%) would like to save their results for
themselves to improve and 18% do not care about their score. Furthermore, these results
were analyzed considering the different player types (see Figure 6.3). To do so, the
amount of participants who have a specific primary player type–no matter whether they
have one or several primary types–and who would like to, for example, enter their results
in a leaderboard was investigated. Because of this, the sum of the related numbers is
larger than 100% and the sum of the primary types is larger than the total participant
number. For philanthropists, socializers, achievers, and free spirits the largest proportion
wants to save the result for themselves, whereas all players and disruptors want to enter
their score. This corresponds to Marczewski’s [192] suggestion that leaderboards are
a game element for the HEXAD-type player. However, saving the results for personal
improvement was desired by a majority of each HEXAD-type, except for disruptors where
only one participant belonged to: philanthropists 54%, socializers 67%, achievers 62%,
players 48%, free spirits 56% (refer to Figure 6.3).

For analyzing the error count, one outlier who had nine and ten errors in the last two tasks
was removed. There were no significant differences regarding error count. The descriptive
results in Table 6.5 show that the KLG had in total least errors, followed by KG. Most
errors occurred in the CG.

Table 6.5: Amount of errors in the VR application. Color indicates the order of mean values, however,
no significances exist. Own table based on Allgaier et al. [10].

Task CG (n=19) LG (n=19) KG (n=20) KLG (n=19)
1 0.63 ± 0.96 0.74 ± 1.05 0.20 ± 0.41 0.16 ± 0.37
2 0.26 ± 0.45 0.21 ± 0.54 0.35 ± 0.81 0.53 ± 0.70
3 1.16 ± 1.68 0.42 ± 1.22 1.05 ± 1.73 0.53 ± 1.17
4 1.11 ± 1.76 1.11 ± 1.70 0.80 ± 1.54 0.16 ± 0.50
Total 3.16 ± 2.52 2.47 ± 2.63 2.40 ± 3.41 1.37 ± 1.89
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Figure 6.3: Proportion of participants, having the corresponding player type as primary type (multiple
primary types per person are possible), who chose the answers of Q8. Own figure based on
Allgaier et al. [10].

6.4.2 Medical Target Group Study

The broad audience study did not reveal significant differences between the groups. Be-
cause of the positive results for all groups, one assumption is that the participants are
motivated and engaged by the VR and haptic technology, and thus, no significant dif-
ferences are visible. This observation would be in line with Thamrongrat et al.’s [310]
study where they compared gamified AR applications with a non-gamified AR appli-
cation. In such cases, positive effects of gamification might be visible after a certain
amount of time when the technology itself is not that novel anymore. Because of this,
a second study was conducted using the within-subject design to directly compare the
game elements. In this study, medical students participated (refer to Table 6.6). Sim-
ilar to the other study participants, the most prominent player types are achiever and
philanthropist.

Table 6.6: Characteristics of the medical students (n =10). Table from Allgaier et al. [10] © 2024 ACM.
The table was split into the two studies and two columns.

Characteristics Value Mean
Age [years] [21-27]

21-25 8 (80%)
26-30 2 (20%)

Gender
Male 1 (10%)
Female 9 (90%)

Experience with VR
None 6 (60%)
Less than 15 times 4 (40%)
More than 15 times 0 (0%)

Characteristics Value Mean
HEXAD player types

Achiever 4 (40%)
Philanthropist 6 (60%)
Player 2 (20%)
Socializer 0 (0%)
Free Spirit 2 (20%)
Disruptor 0 (0%)
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After an introduction including the medical relevance and explanation of the procedure,
the first part compares the UI with the kit. To do so, they had to solve one sub-task of the
first task with either the UI interaction (CG) or kit interaction (KG) and subsequently
one sub-task with the other version. To avoid influencing them by continuing to show
one version, they had to answer the following questions on paper and not in the VR
environment. Although the IMI subscale enjoyment was employed, it was done in a
non-validated way by directly comparing both versions. With this method, the aim was
to avoid ceiling effects due to the technology, thus having more distinguishable results.
Additionally, own questions were used to detect the version that is preferred for training
and to assess different benefits, such as fun, motivation, or concentration. The questions
are the following:

• Which version would you use for training?

• Which version is more fun?

• Which version is more motivating?

• With which version are you more focused?

• Which version is more suitable for learning this US?

Participants have to choose between the following answers: ‘Clearly the user interface’,
‘Rather the user interface’, ‘Uncertain’, ‘Rather the kit’, and ‘Clearly the kit’.

In the second part, the game element level was investigated. According to the two-factor
analysis, both versions–the control and kit– were presented with levels. After completing
both levels with each of the interactions, they had to answer the following questions in a
randomized order using a 7-point Likert scale:

L1 The level display stimulates my ambition.

L2 The level display helps to assess my performance.

L3 For training, I would like to have the level display.

L4 The additional text at the beginning and end of the level is motivating.

L5 I did not care about the level display.

L6 The level display is distracting.

L7 The level display and additional text put too much pressure on me.

For the orders of versions a balanced Latin square was used. The study procedure com-
pleted with a discussion to get insights into their preferences of game elements and reasons
for their choice.
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6.4.2.1 Results

There is no significant difference between the UI and the kit regarding enjoyment. The UI
achieved a better enjoyment score two times, whereas the kit was rated higher six times.
Two participants rated both the same. In general, the UI achieved an average enjoyment
score of 6.07 ± 0.55 and the kit of 6.31 ± 0.47 of maximum 7 points, resulting in a positive
result for both interactions. The only statement that was rated ≤ 4 in 6/10 answers for
the kit as well as the UI is the statement ‘While I was doing this activity, I was thinking
about how much I enjoyed it’.
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Figure 6.4: Amount of participants rating for the two interaction variants. Image from Allgaier et al. [10]
© 2024 ACM. The image was split into two.

In the direct comparison, nearly all participants preferred the kit over the UI (refer to Fig-
ure 6.4). Only one participant stated they would use the UI for training. However, when
finally asking which one they preferred and why, this participant commented that they
first preferred the UI but that later on the kit was better because of the greater opportu-
nity for interactions. The additional comments revealed that the participants liked the kit
because it is more interactive. Some also mentioned that placing the lesions was more ef-
fective than just looking at the models in the UI, and that it stimulated three-dimensional
thinking. Other comments were that they preferred the kit because it is more fun due
to the direct consequence of interactions, and that considering where to place a lesion is
better than predefined answers. According to the participants, one has to be more careful
and concentrated with the kit. The follow-up questions, which interaction they preferred
and why, were answered always in favor of the kit. Only one participant mentioned that
the UI is more comfortable but not better than the kit. Regarding difficulty, there was a
variety of opinions. Some participants mentioned that one has to concentrate and orient
more using the kit, whereas others stated that the kit is more comparable to the scanned
liver because of its orientation.

Regarding the levels, there are no significant differences between the UI and the kit.
Because of this, Figure 6.5 only shows the results for levels when using the kit, which
was the preferred interaction. In the discussion, eight participants emphasized that they
would appreciate the levels in such a training application because they provide feedback
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regarding the progress and performance, make the application less monotonous, and are
motivating. One participant did not perceive an increase in difficulty and one participant
did not like the text when finishing one level.
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6.4.3 Discussion

The presented comparison of the non-gamified VR application with gamified versions
found significant differences regarding the PXI enjoyment construct. This is in accordance
with the findings by Tang et al. [306]. The previously presented results show that the
LG achieved significantly better scores. Although this is the only significant difference
that could be found in the broad audience study, the LG also achieved slightly better
results than the other groups regarding the functional and psychosocial constructs. This
was also observed for three subscales of the IMI. The KG achieved the lowest scores.
The descriptive results also indicate positive effects of the game elements regarding the
desire to continue and the performance. However, they have to be confirmed in future
studies.

The positive correlation between the SBST and the errors in the VR application indicates
that the VR application reflects the visuospatial skills related to the understanding of
cross-sectional imaging such as US.

In the medical target group study, no significant differences regarding enjoyment could be
found. However, when directly asking which way of interacting they prefer, the kit was the
clear favorite. Discussions with the participants revealed that the kit is preferred because
of its interactive character and direct consequence, which coincides with the described
intention of implementing the kit. Some also noticed that it stimulates three-dimensional
thinking and concentration.
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This study also shows that levels are appreciated and not distracting. Additional com-
ments revealed that levels are good but the difficulties have to be well-chosen. More
experienced participants regarding US did not recognize an increase in difficulty, and
thus, levels might be confusing. However, they emphasized that with more difficult tasks,
levels would be good for learning. Accordingly, levels are appreciated for training because
they provide feedback regarding learning progress. Additionally, for some participants,
levels increase motivation, ambition and fun.

To highlight some of the limitations of the presented investigation, Westera’s [336] sum-
mary of several limitations of studies investigating gamification and serious games is
used. Similar to the findings written in the contribution, they mention the lack of control
groups. Accordingly, the presented comparison includes a control group that has a fully
developed version including basics, such as feedback. The next limitation refers to the
measurements and also applies to the used study design. The most meaningful to evaluate
would be to measure the learning outcome, which was also discussed above. By asking
what participants think, several biases might appear:

• If the researchers are part of the development team, confirmation bias might be
induced.

• Voluntary participation leads to participants who might have positive expectations
which might be reflected in the answers. This is called Hawthorne effect.

• Using own students might also add dependencies. This was not the case in the
presented study.

• Introducing an innovative tool might lead to the novelty effect. This was already
discussed after presenting the broad audience study. In this case, the assumption
is not that the novelty effect leads to positive results of gamification, but that
this effect leads to no significant results, because even the control group uses novel
technology (haptics and VR).

For the medical target group study, another limitation is the participant group. First,
ten participants are a very limited amount and second, nine out of ten participants were
female, which might be an influencing factor concerning game preferences. Nevertheless,
the comments revealed that most participants stated similar reasons why they prefer
the kit and levels. This consistency might indicate that there is a general benefit of
these game elements in this scenario and that the results do not just reflect personal
preferences.

Although attempts were made to ensure that the difficulty of the tasks is similar for all
groups, there might be differences between the UI selection and kit. The more advanced
interaction could also lead to a higher mental demand–especially for novice VR users–as
well as physical demand, which might negatively influence the miniPXI and IMI. However,
comments during the second study revealed that the kit was perceived as easier, especially
for the second task where the positions mattered. The recorded errors did not show that
one of the groups is easier than the others.

In general, the reactions and comments of the medical students revealed that they liked the
application and that they would appreciate such a training possibility in their curriculum.
This highlights the need for additional US training but also the openness of prospective
physicians to such a training modality. As these students were not specialized in liver
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surgery, the comments reveal that a VR-based US training in general is appreciated.
The selection of game elements was based on the specific use case, however, the game
elements are not specialized to this and can also be used in a similar VR-based training
using different organs or medical scenarios.

6.4.3.1 Future Work

Motivation is affected by various aspects and perceived task difficulty might be one of
these. Therefore, it could be interesting to examine how motivating the game elements
are if people are struggling with the current level, or, on the other hand, how they may
motivate the repetition of a mastered level for more practice.

To assess whether the higher motivation when using levels is a long-lasting effect, a longitu-
dinal study has to be conducted. Mazarakis [197] also emphasized that joy and usefulness
of gamification might decrease over time. After a longer training period it could also be
evaluated whether the game elements lead to an increased learning outcome. This was
assessed by Larsen et al. [173], however, they found no differences between the gamified
and non-gamified version. A longitudinal study might also eliminate the likely positive
influence of the new technology. As the question regarding leaderboard achieved positive
results, the next prototype could include this as an optional game element. For such a
study, the target group should be used, and it is recommended to include it in their daily
routine in order to investigate the application and effects of game elements under real
circumstances. While doing so, it would also be better to make the training voluntary
and investigate the duration and repetitions instead of, for example, asking whether they
want to proceed. Such a study would also be better in terms of the above-mentioned
biases.

When performing a longitudinal study, possible misuse of gamification could be assessed.
Gamification might also promote unintended and undesired behavior, addiction or un-
desired competition that influence the training experience negatively [103]. Thus, the
gamified system has to be investigated to ensure that the training goal is still in the focus
and users are not distracted from it by gamification.

6.5 Conclusion
Although gamification is widespread, there is a lack of thoughtful design decisions and
evaluations in the field of medical VR applications. Using a VR-based training task for
visuospatial skills in IOUS for liver, the appropriateness of several game elements was
analyzed and discussed. Two studies compared levels and a kit for interacting, as well as
their combination with a control group. While the broad audience study found signifi-
cantly positive results for the levels regarding enjoyment, the qualitative feedback of the
medical target group study revealed that the kit is the more desired way of interacting due
to its more interactive character. Levels are appreciated for training, because they serve
as performance assessment and progress feedback. These insights can be used for further
studies and can be transferred to similar training scenarios.
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Related Work on Computer-Assisted
Neurosurgery

Synopsis Due to a blurred border between planning and training systems, the research
focus and challenges concerning the literature research are highlighted first. The presented
literature is then divided according to the intraoperative steps of the chosen intervention:
craniotomy and clipping.



7 Related Work on Computer-Assisted Neurosurgery

7.1 Research Focus
This chapter presents relevant literature regarding computer-assisted neurosurgery. The
focus is on training systems, however, due to the mentioned blurry border, planning
systems are also included. There are only few training systems in this specific area and in
some publications both terms–training and planning–are used. Systems for intraoperative
support which would also imply challenges like registration or physics of deformation
because of brain shift [292] are not included in the following.

The term Virtual Reality is used very inconsistently (refer to Section 2.2.1). Approaches
are often named VR systems, however, they are not immersive but use stereoscopic dis-
plays. This is even more misleading when the system and its technical details are not de-
scribed properly. Because of this and the lack of immersive VR-based systems in this area,
the following research includes non-immersive virtual simulations, too.

The following sections are divided according to the steps of a skull surgery: First, the
patient has to be prepared, including a proper head position, and an appropriate access
has to be chosen. The opening of the skull, which is called craniotomy, and the opening
and dissection of underlying structures are subsequent steps. The next part focuses on
systems for the surgical treatment of IAs via clipping.

7.2 Access and Craniotomy Training
There are few approaches focusing on the first steps of a skull surgery. Raabe et al. [248]
point out the importance of careful positioning which is the basis for the subsequent
surgery. A proper head position can reduce complications, facilitate the access according
to the planned trajectory and provide a comfortable position for the surgeon.

A non-immersive simulation was already introduced in 2010 [271]. However, this simula-
tion is restricted to drilling the burr holes. Therefore, a drill handle is attached to a haptic
device to interact with the virtual patient shown on the monoscopic display. Their study
revealed a positive transfer from training with the virtual model to drilling a physical
model.

Neyazi et al. [217] proposed an immersive VR simulation, where the user is situated in a
virtual OR. In this environment, they provide different training situations: A healthy CoW
and five artificially modified CoW with different aneurysms at different locations. Based
on the chosen situation, the user has to rotate the patient’s head along two axes via sliders
in the UI. The size and location of a circular craniotomy hole can be changed to properly
reveal the underlying vascular structures. During the evaluation with the Think-Aloud
method and one experienced neurosurgeon the immersive experience was highly appreci-
ated. The expert emphasized the different craniotomy locations and sizes based on the
underlying aneurysm and that it is advantageous to explore these situations in a virtual
environment. However, the craniotomy shape should not be limited to a round shape but
arbitrary shapes should be possible. Furthermore, patient-specific data and other anatom-
ical structures, especially important landmarks, are relevant.
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Starting as research projects from Poston and Serra [240] in the 1990s, the now so-called
Dextroscope1 is a widespread commercial VR pioneering system for neurosurgical plan-
ning [158]. This system is semi-immersive, meaning that the users’ hands are immersed in
the patient data. Variations of the Dextroscope are the Dextrobeam using a large stereo-
scopic screen for a group of people, the DextroVision which can be used on the users’
desktop, and the DEX-Ray which is an intraoperative extension by providing an AR nav-
igation system [158]. Stadie et al. [295] used the Dextroscope system for several years to
plan neurosurgical interventions related to tumors, traumatic injuries, blood vessels and
the spine. With the system, they could simulate different intraoperative head positions
and thereby explore different surgical corridors. Consequently, in most cases they sim-
ulated the position of the craniotomy. In their later work [296], they compared the VR
planning system with intraoperative image-guided navigation for craniotomy localization.
The size and position of the craniotomy can be identified and measured accurately using
the VR system. The usage of the Dextroscope for craniotomy and aneurysm clipping was
also described by Wong et al. [338]. The patient’s head can be positioned according to
selected angles and a hole can be drilled. A clip can be positioned to define a proper
clip angle, but the actual clipping is not implemented. Thus, there is neither a haptic
feedback nor does the aneurysm deform.

Besides the Dextroscope, there is the commercial, semi-immersive system Immersive
Touch2. In this system, the user can draw a craniotomy outline and place a clip [4].
Aneurysm exposure with opening the Dura and Sylvian Fissure was not integrated. This
is similar to the semi-immersive system, also using the Geomagic Touch device, which
was developed at RISC Software3 [96].

Instead of a stereoscopic display, Munawar et al. [215] use a VR HMD as a microscope in
a virtual skull base surgery simulation. Their system includes various burr types and in-
corporates haptic as well as auditory feedback when drilling.

Shono et al. [283] also included further steps after cutting the bone. In the dissection
phase, the user can dissect the arachnoid membrane and trabecula, and the brain can be
retracted.

Apart from virtual simulations, there are also hybrid ones combining physical and virtual
simulations. Vite et al.’s [309] simulation combines a urethane skull model with VR. First,
the physical skull model has to be fixated with a Mayfield head clamp. Because it is a phys-
ical skull model, the craniotomy is performed only once. The cutting process was super-
vised by an expert. The alignment of the virtual space with the physical space is achieved
through the registration of landmarks. Therefore, the user has to mark the craniotomy
contour with the haptic device Geomagic Touch, which is then projected on the virtual
skull to create the corresponding virtual craniotomy hole.

Other virtual systems use AR to directly visualize important structures on the patient’s
skull to assist during the actual procedure [339]. Accordingly, the surgeon can see which
paths include less important structures. As the evaluation focused on tracking accuracy
and different color maps, one physical skull that did not correspond to the virtual data
was used and head movements were not considered.

1Volume Interactions, Ltd.: no commercial operations anymore
2Immersive Touch, Chicago, USA: https://www.immersivetouch.com/ Last access: 08.04.2024
3RISC Software GmbH, Austria: https://www.risc-software.at/ Last access: 08.04.2024
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7.3 Clipping Training for Intracranial
Aneurysms
In contrast to systems for craniotomy training, there are several systems for aneurysm clip-
ping. Alaraj et al. [4] assessed the clipping procedure of the commercial Immersive Touch
system with 17 experts. For the study, a semi-immersive stereoscopic monitor-mirror sys-
tem and a haptic stylus, the Geomagic Touch, were used. The majority of participants
think that this system is helpful concerning anatomy, education, preparing for surgery and
finding an appropriate surgical approach. Due to an unfamiliar depth perception, nine
participants had difficulties grasping and interacting using the clip. The haptic feedback
was rated as realistic by only 12 % of the participants.

In contrast to the Immersive Touch, the system developed by RISC Software uses real
medical instruments, such as a forceps, applied to the haptic device [83]. Additionally,
they included a blood flow simulation to calculate the residual aneurysm filling and de-
gree of major branch stenosis, which is then used to quantitatively assess the clipping
result. Other criteria to assess the clipping are the time needed, the number of clips and
the frequency of repositioning clips. Gmeiner et al. [96] evaluated this system with 18
experts and obtained similar results as the previously presented study. The results in-
dicated that for anatomical understanding and education the Immersive Touch is highly
appreciated. However, only one third of the experts found that the haptic interaction was
truly satisfactory and adequate.

The above-mentioned Dextroscope was also used in a study proposed by Kockro et al [157].
Three neurosurgical departments employed the Dextroscope with either a monitor-mirror
system or a stereoscopic display. It was used for intervention planning by placing already
closed clips at the aneurysm. The system lacked clip application by closing and opening
the clip as well as vessel deformation.

In the clipping phase of Shono et al.’s [283] simulation, applying a clip leads to vessel
deformation. For the deformation, they assigned rigs to the brain, artery, and vein models.
The deformation of the parent arteries and aneurysms was realized using the PhysX engine
NVIDIA. Similar to the previous approaches, they use a stereoscopic display. Interacting
with the virtual clip is realized by a 3D-printed forceps and the motion capture device
Leap Motion®4. Additionally, they included common sounds of an OR to increase the
sensation. One limitation is that every step of the simulation was carried out by one
neurosurgeon who is also the first author of this work. The same person also recorded the
preoperative simulation and did the postoperative analysis.

Another work focusing on biomechanical modeling is presented by Vite et al. [308]. They
used the SOFA (Simulation Open Framework Architecture [81]) to simulate a deformable
brain and aneurysms. The evaluation includes only one expert neurosurgeon who con-
firmed the realism of the deformations.

Steineke et al. [299] compared preoperative traditional planning based on image data
and 3D image reconstructions with preoperative planning in The SuRgical Planning5

4Ultraleap, San Francisco, USA: https://www.ultraleap.com/ Last access: 08.04.2024
5Surgical Theater, Inc., Ohio, USA: https://surgicaltheater.com/ Last access: 09.04.2024
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platform. The latter includes virtual drilling for assessing the craniotomy location and
size as well as the virtual selection and placement of clips. The procedure time after
planning with VR was significantly lower, namely 246 min compared to 328 min on aver-
age.

In the hybrid system proposed by Theodoro-Vite et al. [309], a VR headset mimics the
microscope and therefore was positioned at a fixed place. Using the Geomagic Touch
device, the user can interact with virtual instruments.

The desktop-based system introduced by Allgaier et al. [11] aims at providing an eas-
ily available training that does not require special technical devices such as VR HMDs,
stereoscopic displays or haptic devices. Accordingly, no haptic feedback is provided. To
compensate for the lack of depth cues, visualizations are included. In this simulation,
the user first has to define the craniotomy hole and then moves a selected clip to the
aneurysm. When closing the clip, the vessels deform which is highlighted by additional
visualizations. Distance visualizations include a color map on the vessel surface, a cylinder
showing the shortest distance between the clip and vessels and multiple semi-transparent
rays displaying all distances shorter than a threshold. The visualizations for the vessel
deformation show the displacement magnitude and direction of the vertices of the surface
mesh of the vessels. Here, a color map, rays, and two types of glyphs (arrows and drops)
are compared via an online survey with eleven participants with medical background.
The color map was the favorite visualization concerning criteria such as the information
it conveys, occlusion and being intuitive. The distance visualizations were compared by
one neurosurgeon who rated the semi-transparent rays best.

Instead of focusing on planning the surgical procedure, it is also possible to concentrate
on the clip selection. Schwandt et al. [276] used the previously mentioned Dextroscope to
determine a proper clip from a clip collection. Closing the clip or tissue deformation are
not included, however, their results indicate that the presurgical clip selection based on
the system could be transferred to the OR.

Another method to use VR for training is by providing 360° videos of real surgeries [36].
Without any interaction possibilities, the users could watch the recorded surgeries. Study
results show that this approach is perceived as a good complement to neurosurgical train-
ing. In addition to the presented (semi-)immersive training systems, there are also edu-
cational systems focusing on anatomy, the understanding of complex 3D structures, and
case analysis [22, 279].

The conclusions and requirements drawn from this research are presented in Section 8.2.
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8
VR-based Training of Microsurgical
Intervention for Intracranial Aneurysms

Synopsis This chapter presents a training system for microsurgical clipping of IAs.
Thereby, the focus is on proper access and understanding its importance, however, it
also includes an extension for clipping. After presenting the contribution, the system
design is explained and the implementation is described. The chapter is completed with
a conclusion.
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8.1 Contribution
IAs can be treated minimally-invasively or via micro-surgical clipping (refer to Sec-
tion 2.1.3). Since the last decades, more and more IAs have been treated minimally-
invasively, as this method has several advantages like a reduced operation time [177]. De-
spite this shift of treatment, there are cases that have to be treated surgically due to com-
plex circumstances, for example, aneurysms located at the middle cerebral artery (MCA)
often have to be clipped [169]. The decreasing number of clipping procedures has the nega-
tive effect that surgeons and trainees gain less practical experience.

Due to the combination of little practical experience and complex cases, a strong need
for improved training possibilities arises. During the last years, several training methods
including physical simulations [193], virtual applications [4, 96, 283, 308] and hybrid meth-
ods [309], were presented for IA clipping. In this project, a VR training system that has
the advantage that surgeons and trainees can easily explore different approaches without
destroying models and with the possibility to undo steps was implemented. Consequently,
this method is less resource-intensive than cadavers or physical simulations. Concerning
virtual simulations, VR is a common method to provide realistic and immersive training
in surgery and interventional radiology. Furthermore, virtual applications provide better
exploration possibilities, such as scaling, rotation or semi-transparent rendering. They
also benefit from the possibility of saving intermediate steps and to visualize additional
information. Another virtual training possibility would be to use AR. In AR, the main
benefit is the combination of real models with virtual models, such as displaying a virtual
aneurysm in a real skull. Because this would also require more resources as the real skull
model would be destroyed, a VR-based system was preferred. Thus, a VR simulation
using an HMD was developed to exploit the benefits of immersion and to answer to fol-
lowing research question:

RQ 3: To what extent can VR provide an additional training possibility for microsurgical
procedures in case of aneurysms?

Surgical steps

Under microscope

CraniotomyAnesthesia Head fixation Skin incision

Checking the clipOpening the dura Brain retraction Clipping

Figure 8.1: Main steps of surgical clipping. Steps highlighted in green are included in the proposed VR
training simulation. Own figure based on Allgaier et al. [7] and Allgaier et al. [12].

To recap the surgical procedure, Figure 8.1 summarizes the main steps, whereby green
indicates the steps included in the proposed simulation. This is just an approximation
of the procedure, whereas more detailed steps are not mentioned due to the complexity

92



8 VR-based Training of Microsurgical Intervention for Intracranial Aneurysms

of the surgery. As presented in Chapter 7, many existing aneurysm simulations focus on
the actual clipping procedure. Only few include previous steps like opening the fissure,
performing a craniotomy and the head alignment. However, these steps are the most im-
portant ones, as they enable easy and proper access and thus facilitate further steps [248].
The correct position can reduce bleeding, but also provides the most relaxing position
for the surgeon. Thus, there are many factors influencing the positioning of the head:
planned surgical trajectory, position of the surgeon, gravity retraction or drainage as well
as measures for avoiding potential position-related complications like air embolism [248].
The focus of the proposed training system is on the most important factor: the planned
surgical trajectory [248]. Based on a given IA, surgeons have to decide on an approach
and an appropriate craniotomy. This procedure and the correlations, and thus strategic
knowledge regarding access, can be trained with such a simulation. The skin incision
and opening of the dura are also necessary steps, however, they do not influence access
planning. According to the medical cooperation partners, they try to make the incision
behind the hairline due to cosmetical reasons, which is usually possible without refraining
from the desired craniotomy. The dura can be opened at any craniotomy hole. Thus,
these steps were excluded as they do not directly contribute to the learning objective of
getting an understanding of how important the correct craniotomy is to have proper access
to a lesion. In a follow-up project, the clipping process with additional problem-specific
visualizations to complete the surgical procedure was included. With this, the user can
get an impression of whether the craniotomy is sufficient.

8.2 Design
Because the relevant literature has already been presented, the first section summarizes the
main findings. Afterwards, the requirements of the simulation are set up.

8.2.1 Related Work

The relevant literature is presented in detail in Chapter 7. In summary, it can be derived
that:

• Most systems are semi-immersive using a stereoscopic display or use VR HMDs in
a static position simulating the microscope.

• Most systems focus on the clipping procedure and clip placement rather than the
access and craniotomy.

• With haptic devices and a proper clip placement, fine-motor skills are addressed.

8.2.2 Requirements

To develop an effective training and planning simulation, requirements were set up dur-
ing multiple meetings with a senior neurosurgeon and two novice neurosurgeons. An
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initial meeting served as a basis to gain knowledge about the general procedure and im-
portant steps. During the development, several meetings served to optimize the virtual
surrounding, the interactions and the models. Based on these discussions, the following
requirements were extracted:

R1 Head positioning: A head inclination along two axes via intuitive hand rotation
should be available. Longitudinal inclination should be possible up to 90 degrees
and transversal inclination up to 30 degrees.

R2 Craniotomy: The user should be able to draw an individual shape.

R3 IAs suitable for clipping should be included.

R4 For training purposes and improved exploration of vessels and IA, the user should
be able to adjust the transparency of the skull and brain.

R5 Simplification of the anatomical models is feasible, but the following important land-
marks should be represented: (a) optical nerve: It serves as an important reference to
all other surrounding structures and should be identified early in the exposure [204].
(b) pterion: As this region is a relevant cranial landmark, the sutures of the skull
are displayed [248].

R6 The virtual environment should be realistic enough to support immersion and not
distract the user.

R7 Derived from R6, it is also important that the user’s posture and position in relation
to the patient is similar to those during a real surgery. This mainly affects the
transition between the craniotomy and microscopic view.

8.3 Development
This section first describes the technical setup. Afterwards, the necessary models, such as
anatomical structures and medical instruments, are introduced. With this as basis, the
workflow of the training simulation is presented.

8.3.1 Simulation Setup

The focus of the simulation is on head positioning and craniotomy because these aspects
strongly drive the following surgery. In contrast to the previously-mentioned simulations
that include these steps as well, the presented prototype does not employ haptic devices
and a stationary stereoscopic display. Instead, it uses a VR HMD and a virtual OR to
create a more immersive training experience. Consequently, the simulation is not bound
to a fixed workstation but can be used wherever free space of about 2 × 2 meters, an
appropriate PC or laptop and a VR HMD are available. This is especially advantageous
for usage in hospitals.

During the development, an Oculus Quest and the corresponding controllers were used,
but due to the XR Interaction Toolkit, transferability to other VR glasses is possible. In
a previous work [217] an adapted virtual OR similar to Huber et al. [129] was used, which
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a) b) 

Figure 8.2: a) virtual OR b) lower part of the skull, right brain half, CoW (red) and optic nerve (yellow).
Image from Allgaier et al. [7] and available under a CC BY 4.0 license. No changes were
made.

was expanded in this work. As Figure 8.2 a) shows, the patient was replaced by an upper
body without a head, and a segmented and processed spine and skull, including brain and
vessels.

As the craniotomy training and clipping extension were evaluated separately, the input
device changed for the extension based on the feedback received for the craniotomy train-
ing. The VR Ink was chosen because this device is more similar to the medical instrument,
which should be held like a pen and not held in power-grip [248].

8.3.2 Models

One relevant craniotomy with respect to MCA aneurysms is the pterional craniotomy
which is used for the transsylvian approach [100]. The pterion is defined as the anatomical
region near the temple where the four bones frontal, parietal, temporal and sphenoid meet.
For a pterional craniotomy, the patient is positioned supine, which means that the body
and legs lie straight. Afterwards, the head is positioned and fixated [233]. Additionally
to the pterional craniotomy, other approaches, such as the lateral supraorbital approach
and the minipterional approach, can be used. The described procedure of the specific
case served as a basis for the presented simulation. Nevertheless, further IA locations and
approaches can be trained. For the simulation, the required models are a skull, a CoW,
aneurysms and clips.

A complete CoW, extracted from a healthy person’s MRI data, serves as a basis for all
IA models. The surface model was segmented with a customized workflow [262]. To meet
R3, the MCA aneurysms from a previous project were used [11]. Furthermore, the user
can also set a small sphere at a desired location at the CoW to approximate a target struc-
ture. This enables an easy way to train different situations of various locations of target
structures. As mentioned, the predefined MCA bifurcation IAs are based on the same
CoW, thus located at the same position not just on the CoW but also in relation to other
anatomical structures. Besides the location at the CoW, the characteristics of the specific
CoW also matter. Since the length of the M1 segment is an important criterion for the
decision about the surgical strategy in MCA aneurysms [79], different CoW configurations
for the individual target placement were provided.
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The skull is a segmentation of a patient’s CT angiography data that was further processed
to reduce artifacts and to simplify the geometry. For simplicity, most of the inner parts
of the skull were removed. Additionally, the sutures of the skull were added. As the
optic nerve is an important landmark that should be identified after opening the Sylvian
Fissure [233], a short fragment of it protruding from the optic canal of the sphenoid
bone was modeled. With the optic nerve and the previously described skull model, R5 is
met. Furthermore, the sphenoid bone was included to complete this region. Regarding
the brain, a free model1 was adapted to fit into the skull. The models can be seen in
Figure 8.2 b).

The extension also comprises the clips used in a previous work [11]. All clips are based
on L-aneurysm clips from the clip company Peter Lazic2. From these, the coopera-
tion partners from the neurosurgical department selected clips that are similar to fre-
quently used ones at the University Hospital Magdeburg. Consequently, during the
previous project 18 clip models were modeled using the product catalogue of the com-
pany [6].

8.3.3 Workflow

After selecting an M1 segment configuration and placing the target structure at the desired
position at the CoW, the user is situated in the virtual OR.

Head positioning The first step of the workflow is the head positioning (Figure 8.3a).
There are two possibilities to rotate the patient’s head. Either via two sliders in the menu
or via hand rotation, which is the more intuitive and realistic way (recall R1). Therefore,
the user has to point at the head and hold the grab button while rotating the hand in the
desired direction.

Craniotomy By drawing directly on the skull, the users define the contour, size and
location of the area they want to remove (recall R2). To draw a closed contour, they can
adjust the line thickness, or radius of the ‘pen’. After defining a seed point in the closed
contour, the area is filled by a region growing algorithm (Figure 8.3b, center). Exploring
the structures and finding an appropriate location and size of the hole is supported by the
adjustable transparency of the skull and brain (recall R4).

Microscopy After confirming the hole, the simulation switches to the microscopic view
(Figure 8.3c). When using a microscope during surgery, the surgeon’s viewing direction is
straightforward, horizontal to the floor, while the hands are operating at the hole. Thus,
they are not looking in the direction of their hands. To simulate this, and thereby realizing
R7, a virtual screen is placed in front of the user and above the patient, displaying the
microscopic view. Similar to a real surgery, the microscope camera can be adjusted and
moved via an interface next to the display.

1Free 3D, uploaded by bejek_2812: https://free3d.com/3d-model/brain-18357.html Last access:
27.03.2024

2Peter Lazic GmbH Microsurgical Innovations, Germany: https://www.lazic.de/en/ Last access:
09.04.2024
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d) Target exposurec) Microscopic view

a) Head Positioning b) Craniotomy

Figure 8.3: Overview of the craniotomy training. (a) Head positioning, (b) drawing the craniotomy hole,
(c) microscopic view, (d) opening the Sylvian Fissure to expose the target structure (white
sphere) and the optic nerve (yellow structure). Image from Allgaier et al. [7] and available
under a CC BY 4.0 license. The layout was changed slightly and a figure in step b) was added.

Assessment To assess the position and size of the hole as well as the trajectory to the
IA, the user can open the Sylvian Fissure (Figure 8.3d). As the procedure of opening the
fissure was not the focus, it is simplified by the following procedure: Taking a spatula
and placing it at the fissure. Via the interface, the frontal and temporal lobes can be
deformed separately. To simulate deformations either the finite element method (FEM)
or the mass-spring model (MSM) can be used. Despite various adaptions, FEM still has
the limitation of high computational costs [179]. Because the VR setup requires real-time
interactions, the less accurate but faster surface MSM is used. The implementation of an
MSM used for vessel deformation when applying a clip is described in detail in previous
works [6, 11]. In general, an MSM assumes that there are masses (in this case at the
positions of the surface mesh’s vertices) that are connected with springs. Each spring
between mass i and j has a resting length l0

ij and a spring constant ks describing its
stiffness. By applying a force to a mass, the spring is stretched or compressed. Using
Hooke’s law, the following formula calculates the force vector f t

ij acting on the attached
masses i and j (with their positions x) at time step t:

f t
ij = ks ∗ xj − xi

|xj − xi|
∗ (|xj − xi| − l0

ij) (8.1)

In addition to the described springs, a spring from each mass to its initial position is used
in the deployed model for volume preservation [6]. After calculating all forces acting on
the masses, their new positions have to be determined using an integration method. The
used MSM deploys the Verlet integration which is an explicit method, thus being fast
at the cost of having stability problems and being prone to failure. This decision is also
based on Mor’s [211] comparison of integration methods. Similar to Halic et al. [107] the
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damping kd was included in the integration step, resulting in the following equation to
calculate the new mass position x(t + ∆t):

x(t + ∆t) = x(t) + (x(t) − x(t − ∆t)) ∗ (1 − kd) + f(t)/m ∗ ∆t ∗ ∆t (8.2)

The described MSM was adopted for the use case of brain deformation by adjusting the
parameters. Because the parameters are not directly related to material parameters of
the tissues, they were set up experimentally resulting in the following: spring constant
ks = 0.9, spring constant backwards to the initial position ksBack = 0.3, and damping
constant kd = 0.8. After the brain is retracted employing the described MSM, the user
can assess their chosen approach via self-assessment.

Clipping In the extension, the user has to choose a clip from a menu where the clip prop-
erties such as opening angle and length can be seen. The chosen clip can then be applied
to the aneurysm. Due to a lack of depth cues because of missing surrounding structures,
the navigation is difficult. To facilitate the navigation, rays indicating distances between
the clip and vessels are included [11] (see Fig. 8.4a). Once the clip is placed, closing is
visualized by highlighting the area the clip would hit (see Fig. 8.4c). Thus, users can asses
whether the clip is placed in the desired way and which parts of the vessels and aneurysm
are affected. Finally, the clip can be closed leading to a deformation of the vessels. For
this, an NVIDIA Flex softbody surface representation with empirically determined phys-
ical parameters (see Table 8.1) is applied to the vessels.

d) Application and 

deformation

a) Navigation b) Positioning c) Assessment

Figure 8.4: Overview of the clipping extension. (a) Clip navigation with supportive distance rays, (b)
clip placement, (c) clip assessment, (d) clip closure and resulting deformation. Image from
Allgaier et al. [12] and available under a CC BY 4.0 license. The layout was changed slightly
and a figure in step a) was removed.

Table 8.1: Parameters used for NVIDIA Flex soft container for vessel deformation. Table from Allgaier
et al. [12] and available under a CC BY 4.0 license. No changes were made.

Simulation Parameters
Substep Count 9
Iteration Count 15
Gravity (0,0,0)
Radius 0.002
Solid Rest 0.0005
Fluid Rest 0.0002

Common Parameters
Static Friction 3
Dynamic Friction 2
Particle Friction 1
Max Speed 340282.3
Max Acceleration 340282.3
Damping 50
Collision Distance 0.0002
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8.4 Impact
The two prototypes –the craniotomy training and clipping extension– were evaluated sep-
arately. This section is divided accordingly and presents the respective setup, results and
discussion. Both evaluations were conducted with a small number of participants, how-
ever, they are neurosurgeons or medical students at the neurosurgical department, and
thus, experts and potential users. Because this group of people is small (due to the special-
ization) and hard to reach (due to the clinical routine), a formative evaluation based on a
method developed by Jakob Nielsen in 1989 was chosen. With discount usability engineer-
ing, he presented a concept that uses only up to five participants, focuses on qualitative
studies and uses the think-aloud method [220, 221]. Although this method has limitations
and is not as good as traditional, more expensive methods, Jakob Nielsen showed that it
provides valuable insights by still identifying most problems.

8.4.1 Evaluation of the Craniotomy Training

This section presents the study setup, results and discussion of the prototype including
the craniotomy.

8.4.1.1 Setup

The aim of this simulation was not to replace existing training modalities, but rather
to provide an additional training possibility. Thus, the investigation should determine
whether the craniotomy training can serve as additional training and whether the expected
advantages of using VR HMDs were recognized and appreciated by the participants. To
evaluate the mentioned aspects qualitatively and in detail, the think-aloud method was
used. Thereby, thoughts and comments of the participant are recorded and in-depth
questions can be asked. In addition to this, a small survey collected comparative opinions
and an overall impression. Finally, the precision of drawing a contour with a controller
was assessed.

The evaluation was conducted with four participants with different levels of experience,
see Table 8.2 for relevant data about the participants. It is important to note that one
participant used the simulation tool, and VR HMDs in general, for the first time, whereas
the others had tried it before. The study was performed separately with each participant.
After a short introduction to the tool, the participants were asked to use it on their own.
Thereby, they should enter the IA selection, select a CoW and place the target sphere.
Subsequently, they were asked to explore the interface and interaction possibilities and to
perform a craniotomy. After they were satisfied with the hole, they were requested to set
up an appropriate microscopic view to evaluate the craniotomy hole. As during the whole
procedure the think-aloud method was used, they were asked to comment on their actions,
highlight difficulties and state what they appreciate or what can be improved. After com-
pleting the VR procedure, they had to fill out a questionnaire concerning the previous task,
which comprised three parts: Immersion, training and load.
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Immersion This part focuses on whether the virtual OR was appreciated and why.
Therefore, the following description was given: ‘As a comparison you can imagine the same
tool without the virtual OR, just using a head ‘floating’ in front of you’. Given this task,
they had a multiple-choice selection with the following items:

• It looks nice/appealing

• It is more fun to use the tool

• It provides a better training situation

• It is more realistic

• I am more concentrated

• I take the tool/training possibility more seriously

• I feel present in the virtual environment

As the immersion and presence in the virtual environment depend on the plausibility,
the participants should also rate the plausibility of the environment, anatomical models
and interactions, such as head rotation, drawing the craniotomy contour, adjusting the
microscope and opening the fissure.

Training This part serves to get insights on whether the tool could and would be used
for training purposes and in what way it would be helpful. The following questions had
to be answered with a 5-point Likert scale:

• Would you use the tool in order to learn/train?

• Would you use the tool in order to teach?

• Do you think this simulation can improve novice surgeons’/students’ anatomical
understanding?

• Do you think this simulation can help with becoming aware of the importance of
the right craniotomy hole/approach?

• Do you think you would feel better prepared for a real surgery/gain self-confidence
when using the tool more often?

Table 8.2: Overview of relevant participant’s data. Table from Allgaier et al. [7] and available under a
CC BY 4.0 license. No changes were made.

Age Gender Level of Experience Handedness
31-34 Male Neurosurgeon: 1-5 years Right
35-40 Male Neurosurgeon: 11-15 years Right
26-30 Male Medical student Left
21-25 Female Medical student Right
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Load The last part of the questionnaire was the NASA Task Load Index (TLX) [113],
which is commonly used to assess the load, effort and frustration when solving a task
using a software.

In addition to the questions, the precision of drawing the craniotomy was assessed. To
provide an appropriate training system, it should be precise enough to create realistic
craniotomy contours, but also to not frustrate the user. To examine whether a user is
able to draw an intended contour, the participants had the task of tracing four predefined
contours. They are at two different locations with two different line thicknesses each.
The templates were drawn by a person with an appropriate medical background and with
mouse as input device.

8.4.1.2 Results

The rating of plausibility can be seen in Figure 8.5. According to this, the most plausible
part is the head rotation whereas the microscope was rated as least plausible. For more
detailed and qualitative insights, the following summarizes the main results obtained by
the think-aloud method. They are sorted with respect to the workflow and requirements.
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Figure 8.5: Participants’ rating of the plausibility of the different aspects. The size of the circles and the
number in circles denote the number of ratings. Own figure based on Allgaier et al. [7].

Regarding the head positioning, only the participant using the simulation for the first time
had difficulties. However, after becoming familiar with the controller and its buttons, all
participants rated it as appropriate. The craniotomy was well accepted, but there are two
things that should be improved: When using a controller, the hand and arm position is
different from the real position. A pen-like device would be more natural. Furthermore,
only the outer part of the skull can be removed, but it should be possible to mill the
sphenoid bone, too.

All participants liked the additional display for the microscopic view and the movement
and rotation possibilities. Nevertheless, some suggestions for improvement were men-
tioned. The interaction with the microscope would be better via joystick or hand rotation
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instead of UI buttons. It would also be more realistic if the user has to switch between
the two views via a button, because usually it is not possible to see the microscopic view
and the patient just by changing the viewing direction.

Concerning the target exposure, the participants appreciated the opening of the brain
depending on the placement of the spatula and that both brain lobes can be retracted
separately. However, two spatulas, different sizes, and a Leyla retractor that can be moved
via hand movement would be more natural.

Other important suggestions and feedback were:

• Including sounds to create an even more immersive atmosphere.

• Placing a sphere to simulate various IA locations was strongly appreciated.

• Feedback, for example, when rotating the head or retracting the brain too much,
would be welcome. This could also be in terms of gamification to increase motiva-
tion, fun and ambition.

• Some given craniotomy contours could be integrated for learning purposes.

All suggested improvements are summarized and categorized in Table 8.3.

Table 8.3: Summary of essential improvements.

Improvements
Interactions Milling the sphenoid bone; pen-like input device; microscope adjustment

via joystick or hand rotation; including a second spatula and retractor
for brain retraction

Environment Surrounding and microscopic view should not be visible at the same
time; common OR sounds for more realism

Learning Feedback (e.g., when retracting too much); gamification for more fun,
motivation, and ambition; provide contours from experts to learn and
compare

The questionnaire assessed whether and why the participants like the virtual environ-
ment in contrast to a simulation where only a three-dimensional head is available. The
average value using a 5-point Likert scale (0 equals disagreement, 5 equals agreement)
of whether they like the OR is 4.5. The reasons why they prefer an immersive OR are
displayed in Figure 8.6. All participants agreed that it is a better training situation, more
fun, and looks nice and appealing, whereas only two participants agreed that they felt
present and took it more seriously because of the immersive environment. In Figure 8.7,
the ratings of statements concerning the usage and possible benefits of the simulation
are shown. The greatest approval was given to the statements that it helps to become
aware of the importance of the craniotomy hole, followed by the statements that they
would use the tool for teaching and that it can improve the anatomical understanding.

In the NASA TLX questionnaire, a 20-point Likert scale (zero equals very low, 20 equals
very high) was used. The results can be summarized as follows. The participants were
successful in accomplishing their task (∅ = 16.5, σ = 2.06) and did not have to work that
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0 1 2 3 4

It provides a better training situation

I'm more concentrated

It is more fun to use the tool

I take the tool/training more seriously

It looks nice/appealing

It is more realistic

I feel present in the virtual environvment

Amount of participants agreeing with the statement

Figure 8.6: Rating of the four participants why they like the virtual OR in contrast to a simulation with
just a head. Image from Allgaier et al. [7] and available under a CC BY 4.0 license. The
layout has been changed slightly.
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Figure 8.7: Rating of statements regarding the usage and benefits of the simulation. Own figure based
on Allgaier et al. [7].

hard to accomplish their level of performance (∅ = 8.25, σ = 4.323). The mental load
(∅ = 11.5, σ = 4.33) was rated higher than the physical demand (∅ = 9, σ = 5.24), but
both values are in the middle range.

Regarding the craniotomy, the participant’s contour was compared with the template
based on the surface dice similarity coefficient (surface DSC) and the Hausdorff distance.
The surface DSC indicates the overlap of two contours [222]:

surfaceDSC(A, B) = 2 ∗ TP

2 ∗ TP + FP + FN
(8.3)

using true positive (TP ), false positive (FP ) and false negative (FN) vertices and the
two contours A and B. Additionally, the Hausdorff distance H, indicating the proximity of
two contours, was calculated. It is the largest distance of all minimum distances between
two curves [132]:

H(A, B) = max(h(A, B), h(B, A))
h(A, B) = maxa∈Aminb∈B||a − b||

(8.4)
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Figure 8.8: Results of the evaluation with surface DSC (left) and Hausdorff distance (in mm; right). L1
and L2 are the two different locations. Image from Allgaier et al. [7] and available under a
CC BY 4.0 license. No changes were made.

The equation h(A, B) calculates the maximum distance of all minimum distances between
vertices of two contours. The average Hausdorff distance is 3.89 mm and the average
surface DSC is 0.81. The corresponding results can be seen in Figure 8.8. Due to technical
problems, the contours of only three participants were available. It can be seen that for
all results except for the Hausdorff distance of one participant, the results of the contours
with large radius achieved better results than the ones with small radius. Furthermore,
two participants achieved relatively similar results whereas the third participant had more
difficulties with this task, resulting in a Hausdorff distance of almost 6 mm for one of the
craniotomy locations.

8.4.1.3 Discussion

During evaluation it could be observed that the participant using the simulation for
the first time and having no previous experience with VR HMDs, had most difficulties.
Nevertheless, even in this short time span progress regarding the interactions and drawing
a smooth contour could be seen. Thus, using the simulation requires a certain degree of
training.

The surface DSC and Hausdorff distance of drawing the contour revealed better results
for the larger radius than the smaller radius. Regarding drawing in general, tracing a fine
line is much more difficult than tracing a wider line. Unsteady hand control has a much
larger influence when drawing a thin line with a pen with a small radius. The differences
in the results concerning the radius indicate that the simulation can emulate this natural
difference in difficulty. However, to interpret the specific numbers, a comparison with
results from performing a given craniotomy with a real craniotome and physical skull
would be necessary. Because the participants mentioned that drawing the contour has
a suitable level of difficulty, the results can be rated as precise enough for the current
learning objective but should be investigated in the future.

With the proposed prototype, it could be demonstrated that users appreciate the vir-
tual OR and the resulting realism and immersion leading to an increased fun factor and
high motivation. Consequently, this kind of simulation offers different advantages than
physical simulations, cadaver training or non-immersive virtual training systems and is an
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appropriate and additional training possibility. These advantages can be further improved
by implementing the feedback concerning interactions and the input device, resulting in
a more realistic training experience. However, the presented simulation only considers
the position of the lesion for access, but more factors influence the access, such as other
intracranial structures along the surgical corridor.

Regarding the two learning objectives learning the importance of the surgical approach
and improving anatomical understanding, the presented VR-based training benefits from
being non-destructive. Thus, the users can freely explore and try different approaches
with the possibility to undo and redo single steps.

Compared to the IA clipping training approaches presented in Chapter 7, the proposed
approach benefits from the immersive environment, whereas the others benefit from the
pen-like device and haptic feedback. Having an input device held in a realistic grip
might be more important during the clipping procedure than during head positioning
and craniotomy. During clipping, fine-motor skills are required whereas the proposed
training addresses strategic knowledge concerning the initial steps of the surgery. Re-
gardless of the input device, the importance of the right craniotomy placement is demon-
strated.

Future Work One major aspect that is lacking in the presented protoype is feedback
or assessment. To provide a proper training simulation, the simulation itself has to be
plausible and include the necessary parts. If this is given, it is essential to provide the
user with feedback to assess their performance and foster improvement. Chan et al. [48]
present a review where they summarize performance metrics that are used to assess skills
in various neurosurgical VR simulations, including:

• distance to target: The distance between the final position of a device and the
intended target,

• time: Either for a whole procedure or single phases,

• tool movement: Instrument movements, such as velocity or acceleration,

• pressure and force: with a haptic system, the force applied to tissue can be measured,
and

• virtual surgical outcome: Whether the virtual surgery was successful including, for
example, blood loss or extent of resection.

In a follow-up discussion with a neurosurgeon, who was not part of this project’s develop-
ment and evaluation, suitable performance metrics that might be included in such a cran-
iotomy training were enquired. Thereby, the subsequent three criteria arose:

• Size of the craniotomy: The user should receive feedback regarding the size of the
craniotomy hole in relation to the size of the lesion. This applies to superficial
lesions.

• Highest point: The craniotomy should be the highest point of the skull to prevent
leakage.

• Central position: The craniotomy should be centered over the lesion.
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These aspects and exceptions have to be discussed with more neurosurgeons to avoid
bias. Once the aspects are confirmed by several experts, they have to be included in the
application. Therefore, different ways to visualize the criteria and conveying the feedback
can be investigated. One first, straightforward visualization to assess the craniotomy size
and whether it is central can be seen in Figure 8.9.

Figure 8.9: White lines show the size of the lesion projected to the craniotomy surface. The blue ruler
supports size recognition and the blue arrow indicates the offset between the craniotomy
center and center of the lesion. Own figure.

Such metrics could also be used to create a gamified training by including, for example,
scores or achievements. After including an assessment, its validity has to be proven.
According to the neurosurgeon, the given steps could also be extended by including the
adjustment of the microscope (whether it has to be bent strongly) or applying the Mayfield
clamp to fixate the head (the connections always should be parallel to the ground and
proper application of the pins). Further steps, for example, skin incision can also be
included.

Despite the positive trend indicated by the results, several improvements were mentioned.
Because the microscopic view was rated as least realistic, this should be improved first.
This includes the proposed hand interaction instead of UI interaction. Furthermore,
the view should be more separated from the OR view. This could be done by hiding
the surrounding when using the microscope, however, concerns arise with this idea: A
static view even when (slightly) rotating the head might lead to cybersickness. Because
of this, it can be considered to blur the surrounding instead of completely hiding it
or to hide the microscopic view whenever the user moves their head beyond a certain
threshold.

After including the mentioned improvements, a more meaningful study concerning the
simulation’s validity is necessary. After refining the simulation based on the given feed-
back, a larger study assessing the learning outcome is required. Furthermore, the transfer
of the learned to a real surgery should be investigated. In further steps, patient-specific
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data could be included, resulting in more and various anatomical models, including differ-
ent access strategies. Despite of the chosen use case of IAs, the simulation could also be
used for other surgeries that include a craniotomy, like brain tumor removal. With respect
to IAs, further important aspects that were mentioned by the neurosurgeons could be in-
cluded. Before the craniotomy step, the skin incision and correct opening of the skin can
also be part of the training. Regarding the vessel and aneurysm exposure, more details
like the dura could be included. Proceeding with the surgery, the clipping process can be
implemented, comprising aspects such as the pulse for pulse synchronous clipping. After
applying one or multiple clips, there should be the possibility to evaluate the clipping to
verify that the aneurysm is sealed off and the normal blood flow in the parent artery is
preserved.

8.4.2 Evaluation of the Clipping Extension

Before presenting the evaluation of the extension, improvements that were realized based
on the evalution of the craniotomy are introduced. The actual evaluation includes the
study setup, results and discussion.

8.4.2.1 Improvements

Based on the feedback from the previous evaluation, the input device from normal VR
controller to the VR Ink was changed. This pen-like device is more similar to the real
medical instrument than a device held in power-grip, such as the VR controller (shown in
Figure 8.10). This should prevent a wrong muscle memory and more precise interactions
are possible with this precision grip. Furthermore, the previously described last step
of the workflow and the presented visualizations were added (refer to Section 8.3.3).

(a) Oculus Quest controller. (b) VR Ink.

Figure 8.10: The VR controller used for the craniotomy (a) and the VR Ink used for the clipping extension
(b). Own figure.
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8.4.2.2 Setup

The virtual clipping was qualitatively assessed by two neurosurgeons: One male senior
neurosurgeon (S) with 13 years of neurosurgical experience who often used VR, and one
female novice neurosurgeon (N) with one year of neurosurgical experience who has used
VR a few times. The evaluation started with a short description of the tasks and interac-
tions. Before using the application, they were asked to complete the Simulator Sickness
Questionnaire (SSQ-pre) [151]. Subsequently, they had to go through the application.
Thereby, they were verbally assisted and reminded which buttons they have to use. After
they completed the workflow, they were asked to fill out a questionnaire comprising the
following parts:

1. Simulator Sickness Questionnaire (SSQ-post) [151]

2. NASA Task Load Index (NASA-TLX) to assess mental and physical demand [113]

3. Questions referring to clipping, deformation and clip assessment:

• Is the deformation sufficiently realistic to provide an effective training? If not,
why and what is missing?

• Is the deformation important? Or is the clip placement with the additional
visualization sufficient?

• Is an effective training with this system possible? If not, why and what is
missing? Which aspects can be trained, which cannot?

• How should the clipping (the position of the clip) be evaluated within the
system? 1) visual, explorative assessment 2) numeric feedback of how much of
the aneurysm is closed 3) filling the vessels with blood particles (no real blood
simulation)

4. Questions referring to further improvements

• Including a narrative/emotional context by providing personal patient infor-
mation would...

– influence the medical approach (yes, no, maybe)
– influence (subconsciously) the performance and approach (yes, no, maybe)
– increase the realism of the simulation (yes, no, maybe)
– involve the user more emotionally and thus motivate them more (yes, no,

maybe)
• Multiuser in terms of working together in the virtual environment would...

– motivate and increase the training effect (yes, no, maybe)
– lead to a more frequent use (yes, no, maybe)

• Multiuser in terms of competing in the virtual environment would...
– motivate and increase the training effect (yes, no, maybe)
– lead to a more frequent use (yes, no, maybe)

• With which criteria can the whole procedure be evaluated and compared?
• Are there further requirements that are not fulfilled by the simulation or would

improve the simulation?
• The following aspects or steps complicate the clipping of aneurysms (in a real

surgery)
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5. Igroup Presence Questionnaire [275] and the following three additional questions to
assess presence and immersion:

• Due to immersion I could concentrate better.
• Due to immersion I take the task more seriously.
• Due to immersion I am more motivated to solve the task correctly.

8.4.2.3 Results

In the SSQ one participant (S) mentioned an increase from ‘none’ to ‘slight’ regarding the
symptoms ‘general discomfort’ and ‘eye strain’ after using the VR system.

The results of the NASA-TLX, where usually a 20-point Likert scale is used, show that
for one participant the task was more mentally demanding (N: 15/20, S: 15/20) than
physically demanding (N: 11/20, S: 18/20). Both of them had to work hard to accom-
plish their level of performance (N: 14/20, S: 19/20). The question of how frustrated
they were (N: 2/20, S: 14/20) and following-up questions indicate that the novice sur-
geon did not have more difficulties placing the clip compared to real microsurgical pro-
cedures. However, the senior neurosurgeon emphasized that the virtual clipping is much
more difficult due to jittering, leading to higher frustration. This could be because of
a missing physical skull which they usually use to stabilize their hands or due to the
tracking.

Clipping Regarding the clipping procedure, both participants liked the deformation
and rated it as realistic enough for the training application. They also emphasized that
it is a crucial part of a training system. However, it would be good to have the possi-
bility to modulate the speed of the clip application. Usually, surgeons do not just apply
the clip but close it carefully, observe the deformation and open it again to reposition
it if necessary. Showing the area affected by the clip helped the surgeons to discern
the clip location in the 3D space. Furthermore, it should be possible to apply multiple
clips.

Clip assessment For this, different possibilities were discussed. The first possibility
would be to include visual exploration of the clipped aneurysm. Both rated this approach
as very useful, as this would be similar to an angiography with which one can check
whether the aneurysm is sealed off completely. Furthermore, they would appreciate an
additional numeric output indicating how much of the aneurysm ostium is closed (for
example as percentage). The third possibility was rated a bit less helpful than the others.
Here, it was proposed to fill the vessels with blood. One participant mentioned that with
this one they can see whether the parent artery is still open. However, it is difficult
to simulate realistic blood flow during runtime of a VR real-time application due to
time-consuming mesh and convergence requirements [126]. It would be possible to add
particles that will move through the vessels but without any calculated or measured
flow field, they will probably not behave realistically. Further aspects that can be used
to evaluate and compare the clipping results are time and how strongly the brain is
retracted.
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Improvements Here, general improvements were discussed. First, collaborative VR,
where two or more users can use the simulation at the same time, was proposed. They
can either work together and discuss different approaches, or work in a competitive
mode where the users compete against each other. Both participants think that both
modes would lead to an increased motivation and learning effect. However, the feed-
back and reactions of the senior neurosurgeon show that he would prefer the competitive
mode.

Moreover, the brain retraction should be limited because such large deformations are not
possible in reality. The novice neurosurgeon stated the consistence and volume of the
brain as a challenge of the access during clipping surgery. A further aspect that could
be included is puls synchronous clipping. In this context, the novice neurosurgeon also
mentioned that including sound of an electrocardiogram would make the experience more
realistic.

Immersion The last part of the questionnaire was about immersion. Both participants
agreed that they felt present in the virtual space and they were captivated by the virtual
world. However, they were aware of the real world and paid attention to it. This could
be due to verbal instructions from outside. The virtual world was rated as real and the
virtual experience was rated as moderate consistent with the real world. Nevertheless,
the virtual world was perceived as an imaginary world.

The three statements additional to the Igroup Presence Questionnaire were used to get
an impression of whether the participants think that immersion can improve the training
experience. The statement ‘Due to immersion I can concentrate better on the exercise’
was rated with 4 (S) and 5 (N), with 1=fully disagree and 5=completely agree. Whether
they take the exercise more seriously was rated with 3 (S) and 5 (N). The last statement
‘Due to immersion I’m more motivated to solve the exercise well’ was rated with 4 (S)
and 5 (N).

8.4.2.4 Discussion

The proposed training system differs from previous approaches on the basis of providing an
immersive environment using a virtual OR for aneurysm clipping training. Consequently,
the prototype provides a motivating and engaging experience, which is essential for ef-
fective training. With the presented prototype, an immersive environment is combined
with IA clipping using a soft body deformation. Thus, users can try out different strate-
gies in a more realistic scenario. Although the input device is no medical instrument, it
was important to provide a similar device regarding the hand position. However, having a
completely virtual system without grounded haptic devices has the drawback of having no
supportive surface which is available in a real clipping procedure. Using a virtual skull also
has the drawback that the user is not restricted when moving the clip because their real
hands do not collide with the skull. The evaluation focused on qualitative feedback, which
also provides important feedback for further development. However, having more partic-
ipants would lead to statistical results. The main challenge in this case is to get enough
participants, as the target group is limited to neurosurgeons.
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Future Work To address the jittering problem, a 3D printed skull with a large cran-
iotomy hole can be used. This physical model has to be adjusted according to the virtual
head placement or the virtual head has to be registered with the physical skull after
placement. A more simplified and robust alternative (if various virtual skull models are
incorporated) would be a sphere or ellipsoid with a hole. Although it does not represent
the virtual head, it might be possible that the user will not recognize the difference if
it only serves to support the hand. It might be more misleading if the virtual hole size
does not correspond to the physical hole size. However, to provide a correct hole, the
user directly has to cut the physical representation. The senior neurosurgeon mentioned
a jittering. If this is still present with a supportive surface, it might be due to tracking
inaccuracy.

Similar to the future work regarding the craniotomy, including feedback and a larger user
study are essential for future prototypes.

8.5 Conclusion
The proposed VR system for craniotomy benefits from using an HMD, leading to an
immersive training possibility where the user feels present in the virtual OR. The results
indicate that this simulation can be used for training and teaching to improve anatomical
understanding, to become aware of the importance of a correct craniotomy hole, and to
feel better prepared for real surgery. Furthermore, the clipping extension benefits from
a pen-like device and real-time deformation for the vessels. Both qualitative evaluations
provided detailed insights into further improvements, for example, concerning proper
feedback and assessment or improving the learning process by gamification or reference
contours. Thus, an appreciated prototype was presented and various improvements for
further development were identified.
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9.1 Contribution

During the development of all previously described projects, the choice of an appropriate
input device was permanently present. As presented in Section 3.1, VR is used for various
purposes, such as training or planning, in healthcare. Independent of the use case and
purpose, it is common to interact with 3D models. Thus, different aspects from the
field of human-computer interaction have to be considered to design and implement a
VR application. Among them are interaction tasks which are primitive inputs performed
by the user [135]. A task is performed with an input device and interaction technique,
describing the way of using the device. To have a suitable and effective system, these
three aspects must be well chosen.

In this work, common interaction tasks for medical VR applications are defined and used
to compare input devices. Different interaction techniques are not compared, but common
design choices are employed. For the choice of input device, the specific tasks related to
an application as well as its purpose have to be considered. Based on a specific task, some
devices might be more supportive and efficient due to the corresponding hand position.
Besides the task, the purpose of the application also plays a role. On the one hand, a
general device benefits from its flexibility and can be used for several tasks. On the other
hand, a highly specialized device, such as an endoscope [139] or laparoscopic device [68]
that is similar to a real medical instrument, is important for medical training applications.
Due to this trade-off, different input devices in the context of medical applications are
compared to investigate their suitability for common tasks.

In contrast to existing studies [24, 45, 236], the presented study does not just compare
devices held in precision grip and devices held in power grip, but also hand gestures (refer
to Section 2.2.3 for grips and interactions). Besides pointing tasks [24, 236] and sketch-
ing [45], the study includes other tasks that are common for medical applications. Based
on the different tasks the investigation aims at determining which device or rather which
grip is most suitable. Besides measuring the precision, usability questionnaires are used
to assess how well the measured data corresponds to the participant’s perception. In the
study, the focus is on planning and training, for which two relevant and representative
use cases were selected: a liver surgery planning and a craniotomy training. Using these
use cases, the following research question is investigated:

RQ 4: Which benefits of input devices with varying grip styles should be considered
when developing medical VR applications?

This project aims at analyzing relevant medical interactions and investigating which de-
vices are appropriate in the medical context as well as determining their task-specific ben-
efits and drawbacks. In a user study, benefits and drawbacks and the usability of input
devices based on user performance and subjective feedback were identified. These results
can guide further developments of medical VR applications.
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9.2 Design
This section starts with related work. Because an overview of common input devices
and types of grips was already presented (refer to Section 2.2.3), the literature presents
examples for which types of medical applications these devices can be used for and
other comparative studies. For literature concerning the two medical use cases, con-
sult Chapter 4 and Chapter 7. In the second part, the chosen medical use cases are
introduced.

9.2.1 Related Work

There are several virtual surgical planning and training applications in medical areas
such as orthopedic surgery [102, 124, 231], neurosurgery [309, 340], general surgery [55,
86, 180] as well as oral and maxillofacial surgery [145, 212]. Although previous studies
reveal the benefits of immersive VR applications using HMDs, not all of the previously
mentioned approaches are immersive applications [128, 131, 243]. Common tasks in these
applications are reaming [124, 231] and drilling [145], careful positioning of a plate [102],
navigating and applying a clip [309], placement of screws [340], and laparoscopic tasks
such as grasping, cutting and fine dissection [55, 86, 180]. Because of the various use
cases, some exemplary devices and for which medical VR applications they might be
used are presented. Afterwards, other comparisons of input devices and their findings are
described.

Hand gestures An intuitive way of interacting are hand gestures. Sousa et al. [291]
use gestures to interact bimanually with medical image data. One hand controls render
properties, such as brightness and the cutting plane, while the other hand can manipulate
the volume, such as scaling and rotating. Render properties are changed by moving the
hand forwards and backwards as well as moving the hand to the left and right. For scaling,
the pinch gesture is used and for rotation around the vertical axis, the hand has to be
rotated, whereas pitch rotation is done by moving the hand through the forward-backward
axis. For recognition, gestures have to be performed on a multitouch frame on the desk
surface. Another way to detect gestures is by data gloves with, for example, a Steam VR
tracker as Chheang et al. [52] proposed for surgical planning. With 2D image data and a
3D representation of the liver, the user can define a resection line. As mentioned in the
technical background (see Section 2.2.3), there are also gloves that include force feedback
to apply resistance. Boutin et al. [32] employed such a device for external ventricular
drain placement. During this procedure, the neurosurgeon has to choose an optimal burr
hole to insert a catheter.

VR controllers Another common type of input devices are controllers because they
are usually associated with HMDs. Adams et al. [2] use controllers to explore and
manipulate 2D and 3D image data. Controllers can also be used for specific therapy
planning, like IA clipping [299]. For the individual buttons of VR controllers refer to
Section 2.2.2.
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Stylus devices Furthermore, there are stylus devices for precise interactions, such as
drawing [45] or fine-motor tasks, for example, in micro-surgical procedures [4, 96] or dental
surgery training [145]. In the latter case, the stylus device–a Geomagic Touch–is used as
the dental drill. Stylus devices can be grounded haptic controllers, such as the mentioned
Geomagic Touch, or midair devices, such as the VR Ink, Massless Pen1, Wacom VR Pen2,
zSpace Ink3, and some non-commercial devices [134, 146, 258].

Task-specific devices Finally, there are highly specialized devices for training applica-
tions. One example is the Simball4 used for laparoscopic interventions [68, 129]. John et
al. [139] simulate an endoscope to train handling and navigating it in the context of gas-
trointestinal procedures. As basis, they used an HTC Vive controller in a self-constructed
holder and attached a Microsoft Surface Dial5 to replicate the control knobs. For the
endoscope shaft, they applied an HTC Vive tracker to a rod which can be pushed forward
and pulled back.

Studies The variety of input devices and applications shows that the choice of an ap-
propriate device has to be considered carefully. To assess the benefits and drawbacks,
several studies have been conducted. Some studies compared the precision of devices held
in power grip and precision grip [24, 45, 236] for pointing or sketching tasks. In Batmaz
et al.’s [24] study, participants had to point at spheres with the VR Ink in precision grip
as well as power grip (like a stick). Twelve participants had to perform the task with both
grip styles and three different distances to the target and different target sizes. Signifi-
cant differences between the grips were found for the error rate, with fewer errors for the
precision grip. Subjective results showed that the majority preferred the precision grip
over the power grip.

Cannavò et al. [45] compared an HTC Vive controller with a VR Ink in a within-subject
design study with eleven participants. Therefore, they used a VR setting where the
participants had to draw a curve mid-air and a hybrid setting where the participants were
in a VR environment but had to draw on a physical surface. With these conditions, the
participants had to draw circles, horizontal and vertical lines. Regarding deviation, the
VR Ink performed significantly better than the controller in general and in the VR setting
but not in the hybrid setting. They also investigated the drawing plane orientation and
found significantly better results for the VR Ink in terms of deviation when the plane is
sideways. Although no significant differences regarding usability were visible, participants
rated the VR Ink significantly better with respect to ease of use, comfortableness and
naturalness.

Another study by Pham et al. [236] compared a mouse, VR controller and pen for distant
pointing. The objective results of twelve participants revealed that with the controller the
movement time was significantly larger than with the other two devices. The controller
also led to a significantly higher error rate than the mouse and pen. Furthermore, the

1Massless Corp, USA: https://www.massless.io/ Last access: 10.04.2024
2Wacom, Japan: https://www.wacom.com/de-de Last access: 10.04.2024
3zSpace, USA: https://zspace.com/ Last access: 10.04.2024
4Surgical Science, Sweden: https://surgicalscience.com/simulators/simball-box/ Last access:

10.04.2024
5Microsoft Corp, USA: https://www.microsoft.com/de-de/ Last access: 10.04.2024
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controller had a significantly lower throughput than the other two devices and the pen
had a faster cursor manipulation than the controller. Subjective results showed that the
pen was significantly better regarding perceived cursor speed and ease of interaction than
the controller. Concerning comfortableness, the pen and mouse were rated significantly
better than the controller.

There are also studies comparing gestures and conventional interactions, such as a joystick
or mouse [122]. Hettig et al. [122] used gestures and conventional devices for scrolling
(decrement and increment) through medical image data and rotation around three axes.
For gestures, they used two systems, one where the user has to wave in or out for scrolling
and one where the user has to place the hand in two different areas of the field of view.
The first variant achieved significantly better results than the second one with respect to
task completion time. However, for the rotation task, both gesture variants performed
significantly worse than the other conventional methods.

In the presented comparison, devices held in power grip and precision grip as well as hand
gesture interactions and additional tasks that are relevant for medical applications, such as
rotation, are considered. The perceived usability and precision are assessed. In addition,
the study covers different medical applications and thus interaction tasks and compares
devices that differ in their grip as well as generalizability.

9.2.2 Medical Use Cases

For the comparison of input devices, two use cases that are different regarding their
medical use case and purpose were chosen:

• Liver surgery planning, and

• craniotomy training.

Although these are specific medical use cases, they are still representative due to the
comprised interactions. Basic interactions and tasks like selecting, grabbing, scaling and
rotating are often part of exploring anatomical structures. Furthermore, the included task
of precisely drawing (a resection line and craniotomy contour) is similar to following a
trajectory which is important for medical tasks like navigating in air-filled structures [282].
Another similar task is cutting, which is part of most surgeries, for example, craniofacial
surgery [346]. Because cutting or resecting is a general task, virtually planning a resection
is not just relevant in liver surgery. Exploring and analyzing different cutting strategies
considering risk structures is an important part of various medical areas. Consequently,
the two applications were chosen based on their relevance and the involved interactions.
The following two sections motivate the relevance of VR planning and training for the
two use cases.

9.2.2.1 VR Systems for Liver Surgery Planning

Preoperative planning for liver surgery is based on 2D image data acquired from CT or
MRI. Liver surgery is particularly challenging due to the complex vascular structures and
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the strong blood supply of the liver. Therefore, it usually requires very careful software-
based planning. Planning with 2D image data is a challenging task because it requires high
experience and skills. Most surgical planning systems provide 3D visualizations generated
from these image data [205, 242, 330]. This allows the physicians to understand complex
internal structures, assess the risk areas and improve their confidence. In recent years,
the use of VR has advanced in a way that it can be used to provide visualizations and
interactions for planning complex patient cases better and faster than the desktop-based
approaches [187, 243].

The use case liver surgery planning is representative for therapy planning where the user
can directly interact with a 3D model as well as 2D image data. While being specific, the
task of creating an incision line and resection plane can easily be applied to other tumor
resection surgeries.

9.2.2.2 VR Systems for Craniotomy Training

This procedure was selected as it is part of the majority of brain surgeries, such as brain
tumor removal and treatment of intracranial vessel diseases like aneurysms. The initial
steps include the positioning of the patient’s head and the craniotomy. These should
enable an easy access point that facilitates the further steps. Based on a specific pathology
the surgeons have to decide on an appropriate craniotomy. This procedure can be trained
with a VR-based system.

For VR-based systems for IAs the previous chapter already concludes that most systems
focus on the clipping itself and not on the access and craniotomy and that they often use
stereoscopic displays (refer to Chapter 7). In the case of brain tumors, some approaches
have shown that the planning of the location and size as well as the understanding of the
relation between tumor and bone were improved by semi-immersive virtual applications
using stereoscopic displays [224, 294].

Consequently, the use case craniotomy planning is relevant because it is part of many surg-
eries. Similar to the resection planning application, it comprises interactions, such as cut-
ting and drawing, that are often included in virtual medical simulations.

9.3 Development
This chapter first describes the workflow of the two applications. This is followed by
the motivation of the choice of input devices, and finally the tasks comprised in the two
applications are explained.

9.3.1 Medical Use Cases

Both applications are based on previous work and were developed in close collaboration
with liver surgeons and neurosurgeons, respectively [7, 56]. The individual steps of the
applications are illustrated in Figure 9.1.
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Figure 9.1: Individual steps of liver surgery planning (top) and neurosurgery training (bottom) and asso-
ciated interactions. Image from Allgaier et al. [13] © 2022 Elsevier. No changes were made.

Liver Surgery Planning This system already provides patient cases which include the
medical image data and segmentations of the liver and its interior structures. Accordingly,
the user first chooses a patient dataset. As common for such planning systems, the user
can draw lines on the liver model to initialize a virtual resection. For a proper evaluation,
the line was given and the user has to trace it. Based on this, the origin and directions
of the resection surface are determined by a principle component analysis according to
Konrad-Verse et al. [162]. After that, the virtual resection is initialized, and a risk map
visualization to the liver tumor is projected [111]. The modification of the virtual resection
can be realized by two methods. It can be directly deformed on the 3D surface–by pushing
and pulling–as well as on the 2D line representation on the 2D image slices. After modifi-
cation, the resection and remaining volume can be estimated. The resulting reconstructed
3D model representations for each part–the resected and remaining–are highlighted with
different colors and their volumes are displayed.

Craniotomy Training The employed application was already presented in Chapter 8,
nevertheless, the workflow will be briefly summarized. First, the user has to explore
healthy brain arteries and place a target structure which is approximated by a sphere.
Based on this, they have to decide on a proper approach. Therefore, the user has to
position the patient’s head and proceeds with removing a section of the bone. This
procedure is simulated by sketching the contour of the craniotomy hole that should be
cut. Similar to the other application, a craniotomy contour, which the user has to trace,
was given.

9.3.2 Input Devices

The interaction tasks as well as the purpose of the applications, whether it is for planning
or training, affect the choice of the input device. In the presented comparison, four input
devices are investigated, three per application: VR controller and VR Ink are included in
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both applications and additionally the data gloves are used for liver surgery planning and
the craniotome is used for craniotomy training (see Figure 9.2).
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Figure 9.2: Input devices: a) VR controllers, b) Manus data gloves, c) craniotome, d) VR Ink. a), b) and
d) are included in the liver planning, whereas a), c) and d) are used for craniotomy training.
Image from Allgaier et al. [13] © 2022 Elsevier. No changes were made.

The VR controllers are used in both applications as they usually come with HMDs, and
thus, serve as the baseline device (Figure 9.2a). They are widely available, cheap and
familiar to people using VR frequently. For the implementation and study, the HTC Vive
Pro Eye and the corresponding controllers were used.

The second device that is used in both applications is the VR Ink (Figure 9.2d). The
reason for this device is that the main task of both applications is drawing and the
natural hand position for drawing cannot be provided by a controller but by a pen-
like device. Especially in the craniotomy training application, a correct and realistic
hand position is crucial to build up a correct muscle memory. Frequent training with
a device held in a non-realistic way can lead to incorrect muscle memory, which would
be particularly fatal for novice surgeons. Furthermore, the precision grip is known to
facilitate more precise interactions [24, 45, 236]. In particular for medical applications,
precision is important when interacting with small or vulnerable structures. There are
also other stylus devices which include haptic feedback. These grounded haptic devices
were not included, as they are locally bound and an immersive VR application benefits
from being able to move around. In the training application, one could use the haptic
device for performing a craniotomy locally on the skull, but it is not suitable for other
interactions. In this case, an additional controller would be necessary. However, the
importance and benefits of grounded haptic devices, especially for surgical training, should
not be neglected. Nevertheless, the comparison focuses on the grip style, which would be
the same as for the VR Ink, and thus including haptic feedback would be an additional
variable to be investigated separately.

With the Manus data gloves6 (Figure 9.2b), hand interactions were provided which are
very intuitive for tasks, such as selecting, pointing and scaling. To avoid the mentioned
incorrect muscle memory, the gloves are only used for the planning application and not for
craniotomy training, as they differ the most from the real device.

6Manus, Netherlands: https://www.manus-meta.com/ Last access: 10.04.2024
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The fourth device arose to support the right muscle memory and was chosen for the cran-
iotomy training. Because the best device for a training application is the actual instru-
ment, a Vive tracker was applied on a craniotome (Figure 9.2c), which is used by surgeons
to perform a craniotomy. However, in contrast to the other two devices, it is highly special-
ized for this task. Accordingly, they can be compared to find a compromise between pro-
viding a realistic hand position and being broadly applicable.

9.3.3 Task Description

In the following, the tasks–some are included in both applications, some are application-
specific–and their corresponding interactions are described. An overview is given in Fig-
ure 9.3. Furthermore, the device with the highest interaction fidelity, which describes how
exact real-world actions are reproduced in an interactive system [199], is identified. Here,
the biomechanical symmetry, input veracity and control symmetry are considered [200].
The following focuses on biomechanical symmetry, as the others depend on the quality of
the input devices or the translation of user actions to system effects and not on the general
type of device. Biomechanical symmetry describes to what extent the interaction repro-
duces real-world body movements required for the specific task. Thereby, it considers the
involved body segments, the required motion and forces.

Selecting and pointing Most tasks that require pointing and/or selecting occur when
interacting with the UI. This includes interacting with buttons and sliders, which is in-
volved in both applications. Additionally, in the craniotomy training application, the
users have to point at the arteries to place a target structure. The liver planning appli-
cation requires pointing and selecting for resection plane deformation. All mentioned
tasks are carried out via the trigger or trackpad of the controller, the primary button of
the VR Ink or pointing and touching the button with the index finger when using the
gloves.

The craniotome cannot be used for pointing and selecting. For these interactions, a VR
controller held in the non-dominant hand has to be used. For pointing and selecting in
the real world (for example, pressing a button or pointing at image data) one usually uses
the index finger. This is only given with the data gloves, which is therefore the device
with the highest fidelity. Nevertheless, the fidelity of the other two devices is not that
low, as pointing or selecting with the help of a pointing stick held in power grip, or a pen
held in precision grip, are also common.

Drawing In contrast to pointing and selecting, the users do not only have to point at
one location, but precisely move their hands. This task is included in both applications
when drawing the incision line on the liver and craniotomy contour, respectively. Drawing
the incision line midair is equivalent to planning using 3D printed models or highlighting
the incision line on 2D image data. In the craniotomy training, precisely drawing the cran-
iotomy contour simulates the procedure of cutting the bone.

The drawing tasks vary in their difficulty, as the craniotomy contour is much smaller
than the incision line. Additionally, drawing in the craniotomy training application was
at a fixed location, whereas in the liver surgery planning application, the drawing was in
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mid-air and the user was able to change the position, rotation and scale of the liver and
thus the incision line. For the controllers, VR Ink and gloves, the same interactions as
for the selection are used. The craniotome in contrast only has to be moved close to the
skull. For this task, only the pen-like devices offer the natural hand position, whereby
the craniotome additionally provides the realistic weight for the craniotomy procedure.
Thus, the VR Ink and craniotome have the highest interaction fidelity.

The last three tasks are specific for only one of the two applications.

Scaling The liver can be scaled by grabbing with both devices and moving the devices
towards or away from each other. Using the controller or VR Ink, the grip buttons have
to be pressed while moving, whereas for the gloves the users have to make a fist. As two
devices are necessary, the VR Ink is used together with a controller. Only with the gloves,
the user really makes a grab movement. The pulling movement is the same with all devices.
Accordingly, the gloves have the highest interaction fidelity.

Rotation via hand The patient’s head is rotated by grabbing it via grip buttons of
the controller or VR Ink and rotating the hand holding the device. With both devices,
the wrist rotation leads to a high fidelity, but due to the power grip the controller has a
higher fidelity concerning the hand position.

Rotation via trackpad To rotate the brain vessels during target selection, the track-
pad of the controller or VR Ink can be used. For this task, both devices have a low fidelity,
as the interaction differs a lot from rotating, for example, a 3D printed artery model. How-
ever, this interaction method is familiar due to steering via joystick.

124



9 A Comparison of Input Devices for Precise Interaction Tasks in VR-based Surgical
Planning and Training

• Selecting and pointing

▪ UI 

▪ IA placement

▪ Resection plane

• Drawing
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• Scaling
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• Rotation via hand

▪ Liver model
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Button and gesture assignment:

Interaction task:

Figure 9.3: Summary of interaction tasks and the corresponding button and gesture assignment. Orange
highlights the button that has to be pressed on the controller and VR Ink. Own figure based
on Allgaier et al. [13].

9.4 Impact

The focus of the evaluation was on the input devices and their suitability for the different
tasks. Before conducting the user study, hypotheses, which arose from the specified tasks
and the described interaction fidelities of the input devices, were set up:

H1 For selecting as well as grabbing and scaling, data gloves are most suitable due to
the high biomechanical symmetry leading to a natural interaction.

H2 Concerning drawing, the VR Ink and craniotome perform best regarding precision
due to the precision grip and are most appreciated by the users because of high
interaction fidelity.

H3 For both rotations the controller is more intuitive due to its power grip leading to
a more natural wrist rotation with higher biomechanical symmetry. Regarding the
rotation via trackpad, the VR Ink is more suitable due to its larger trackpad.

9.4.1 Setup and Procedure

After describing the participants’ characteristics, the procedure and included question-
naires are presented. In the second part, the quantitative measurements are described.
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9.4.1.1 Study Procedure

The evaluation was conducted with 22 participants (see Table 9.1). Besides the common
data such as gender, age and handedness, their professional background and experiences
with VR were recorded. For VR experience, the following three categories were used:
‘never used VR’, ‘used VR several times’, and ‘using it regularly’.

Table 9.1: Characteristics of participants (n = 22). Participants with STEM background mainly are
computer scientists and engineers. Image from Allgaier et al. [13] © 2022 Elsevier. The table
was split into two columns.

Characteristics Value Mean
Age [years] [15-38] 27.64
Gender

Male 11 (50%)
Female 8 (36.4%)
Non-binary 3 (13.6%)

Background
Medical experts 4 (18.2%)
STEM 17 (77.3%)
Pupils 1 (4.6%)

Characteristics Value Mean
Experience with VR

Never used before 5 (22.7%)
Used several times 14 (63.6%)
Regular use 3 (13.6%)

Handedness
Left 1 (4.6%)
Right 21 (95.5%)

Although the tasks and interactions are based on medical applications and their specific
requirements, the study tasks were designed in a way that medical expertise is not nec-
essary. Thus, non-experts can evaluate the suitability and appropriateness of the devices
for the specific tasks, too. For example, for drawing the incision line or craniotomy con-
tour, they had to trace a given line and contour, respectively. Concerning the resection
plane in the liver surgery planning application, the task was not to create a medically
correct resection plane, but to create a virtual resection removing the tumor completely
while sparing liver tissue. Accordingly, the majority of participants had a background
in computer science and engineering. Four medical experts participated: two neurosur-
geons (1-5 and 11-15 years of experience), one medical student with previous knowledge
in neurosurgery, and one nurse.

The procedure, which is described in the following, is summarized in Figure 9.4. After
stating their personal data, the participants were introduced to the first application. To
avoid a bias caused by learning effects, the order of the applications and devices was
randomized. For each drawing task, the participants had a maximum of five attempts.
During the study, two standardized questionnaires were employed. After completing
the workflow with one device, the participants were asked to answer questions based
on the NASA Task Load Index (TLX) [113]. These questions serve as an indicator for
the mental and physical load, their success in fulfilling the given tasks and how hard
they had to work to accomplish their level of performance. All questions, except for
temporal demand and frustration, were used. The available time, and thus time pressure,
was the same for all devices. Consequently, temporal demand would not provide insights
for the device comparison. Moreover, frustration caused by a device is mainly based
on low usability which was assessed via a separate usability questionnaire. Thus, the
questionnaire contained questions for mental demand, physical demand, performance and
effort.
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Figure 9.4: Study procedure. The order of the devices and applications (marked with ∗) was randomized.
Red: Mid-questionnaires. Image from Allgaier et al. [13] © 2022 Elsevier. The figure was
split into two lines.

Questions of the Simulator Sickness Questionnaire (SSQ) [151] were asked after complet-
ing each application to get an impression regarding cybersickness.

The first part of the post-questionnaire was an adapted version of a standardized us-
ability scale [35]. According to the research focus, the questions had to be adapted in
order to focus on ‘the device’ instead of ‘the system’, resulting in the following state-
ments:

• When using the system frequently, I would like using this device.

• I found interacting with this device unnecessarily complex.

• I thought the device was easy to use.

• I would imagine that most people would learn to use this device very quickly.

• I found the device very cumbersome to use.

• I felt very confident using the device.

• I needed to learn a lot of things before I could get going with this device.

Each statement has to be rated for each input device per application, thus, the controller
and VR Ink have to be rated separately for each application. The following three state-
ments that could not be adapted properly were discarded:

• I think that I would need the support of a technical person to be able to use this
system.

• I found the various functions in this system were well integrated.

• I thought there was too much inconsistency in this system.

Subsequently, the users had to compare the devices according to their suitability to per-
form the single tasks. Finally, they were asked to rank the devices for each application.
All ratings employ a 5-point Likert scale.
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9.4.1.2 Measurements

Besides the questionnaires, quantitative data was measured and calculated. In the liver
surgery planning application, the performance of the drawing task was recorded. Task
completion time was recorded when the user pressed the button on the UI to start the
task until the user pressed the button to complete the virtual resection modification.
Drawing resets described how many times the user pressed the reset button to redraw the
incision lines because of not being satisfied with the result. In addition, drawing attempts
were counted when the user attempted to draw the incision line on the liver surface.
Deforming attempts described the number of attempts for virtual resection modification
on both the 3D surface and 2D line representation. An attempt is defined as pressing
the corresponding button and beginning the drawing or deformation. When releasing
the button or being too far away for drawing or deforming, the attempt is stopped.
Additionally, deforming error measured how accurately the participants modified the
virtual resection compared to the reference model with regard to the remaining volume
of the liver.

For both applications, the precision P and Hausdorff distance H of the drawing results
were calculated. In the craniotomy training application, the given contours and the
contours drawn by the user are defined by a set of colored vertices of the skull’s triangle
mesh. Based on this, the precision is calculated by:

P = Ncorrect/Ndrawn (9.1)

Hereby, Ncorrect is the number of correctly drawn vertices, which are the drawn vertices
that are also included in the given contour. Ndrawn is the number of all drawn vertices.
Consequently, the precision indicates how many vertices of the user’s contour also belong
to the given contour.

Precision is also calculated for the incision line in the liver surgery planning application. In
this case, there is no underlying discrete mesh and thus no discrete positions are available.
That is why one point of the template line and one point of the drawn line are considered
the same if the distance is smaller than 5 mm. This threshold arises from the segment
length when drawing. Drawing one point results in a tubular segment with a length of
5 mm and a radius of 2 mm. Thus, a threshold of 5 mm, used on a liver that has a size of
approximately 500 mm, is appropriate.

In addition to precision, the Hausdorff distance H was calculated to include a measure of
the proximity of the drawn and given craniotomy contours and incision lines, respectively.
H is defined as the largest distance of all minimum distances between the two curves A
and B [132]:

H(A, B) = max(h(A, B), h(B, A))
h(A, B) = maxa∈Aminb∈B||a − b||

(9.2)

9.4.2 Results

The presented results are separated into the measured performance data and the results
of the questionnaires.
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9.4.2.1 Measurements

To get a statistical insight into the obtained data and to see whether there are signif-
icant differences between the input devices with regard to user performance, one-way
repeated measures ANOVA were conducted [47]. The corresponding statistical results are
summarized in Table 9.2. Additionally, the post-hoc analyses using pairwise t-test with
Bonferroni correction to compare the input devices were performed after the results of
significant effects [30].

Table 9.2: Summary of the ANOVA’s results of the input devices (* denotes statistical significance (p <
0.05)). Image from Allgaier et al. [13] © 2022 Elsevier. The table was merged horizontally.

Liver surgery planning
Variable df F p η2

Task completion time 2 1.343 0.268 0.04
Drawing resets 2 2.198 0.119 0.07
Drawing attempts 2 2.908 0.062 0.08
Precision 2 6.229 0.0034* 0.17
Hausdorff distance 2 1.102 0.339 0.03
Deforming attempts 2 6.101 0.0038* 0.16
Deforming error 2 0.023 0.977 0.0007

Craniotomy training
df F p η2

2 7.136 0.0016* 0.18
2 1.366 0.263 0.04

Liver surgery planning The results of drawing and deformation measurements for
liver surgery planning are illustrated in Figure 9.5. Precision results are shown in Fig-
ure 9.6. Statistically significant effects on drawing precision (p = 0.0034) and deforming
attempts (p = 0.0038) were found. These variables were further evaluated with the post-
hoc analysis. The results for drawing precision revealed significant differences between
the controller and the data gloves (t = 3.37, df = 21, p = 0.009), and between the VR Ink
and the data gloves (t = -3.48, df = 21, p < 0.007). Regarding the deforming attempts,
the results of the post-hoc analysis showed significant differences between the controller
and the data gloves (t = 3.57, df = 21, p < 0.005), and between the VR Ink and the data
gloves (t = -3.57, df = 21, p < 0.005).

For the other variables, there were no statistically significant effects. Hence, these null
hypotheses could not be rejected. According to the descriptive results, the controllers
required lower task completion time compared to the data gloves and VR Ink. It also
required fewer attempts and resets of drawing the incision line. The results also indicate
that deforming with the VR Ink provided less error compared to the other devices. With
respect to the Hausdorff distance, the controller (∅ = 30.2 mm) has a high average,
but as shown in Figure 9.6, the median of the controller and VR Ink (∅ = 15.9 mm)
are close. The average Hausdorff distance of data gloves has a large distance, higher
median, and a wider interquartile range (∅ = 28.17 mm). It could be assumed that the
high average of the controller might be caused by three outliers that are above 100 mm;
the data gloves have one outlier and with the VR Ink there is no distance higher than
100 mm.
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Figure 9.5: Statistical results of input devices for liver surgery planning (Con: controllers; Glo: data
gloves; Ink: VR Ink). Image from Allgaier et al. [13] © 2022 Elsevier. The image was split
into two lines and the color scheme was changed.

Craniotomy training Statistically significant effects regarding the precision between
the input devices (p < 0.00161) were found (see also Figure 9.6). The post-hoc analysis
revealed statistically significant differences between the controller and the craniotome
(t = 2.73, df = 21, p < 0.038), and between the VR Ink and the craniotome (t = -3.72,
df = 21, p < 0.004). The craniotomy contours drawn with the VR Ink are the most
precise (∅ = 63.00%). Slightly less precise are the contours drawn with the controller
(∅ = 60.34%). The difference to the last device, the craniotome (∅ = 53.60%), is much
larger than between the VR Ink and the controller. Regarding the Hausdorff distance,
there is no statistically significant difference. Nevertheless, the VR Ink (∅ = 5.33 mm)
performs best, followed by the controller (∅ = 6.29 mm) and craniotome (∅ = 6.63 mm).
It is also noticeable that the VR Ink has the smallest interquartile range and no Hausdorff
distance higher than 10 mm. In contrast, the controller has five distances higher than
10 mm and the data gloves have four.

9.4.2.2 Questionnaire results

The participants were asked to answer the mid- and post-questionnaires (see Figure 9.4).
The results of the questionnaires were analyzed descriptively in the following.

Task load Regarding mental demand, the VR Ink (∅ = 7.2, σ = 3.87) and controller
(∅ = 7.52, σ = 4.29) performed better than the craniotome (∅ = 8.09, σ = 4.61)
and data gloves (∅ = 8.5, σ = 4.35). The results of the physical demand were in
the same order with VR Ink (∅ = 6.78, σ = 3.5), followed by controllers (∅ = 7.93,
σ = 5.08) and finally data gloves (∅ = 9.82, σ = 5.18) and craniotome (∅ = 11.95,
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Figure 9.6: Precision and Hausdorff distance of input devices for liver surgery planning and craniotomy
training. Image from Allgaier et al. [13] © 2022 Elsevier. The color scheme was changed
slightly.

σ = 4.7). The success of accomplishing the tasks and effort were rated in the same
order.

Cybersickness From the questionnaire the following symptoms were adopted: fatigue
(∅ = 1.45, σ = 0.73), drowsiness (∅ = 1.11, σ = 0.44), headache (∅ = 1.3, σ = 0.93),
eyestrain (∅ = 1.61, σ = 1.04), sweating (∅ = 1.39, σ = 0.62), nausea (∅ = 1.2,
σ = 0.59), and blurred vision (∅ = 1.27, σ = 0.54). They were rated with a 5-
point Likert scale, where one equals no occurrence. The symptoms that occurred most
frequently, meaning they were rated greater than one, are eyestrain, sweating, and fa-
tigue.

Post-questionnaire This questionnaire uses a 5-point Likert scale, one equals disagree-
ment and five equals agreement. The results are presented in the following.

Usability Regarding the statement When using the system frequently, I would like us-
ing this device, the VR Ink (liver: ∅ = 4.14, σ = 0.97; craniotomy: ∅ = 4.41, σ =
0.98) would be the device of choice in both applications, followed by the controllers
(liver: ∅ = 3.73, σ = 1.17; craniotomy: ∅ = 3.18, σ = 1, 15). The data gloves
(∅ = 2.68, σ = 1.43) and craniotome (∅ = 2.27, σ = 1.17) would not be chosen fre-
quently.

Concerning the statement I found interacting with this device unnecessarily complex, rat-
ing with one equals ‘not unnecessary complex’. The data gloves were rated as the most
complex device (∅ = 2.36, σ = 1.26), followed by the craniotome (∅ = 2.18, σ = 1.43).
The controllers and VR Ink were slightly more complex in the craniotomy training appli-
cation than in the liver surgery planning application, and the controllers (liver: ∅ = 2.00,
σ = 1.18; craniotomy: ∅ = 2.09, σ = 1.03) are more complex than the VR Ink (liver:
∅ = 1.64, σ = 0.81; craniotomy: ∅ = 1.73, σ = 0.73). These results are also reflected
in the questions of whether the devices are easy to use and easy to learn. Only for the
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question regarding ease of use, the craniotome was rated worse than the data gloves. This
pattern is only different concerning the statement I needed to learn a lot of things before I
could get going with this device. Here, the craniotome was rated as the one with the least
learning effort.

Applicability The next part of the questionnaire focused on the applications of the devices.
Most participants think that controllers (∅ = 4.18, σ = 1, 11), VR Ink (∅ = 4.41,
σ = 1, 07) and data gloves (∅ = 4.09, σ = 1, 04) can also be used for other medical
applications, whereas the craniotome (∅ = 2.68, σ = 1, 39) is not applicable for other
scenarios.

Tasks Subsequently, the previously described tasks were used to find the most appropriate
device for each specific task. All results are displayed in Figure 9.7.

Figure 9.7: Average rating of the suitability regarding the different tasks (Con: controllers; Glo: data
gloves; Cra: craniotome; Ink: VR Ink). Image from Allgaier et al. [13] © 2022 Elsevier. The
color scheme was changed.

The suitability for UI interaction, including selecting and pointing was rated best for the
VR Ink (∅ = 4.41, σ = 0.58), followed by the controllers (∅ = 4.36, σ = 1.02) and
data gloves (∅ = 3.45, σ = 1.2). The post-hoc analysis shows significant differences
between the controllers and data gloves (p < 0.0103) and between the VR Ink and data
gloves (p < 0.0065). There was no significant difference between the controllers and
VR Ink. The craniotome was not rated, as these interactions are not possible with this
device.

Regarding drawing the craniotomy contour and incision line, the VR Ink (∅ = 4.77,
σ = 0.42) is the clear favorite of the participants. In the middle range are the controllers
(∅ = 3.73, σ = 1.14) and data gloves (∅ = 3.27, σ = 1.32), and the craniotome (∅ = 2.95,
σ = 1.11) comes in last. The analysis revealed statistically significant differences between
the VR Ink and controllers (p = 0.011), between the VR Ink and data gloves (p < 8.3e−5),
and between the VR Ink and craniotome (p < 1.6e−6).

For scaling the liver, the controllers (∅ = 4.41, σ = 0.58) were rated as the most suit-
able device, followed immediately by the data gloves (∅ = 4.36, σ = 0.83). The VR
Ink (∅ = 3.86, σ = 1.01) in combination with one controller was the least suitable de-
vice. There were no statistically significant differences between the devices regarding
scaling.

The suitability of rotating the patient’s head via grip button and hand rotation with
the controller (∅ = 4.09, σ = 0.79) and with the VR Ink (∅ = 4.00, σ = 0.9) was
assessed as almost similar. For the rotation of the vessels via trackpad, the controller
(∅ = 4.50, σ = 0.58) was rated as more appropriate than the VR Ink (∅ = 3.95,
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σ = 1.15). No statistically significant differences were found between the devices regarding
this interaction task.

General assessment Finally, the participants were asked to rank the devices for each
application, see Figure 9.8. For liver surgery planning, 64% of the participants pre-
ferred the VR Ink. 23% preferred the gloves most, and 14% the controllers. For cran-
iotomy training, the VR Ink was also most preferred by 73% of the participants. Both
controllers and craniotome with one controller were preferred by 14% of all partici-
pants.

Figure 9.8: Results of the ranking of the most preferred devices for liver surgery planning (left) and
craniotomy training (right). Image from Allgaier et al. [13] © 2022 Elsevier. The color
scheme was changed.

General feedback Some participants gave general feedback during the study or left a
comment on the questionnaire. They were summarized and categorized according to the
specific devices.

Regarding the VR Ink, several participants mentioned problems reaching the buttons. To
reach the trackpad, most had to change their grip leading to difficulties in balancing the
VR Ink during usage. But also using the grip button of the VR Ink as well as the con-
trollers was cumbersome and not intuitive for several participants.

One participant compared the weight of the VR Ink (63 g) with the weight of the cran-
iotome (407 g) and stated that a pen-like device with a weight in between these two
would be a good compromise between being heavy enough for stabilization and being
light enough to avoid effort (controller: 203 g). In craniotomy training where the contour
is much smaller than in the liver surgery planning, the VR Ink is too light, resulting in
hand jittering that influences the line tracing too much. Another participant mentioned
that they like the virtual VR Ink model used in the liver surgery planning application,
where the currently pressed button is highlighted.

Concerning the data gloves, the main issue was drawing. For several participants it was
not intuitive to draw with the index finger. Additionally, drawing has to be started and
stopped via the thumb. If the thumb is directed forward like the index finger, drawing
is enabled. However, if the thumb is moved away from the index finger, the drawing is
stopped. Many participants had problems with this mechanism because it is not intuitive
and sometimes it is even more cumbersome due to a not correctly tracked thumb leading
to strange thumb positions.

With regard to the craniotome, participants stated two difficulties. First, it is much more
heavy than the other devices and thus unfamiliar, especially for non-experts. Second, due
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to tracking issues, the virtual model sometimes jittered, which complicates tracing the
line. Nevertheless, some non-experts stated that they think using the real device might
be a better training for novice neurosurgeons than the other devices. For training, the
medical experts also emphasized that the controller would lead to an incorrect muscle
memory in contrast to the other two devices.

Hypotheses The hypotheses stated in Section 9.3.3 are mainly refuted: Concerning
H1, the data gloves are as suitable as the controller for scaling, but for selecting and
pointing the controller and VR Ink performed better. One reason for this could be that
these two devices are, despite their low interaction fidelity, familiar due to devices in
daily life such as a presenter. H2 is refuted as there is no statistically significant dif-
ference between the VR Ink and controller concerning precision. The craniotome does
not achieve good precision results. However, the VR Ink is significantly favored in the
questionnaire. Regarding the rotations addressed in H3, the VR Ink and controller are
approximately equally suitable. Only for rotation via trackpad, the controller performs
slightly better.

9.4.3 Discussion

In comparison to previous studies [24, 45, 236] showing that the precision grip leads to sta-
tistically higher precision and less errors, the presented study does not show a significant
difference between the VR Ink and the controller with respect to precision. Comparing the
Hausdorff distance, it is visible that with the VR Ink there are less outliers than with the
controller. Additionally, the questionnaire shows that the participants preferred the VR
Ink for drawing–the task for which most precision is required.

A more recent study was published by Rantamaa et al. [249]. The medical tasks in-
cluded object manipulation (rotation and translation) and precise object marking. They
compared mouse interaction, hand interaction and a combination of VR controller (for
manipulation) with an ink (for marking). The hand interaction was significantly better
than the mouse in terms of marking accuracy. However, similar to the results of the
presented study, the controller/stylus interaction is significantly preferred over the other
two interactions in daily use and is rated as the most natural, easy and accurate method
for object manipulation.

On the contrary, the craniotome, which is also held in precision grip, achieved the worst
precision results. But these results can mainly be explained by two reasons. First, the
craniotome is significantly heavier, which can be seen in the high physical demand, than
the other devices. Only the neurosurgeons are used to handling such a heavy device
precisely. Accordingly, for two of three neurosurgical experts, the craniotome was the best
device regarding precision. The differences between the devices are very small for all three
of these experts. Of course, the weight leads to high realism which is a great benefit in a
training application. However, this device can only be used for the specific task of cutting
the bone. For all other tasks that might be included in an application, it is not appropriate.
This leads to either inappropriate devices or the user having to change the device for each
task. The results regarding applicability also reflect this.
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The second reason for the results are tracking issues. Although the applied tracker is based
on the same principle as the other devices, much more tracking issues were observed with
the craniotome, leading to a jittering virtual object. Even a neurosurgeon who performed
best with the craniotome mentioned that it is not precise enough due to the jittering. In
general, one has to be careful to not occlude the sight between the tracker and lighthouse
base station. Consequently, an appropriate fixation of a tracker to a medical instrument
has to be thoroughly considered. Further studies would require determining the reason
for jitter and possible compensations [25].

The additional measurements for the liver surgery planning showed that with the VR Ink
participants had more drawing attempts than with the other devices. Comparing it with
the precision, it can be concluded that the number of attempts does not imply low preci-
sion. One possible reason for the high number of drawing attempts might be the different
hand positions. When sketching, people often do not draw one line, but instead make sev-
eral small strokes. The number of drawing resets is also the highest with the VR Ink and
the smallest with the controller, but it is difficult to state a reason for this or to assess it.
Reasons for resetting could be non-satisfying results, but also the feeling to improve and
perform better. These observations can be a starting point for further investigations to
figure out the reasons behind this. The number of deforming attempts of the data gloves
is significantly lower than with the other two devices. One reason could be the mentioned
issues with stopping the deformation with the thumb.

The completion time was high for the VR Ink and for the gloves. One reason could be that
these devices are not as familiar to users as the controller. Consequently, for these devices,
the participants need more time to become familiar. Regarding the deformation of the
resection plane, the few drawing attempts of the data gloves are conspicuous. However,
due to the combination of attempts and errors, one cannot conclude that fewer attempts
correlate with less or more errors.

The cybersickness was assessed to exclude that, for example, one application performs
significantly worse and thus influences the results regarding the devices. The number of
participants suffering from symptoms is low and the symptoms are also not rated that
high. Consequently, it can exclude that cybersickness has an impact on the evaluation of
input devices.

Concluding all results, the VR Ink and controllers do not show statistically significant
differences, except for the drawing task, where the VR Ink performs significantly better.
Nevertheless, for most participants, the VR Ink is the device of choice. This overall
ranking coincides with the results from the usability questionnaire, where the VR Ink
always reached slightly better results than the controller. In conclusion, the participants
felt confident using this device.

Limitations Although the study was conducted with 22 participants, only four of them
were medical experts. For further insights, it would be necessary to conduct the study
with more physicians, especially physicians of general surgery who would use the liver
surgery planning application. The fact that the neurosurgeons performed best with the
craniotome in contrast to most of the non-expert participants emphasizes the impor-
tance of this. Three persons are not enough for a statistically meaningful result but this
shows that further investigations with the target group of the applications could give
more insights. Nevertheless, as the tasks were designed in a way that non-experts can
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accomplish them, the study still provides insights into the benefits and drawbacks of the
devices.

Furthermore, additional time for exploring and understanding the tasks, especially for the
liver surgery planning application where the time is measured, should have been included.
For most people it was difficult to understand the task immediately; consequently, a
clear learning effect was visible. Some participants also mentioned their learning effect.
Due to randomization of the device order this bias is compensated but it would still
be helpful for the participants to first have one test run instead of measuring the time
directly.

For the liver resection plane, the comments during the study revealed that it was difficult
for non-experts to figure out how to deform it appropriately in the sense of achieving a
medically correct result. The results of the deformation only compare the deformed plane
with the example plane via volume, but do not consider anatomical aspects, such as the
distance to important vessels. This would be necessary for an evaluation or a study with
medical experts, but is not applicable for non-experts.

Although neither use case is extremely demanding concerning complexity, they comprise
representative tasks that are common in VR-based medical applications. The involved
task drawing is (as explained in Section 9.2.2) similar to other medical tasks. However,
based on the given scenario, the task complexity may differ. For the same task, such as
cutting, the difficulty is different based on the chosen type of intervention. During open
surgery, a surgeon has a direct view of the operative field and medical instrument, whereas
in minimally invasive surgery, such as laparoscopic surgery, the surgeon has a limited field
of view and operating space [77]. Furthermore, depth perception is complicated leading
to impaired hand-eye coordination [316]. The task complexity can also vary depending
on aspects, such as interaction space or size of execution. For example, the craniotomy
contour is much smaller and finer than the incision line on the large liver model. Increasing
the complexity of the applications might not necessarily increase the complexity of the
tasks. Consequently, further research could focus on comparing different levels of task
complexity and investigate whether this would lead to different results. However, one has
to be careful as more complex tasks and thus more specialized tasks may no longer be
representative.

Further studies comparing input devices in the medical context could also include haptic
devices that are able to simulate the resistance of objects and tissue to provide a wider
variety of possible devices.

9.5 Conclusion
A comparative study of input devices regarding their suitability to accomplish precise
interaction tasks in two medical applications–aliver surgery planning and craniotomy
training–was presented. The user study with medical experts and non-experts shows
that it is essential to consider the devices based on the tasks and focus of each specific use
case. The user performance, questionnaire results as well as the qualitative participant’s
feedback revealed the following trends:

• The VR Ink and controller are superior in regard to the drawing precision.
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• The descriptive results show that the VR Ink performs slightly better regarding
usability.

The results reveal the benefits and drawbacks of the different devices for precise interaction
tasks in VR-based surgical planning and training and can provide good assistance when
selecting an appropriate device for specific medical tasks.
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Final Conclusion

Synopsis This chapter summarizes the main contributions of this thesis by answer-
ing the research questions. Afterwards, limitations that apply to all projects and the
work in general are discussed. The chapter concludes with ideas and remarks for future
work.
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10.1 Summary
This section is structured by the two competencies that were addressed with the pre-
sented training applications. For each project, the research question is repeated and
answered.

Visuospatial skills For training these skills the use case IOUS for liver surgery was
chosen. With two projects, the following two research questions were answered:

RQ 1: What are suitable training scenarios of a VR-based application to train visuospa-
tial skills for IOUS?
RQ 2: Which game elements are appropriate for a VR-based training for visuospatial
skills for IOUS?

In close collaboration with liver surgeons, a VR training environment including an US
simulation, virtual OR and haptic device for scanning a liver was developed. Based on the
intraoperative workflow and the learning objective of building a mental model using US,
four training scenarios were designed and implemented. An evaluation with medical ex-
perts revealed that three of four scenarios are considered to be meaningful and qualitative
comments gave insights on how to improve them. The first scenario provides an overview
of the liver segments which requires the understanding of the vascular courses. Comments
suggest asking for the segment in which the lesion lies or transferring the inspection of the
liver and its segments into an additional learning room. In the second scenario, the vas-
cular courses have to be understood and precise probe manipulation is required to trace
them. Concerning this scenario, the interaction of selecting the correct vessel should be
changed to pointing at the vessel on the US image. In the third scenario, the correct liver
has to be selected. The experts suggested ways to include various difficulties. Only the
fourth scenario, where the user has to reproduce a given US image, should be replaced or
omitted because it is not clinically relevant. To answer RQ 1, one can summarize that the
first three scenarios are suitable for the training objective.

In a second project, it was investigated how the training experience, using one of the above
scenarios, can be enhanced by gamification. Therefore, several common game elements
were analyzed and discussed. The chosen elements–a level display and a kit interaction–
were compared in a broad audience study and a medical target group study. Although
only few significant differences could be found in the broad audience study, the medical
target group study revealed a trend. In the broad audience study, the enjoyment construct
of the miniPXI revealed significantly better results in the level group than in the con-
trol group and the kit group. Moreover, scores are appreciated for personal improvement
and nearly half of the participants would use a leaderboard. Participants of the second
study preferred the kit interaction due to its interactive character leading to more fun and
being (subjectively) more effective by stimulating three-dimensional thinking. They also
mentioned that placing lesions and not having a predefined selection leads to higher con-
centration. Regarding levels, most participants appreciated them because of the progress
and performance feedback. Furthermore, the levels make the application less monotonous
and were rated as motivating. However, the levels have to be balanced to be effective.
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These insights can be used for further studies, such as a longitudinal study, or as basis
for similar training scenarios. Based on the presented analysis of game elements and the
study results, the answer to RQ 2 is that the proposed kit and levels are appreciated and
thus are appropriate game elements for the chosen use case.

Strategic knowledge This knowledge type was addressed in the training application
for neurosurgery. The main objective was that the user understands the importance of
a correct craniotomy hole. For this, the investigation was whether VR can provide addi-
tional training using the following research question:

RQ 3: To what extent can VR provide an additional training possibility for microsurgical
procedures in case of aneurysms?

As basis, a training environment for access training, which was later extended by the
clipping procedure, was developed. According to subjective feedback from medical ex-
perts, such an immersive VR training application benefits from the following aspects:
free exploration, more fun, and visualization possibilities. The latter should at least in-
clude feedback related to performance and could be implemented using gamification. In
addition to these benefits, they stated that this application can be used to learn the
importance of a correct craniotomy approach. The evaluation also revealed minor im-
provements that should be implemented in further prototypes, such as more interactions
or the microscopic view. Besides these minor improvements, general limits of such VR
applications were mentioned. These include haptic feedback, realistic deformations, and
realistic anatomy. Although these aspects could be implemented in a better and more
realistic way, they will probably always be a limitation of VR in comparison to physical
simulations or cadaver training. Consequently, regarding RQ 3, VR provides a good train-
ing situation where the importance of the access can be learned and explored. Though,
physical properties such as haptic feedback, realistic anatomies and deformations might
be limited.

Input devices Besides the specific training applications, the thesis includes an excerpt
on input devices. Because the question of which input device should be used for a specific
application was present in all projects, the investigation aimed at answering the following
research question:

RQ 4: Which benefits of input devices with varying grip styles should be considered
when developing medical VR applications?

Using two medical VR applications–a liver surgery planning and craniotomy training
application–, four input devices with different grip styles were compared: a VR controller
(power grip), VR Ink (precision grip), craniotome (precision grip, only for the craniotomy
training), and data gloves (hand interaction, only for the liver surgery planning). For the
comparison, common interaction tasks, such as selecting, rotating, scaling, and drawing
were considered. In both applications, the VR Ink and controller performed significantly
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better than the third device with respect to precision. These two were also rated signif-
icantly better for UI interaction. Regarding the precise task drawing, the VR Ink was
significantly better than the other devices. This was also the device that was preferred
most. These results can serve to guide the selection of an input device, however, the
context and specific application as well as its purpose have to be considered, too. To
answer RQ 4 one can summarize that the VR Ink and controller are beneficial for pre-
cise interaction tasks, the VR Ink is most suitable for drawing, and it is favored by the
participants for both applications.

Overall summary In summary, this thesis presented training applications and research
results for two medically relevant skills or knowledge types that are not as often addressed
as, for example, declarative knowledge for anatomy education or motor skills. With
the applications, it could be shown that VR provides an important additional training
modality for these skills. Although the exemplary use cases are very specific, the insights
might be easily adapted to similar cases, for example, IOUS for other organs or craniotomy
training for other brain lesions. To provide proper applications and evaluations, experts
were asked for feedback during the development and (for most projects) recruited for
evaluation.

10.2 Limitations
Additionally to the limitations described for each project, in this section, some general
limitations are emphasized.

Medical experts The first limitation is the number of cooperation partners. No mat-
ter which project and which medical discipline, close cooperation have taken place with
medical experts, however, the medical experts were from one group, such as the neuro-
surgeons of the University Hospital Magdeburg and the liver surgeons of the University
Hospital Mainz. Consequently, already the medical input during the idea generation and
conceptualization is based on only one medical group. Furthermore, all decisions that
the medical experts have to make during the development are also only based on one
group. Literature reports on differences regarding surgical methods between hospitals as
well as surgeons [297, 288]. However, it is unclear how large these differences are and to
what extent personal preferences play a role during conceptualization and development
of the proposed prototypes. Ideally, the group of medical experts includes experts from
different hospitals. To limit the overreliance on one clinical partner, scientific literature
was carefully analyzed, for example, to verify which training goals are considered essential
for IOUS.

Nevertheless, the main motivation, for example, of the visuospatial skills in the case of
IOUS is also mentioned in the literature.

At the moment, all experts are part of the projects, meaning that they are co-authors of the
publications. Depending on the project, these experts or colleagues from the same work-
ing group evaluated the applications. Because of this, it would be even more important
to include experts from other hospitals and experts who are not included in publications,
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resulting in probably more unbiased feedback during evaluations. In practice, this is very
difficult because of two reasons. First, the proposed projects require a certain level of ex-
perience. Thus, medical students are not part of the target group and some of the trained
procedures are not done in all hospitals. This limits the possible experts a lot. Second,
physicians are very busy and most of them do their research in their leisure time, which
makes it very difficult to find physicians who spend their time as medical experts during
the project development without having any benefit, such as being co-authors. Univer-
sity hospitals at least provide a good infrastructure and support for research, whereas
in non-university hospitals this support and appreciation for research is not given, which
excludes these hospitals as cooperation partners.

Evaluations Another limitation regarding the evaluations besides the small number of
participants are the used questionnaires. In some previous chapters, it is already described
why no validated questionnaires were used. Looking at other presented VR simulations,
it can be seen that non-validated questionnaires are often used for assessing face and
content validity. Because the questions are very specific, it is not feasible to use the same
questions in another context to have comparable results.

Although the presented training applications were evaluated to a certain extent–mainly
the content and face validity–, all approaches lack an evaluation regarding the learning
outcome and learning transfer. VR systems for medical education should be evaluated
with respect to the knowledge gain. This is often done by a comparison with traditional
or non-immersive methods [241]. However, in the case of surgical training, this is more
difficult. It would require a proper inclusion of the training application in the clinical
routine. The literature including a comparison of VR simulations with traditional simu-
lations is quite limited [85]. Sometimes there is no state-of-the-art training, and assessing
the skills at the patient is ethically questionable. Even if there are other training methods,
there is also the question whether it is meaningful to compare these to investigate which
one is better. Sometimes they address different learning objectives and should be used as
complementary and not as replacements. Most of the presented evaluations were based on
subjective results. Especially in a longitudinal study performance, error and time could
be measured to provide more objective results.

Using Kirkpatrick’s model [156] with the four levels of training evaluation shown in Fig-
ure 10.1, all presented evaluations, except for the pilot study of LiVRSono, addressed
level 1. It would be best to evaluate on level 4, however, this is the most difficult one to
conduct.
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Reaction
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Results

Level 4
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as a result of the training?
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Do the trainees acquire the
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E.g.: Do they properly use the US 
device during surgery?

Level 2

E.g. via pre-/posttests

Level 1

E.g. via user experience
questionnaires

General Applied

Kirkpatrick‘s model

Figure 10.1: Kirkpatrick’s model showing four levels to evaluate a training system. Own figure based on
Kirkpatrick’s model [156].

10.3 Future Work
Besides application-specific improvements and the mentioned evaluations for future work
that were described in the respective chapters, this section will present more general
prospects of VR-based surgical training. One aspect that was neglected in most pre-
sented prototypes, is soft tissue deformation. The difficulty regarding deformation is
to create realistic and physically correct deformations. Therefore, many tissue-specific
information and various information, for example, regarding the health condition of the
current case have to be considered. Even if this could be solved, the necessary calculations
are more time-consuming and computationally intensive, which is problematic with the
performance of VR-based simulations. Other physical effects that were neglected include,
for example, blood flow simulations. Here, the same challenges are present, which can be
addressed in the future.

The next steps regarding the IOUS training include the improvements and adjustments
mentioned for the training scenarios as well as for the US simulation. After this, the
insights from the gamification project can be incorporated. This comprises the kit in-
teraction for training scenario three. In close cooperation with the medical experts, a
proper level design and scoring system have to be developed. Besides improving the
existing parts, such as the microscopic view, the microsurgical training requires feed-
back and performance assessment. Again in consultation with medical experts, the
described three criteria have to be implemented. To provide complete training ap-
plications, suitable training cases–for both applications–have to be prepared and in-
cluded. Suitable cases means diverse, representative and a proper amount. Furthermore,
Mönch [209] considers a surgical training system as successful, if the following three factors
are given:

• Effective imparting of knowledge: Because medical students and physicians have a
stressful daily routine, it is important to learn and train efficiently in a short time.
Because the presented training systems address aspects for which no or little train-
ing possibilities are available, the content itself is relevant. Although the learning
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outcome was not evaluated, the systems could be considered as effective because
of their relevance. Efficiency was also not assessed, however, a VR training system
does not require a large setup.

• Motivation: In the presented gamification project, motivation was addressed. As
assumed in this project, the new technology might lead to a high motivation at the
beginning. For long-term motivation, gamification might be helpful, however, this
was not assessed in a longitudinal study.

• Users have to trust the system regarding correctness and relevance: The applications
were developed in close cooperation with medical experts ensuring correctness and
relevance. If these experts use the system for their students, they will probably trust
it. To increase trust, larger evaluations showing the effectiveness or incorporating
the experts visibly might be possible. The latter can be done by, for example,
including a virtual physician as an expert.

After all necessary and possible improvements are incorporated and the applications are
well evaluated, including a longitudinal study revealing positive learning effects, the train-
ing applications have to be integrated into the curriculum. For example, the University of
Münster included a VR-based training for brain death diagnosis into their curriculum to
compare it with phantom training [143]. The integration requires a proper setup: several
rooms equipped with HMDs and a monitoring room from where the medical students are
observed and guided if needed. However, Jiang et al. [138] state that only few studies
reported on the integration of VR-based training into the curriculum. Accordingly, guid-
ance and information on how to adopt these training systems in the medical curriculum
have to be established.

The presented prototypes and other related work have shown that VR has potential for
medical education and training. As mentioned in the introduction, the prototypes are
not meant to replace existing methods. Instead, the respective learning and training
objectives have to be clearly identified to successfully combine the different modalities.
Through additional VR-based training systems trainees can explore and learn indepen-
dently, which also relieves the medical staff. Besides the logical and effective order of
training contents and modalities, a proper technological infrastructure is required. From
the above-mentioned example from the University of Münster, one can derive that several
rooms equipped with HMDs and (technical) support are required. Because HMDs are
further developed and become more affordable as well as comfortable, the technological
effort will probably be reduced in the future.
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Acronyms

AR augmented reality

CAVE Cave Automatic Virtual Environment

CoW circle of Willis

CT computed tomography

DOFs degrees of freedom

HMD head-mounted display

IA intracranial aneurysm

IMI Intrinsic Motivation Inventory

IOUS intraoperative ultrasound

miniPXI Mini Player Experience Inventory

MR mixed reality

MRI magnetic resonance imaging

MSM mass-spring model

OR operating room

SBST Santa Barbara Solids Test

UI user interface

US ultrasound

VR virtual reality

XR xReality
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