OTTO VON GUERICKE

UNIVERSITAT
MAGDEBURG

Automatic Instructional Feedback for Database Courses in Higher
Education: Strategies for Structured Learning Engagement and
Mediation

DISSERTATION

zur Erlangung des akademischen Grades

Doktoringenieur (Dr.-Ing.)

angenommen durch die Fakultat fir Informatik
der Otto-von-Guericke-Universitat Magdeburg

von M.Sc. Chukwuka Victor Obionwu

geb. am 20.02.1980 in Enugu

Gutachterinnen/Gutachter

Prof. Dr. rer. nat. habil. Gunter Saake
Prof. Dr.-Ing. Alke Martens

Prof. Dr. rer. nat. Andreas Thor

Magdeburg, den 30.08.2024






Obionwu, Chukwuka Victor:
Automatic Instructional Feedback for Database Courses in Higher Education: Strate-

gies for Structured Learning Engagement and Mediation
DISSERTATION, Otto-von-Guericke University Magdeburg, 2024.






Abstract

The pedagogical effectiveness of an instructional technique can be assessed by its
capacity to adapt to the dynamics of interaction that arise from students’ learning
engagements. This adaptability allows the instruction strategy to cater to the
individual needs and learning styles of students, promoting a more personalized and
effective learning experience. Additionally, an instruction strategy that can adapt to
interaction dynamics fosters a collaborative and interactive learning environment,
enhancing student engagement and participation. However, as observed in most
course projects and exercise groups, most students’ learning engagement events
occur in the context of an egocentric interaction and are thus difficult to classify as
structured or unstructured in the short run. This difficulty highlights the importance
of implementing an instructional strategy that can readily measure and evaluate
students’ learning progress and engagement. This will allow instructors or an
automated system to identify individual students strengths or areas where they may
need additional support or guidance. To address this challenge, researchers have
developed and implemented strategies based on natural language processing, large
language models, recommendation systems, an error class strategy, and a method that
enables a retrospective understanding of students’ engagement during a programming
task. State-of-the-art research efforts indicate that the implementation of automated
systems for the early evaluation and restructuring of a student’s learning engagement
easily addresses academic failure and thus boosts the ability of lecturers to provide
timely and proactive interventions with minimal effort. Similarly, this thesis’s efforts
have the potential to enhance overall learning engagement outcomes. Furthermore,
the implementation of the strategies described in this research, either in their entirety
or in a modified form, has the potential to enhance academic performance prediction
and promote the development of teamwork skills. Furthermore, this approach lays
the foundation for the successful implementation of an intelligent agent-mediated
learning platform. While the strategies employed and discussed in this work are
generalizable to most fields of learning, their current focus is on teaching structured
query language.






Zusammenfassung

Die padagogische Wirksamkeit einer Unterrichtstechnik kann anhand ihrer Fahigkeit
bewertet werden, sich an die Interaktionsdynamik anzupassen, die aus den Ler-
naktivitdten der Schiiler entsteht. Diese Anpassungsfihigkeit ermoglicht es der
Unterrichtsstrategie, auf die individuellen Bediirfnisse und Lernstile der Schiiler
einzugehen, was ein personalisierteres und effektiveres Lernerlebnis fordert. Zusét-
zlich fordert eine Unterrichtsstrategie, die sich an die Interaktionsdynamik anpassen
kann, ein kollaboratives und interaktives Lernumfeld, das das Engagement und die
Teilnahme der Schiiler erhéht. Wie jedoch in den meisten Kursprojekten und Ubungs-
gruppen beobachtet, finden die Lernengagement-Ereignisse der meisten Studierenden
im Kontext einer egozentrischen Interaktion statt und sind daher kurzfristig schwer
als strukturiert oder unstrukturiert zu klassifizieren. Diese Schwierigkeit unterstreicht
die Bedeutung der Implementierung einer Unterrichtsstrategie, die den Lernfortschritt
und das Engagement der Schiiler leicht messen und bewerten kann. Dies wird es
Lehrkréften oder einem automatisierten System erméglichen, die individuellen Stéarken
der Schiiler oder Bereiche zu identifizieren, in denen sie zusétzliche Unterstiitzung
oder Anleitung benotigen. Um diese Herausforderung zu bewéltigen, haben Forscher
Strategien entwickelt und implementiert, die auf natiirlicher Sprachverarbeitung,
groflen Sprachmodellen, Empfehlungssystemen, einer Fehlerklassifikationsstrategie
und einer Methode basieren, die ein riickblickendes Verstdndnis des Engagements
der Schiiler wiahrend einer Programmieraufgabe ermoglicht. Modernste Forschungs-
bemiihungen zeigen, dass die Implementierung automatisierter Systeme zur friithen
Bewertung und Umstrukturierung des Lernengagements eines Schiilers akademische
Misserfolge leicht angeht und somit die Fahigkeit der Dozenten stérkt, rechtzeitige
und proaktive Interventionen mit minimalem Aufwand bereitzustellen. Ahnlich
haben die Bemiihungen dieser Dissertation das Potenzial, die allgemeinen Ergebnisse
des Lernengagements zu verbessern. Dariiber hinaus hat die Umsetzung der in dieser
Forschung beschriebenen Strategien, sei es in ihrer Gesamtheit oder in modifizierter
Form, das Potenzial, die Vorhersage der akademischen Leistung zu verbessern und
die Entwicklung von Teamarbeitfahigkeiten zu férdern. Dariiber hinaus legt dieser
Ansatz die Grundlage fiir die erfolgreiche Implementierung einer intelligenten, agen-
tenvermittelten Lernplattform. Wihrend die in dieser Arbeit angewandten und
diskutierten Strategien auf die meisten Lernfelder {ibertragbar sind, liegt der aktuelle
Schwerpunkt auf dem Unterricht in Structured Query Language.






Extended Abstract

Context: In conventional educational settings, educators familiarize themselves with
various students and their respective competencies through ongoing interactions
during the students’ sturdy engagement. Over time, the strategies employed by
students for interaction undergo transformations, and, in some instances, instructors
exhibit limited adaptability in revising their preconceived notions about a student’s
level of knowledge. Despite the fact that interactions between students and human
teachers provide valuable insights into student objectives, abilities, drive, and prefer-
ences, teachers often overlook these interactions due to their commitment to other
activities, such as research endeavors. Therefore, human instructors may struggle to
adjust to the current circumstances of the students they are teaching. In contrast to
human tutors, intelligent tutors possess the capability to deduce and retain presumed
student knowledge within the student model. Thus, it becomes obvious that there is
a need for a pedagogically effective strategy that facilitates automatic adaptation
with respect to a student’s current objective and engagement. The aspiration is for a
system, a pedagogical agent, to respond efficiently, motivate and stimulate students’
interest, and thus facilitate the acquisition of given knowledge through instructional
feedback.

Instructional feedback encompasses the provision of information or direction to
individuals or learners with the aim of aiding them in improving their performance,
cultivating their abilities, or enhancing their understanding of a particular subject,
task, or issue. The utilization of this strategy holds significant potential and possesses
inherent value in the facilitation of learning and growth within training, educational,
and other learning environments. Given the unpredictable nature of a student’s
engagement event, it becomes important to recognize the need for a persistent system
that can provide human-like instructional feedback.

Method: To effectively tackle these challenges, techniques based on natural language
processing, large language models, recommendation systems, etc. have been adopted
to develop and implement systems that address collaboration, instructional feedback,
and retrospective provenance evaluation challenges. These techniques have proven to
be successful in improving collaboration among users, providing valuable instructional
feedback to learners, and evaluating the quality and reliability of information sources.
Additionally, the integration of machine learning algorithms has further enhanced
the accuracy and efficiency of these systems, making them indispensable tools in
various domains such as education, research, and online platforms.

This thesis contributes to the following four major areas:



Collaborative Learning Area. Here, we introduced the learning interaction
hierarchy, which affords a method of characterizing and modeling forms for
learning engagements. This hierarchy allows us to understand the different levels
of interactions that take place during individual learning and team interaction
scenarios, which arise during course projects that require teams of students to
work together. By categorizing and modeling these forms of engagement, we
can gain insights into how learners interact with the course content, instructors,
and their peers. This understanding can help in designing effective learning
experiences and improving educational outcomes. In this thesis, we contribute a
strategy for administering team collaboration, a platform that facilitates it, and
a strategy to mediate between two collaboration systems.

Learning Analytic Area. Here, we introduced the error class strategy, a method
that allows us to gain a retrospective understanding of students’ engagement while
solving structured query language tasks and the various problems they encounter
during their learning process. By categorizing errors into different classes, we
can identify patterns and trends that can inform our teaching strategies and
interventions. This retrospective approach not only helps us address individual
student needs but also provides valuable insights for curriculum development
and instructional improvement. Furthermore, by understanding the types of
errors students commonly make, we can tailor our instruction to target those
areas and enhance their learning experience. In this area, we contribute the error
class strategy and learning analytic dashboard, which utilize the error classes as
indicators to both visualize and make sense of students’ learning engagements.

Recommendation System Area. Collaboration is a vital component of uni-
versity education as students unite to pursue shared goals, such as acquiring
knowledge in certain subjects or engaging in team projects and group assign-
ments. Collaboration not only fosters academic growth but also helps students
develop important skills such as communication, problem-solving, and team-
work. Additionally, successful collaborations can lead to long-lasting professional
relationships and networking opportunities that can benefit students in their
future careers. Conversely, a failed collaboration not only fails to achieve these
goals but also negatively impacts future partnerships. In this research area,
we contribute an approach that leverages multiplex partitioning to create and
recommend collaboration teams of desired sizes. Furthermore, we contribute
a strategy for providing meaningful instructional feedback in the form of slide
recommendations during individual online exercise sessions.

Automatic Instructional Feedback. Several research efforts have demonstrated
that feedback is a significant factor in enhancing and attaining essential ed-
ucational objectives, promoting student engagement, and aiding students in
sustaining motivation. The primary objective of instructional feedback is to fur-
nish learners with comprehensive information on their knowledge or performance,
enabling them to make pertinent enhancements and adjustments. Additionally,
it can motivate and encourage students to persevere in their efforts. Students
typically receive timely instructional feedback shortly after submitting or com-
pleting a task. Immediately following the feedback, learners can compare their
recent experiences and actions. This is challenging in both traditional learning



Xi

environments and online settings. Therefore, we have developed a methodology
for the automated evaluation and recommendation of relevant lecture slides in
this field. We also implemented a platform that provides insight into student
study interaction activities.

Conclusion: In general, the application of learning analytic methodologies can effec-
tively address a variety of learning difficulties. We adopted a strategy that involves
analyzing the unique characteristics and engagement levels of students, allowing
us to identify those who struggle academically and identify potential contributing
factors. The implementation of automated systems for the early evaluation and
restructuring of a student’s learning engagement potentially addresses study-related
academic difficulties. This also boosts the ability of lecturers to provide timely
and proactive interventions with minimal effort. This, in turn, has the potential to
ultimately improve overall university outcomes. I argued that the implementation
of the strategies described in this research, either in their entirety or in a modified
form, has the potential to enhance academic performance prediction and promote
the development of teamwork skills. Furthermore, this approach lays the foundation
for the successful implementation of personalized learning systems.

Keywords: Skill Acquisition, Collaborative Platforms, Team Assessment Strategy,
Text Mining, Text Clustering, Instructional Feedback, Learning Analytic, Natural lan-
guage processing, knowledge extraction, Conversational agents, Technology-Enhanced
Learning, Web classroom applications, Social network analysis, Recommendation
systems, Pre-trained models, Collaboration in teams, Community detection algo-
rithms, Recommendation system, Dashboards, Text mining, Page ranking, Large
language models.
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1. Introduction

The pedagogical effectiveness of an instruction strategy from the perspective of
an instructor consists of an evaluation of the course design, content, and, most
importantly, its effectiveness in facilitating knowledge acquisition and retention
Tomlinson [2008]. For most students enrolled in courses where knowledge of a
specific programming language is a requirement, operational competence and skill
acquisition while interacting with the course concepts and exercise tasks are major
concerns. Frické [2009]; Prasad et al. [2022]. This concern arises because students
need to not only understand the theoretical concepts but also be able to apply them
practically in programming tasks. Therefore, assessing the pedagogical effectiveness
of an instruction strategy should also include an evaluation of students’ ability to
apply their knowledge in real-world programming scenarios. Balyer and Ozcan [2020];
King et al. [2009]; Sinclair et al. [2020]. Instructional feedback is an agency that
instructors use to provide students with specific pedagogical guidance on learning
techniques, suggest improvements to enhance their programming skills, and gauge the
students’ understanding of a concept. It entails the delivery of information, guidance,
and assessment to the learners to help them understand their performance and
thus make improvements. Lipnevich and Smith [2018]; Narciss [2012]. Furthermore,
instructional feedback plays a crucial role by encouraging self-regulation, inspiring
learners, and, most importantly, nurturing the acquisition of a structured problem
engagement strategy. A known problem-enggement strategy is the scientific method,
which is a methodical, empirical, controlled, and analytical approach to examining
presumed relationships between natural phenomena. Portney and Watkins [2020].
When faced with a problem in their area of expertise, a person who has mastered
the scientific method first tries to categorize it into subclasses for which established
solutions or methods of analysis exist. A person who has mastered the scientific
method selects and applies the appropriate method if the problem optimally matches
any of the known subclasses. If the problem remains unclassifiable or does not fit
into any existing class, the individual develops a new strategy that incorporates
the general problem-solving techniques of the domain. The method schema is
updated with the new strategy to address similar problems. Also, if a previously
effective method fails, an evaluation needs to be conducted. Using the result of the
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evaluation, the method schema is further updated to accommodate the new problem.
Furthermore, an understanding of why a strategy failed aids in classifying a given
problem Mitrovic [2003]; Obionwu et al. [2022b]; Sussman [1973]. The end goal
of an instructional feedback strategy is such that a student’s problem engagement
strategy evolves and conforms to the just described scientific method or similar
strategy. An alternative to a structured form of engagement involves trial and error
and a significant amount of stress. While it is challenging for every student in a
traditional lecture scenario to acquire the scientific method of problem engagement,
e-learning platforms provide affordances such as prompt feedback on assignments,
course progress, and tests. Thus, learners could potentially remain engaged and
committed to their studies Berge [2002]. This work has developed strategies that
integrate automatic instructional feedback into e-learning platforms, utilizing natural
language processing, language modeling, recommendation systems, and error class
detection methods. The interaction of these strategies and the rapid evolution of
the Al models they employ make the eventual goal of creating an intelligent agent-
mediated learning platform achievable. This platform would provide personalized
recommendations and adaptive learning experiences based on individual needs and
preferences. It would also enable continuous feedback loops between learners and Al
agents, fostering a dynamic and interactive learning environment.

1.1 Research Contributions

In this section, we detail the contributions of this thesis. An overview of the respective
challenges, objectives, and strategies taken to address them is given, as they will
be well elaborated in the respective chapters. For each of these contributions, a
comprehensive literature review on the topic, which provides a solid foundation for
further research in the field, was carried out. In the coming chapters, we will also
offer deductive insights into the subject matter. The contributions of this thesis are
spread into the 4 broad areas as discussed below

1.1.1 Learning Analytic Area

The contributions described in this research area are based on these publications
Obionwu et al. [2022b, 2023b,c, 2021a].

Description: The adoption of e-learning pedagogy in educational institutions has
become increasingly prevalent, and it has proffered solutions to notable deficiencies
that existed in the traditional learning pedagogy. However, it has also opened
up new challenges. One such challenge is how to gain retrospective insight into
students’ learning engagements. A strategy we adopted is the use of error classes.
Thus, we are able to understand the extent to which our teaching strategy is
effective in reducing errors resulting from exercise task engagement and other learning
challenges that may affect knowledge acquisition by individual students in the course
of their learning interactions. Additionally, our evaluation revealed that students
learning SQL are most likely to encounter syntax errors. Based on this insight, we
implemented a tour that guides students while they engage with our system. The
tour provides step-by-step instructions on how to avoid common syntax errors and
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offers helpful tips for troubleshooting. This interactive feature has greatly improved
students’ understanding and confidence in using SQL, leading to more successful
learning outcomes. Furthermore, we have observed that the tour has also increased
students’ overall engagement and motivation in the course, as they feel supported
and empowered to overcome challenges in their learning journey. To ascertain the
effectiveness of these strategies, we further implemented a dashboard. The dashboard
allows us to track students’ progress and performance in real-time, providing valuable
insights into their usage of the tour and their overall comprehension of SQL concepts.
Additionally, it enables us to identify any areas where students may be struggling or
in need of additional support, allowing us to tailor our instruction and interventions
accordingly. Overall, the combination of the error class strategy, the tour, and the
dashboard has proven to be powerful tools in enhancing student learning and success
in SQL. Listed below are our main contributions in this area:

e Contribution 1: We conceptualized an intervention technique through a tutorial
walk-through that familiarizes students with our learning management system
and how to resolve prevalent errors, such as syntax errors, while engaging with
their respective exercise tasks.

e Contribution 2: We implemented a strategy that affords instructors valuable
insights about students’ learning progress in courses focused on the structured
query language.

e Contribution 3: We implemented a dashboard that allows us and students to
track study progress and performance in real-time, providing valuable insights
into the overall comprehension of SQL concepts.

1.1.2 Collaborative Learning Area

The contributions described in this research area are based on these publications
Obionwu et al. [2022a,c,d, 2023f].

Collaborative skills in the workplace are essential for effective teamwork and commu-
nication. Therefore, designing activities or projects that foster this skill is crucial.
We aim to contribute valuable insights into how collaboration can effectively enhance
student performance and knowledge acquisition during SQL task engagement by
investigating the design of collaborative project tasks. Furthermore, the findings from
this research will strengthen the existing evidence base that supports the positive
impact of collaboration on learning and task completion in the context of SQL
training courses. To this end, we have designed collaborative tasks and a platform
for team collaboration. We have carefully designed the collaborative tasks to foster
active participation and knowledge sharing among team members. The platform
for team collaboration provides a user-friendly interface that facilitates seamless
communication and coordination between team members, allowing them to work
together efficiently on SQL tasks. Additionally, we collected data on the performance
and satisfaction of participants to evaluate the effectiveness of the collaborative
approach and identify areas for improvement in future iterations of the platform. We
further observed that teams rarely used the internal chat system. This behavior leads
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to scattered conversations and difficulty tracking important discussions and decisions.
Thus, the unavailability of the interaction data reduces insights into the dynamics
of a team’s collaboration and how they came about the solutions they present for
respective projects. To this end, we have further designed and implemented a media-
tion strategy between SQLValidator and Telegram, using APIs and Webhooks. Thus,
we are able to fetch telegram group messages into and from SQLValidator. Listed
below are our main contributions in this area:

e Contribution 1: We implemented a platform that supports teamwork and further
designed collaborative tasks for SQL teaching courses.

e Contribution 2: We implemented a mediation strategy between the SQLValidator
system and the Telegram application to enhance collaboration.

1.1.3 Recommendation System Area

The contributions described in this research area are based on these publications
Obionwu et al. [2023e, 2022e,g, 2023g, 2024].

The possibility of modeling and abstracting interaction has been the key driver
in social network-based research. By understanding how users interact within
a social network, researchers can develop algorithms and models that accurately
predict user preferences and behaviors. This enables the creation of personalized
recommendations, which enhances the user experience and engagement on social
platforms. Additionally, modeling interaction patterns can also provide valuable
insights into the dynamics of online communities and the spread of information
within them. Based on these interaction models, which we derived from student
studies, learning-focused engagements, and personality surveys, we investigated
the correlation between academic performance and personality traits. The results
of the investigation contributed to the development of a utility function that can
forecast academic achievement by utilizing student profiles constructed through
the implementation of the Big 5 personality model. In order to provide them
with an optimal team recommendation, we have devised a strategy that involves
further assessing their collaborative effectiveness through individual personality
questionnaires. Additionally, we employ community detection using the Leiden
algorithm. This algorithm helps identify clusters of students with similar personality
traits, allowing us to form teams that have a higher likelihood of working well
together. By combining the insights from individual personality questionnaires and
community detection, we aim to enhance the overall collaboration and maximize
academic performance among students. Listed below are our main contributions in
this area:

e Contribution 1: Introduces the learner network interaction hierarchy and charac-
terizes the various interaction modeling forms in learner-centered social networks.

e Contribution 2: Propose an approach that utilizes models capable of precisely
eliciting an individual’s personality to facilitate the formation of collaborative
teams.
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1.1.4 Automatic Instructional Feedback

The contributions described in this research area are based on these publications
Obionwu et al. [2023a,d, 2021b, 2022b].

An important strategy for reducing academic-related stress during online academic
engagements is the integration of real-time instructional feedback. Ensuring the
seamless integration of instructional feedback into the existing learning management
system poses a major challenge, as it requires careful consideration of compatibility
with the platform’s infrastructure. Also, it is necessary to take into account the
pedagogical objective of the learning engagement activity. Additionally, it is crucial
to continuously evaluate and refine the instructional feedback system based on
previous feedback offered to respective users and carry out performance evaluations
to ensure its effectiveness in enhancing the learning experience. While it is possible
to hard-code these requirements, no two students are the same. Thus, it is important
to also consider the individual needs and preferences of each student when designing
the instructional feedback system. Incorporating personalized features, such as
adaptive algorithms, will enable students to receive feedback in a way that best suits
their learning style and pace. By taking into account these unique characteristics,
the instructional feedback system can truly cater to the diverse needs of students
and enhance their overall learning outcomes. An agency for the actualization of
such a system is an intelligent conversational agent. The conversational agent
demonstrates intelligence by analyzing and interpreting student responses, offering
tailored feedback, and modifying its approach according to each student’s study
engagement progress. This conversational agent can also offer real-time assistance
and support, making the learning experience more interactive and engaging. With
the integration of an intelligent conversational agent, the instructional feedback
system can provide a personalized and dynamic learning environment that maximizes
knowledge acquisition and student success. Furthermore, by integrating such agents
into our learning management system, we aim to create a supportive and interactive
environment that promotes effective learning and reduces the burden of academic-
related stress. We are currently progressing in this area.

Listed below are our contributions in this area:

e Contribution 1: A strategy for the provision of meaningful instructional feedback
during individual online exercise sessions by leveraging the similarity between
structured query language (SQL) theory with corresponding exercise tasks and
respective SQL keyword analysis.

e Contribution 2: A strategy for using conversational agents as an agency for the
provision of personalized instructional feedback.

1.2 Research Framework

The SQLValidator platform served as the research platform for this dissertation.
SQLValidator, as shown in figure 1.1, is a web-based interactive tool for learning
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and practicing SQL. In the SQLValidator environment, students can, among other
activities, form and test their queries against a database and receive immediate

feedback.
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Figure 1.1: The SQLValidator

Current use cases for SQLValidator fall into the following categories:

Personal Study: Students with access to the SQLValidator can freely explore
the inbuilt database with tasks from the exercises to prepare for exams or for
other purposes.

Course Exercises: The database lecture in Magdeburg comes with several
exercise tasks. We administer these exercises using SQLValidator. In this use
case, students have the freedom to keep fixing errors in their queries until
they achieve the desired outcome. Also, they receive the expected schema and
informative feedback during the trial and submission process.

Self Checks: The purpose of these tests is to assist students in evaluating their
comprehension of the topics already discussed in the database concept course.
Students can repeatedly take the self-check test until they are satisfied. These self-
checks primarily use standardized and multiple-choice questions. Additionally,
we incorporate tests for SQL query skills that are relevant to evaluating the
concepts learned in the course.

Questionnaires: Throughout the semester, we encourage students to assess their
learning experience during the course or their interaction with the tools we use to
administer the course exercises, such as the SQLValidator system. To administer
these evaluations, we directly use our SQLValidator survey subsystem.

1.3 Expected limitations

This research possesses certain limitations that are beyond the researcher’s control.
The limitations of the research are stipulated constraints Theofanidis and Fountouki
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[2018]. The study’s limitations stem from its methodology, design, and analysis
methods, as noted by Myers et al. Myers et al. [2013]. The study’s limitations
encompass:

1. The study utilized a quantitative methodology. The selection of technique entails
the process of quantifying and measuring a mental phenomenon by attributing
qualities to it Wilson [2013]. The quantification of these characteristics is based
on self-disclosure. Hence, the study is constrained by the participant’s capacity
to express their subjective mental state in relation to the quantifiable variables
being assessed Wilson [2013].

2. The study utilized convenience sampling. Convenience sampling is a sampling
method that selects individuals who are easily accessible without the use of
randomization, as noted by Viglia et al. Viglia et al. [2021]. Given their simple
accessibility, the participants may exhibit a clustering of shared interests or
characteristics that sets them apart from the larger community in a distinctive
way. Individuals who possess a higher level of proficiency in utilizing internet
technologies are more inclined to participate in the study through online means.
The presence of an online affinity creates a bias in the sample and restricts the
generalizability of the results to people who are less proficient in using online
technology De Quidt et al. [2019]; Sugden [2005].

3. The fact that participation in this study is voluntary suggests that participants’
motivation for participating is personal interest in the subject. The informed
consent process reveals all relevant information about the study. The proposed
study’s disclosures encompass the utilization of "chat systems and conversational
agents” in conversations and statistical analysis, as well as the identification of
two possible causes for sample bias. Initially, individuals who have a strong
liking for ”chat systems and conversational agents” may be more inclined to
voluntarily participate in the study, whereas those who strongly dislike "chat
systems and conversational agents” may be more inclined to decline participation.
Furthermore, individuals who have a strong inclination towards mathematics
may exhibit a higher probability of enrolling in the study, whereas those who
have a strong dislike or avoidance of mathematics may exhibit a lower probability.
If either of the sample bias situations occurs, it limits the applicability of the
results to other situations.

4. The study employed statistical analysis to facilitate understanding the results.
The statistical analysis utilizes the properties of probability to generate levels of
assurance regarding real outcomes vs. errors. Hence, probability laws restrict
research findings as universally applicable facts for the overall population Zyphur
and Pierides [2020a,b].

1.4 Organization of the Thesis

In this research endeavor, we have developed technologies that enable the early
assessment and reorganization of a student’s learning involvement to tackle academic
underachievement. This, in turn, enhances the lecturers’ capacity to deliver prompt
and proactive interventions with minimal effort. We organize the remaining chapters
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as follows: Chapter 1 gives an overview of the thesis, the contributions, and the thesis
organization. Chapter 2 provides comprehensive information on collaboration models
and emphasizes the crucial considerations inside the problem space while ensuring
instructional efficacy. Chapter 3 elaborates on the structuring and mediation of team
collaborations, the development of team tasks, and the conceptualization of a partner
recommendation system. In Chapter 4, we describe our learning analytic strategy
and our instructional feedback intervention strategy, which focus on improving the
learning experience. In chapter 5, we will provide a comprehensive summary of the
conclusions and thesis.



2. General Theoretical Background

Social network models are mathematical representations of the relationships and
interactions between individuals within a social network. These models aim to
capture the patterns and dynamics of social connections, allowing researchers to
study various phenomena such as information diffusion, opinion formation, and
community detection. By analyzing these models, researchers can gain insights into
how social networks evolve over time and how they influence individual behavior
and collective outcomes. In this chapter, we present the theoretical background,
which consists of the students’ network interaction hierarchy Section 2.2, the different
network models that can be elicited from their interactions Section 2.3, and a
summary of the insights gained from the chapter.

2.1 Model of Interest

Interaction, in its broadest sense, refers to situations in which an individual con-
sciously reorganizes and influences the behaviors of another individual and vice
versa. These interactions and behaviors form the basis of a social structure and are
therefore fundamental objects of social inquiry and analysis Gillett [2021]; Memon
et al. [2015]; Turner [1988]. A social networking platform acts as a new dimension
to the traditional social interaction process. These interactions as observed in so-
cial networks are no different from the three-way handshake Cerf and Kahn [1974];
Gopalan and Selvan [2008]; Peterson and Davie [2007], i.e., the algorithm used by the
Transmission Control Protocol to establish and terminate a connection in the internet.
Message exchanges embody the processes involved in establishing and terminating
a connection with an entity in a network or interaction. The name, address, and
potentially the location of all artifacts or another actor requiring interaction are
the most crucial components of these messages. This structure necessitates the
knowledge and sharing of each participating element’s identity, availability, location,
and integrity information for any interaction to occur. Any lack or absence of these
elements will lead to a breakdown in communication. Based on this context, one
can define interaction as a multi-path relationship between two or more nodes in
order to achieve an objective. The two component parts that are needed for these



10 2. General Theoretical Background

multi-path relationships to form in a social network are the network structures, which
are basically interaction graphs, and the profile of a node Lin et al. [2019].

A network consists of nodes that symbolize actors, and each node is connected to
other nodes by interaction edges. We refer to the paths in the network as edges,
which represent social interactions like friendship or project collaboration. In the
next subsections, we will provide a comprehensive explanation of graphs and their
significant characteristics in order to enhance comprehension.

2.1.1 Graphs

A graph G is an ordered pair such that it consists of a set V of vertices and a set
E of edges. The vertices represent the entities or objects, while the edges represent
the relationships or connections between these entities Wasserman and Faust [1994].
This will be the definition that is followed throughout this chapter. It was also used
in the corresponding papers Obionwu et al. [2022¢]. The graph structure allows for
the representation and analysis of various types of data, such as social networks,
student learning interaction networks, etc.

G = (V(G),E(G)) (2.1)
where V is a set, whose elements are called vertices or nodes

EC {{x,y}| x.y € V(x £ y)} (2.2)

and E, a set of edges which are unordered pairs Brandes [2005].
Another graph H is a sub-graph if

H C G < V(G)| AE(H) C E(G) (2.3)

So, H is a sub-graph of G if and only if the vertex set of H is a subset of the vertex
set of G and the edges set of H is a subset of the edges set of G. Fig. 2.1 shows a
sample graph and a sub-graph. As can be seen from the two graphs, the vertices

Graph A Graph B
1

e

5/\/\2

Figure 2.1: Graph and Subgraph

1, 2, 3, 4, 5 and the corresponding edges of Graph B correspond to the vertices 1,
3,4, 8, 5 and the corresponding edges in Graph A. Hence, Graph B is a subgraph
of Graph A. These graphs can be either undirected or directed. For example, we
can characterize Facebook’s network structure as an undirected graph because its
friendship structure is bidirectional, meaning that Alice and Bob’s friendship is
equivalent to Bob and Alice’s friendship. Conversely, we can describe Twitter as a
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directed graph, where Alice can follow Bob without Bob following Alice. Directed
graphs or digraphs are a set of "nodes” and a set of directed "lines” or "edges”
connecting pairs of nodes. We will denote the number of nodes in a digraph by "g,’
the group size. This type of graph is better represented with an (n*n) square matrix
X" called the adjacency matrix. Given a directed interaction involving a group of 6
nodes or individuals, the square matrix X, shown in Fig. 2.2 A, is used to represent
the associated interactions. In X™, X™; designates the status of the relationship
between node 7 to node j. Using a binary representation, we indicate the presence of
a tie with “1” and its absence thereof with a “0”. After the establishment of a tie,
the frequency of interaction can be indicated using ordinal numbers Gossen et al.
[2014]; Harary [1962].

Furthermore, in Fig. 2.2 B, the direction of the tie is represented using a sociogram.
The arrowheads indicate the direction of the ties. An arrow pointing from node 5 to
node 1 indicates a tie from node 5 to node 1. This is also seen through the sociomatrix:
X;f =1, but Xl’g‘ = 0. The profile information annotates the established paths with
details that inform on the attributes of the node and neighbor nodes Akcora et al.
[2011, 2013]; Raad et al. [2010]. In the next subsection, we describe the node profile.

9
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Figure 2.2: Sociogram with six nodes

2.1.2 Node Profile

A node’s profile describes the significant characteristics of the individual it represents.
In social networks, these characteristics consist of information about the interactions,
behavior, connections, opinions, etc. We model these characteristics within a graph
as properties associated with the node. We model the profile information of a node
or individual as a set of properties.

P={P,..P,} (2.4)

These properties as identified in Wasserman and Faust [1994] come in several forms:
demographic properties, such as age, gender, and location; properties that represent
political or religious convictions; properties that encode activities, hobbies, and
affiliations; and many other aspects that capture an individual’s preferences Yang
et al. [2014]; Zhang et al. [2017]. In offline social networks, it has been observed
that nodes with similar profiles, such as those who share similar hobbies, attend
the same lectures, or hold similar convictions, tend to interact with each other. For
network measures such as centrality, diversity, and density, please refer to Kennedy
et al. [2015]; Wasserman and Faust [1994]. We can infer four types of networks from
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these interactions: the ego, the dyad, the triad, and networks of arbitrary size. These
networks form a hierarchy, which we discuss in the next section.

2.2 Network Interaction Hierarchy

This survey presents a classification of these hierarchies. Based on Arnaboldi et al.
[2012]; Faust [2010]; Sutcliffe et al. [2012]; Wasserman and Faust [1994], our hierarchy
includes four main classes of networks or social units, namely ego networks, dyadic
networks, triadic networks, and networks of arbitrary size. As illustrated in Fig. 2.3,
these roughly form a hierarchy where networks of arbitrary size are the widest, i.e.,
most general type, whereas ego networks have the most specific domain. As we
move up the hierarchy, the interactions become more restricted, thereby reducing the
number of independently varying parameters in the interaction. This constrained
degree of freedom allows for simple interaction modeling and instrumentation.

HIGH SPECIFIC
8 »
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Low GENERAL

Figure 2.3: Interaction Hierarchy

In the next sections, we will describe the important features of each network in the
interaction hierarchy, and the respective models associated with them.

2.3 Learner-Centered Networks

Learner-centered networks prioritize the needs and interests of learners, aiming to
create an environment where learners can actively engage in their own learning
process, collaborate with peers, and access resources that support their individual
learning goals. In this section, we will discuss ego networks, dyad networks, triad
networks, and scale-free networks.

2.3.1 Egocentric Networks

Egocentric networks are social networks consisting of a single node, the ego, together
with other nodes, the alters, that they interact with, and all the interaction links
among those alters. This network can also be described as the neighborhood networks
or first-order neighborhoods of an ego Sutcliffe et al. [2012]. The size and degree of
ego networks allow for a straightforward analysis of the processes that affect larger
networks. Also, the strategies used in sample surveys and most of the techniques
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employed in social network analysis and modeling are fully compatible with ego
networks Arnaboldi et al. [2016]; Carolan [2013]; Crossley et al. [2015b]; Tabassum
et al. [2018]. As shown in Fig. 2.4, the vertices represent the alters, and the edges
represent their connection between the ego and other alters. The ego is at the center
of the network, which can be either undirected as in network A or directed as in
network B.The arrow direction in network B shows the direction of information
flow. Weak ties between the alters, indicated by dotted lines, are also present in an
egonetwork. The number of alters present in an ego’s network determines the ego’s
degree, which indicates the size of the network. The alters may be independent or
tied, in which case they form a clique. These tied alters increase the likelihood of a
consensus during decision-making activities. These ties also give rise to transitive
relations, which are conducive to cooperation and the development of trust. The
next subsection discusses the features of an egocentric network.

2.3.1.1 Features of an Egocentric Network

Anthropological research that examined the relationships that make up a person’s
personal social world gave rise to the ego network structure. Also In Forgas et al.
[2011]; Hill and Dunbar [2003]; Sutcliffe et al. [2012], the limit for maintaining social
relationships was described using a series of concentric circles of acquaintanceship
that scales with a consistent ratio close to 3 Arnaboldi et al. [2013]; Guidi [2015].
As we show in Fig. 2.5, the circles, called dunbar circles, represent a hierarchical
arrangement of alters with the cumulative sizes of consecutive groups following a
scaling ratio of approximately 3. This hierarchy is based on the increasing level of
intimacy between these alters and the ego Dunbar et al. [2014]; Dunbar [2008]; Guidi
et al. [2021].

The innermost circle represents the support clique consisting of 4-5 individuals. The
group of individuals interacts with each other and shares similar interests. They
not only identify with one another but are often bound together by shared social
characteristics such as ethnicity and socioeconomic status Arnaboldi et al. [2012];
Guidi [2015]. Most individuals devote 40% of their social time to members of this
group Dunbar and Spoors [1995]; Sutcliffe et al. [2012]. The sympathy group consists
of beneficiaries, enablers, or neighbors. They are made up of 12-15 individuals, and
group activities are mostly directed to a specific utility such as survival, income,
successful study outcome, recreation, etc. The beneficiaries within this group are
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individuals with a direct interest in a specific utility. The efficiency of this group
relies on the individuals with facilitation skills, known as enablers, who convene
regularly and foster trust to guarantee the completion of a specific task. The affinity
group, comprising approximately 50 individuals, comes next. They usually consist of
friends, colleagues, or extended family members Freeman et al. [1979]. The dynamics
of this group remain an open research challenge due to the difficulties associated
with the manual collection of data about its members through interviews or surveys.
The final circle, known as the active network, consists of 150 individuals, including
the alters of the inner rings. This number is the cognitive limit on the number of
individuals that we can know as persons—that is, those with whom we have a defined
personal relationship Dunbar [1993]. The interaction between the ego and people
in the active network occurs at least once a year. For every individual within this
circle, the ego earnestly invests time and other resources to maintain the related
social relationship Dunbar and Spoors [1995]; Sutcliffe et al. [2012].

Active Networks

Affinity Group

Sympathy Group

Support Clique

©® EGO

@ ALTERS

Figure 2.5: Dunbar Circles Arnaboldi et al. [2017]; Guidi [2015]

Apart from individuals within the dunbar circle, it is also possible that the ego’s
activity is affected by important alters that reside in a different domain, such as a
workplace. Compared to other network models, the ego model’s well-defined structure
enhances the instrumentation for interaction modeling and facilitates the elicitation
of information. We examine various metrics such as ego-alter similarity, density,
effective network size, betweenness centrality, and structural hole to gain a deeper
understanding of the structure and interactions within an egocentric network. We
will describe these measures in more detail below.

2.3.1.2 Ego-Alter Similarity

Network measures based on ego-alter similarity make it easier to figure out how egos
and alters interact with each other, how much egos can affect their alters, and how
people like to interact with each other. One of the mechanisms of ego-alter similarity
is homophily, which is the tendency for people to have non-negative ties Currarini
et al. [2016]; Liébana-Presa et al. [2018]; McPherson et al. [2001], i.e., ties with
individuals who are similar to themselves in a socially significant way Lou et al.
[2013]. This insulates the ego from external influence and reinforces in-group behavior
and biases. We use the E-I index to measure an ego’s propensity to have ties to
alters similar to them. The E-I index is the number of ties external to the groups
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minus the number of ties that are internal to the group divided by the total number
of ties Borgatti [2011]; Crossley et al. [2015a]; DeJordy and Halgin [2008]; Hinds and
McGrath [2006].

Nexternal - Ninternal

E—-1I= -
network size

(2.5)

One can view the E-I index, which ranges from 1 to -1, as a gauge of a group
member’s degree of affiliation with its own group. A value of -1 indicates homophily,
and a value of 41 indicates heterophily.

2.3.1.3 Ego-Alter and Alter-Alter Tie Attribute

The information about the nature of ties between the ego and its alters is important
for network classification. So essentially, one can classify the egocentric network as
either heterogeneous, homogeneous, or both. With this classification in view, insight
into the presence of strong and weak ties in the ego network becomes clearer. E.g.,
ties to family members tend to be stronger than those with colleagues and friends.
Furthermore, the lack or presence of ties between alters indicates the degree to which
alters in the ego network are connected to each other and the various behaviors or
states as participating, browsing, aggression, etc. that are observed in a network.
Ghawi et al. [2019]; Horng and Wu [2020]; Krivitsky et al. [2019]; McCarty et al.
[2007]; Passarella et al. [2012].

These tie attributes can either be binary or valued. Relationship strength depends on
intimacy and time invested by both parties. Of importance is its use in identifying
members of the support clique and the sympathy group in the dunbar circle, Fig. 2.5.
The alters situated in these regions of the dunbar circle have strong ties with each
other and with the ego. This implies that they share the same information sources
and environment. The relationship between the ego and those in outer circles tends
to be weak, resulting in the ego being perceived as a structural hole in relation
to these changes. Structural hole theory measures the social relationship between
users in social networks and, more importantly, the benefits people derive from their
connections. Therefore, the ego, acting as a structural hole, regulates the flow of
information to external entities that are solely associated with it. Researchers have
linked structural holes to innovation, good ideas, individual performance, among
other things. Burt [2004]; Goyal and Vega-Redondo [2007]; Lin et al. [2021b]; Zaheer
and Soda [2009]. It operationalizes two types of social capital:

e Information: If everyone in a given network is familiar with each other, then
most of the information within the network will be redundant. So within the
network, there is no access to novel information Perry et al. [2018].

e Power: A node that bridges two networks is able to control the flow of information
and resources between them. By acting as a bridge between two unrelated alters,
an ego can manage information and resource flow without being limited by
them Perry et al. [2018].
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2.3.1.4 Density of an Ego Network

Density gives a measure of the overall connections between the egos and alters Perry
et al. [2018]. It is the total number of ties in the network, excluding the ties involving
the ego, divided by the number of pairs of alters in the ego network Perry et al.
[2018]. The density measure is used to measure the strength of the social safety net,
i.e., whether the network is tightly bound, loosely bound, or has structural holes in
it. Given a directed or undirected tie T and a given number of nodes N, we calculate
the density for undirected ties as follows:

2T

Dy=-——— 2.
and density for directed ties is calculated as:
T
Dy=— 2.
TTN(N-1) (27)

The effective size of the network where an ego is located limits the density of an ego
network because there is no limit to the number of ties a node could have.

2.3.1.5 Effective Size of an Ego Network

If in a network structure, alters can be reached through different pathways, then the
resources or information flowing through the network will be redundant or old Perry
et al. [2018]. To evaluate redundancy, the effective size measure is employed Perry
et al. [2018].As shown in Fig. 2.6, it is defined as the ego’s number of alters minus the
average number of ties that each alter has to other alters. It is a positive function of
network size and a negative function of the number of ties among alters Perry et al.
[2018].
The formula for effective size is given as follows:

Effective Size = Actual Size - Redundancy
Effective Size =3 Effective Size =1

A B

Alter
Ego

ES.=n- " (2.8)

where n is the number of alters, and t is the total number of ties to the ego network
while excluding the ties to the ego Tabassum et al. [2018].
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2.3.1.6 Ego Betweenness Centrality

In graph theory, betweenness centrality is a measure of centrality in a graph based
on shortest paths. This reveals the structural importance of the node Buccafurri
et al. [2013]; Everett and Borgatti [2005]. Therefore, in a connected graph, each pair
of vertices has at least one shortest path that minimizes either the number of edges it
passes through or the sum of the edge weights. The betweenness centrality for each
vertex is the number of these shortest paths that pass through the vertex Everett
and Borgatti [2005]. A high betweenness value indicates that an ego node controls
information flow between other nodes. For instance, we can consider a node with
a high betweenness centrality as a suitable forwarder to enhance the efficiency of
information delivery. Betweeness centrality is defined as

ojx(v)

Tjk

BC(v) =
JF

(2.9)

where ¢ is the number of shortest paths between node j and node k and o;x(v), the
number of these paths that go through node v. Note that the betweenness centrality
of a node scales with the number of pairs of nodes as implied by the summation
indices Perry et al. [2018].

2.3.2 Duocentric Networks

In this section, we will provide a brief description of duocentric networks, which are
networks that facilitate diadic interactions. Given a directed network, we define a
duocentric network as a sub-system consisting of a pair of nodes and their associated
ties Coromina et al. [2008]; Griffin and Gonzalez [2003]. This pair of nodes are
called dyads, the fundamental unit of interpersonal relations Griffin and Gonzalez
[2003]; Knapp and Daly [2002]; Moreland [2010]; Yu-Hui and Fei [2010]. When a
pair of egos is central to a research problem, we use the duocentric network. The
main characteristic of this network is that it is bound around a pair of egos while
ignoring the ties among the respective alters Kennedy et al. [2015]. When analyzing

alters(isolates)
Ego A Ego B

alters(isolates)

Figure 2.7: Duocentric network

a duocentric network, it’s crucial to confirm if the two selected egos belong to the
same class or category, meaning that a variable can accurately distinguish them from
each other. Gonzalez and Griffin [1999, 2012]; Olsen and Kenny [2006]. Therefore, if
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the goal of the research is to understand how male and female students perform in a
programming language course, we can theoretically treat gender as a distinguishing
variable. The students can further be distinguished by roles, i.e., if the respective
course project is to be done by groups of students, and roles are designated within
the groups. Apart from dyads being distinguishable, it is important to know if they
are interchangeable. For exchangeable dyads, there are no relevant variables or roles
that determine their interchangeability. One can consistently distinguish the egos in
the dyads (e.g., same-sex friendships).

The following are the characteristics of a duocentric network, as shown in Fig. 2.7:

e Primary actors, Ego A and Ego B, must be central and expressed as egos.
e The ego model classifies other actors as alters.
e No relationships are captured among alters.

e We classify actors who only interact with one ego as isolates. arrow direction
indicates the interaction and dependence of the item.

The interactions that occur in duocentric networks are not random. They are
characterized as within-dyad dependencies. The commonalities and similarities
shared by the network nodes in question both bound and influence these dependencies.
The next subsection describes non-independence, a property that sheds light on the
shared dependencies present in duocentric networks.

2.3.2.1 Non-independence

When dependencies exist between pairs of attributes belonging to nodes in dyadic
interactions (e.g, a male and a female student that belong to the same project group
in a university course), the attributes of these two individuals or nodes are then more
similar to one another than other nodes, (i.e. other students in the same course in
other groups). In the context of a dyad, we refer to other students and instructors as
isolates within the main network. An isolate that is a structural hole influences the
interaction dynamics within a duocentric network Burt [2004]. These two nodes are
said to exhibit the non-independence property Kenny [1996]. This non-independence
feature captures the commonalities shard by two sides of a dyad Kenny and Kashy
[2014]; Kenny et al. [2020].

2.3.2.2 Dyadic Data Analysis

The primary objective of duocentric network analysis is the formulation of math-
ematical models that explain the non-independence property. We use two types
of variables, namely exogenous and endogenous variables, for this purpose. Exoge-
nous variables, depicted as "X” in the models, are independent variables. Only as
explanatory variables do they appear, and the model does not determine their values.
Endogenous variables, on the other hand, are dependent variables. Models will depict
them as ”Y”. One or more variables in a model cause these phenomena. Also, an
endogenous variable may cause another endogenous variable in a model Fox [2006];
lacobucci [2009]; Kenny [2011].

Furthermore, a structural equation model is defined for each endogenous variable.
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These structural equation models are multiple equation regression models repre-
senting assumed causal relationships among a number of variables, some of which
may affect each other mutually. Fox [2006]. Using these variables, different models
that produce non-independence in a duocentric network setting—the social relations
model, the actor-partner model, the mutual influence model, and the common fate
model—will be described in the next sub-subsections.

2.3.2.3 Actor-Partner Interdependence Model

In the actor-partner model, non-independence is hypothesized to occur as a result of
preexisting attributes of each partner, which affect both his or her own interaction
behavior and also the interaction behavior of his or her partner Campbell and Kashy
[2002]; Kenny [1996]; Woody and Sadler [2005]. For each partner, as shown in Fig. 2.8,
there exist endogenous variables and exogenous variables. The “X;” as previously
described, represent preexisting attributes or predispositions that the two actors
bring to the interaction that may shape their interaction behaviors depicted by the
"Y;”. Thus, in a class project consisting of dyadic groups, the neglectful behavior of
a group member may result in poor performance for every group.

d c
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Figure 2.8: Actor Partner model Woody and Sadler [2005]
Y1 = aX1 + ng + E1 (210)

YQ = bX1 + an + E2 (211)

In Fig. 2.8, ‘a’ and ‘b’ represent the paths and are equal across the two members of
the interacting pair; ‘¢’ represents the error variances; ‘d’ represents the variances
of the exogenous variables. The symbol ’e’ signifies the covariance between the
exogenous variables X1 and X2. The symbol ’f’ signifies the covariance between the
errors or disturbances E1 and E2.

The heart of the model is Paths a and b. Path a represents the actor effect, i.e.,
the effect of a person’s level of X on his or her own level of Y. Path B represents
the partner effect, i.e., the impact of a person’s level of X on his or her interaction
partner’s level of Y. Woody and Sadler [2005] The structural equation model and
the multilevel modeling or hierarchical linear model are two modeling approaches
applicable to analyzing the actor-partner interdependence model.
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2.3.2.4 Common Fate Model

In the common fate model, influences at the dyad level impact both partners in the
same way, making their behaviors non-independent. Latent variables in a statistical
model are random variables that are not necessarily immeasurable. We employ them
to represent features of interest in a model that are either not directly measurable
or not measured. We can also use them to construct estimators from non-latent
variable models that are more efficient. We conceptualize these shared situational
or environmental pressures as dyad-level latent variables. We can also use them
to construct estimators that are more efficient than those derived from non-latent
variable models. Spirtes [2001]. In Fig. 2.9 two indicators, Xy, Xy, and Yy, Ys are
used to measure the latent variables. They reflect the scores of dyad member A and
member B (e.g., husband and wife) on the underlying latent construct Gonzalez
and Griffin [2002]; Kenny [1996]; Ledermann and Kenny [2012]; Woody and Sadler
[2005]. As shown in Fig. 2.9, one dyad-level latent variable, LX, influences another
dyad-level latent variable, LY. The path ”a” indicates the direct influence of LX on
LY.

LX a ;LY/Z
SN )
oLr

D4 D, E,) E;
N 2/
b b

Figure 2.9: Common fate model Ledermann and Kenny [2012]; Woody and Sadler
[2005]

Using LX as an example, the variances and standard error of the between-dyad latent
variables LX, LY, and Z are calculated as follows:

Var(LX) = %Var(Lde) (2.12)

1
SE = 5 SBva(ix,.) (2.13)

2.3.3 Triadic Networks

Given a directed or undirected network, a triadic network is a subnetwork consisting
of any three nodes and their associated ties. These nodes take either a null or
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unconnected configuration, a disconnected or connected pair configuration, or an
open or closed configuration, as shown in Fig. 2.10. Nodes in a triad are transitively
associated to each other Faust [2010], and to determine their roles, we take the triad
census, i.e., we count the number of the different triad variations it participated in.

A A @ A
B/—\C B Cc B c

Closed Triad Open Triad Connected Pair Unconnected

Figure 2.10: Triads Huang et al. [2015]; Tsvetovat and Kouznetsov [2011]

These nodes can form either directed or undirected relationships. For undirected
relationships, the nodes can form a closed, open, and unconnected relationship. The
unconnected relationship can either be completely unconnected or a connected pair,
as shown in Fig. 2.10. The closed triad describes a cyclic relationship such that all
nodes in the triad are connected, i.e., A|T|B (A is tied to B), B|T|C, and A|T|C.
In the open triad, a single node A mediates the relationship between node B and
node C. So we have A|T|C and A|T|B. Hence, information passes from A to B, then
C, and back to A. Directed relationships constitute an isomorphism. An isomor-

AO O D;=(0,0) Null Dyad
n; nj
B & > Dj=(1,0) Asymmetric Dyad
i n;
J

¢ Djj=(0,1) Asymmetric Dyad
nj n;

D O« »O D;=(1,1) Mutual Dyad
n; nj
Figure 2.11: Dyadic isomorphism Uddin et al. [2013]

phism is a structure-preserving mapping between two structures of the same type
that can be reversed by an inverse mapping Holland and Leinhardt [1974]; Mazur
et al. [2007]; Mazur [2007], and owing that two subgraphs are isomorphic if they
are identical Wasserman and Faust [1994], a dyad that is neither asymmetrical nor
mutual is null as shown in the sociomatrix in Fig. 2.11. Thus we have the first Dyad
variation, the null Dyad. The second isomorphism is invariant to a transformation,
such as reflection; hence, it is not possible to distinguish between the two different
forms, i.e., B(i — j), and C(j — i) of asymmetric dyadic relations. The mutual dyad
relationship, denoted by ¢ <= j between actor i and actor j, comes into play when
i —jand j— iin the dyad Moody [1998]; Uddin et al. [2013]. Thus, the mutual
dyadic relation between actor i and actor j is represented by D;; = (1, 1) as shown
in Fig. 2.11.
Thus, for a directed triad relationship, there exists (g), distinct 3-subgraphs formed
by selecting each of the possible subsets of the 3 respective nodes and their corre-
sponding ties. This results in 16 isomorphism classes, as shown in Fig. 2.12.

The letter U stands for up, D for down, C for cyclical, and T for transitive (i.e.,
having two paths that lead to the same endpoint). The variation denoted with
120D has 1 mutual, 2 asymmetric, 0 null dyads, and the down orientation. In this
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Figure 2.12: Directed triad relationship configurations Huang et al. [2015]; Tsvetovat
and Kouznetsov [2011]

manner, the triads 1-3 depict an unconnected relationship, triads 4-8 and 11 depict
variations of structural holes, and triads 9, 10, and 12-16 are variations of closed triads.

The relationship between nodes in directed triad relationships eventually becomes a
closure. Triadic closure, which is also called transitivity or clustering, is when ties
form in open triads and close over time Kossinets and Watts [2006]; Song et al. [2019].
So for two individuals with a common acquaintance, there is a high likelihood of a tie
forming between them via the social influence of their common acquaintance Easley
et al. [2012]; Mantzaris and Higham [2013]; Song et al. [2019]; Zhang et al. [2018].
Triadic closure not only occurs in stand-alone triads but also in triads within large
groups and entire networks. Thus, as one mutual connection increases the likelihood
of tie formation between two individuals, multiple mutual connections increase the
probability for even more connections Louch [2000]; Song et al. [2019]. To measure
the presence of triadic closure, we employ the clustering coefficient measure, which is
a measure of the degree to which nodes in a graph tend to cluster together Opsahl
[2013]; Yin et al. [2020]. In the next subsection, we describe mutual modeling and
the triadic relations model.

2.3.3.1 Mutual Modelling

Mutual modeling is a bidirectional approach employed in both dyadic and triadic
interaction modelling Dillenbourg et al. [2016]. Given a task involving three actors,
A, B, and C, A builds a model of B and C, B builds a model of A and C, and C
builds a model of B and A. This is represented using the notation M(C, A, X') which
denotes “C knows that A knows X”. As the non-independence assumption is in play,
C’s model of what A knows includes what C knows about A. So, if A states, “C
thinks T am proficient in programming,” A then builds a second-level model: M (A,
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C, M(C, A, Programming - Skill)). Furthermore, M°(C, A, X') represents the
degree of accuracy of the model. So, for the accuracy of what A, B, and C models
about each other, we have 6 models as shown in Fig. 2.13

A MYA,C,X) A M°(C,A,X)

\zv*
\\sv*

B M°(B,C.X) B M°(C,B,X)

MO(A7 B? X)? MO(BJ A7 X)? 'MO<A7 C7 X)?
MO(C7 A? X)? MO(C7 B7 X)? MO(B7 C7 X)?

Figure 2.13: Mutual modeling in a triadic interaction Dillenbourg et al. [2016]

2.3.3.2 Mutual Modelling (TRM)

The triadic relations model extends the logic of the social relations model Back
and Kenny [2010]. It takes into account the characteristics of the perceiver, actor,
and partner, as well as their combinations, all resulting in seven variances and 16
covariance estimates. Given a situation in which what to deduce if an actor A aggrees
against partner B according to partner C, the tiadic relations model assumes that
the percievers insight is comprised of eight components as shown below:

Xijk =M+ a; + bj + ¢k + abij + acik + aci + ijk + CLbCijk (2.14)

where M is the mean perception within the group, a; is the groups perception of
actor i’s aggressiveness, b; is the groups perception of partner j’s victimization, ci
is the perception perceiver k has of aggression (among peers in general), ab;; is the
groups perception of actor i’s aggressiveness toward partner j, acy, is the perception
subject k has of actor i’s aggression toward others, bc;x is the perception subject k
has of partner j’s victimization by others, and abc;j is the specific perception k has
of actor i’s aggression toward partner j Card et al. [2010]. Having derived these
components, the individual level variances, dyad variances, and triad level variances
are calculated, and further estimations derived from them.

While there are other models employed in triadic interaction modeling, as observed
in our literature survey, most of them incorporate stochastic assumptions that violate
the non-independence assumption.

2.3.4 Networks of Arbitrary Size

Social capital is an efficacy derived from collaborative connections between individu-
als that results in the accomplishment of goals Sandefur and Laumann [1998]. For
example, a group with high trustworthiness and skill for a specified task is able to
accomplish much more than a comparable group with the same level of skill and no
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trust. As such, the structural importance of an individual or node in a network or
social unit is affected by its centrality with respect to the flow of social capital. Thus,
the formation of new ties, choice of partners, and evolution of the above-discussed
networks are mainly driven by homophily and directed by preferential attachment
De Salve et al. [2018]; Maoz [2012]. Consequently, systems that produce power-law
distributions follow a pattern in the growth or evolution of dyadic and triad networks
into networks of arbitrary sizes. These systems are described as scale-free. The next
subsection will describe the scale-free networks.

Figure 2.14: Evolution of a scale-free network as a consequence of transitive relation-
ships

2.3.5 Scale-Free Networks

The term scale-free is a mathematical expression used to describe the power-law
characteristics of a probability distribution. The most basic model capable of pro-
ducing a power-law degree distribution is the Barabési-Albert (BA) model Barabdasi
and Albert [1999]; Hauff and Niirnberger [2006]. Barabdsi-Albert’s model connects
newly created nodes to existing nodes at each time step, adhering to the "preferential
attachment” principle. Thus, given a scale-free network, the probability P(K) of
a node having K links follows a power law with degree exponent v as shown in

equation 2.15
P(K)x K7 (2.15)

Furthermore, results from the study of Hein et al Hein et al. [2006] in which the
internet was mapped show that the majority of the pages or nodes had few links,
while a few pages had a large number of links. This is illustrated in Fig. 2.15.A.
The logarithmic plot of the distribution of the edges is further shown in Fig. 2.15.B,
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Figure 2.15: Power law distribution of node linkages Barabdsi and Bonabeau [2003]

which reveals the power-law characteristics of the distribution Hein et al. [2006];
Newman et al. [2006]. This power-law characteristic explains Why in a network,
a large number of nodes have very few connections, and a small number of nodes,
structural holes, have a very high degree Hauff and Niirnberger [2006]. In all, driven
by preferential attachment, the previously discussed networks continuously grow as
shown in Fig. 2.14, thus scale free.

2.4 Chapter Summary

This chapter began with a literature-driven review of the model of interest, which is
the graph, followed by a description of the learning network interaction hierarchy,
and finally, a discussion of the various types of networks found in learner-centered
environments. The literature-driven review of the graph model provided insights
into its various applications and benefits in educational settings. Additionally, the
description of the learning network interaction hierarchy sheds light on the different
levels of engagement and collaboration among learners within these networks. Fur-
thermore, the exploration of different network types in learner-centered environments
highlighted their unique characteristics and how they support personalized learning
experiences. The ego model’s well-defined structure, high degree of instrumentation
for interaction modeling, and ease of eliciting information set it apart from other
network models. The interactions that occur in duocentric networks are not random.
They are characterized as within-dyad dependencies. The commonalities and sim-
ilarities shared by the network nodes in question both bound and influence these
dependencies. The next subsection describes non-independence, a property that
sheds light on the shared dependencies present in duocentric networks. In directed
triad relationships, nodes eventually form a closure. So for two individuals with a
common acquaintance, there is a high likelihood of a tie forming between them via
the social influence of their common acquaintance Easley et al. [2012]; Mantzaris
and Higham [2013]; Song et al. [2019]; Zhang et al. [2018]. Triadic closure not only
occurs in stand-alone triads but also in triads within large groups and entire networks.
Thus, as one mutual connection increases the likelihood of tie formation between
two individuals, multiple mutual connections increase the probability for even more
connections Louch [2000]; Song et al. [2019]. We use the clustering coefficient measure
to see if triadic closure is present. This measure shows how much nodes in a graph
tend to group together Opsahl [2013]; Yin et al. [2020]. This power law explains
why in a network, a large number of nodes have very few connections, and a small
number of nodes, structural holes, have a very high degree Hauff and Niirnberger
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[2006]. Overall, preferential attachment drives most of the growth in social networks,
allowing them to scale without interference. Lastly, the hybrid pedagogy, in which
both traditional and digital teaching strategies are employed to assist learners in
their learning efforts, was briefly described Crawford and Jenkins [2017]. In the next
chapter, we delve into the challenge, requirements of collaboration-centered learning,
and a strategy for structuring teamwork in a university environment.



3. Collaboration Centered Learning

This chapter draws upon the research effort from the following papers: Obionwu
et al. [2023b,e, 2022¢,f, 2023f, 2024]

The challenge, structure, and requirements of the 21st-century work environment
have made the acquisition of teamwork and collaborative problem-solving skills
indispensable Sundstrom et al. [1990]. This is most evident in the information
technology sector, where the work is often split into well-defined sub-tasks to create
complex tools. Ergo, it requires a team of individuals with different backgrounds and
skill sets. Usually, the basis for this skill acquisition is set during a person’s studies.
Due to the recent move to online learning in most institutions of higher education,
curriculum administrators and developers are resorting to online environments that
can stimulate task engagement, team collaboration, task reflection, and the acquisition
of teamwork skills. Thus, in this chapter, we describe the collaborative learning
environment, section 3.1, a strategy for recommending project partners, section ?7?,
and the design and development of a collaboration platform, section 3.2.

Early implementations of team-based learning showed that collaborative problem-
solving within small groups was effective in stimulating active learning Gomez et al.
[2010]; Michaelsen et al. [2004]. As observed in Michaelsen et al. [2004], team
members assumed specific roles in an effort to efficiently solve the assigned tasks.
While most team members were not effectively suited for the assigned roles, team
leaders took it upon themselves to ensure their peers’ learning. This challenge of
fitting team members into defined roles still persists in recent traditional lecture
settings Michaelsen and Sweet [2011]. In the next section, we will describe the
collaborative learning environment.

3.1 Collaborative Learning Environment

Collaboration entails working with other people for an overall directed output. Gen-
erally, grouping enables team formations, within which team members synchronize
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to achieve a preset goal. The word collaboration is derived from the word coopera-
tion [Jermann et al., 2001]. Renowned US educator John Dewey is accredited with
promoting regular and systematic cooperation in learning environments’ [Martin,
2003]. Dewey argues that learning processes are social and interactive; thus, students
grow in environments where they are allowed to work in groups and interact with the
curriculum. He further stressed that students should be able to participate in their
learning process in this manner. The basic elements of collaboration that affect the
nature of collaboration are positive interdependence, interaction, individual contribu-
tion, and interpersonal skills. Collaboration enhances a socially structured exchange
of information and promotes learning among the learners. Generally, collaborative
learning involves grouping students for effectiveness in the sharing of knowledge [Sita
Nirmala Kumaraswamy and Chitale, 2012]. In such a process, every student is given
a specific learning activity, and then they are allowed to share their content with
the group members for further review and brainstorming. Consequently, students
can criticize and compliment other group members’ ideas, enhancing their learning
process. Such a process improves communication among the group members and
allows effective learning among the members.

In the case of professional environments, collaboration leads to effective task com-
pletion. For instance, companies have dedicated teams for every complex activity,
like production, marketing, and finance processes [Burbank and Kauchak, 2003].
Team members are assigned a particular task; in the group, they synchronize and
complete the tasks in unison. The team’s efficiency is improved by assigning a
team leader who manages the team’s activities. The team members are expected to
collaborate and usually complete their tasks efficiently, resulting in better product
creation [Rius-Sorolla et al., 2021].

Collaborative learning is dynamic as it involves working in a group where everyone
will have a different viewpoint and background. Synchronizing and directing the
group members toward specific task completion requires a dynamic team leader. Col-
laboration in a school environment ultimately leads to a better learning environment.
Exposing learners to such a dynamic process early in life will enhance their social and
interpersonal abilities. Developing such dynamic, collaborative methodologies can
revolutionize the learning process and help learning environments be more realistic
and valuable to the learner [Warsah et al., 2021].

To sum up, the present-day world is enhancing collaborative activities to enhance
the learning process and make it more accessible to learners through technological
tools [So et al., 2010]. Digital technology tools are reshaping collaborative activities
and rendering better experiences for learners. Online platforms like Zoom and
Google Meet are making groundbreaking changes and reinventing how people can
meet and collaborate in professional and personal interactions. In many workspaces,
collaborations have gone digital, and people work more efficiently through these
platforms. These online platforms have made discussions among students and teachers
more interactive through mediation tools such as chat modules and other discussion
facilities. These tools enable participants to engage in real-time conversations, ask
questions, and share resources, fostering a more dynamic and inclusive learning
environment. Additionally, the integration of multimedia features like screen sharing
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and virtual whiteboards further enhances the collaborative experience by facilitating
visual presentations and brainstorming sessions[hong Huang and Ning, 2021].

Collaborative learning environments can be distinguished into formal and informal
collaboration based on the nature of collaboration [Shane, 2005]

3.1.1 Formal and Informal Collaboration

1. Formal Setting:

Formal learning settings include traditional classrooms, professional environments,
and organizational training [Wiener, 1986]. These settings frequently have
instructors or trainers who are experts in the subject matter and follow a
structured curriculum. They provide a formal framework for learning, with clear
objectives and assessments to measure progress and achievement. Traditional
one-way knowledge transfer, for example, involves the instructor delivering
lectures and students taking notes. This approach may limit interaction and
engagement, as students primarily receive information passively. However, some
formal learning settings have evolved to incorporate more interactive methods
such as group discussions, hands-on activities, and collaborative projects. These
approaches aim to enhance understanding and retention by promoting active
participation and knowledge application. [Friend, 2000]. Organizational training
is also a form of formal learning environment. In this training environment,
collaboration is used to provide resources for the trainers to interact and develop
a comprehensive understanding of the course content. Collaboration in formal
settings is improved by several technological tools, which make collaboration
more accessible and affordable [Bacon, 2008].

2. Informal Setting:

Peer group interactions, private groups, community groups, social welfare groups,
recreation groups, and sports groups are some known informal settings that
induce collaboration. For instance, children learn more in a playful environment
than in a traditional classroom [Allen et al., 2007]. Children’s collaborations
drive them to creative environments, which are mostly informal [Davies et al.,
2013]. Informal collaborations promote sharing the thought process, which
is important for diversifying learners’ psychology. Furthermore, personal or
family groups tolerate collaboration among siblings and share personal emotions
and experiences to learn and excel in social engagements. Community groups
work on specific tasks or ideologies that enhance community activities and turn
ideologies into reality, and these collaborations are known to make such groups
efficient [Pejovich, 2006]. In these settings, the role of technology in enhancing
both the interaction process and informal learning, where it is necessary, is well
documented. Informal learning creates better opportunities for professionals
to learn and upgrade different skills, enhancing their financial and economic
conditions [Manuti et al., 2015]. In the next section, we describe collaborative
learning for higher education.
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3.1.2 Collaborative Learning for Higher Education

The higher education system seeks to impart a skill set that enhances learners’ critical
thinking capacity, analyzing capabilities, and communication techniques. Collabora-
tion methodologies can enhance higher education. Such learning methodologies can
influence the learner environment and improve efficiency in learning. Higher educa-
tion involves directional communication between teachers and students. The primary
objective of the higher education system is to cultivate a skill set that improves
learners’ ability to think critically, analyze effectively, and communicate proficiently.
Collaborative strategies have the potential to impact the learning environment and
enhance learning efficiency, and thus, collaboration in higher education can simplify
learning objectives through effective communication and efficient knowledge transfer
[de Hei et al., 2020]. Most higher education also involves project-based tasks, in
which projects are assigned to the team. In such scenarios, learners generally resort
to peer assessments to assess who is more proficient in specific skills or knowledge
areas. Peer assessments not only provide learners with valuable feedback on their
own performance but also foster a sense of accountability and motivation within the
team [Forbes, 2020]. In some scenarios, the tasks are complex and require more time
and cognitive effort. To solve such tasks, collaboration methodologies are employed.
Team members basically split the task into smaller bits and assign them to special
dedicated teams to develop solutions and resolve the complex modules of the task
[Kirschner et al., 2009]. The types of academic collaboration are described in the
next subsection.
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Figure 3.1: Four modes of collaborations
[Baker, 2021]

3.1.2.1 Types of Academic Collaboration

Based on space and time complexity, there are four modes of collaboration in
collaborative learning frameworks [Baker, 2021]. They include collaboration learning
with face-to-face interactions, collaboration learning in an asynchronous manner,
synchronous communication in a distributed way, and asynchronous communication
in a distributed way, as shown in figure 3.1.
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1. Collaborative learning with face-to-face interaction:

In this type of collaboration, students are physically engaged to form groups
and collaborate to achieve better results [Ellis, 2001]. This collaboration will
have peer-to-peer interactions to discuss the targets of collaboration, who are
expected to work in synchronization to complete the task.

2. Collaborative learning with an asynchronous manner:

To pass the information to the group of learners, the learners utilize available
tools to pass information to their peers [Suthers et al., 2008].

3. Collaborative learning in asynchronous communication in a distributed way:

In this collaborative environment, the communication process is not continuous
and real-time but packed in tools and papers for circulation purposes [Schellens
and Valcke, 2005]. Such collaborations are made in informal learning environ-
ments like online communities or open and closed groups. In online collaboration,
different tools, such as email, blogs, and Wikis, are used to communicate informa-
tion and knowledge to the group members. People generally use notice boards,
memo boards, and circulars to disseminate information to group members in
physical settings.

4. Collaborative learning in synchronous communication in a distributed way:

In synchronous distributed communications, the content or the information is
shared among the collaborators who do not share similar physical spaces in real-
time [Marjanovic, 1999]. In such conditions, online meetings, video conferences,
and group calls are used. This type of communication is used in formal settings.

The knowledge of how a team member’s dispositions, what they value most, their
strengths, their weaknesses, and their communication style affect the overall dynamics
and productivity of the team helps in assigning tasks and responsibilities in a way
that aligns with each individual’s skills and preferences, leading to a more harmonious
and successful team environment. It is also a frequent occurrence that teams break
down as a result of individual differences in personality and decision-making, which
ultimately results in the failure of the assigned responsibilities and tasks. Thus,
it becomes necessary to have a team member recommendation system for course
projects that takes into account these hidden personality traits and dispositions.
Towards the goal of conceptualizing such a system, the big five personality traits will
be described in the next section.

3.1.3 Big Five Personality Traits

Personality refers to consistent patterns of thoughts, emotions, and behaviors that
define individuals Snyder and Ickes [1985]. Studies have shown that specific personal-
ity traits can impact how students approach learning tasks, engage with instructional
materials, and respond to different teaching approaches. Felder and Brent [2005].
The Big Five Personality Traits, also widely known as the Five-Factor Model, is a
well-researched and commonly accepted model that identifies five core dimensions of
human personality. Though there are multiple numbers of traits that can be used
to measure personality, nonetheless, most traits can be categorized either as a facet
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Figure 3.2: Big five personality traits with questionnaire Liapis et al. [2022]

of one of the Big Five or as a compound trait reflecting a blend of two or more of
the various traits at all levels Colin [2015]. It has also been identified as being more
closely related to academic performance Komarraju and Karau [2005]. According to
the Big Five personality predictors of postsecondary academic performance, these
five characteristics have a positive or negative correlation with academic perfor-
manceBooker et al. [2007]. The results show that conscientious students perform
better academically than those who are not conscientious due to their motivation.
Neuroticism’s negative association with academic performance stems from emotional
instability; however, students with a healthy mindset do not experience this negative
association. Openness and extraversion produce mixed results, with extraversion
influencing student performance when classroom engagement is required. Chamorro-
Premuzic and Furnham [2003]. According to the findings of the study, agreeableness
is not a significant predictor of a student’s academic performance, implying little
correlation with academics Komarraju et al. [2011]. A description of the respective
traits is given below:

e Extraversion: One of the Big Five personality qualities is extraversion. Extraver-
sion is associated with individuals who are outspoken, friendly, and assertive.
Depending on the situation, extraversion may not have any effect on students’ be-
havior. Extraversion refers to the degree to which a person is outgoing, assertive,
and emotionally expressive. One who is high in extraversion is highly social and
talkative and enjoys being around others, while one who is low in extraversion is
more reserved and introspective and tends to recharge by spending time alone
Carter [2009]. A student who is very good at communication is termed high in
extraversion, and a student who is lacking in communication is classified as low
in communicationChen and Caropreso [2004]. The Communicating and Role
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Questionnaire is a form of questionnaire that measures extraversion. Students
who perform better on this section are more extroverted than those who score
low. Gallagher [1996].

e Neuroticism: Being emotionally stable is a trait known as neuroticism. It shows
that emotionally healthy students outperform emotionally unstable students in
the classroom Komarraju et al. [2011]. Neuroticism measures how emotionally
stable or resilient an individual is with regard to negative emotions like anger,
anxiety, and depression. A person high in neuroticism is low in emotional stability
and can easily experience high levels of anxiety, mood swings, and emotional
reactivity, while a person low in neuroticism is usually highly emotionally stable
and can remain calm, composed, and emotionally secure in challenging situations
Carter [2009]. Consistent pessimistic tendencies identify a highly neurotic student,
while consistently high optimism characterizes a lowly neurotic student. The
optimist and pessimist questionnaires are associated with this trait. Students
with better scores have a tendency to be more optimistic and have a positive
outlook for the future than students with lower scores Carter [2009].

e Agreeableness: Being agreeable is one of the attributes that shows if a person is
kind and courteous. It correlates with whether students behave in a tough or
sensitive manner. Despite the fact that there is some connection to academia
Komarraju et al. [2011], agreeableness assesses an individual’s level of warmth,
compassion, affection, and consideration towards others. Individuals high in
agreeableness tend to be empathetic, cooperative, kind, and avoid conflict
when possible, while people low in agreeableness are more competitive and less
empathetic. On the scale of agreeableness, a student who is tender in social
relations is high on agreeableness, while one who is tough and usually difficult to
influence socially is considered low on agreeableness. Additionally, agreeableness
influences the formation and performance of a team. Students who scored lower
in this part are tender, whereas those who scored better overall are tougher.
Carter [2009].

e Conscientiousness: Conscientiousness reveals a person’s level of organization
and discipline. Additionally, it has been discovered that students with higher
levels of conscientiousness surpass those with lower levels in terms of academic
performance Komarraju et al. [2011]. Conscientiousness pertains to the extent to
which a person is thoughtful, self-controlled, and goal-directed in their behavior.
An individual high in conscientiousness is usually more organized, diligent, and
reliable, while one who is low in conscientiousness is more impulsive, less disci-
plined, and poor in time management. A student who is high in conscientiousness
can be known by his excellent management skills around people and resources,
and the one who is low in conscientiousness usually has low management skills
around people and resources Poropat [2009]. Additionally, it demonstrates the
strongest correlation between all five personality characteristics Komarraju et al.
[2011]. The conscientiousness questionnaire covers managing people and re-
sources. Students who score higher on this part of the questionnaire are classified
as conscientious Poropat [2009].

e Openness: Openness is a sign of a person’s receptivity. It reveals whether
someone is willing to face challenges and take risks. This element has only had
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a minor effect on how well students work together as a team, Komarraju et al.
[2011]. Openness refers to the extent to which a person is desirous of new ideas,
new knowledge, and new experiences. An individual who is high in openness
tends to exhibit creativity, while one who is low in openness tends to be more
inclined toward routine and resist change. A student who loves to take great
risks in gaining new knowledge and experiences for higher success is classified
as being highly open, and one who prefers low-risk taking and avoids change is
classified as being low in openness Carter [2009]. This wider Big Five model
trait encompasses both success and risk assessments. Higher scorers on this
questionnaire are more inclined to take chances, and vice versa is true for lower
scorers. Carter [2009].

An analysis of the relationship between collaboration and personality traits based on
different studies clearly shows the effect that personality traits have on influencing
collaboration among students Balakrishnan and Gan [2016]; Carro and Sanchez-
Horreo [2017]. For example, studies have found that individuals with extroverted
personalities tend to be more inclined toward collaborative work, as they thrive in
social settings and enjoy interacting with others. On the other hand, individuals
with introverted personalities may prefer independent work and require more encour-
agement or structured collaboration opportunities to fully engage in group projects.
This knowledge paves a path to community detection. Communities are groups of
individuals who share common interests, goals, or characteristics. By understanding
how personality traits influence collaboration, researchers can identify and analyze
the formation of communities within a group of studentsChen and Caropreso [2004];
Williams [2005]. We can utilize this information to foster more productive collab-
orative environments and enhance the overall dynamics of the group. In the next
section, we introduce the concept of community detection.

3.1.4 Community Detection

Communities are groups of strongly connected nodes with similar properties local
to their group Kanawati [2015]. We use suitable community detection algorithms
to identify such communities in a network. A large collection of literature on
various algorithms used over the years for different purposes is present. Some
of the extensively used algorithms are Edge Betweenness Newman and Girvan
[2004], Fast Greedy Clauset et al. [2004], Walktrap Pons and Latapy [2005], Label
Propogation Raghavan et al. [2007], Infomap Rosvall and Bergstrom [2008], Multilevel
or Louvain Blondel et al. [2008], Leiden Traag et al. [2019]. All these algorithms
identify communities based on a metric named "modularity” that was first mentioned
by Newman and Girvan [2004]. Although, in recent years, new metrics such as
"surprise,” "significance,” "conductance,” etc. have been proposed, limited applications
are seen based on them, as most of the works being carried out today in community
detection are still based around modularity only Chakraborty et al. [2017]. We have
attempted to apply both modularity and surprise metrics to our data for community
detection purposes. These metrics fall under the category of intrinsic measures.
Although there is another category of measures known as extrinsic measures, all these
metrics aim to confirm the essence of the communities, albeit in distinct contexts, as
outlined below.
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Intrinsic Measures

These metrics focus the evaluation process on the internal community structure,
specifically assessing the types of connections within it. Finding the best partition,
or group of communities for a network from a huge number of possible choices by
improving an intrinsic metric is usually thought of as an NP-hard problem in the field
of network analysis Chakraborty et al. [2017]. Thus, a partition detection algorithm
optimizes a specific metric to identify communities within a network, generating an
optimal solution that represents a derived community. It must be noted that other
potential solutions exist but remain unknown Chakraborty et al. [2017]. The next
section provides a concise overview of the metrics employed in our study.

Modularity: There are several ways to interpret the concept of modularity. In the
context of a weighted network, as expressed by Gates et al. Gates et al. [2016],
modularity refers to the quantification of the relative strength of connections within
a community compared to connections outside of that community. Modularity for
the derived partition corresponding to a positive weighted network, Qumodutarity(P) is
given by Equation 3.1 (adapted from Gates et al. [2016]).
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In the above equation, w, is the strengths totaled for edges belonging to that network,
wyp, denotes strength for an existing edge between nodes a and b, while the expected
strength between them is given by the term w,w,/2w, where w, and wy represent
strengths of nodes a and b, respectively. Lastly, d(g,, ) is the "Kronecker-Delta”
function, a condition whose value is 1 if nodes a and b are present in the same
community; g else, its value is taken as 0. The range of Qumoduiarity(P) is between -1
and 1, with 1 being the best value.

Surprise: The surprise metric for improving its efficiency and adaptability to weighted
networks was extended from Aldecoa and Marin [2011] as an asymptotic surprise Traag
et al. [2015]. Tt is a measure that calculates the partition’s quality and corresponds to
the level of uncertainty of finding that partition by chance through simply improving
the edges present inside the communities of a random network Aldecoa and Marin
[2011]. Asymptotic surprise for the derived partition corresponding to a positive
weighted network, Qsurprise(P) is given by Equation 3.2 (adapted from Traag et al.
[2015]).

qurprise(P) = 6‘l)(?ﬂ||<7ﬁ>) (32)
In the above equation, e corresponds to total edges in a network, while r = e;,,;/e is
the count assigned from the internally existing edges concerning communities, while

(ry = Ein/FE accounts for expected internal edges, and D(r|[{r)) is its "Kullback-
Leibler divergence.”.

Extrinsic Measures

These metrics evaluate the correctness of the detected communities by performing
a comparison in terms of similarity with the actual communities. Therefore, the
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evaluation does not rely on the internal network structure, which is why it is called
an extrinsic measure. To conduct a comparison, it is necessary to have access to the
actual communities that align with the ground truth. Alternatively, these metrics can
be used to check the similarity of the derived communities from several algorithms.
For our purpose, the latter scenario is applicable. There are several metrics available
for comparing two sets of communities, and we have considered adjusted mutual
information in our evaluation. This metric provides the correct similarity score
between the two sets, even in the absence of ground truth, regardless of the internal
arrangement of community labels. Pedregosa et al. [2011].

Adjusted Mutual Information (AMI): Adjusted mutual information is a metric
that checks the similarity between two clusterings or memberships in communities.
As the name indicates, adjusted mutual information is a modified form of the
mutual information metric. The adjusted mutual information score for given two
memberships gl, g2, AM (g1, g2) is given by Equation 3.3 (adapted from Pedregosa
et al. [2011]).

MI(g1,92) — E(MI(g1, g2))
avg(H(g1), H(g2)) — E(M1(g1, g2))

AMI(g1,92) = (3.3)

In the above equation, M1(gl, ¢g2) corresponds to their existing mutual information
value, E(M1(gl,g2)) represents their predictable mutual information value, H(g1)
and H(g2) terms denote calculations of entropy values for gl, g2, respectively.
Adjusted mutual information (AMI) value ranges between 0 and 1 with a value of 1,
meaning both the memberships are the same.

3.1.5 The Leiden Algorithm

While identifying the right community detection algorithm, the Leiden Traag et al.
[2019] has been considered for our first approach due to its efficiency in several ways.
According to the authors, this algorithm is an improvement over Louvain Blondel et al.
[2008] as it is faster and returns strongly connected communities, and importantly,
without any disconnected communities. The workings of the Leiden algorithm in the
paper Traag et al. [2019] are explained as follows: It is a three-step algorithm, as
portrayed in Figure 3.3, local moving shown in Figure 3.3(b), refinement shown in
Figure 3.3(c), and aggregation shown in Figure 3.3(d). In the Louvain algorithm,
there is no refinement step.

Local Moving

Local moving is a step in which communities form by moving the graph nodes,
thereby increasing the graph’s modularity. We modify this step to make the Leiden
algorithm faster compared to the Louvain algorithm. The Leiden algorithm randomly
selects and queues each of the nodes shown in Figure 2.14(a) one at a time. Once
available in the queue, we take a node from the front and assign it to a randomly
selected community if the modularity increases with this addition. If we add that
node to an unknown community, we shift the nodes next to it to the rear end of
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Figure 3.3: Tllustration of Working of Leiden Algorithm(taken from Traag et al.
[2019])

the queue. If the neighboring nodes are not already a part of the new community
and are not present in the queue, this process takes place. All nodes in the queue
undergo the same process. After this, the process of moving nodes is again carried
out, except that only those nodes are considered for moving into new communities
where their neighborhood has changed. The remaining nodes remain undisturbed.
This makes the algorithm faster than Louvain, which checks all nodes for movement
to new communities after the first consideration. Once this step ends, a partition or
set of communities is returned by the Leiden algorithm, which represents Figure 2.14
(b), and it is used in the next step Traag et al. [2019].

Refinement

This step, as its name suggests, aims to enhance the partition obtained in the previous
step. The refinement step begins with considering all the nodes from the partition as
singletons or individual communities. Next, we randomly select a node and merge
it with another community, but only if the modularity value increases. This merge
requires two conditions: both nodes must have been strongly connected and part of
the same community in the local moving partition. Considering these aspects, the
step is executed for all eligible nodes, resulting in a refined version of the partition
that may have some additional communities compared to the previous step, as shown
in Figure 3.3 (c) Traag et al. [2019].
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Aggregation

In this step, we consider the first partition from the local moving step to form
the initial aggregated graph. Eventually, we form an aggregated graph by using
the refined partition from the previous step. Figure 2.14(d) displays this graph,
aggregating all three communities into three nodes. This figure reveals that we have
two nodes, one for each of the red and green communities. The refinement step
broke down the red and green communities into new communities, while the blue
community remained unchanged. We carry out the local moving and refining steps
for this graph, as shown in Figure 2.14 (e) and Figure 2.14 (f), respectively. These
repetitions take place until an improvement in the partition’s modularity value is no
longer possible, and the algorithm returns the final partition Traag et al. [2019].

3.1.6 Clustering coefficients

However, we have also calculated the local clustering coefficients of the students,
which we can use to produce a different set of recommendations. The process of
calculating clustering coefficients involves taking the final scores of questionnaires
from the transformation step and applying the normalization technique to the data.
Next, we apply the non-negative matrix factorization method to the normalized data,
transforming it into a single component. Similar to the community detection process,
we calculate the reciprocal of the absolute differences of the non-negative matrix
factorization scores for combinations of students taken two at a time. The next
step generates an edge-weighted graph by using the values of absolute differences as
weights for the undirected edges between the students. We again apply graph pruning
to this graph to eliminate noisy edges. Finally, we calculate the clustering coefficients
locally for all nodes in the graph, specifically for the students who completed the
questionnaires. Its range lies between 0 and 1, where 0 means clusterability is the
least and 1 means clusterability is the highest.

3.1.7 Extracting questionnaires

The MYSQL connector for Python establishes a connection to the database, allowing
us to extract all the questionnaire responses through their respective IDs. These
questionnaires are located in the Appendix 5.3. . We extract the six questionnaire
responses into six Pandas dataframes. Each dataframe contains columns of responses
given to the questions, along with a column of ID numbers unique to every student. In
each questionnaire, 25 questions are present, with five options varying from strongly
agree to strongly disagree, following the widely used Likert scale method for surveys.
The database stores the student’s selected option number and extracts it from the
dataframe. When initiating the program, the administrator chooses the specific
semester from which to extract data for the subsequent steps of the implementation
process.

Transformation

We used Numpy