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Abstract

Invasive alien species (IAS) threaten biodiversity  and human well-being.  These threats

may increase in the future, necessitating accurate projections of potential locations and the

extent  of  invasions.  The  main  aim  of  the  IAS  prototype  Digital  Twin  (IAS  pDT)  is  to

dynamically project the level of plant invasion at habitat level across Europe under current

and future climates using joint species distribution models. The pDT detects updates in

data sources and versions of  the datasets  and model  outputs,  implementing the FAIR

principles. The pDT’s outputs will be available via an interactive dashboard. All input and

output data will be freely accessible.
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Introduction

Invasive  alien  species  (IAS)  are  a  major  threat  to  biodiversity,  ecosystem functioning,

human well-being and economies worldwide (Pyšek et al. 2020, IPBES 2023). The impacts

of IAS will likely increase in the future due to new species introductions (Seebens et al.

2017) and synergies with other drivers of global change, for example, climate and land-use

change (Pyšek et al. 2020). It is, therefore, essential to have the capacity to accurately

project the potential location and extent of new invasions, relying on the best available data

and knowledge of invasion pre-conditions. However, current IAS modelling involves rather

static approaches that do not calibrate with changing real-world conditons, leading to a

delay between modelled projections and policy action.

The success of IAS depends on the characteristics of both an invading species and a

recipient  environment.  Incorporating  the  species’  habitat  affinity  (as  part  of  the

environmental preference) and habitat availability into models may substantially enhance

the  accuracy  of  resulting  predictions  and provide  more  relevant  information  for  policy-

making and management. In regional management planning, it is particularly important to

know how the overall level of invasion (i.e. the number of IAS) and their spatial extent may

vary across habitat types and climate change scenarios.

Previous efforts to model habitat-specific invasions at the European scale undertook an

‘assemble first, predict later’ approach (sensu Ferrier and Guisan (2006)). For plants, this

approach encompassed aggregating vegetation data to calculate the number of IAS per

habitat and subsequent modelling of the latter as a function of environmental predictors

(Chytrý et al. 2009, Chytrý et al. 2012). Alternatively, the level of invasion in habitats can be

quantified  by  modelling  individual  species  and  then  stacking  the  responses  of  those

species  distribution  models  (SDMs)  (Guisan  and  Zimmermann  2000).  Going  one  step

further, joint species distribution models (jSDMs) allow the modelling of multiple species

simultaneously in a single model, accounting for species residual co-occurrence patterns

not explained by environmental variation (Tikhonov et al. 2017, Ovaskainen and Abrego

2020, Wilkinson et al. 2020). Compared to single-species or stacked SDMs, jSDMs can

better  estimate  the  effects  of  environmental  drivers  on  species  distributions  and,  by

leveraging  the  residual  information,  better  predict  the  overall  assemblage composition.

Further, jSDMs allow rare species (e.g. recently introduced IAS) to borrow information from

common  species  (e.g.  widely  distributed  IAS),  facilitating  model  parameterisation  and

improving  its  predictive  power  (Tikhonov  et  al.  2017,  Ovaskainen  and  Abrego  2020).

jSDMs are hierarchical models that model, in addition to species-specific response to the

environment,  a  shared relationship  between the community  and environment.  Species'

responses to  the environment  are  assumed to  have a  joint  structure  that  depends on

phylogenetic  relationships  between species  and their  traits;  i.e.  assuming that  species

having similar traits respond similarly to the environment (Ovaskainen and Abrego 2020).

Digital Twinning is a dynamic modelling paradigm that models the underlying phyical object

or process with updated data to capture the most up-to-date state of the object or process

(de Koning et al. 2023). In  the Biodiversity  Digital  Twin project  (BioDT;  https://biodt.eu/),
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Digital Twins (DTs) are used to mimic behaviour observed in nature, with the purpose of

developing an improved understanding of  biodiversity  dynamics in  response to diverse

human pressures, including climate change (Golivets et al. 2024). In the context of IAS

modelling, DTs can help improve the accuracy of projections by dynamically integrating

environmental  variables  and  species  interactions,  leading  to  updated  predictions  and

management strategies, hence bridging the delay between updated projections and policy

action. The IAS prototype Digital Twin (pDT) uses jSDMs to predict the level of invasion of

vascular plants in Europe at the habitat type level.

Objectives

• Create a pDT for plant IAS in Europe: The use of the DT paradigm in ecological

research is a burgeoning field (de Koning et al. 2023). Hence creating a prototype

DT will help understand how invasion science can benefit from this technology and

what are some of the technical requirements for DTs in IAS research. 

• Dynamically project the distribution of plant IAS across Europe: Generating

dynamic projections of  the potential  future spread of  IAS under  different  global

change scenarios using automated workflows will  offer  a fuller  overview of  IAS

spread over time and the evidence necessary for effective IAS management. 

• Enhance decision-making and operational efficiency: DTs offer a dynamic and

comprehensive  virtual  representation  of  IAS  systems,  enabling  real-time

monitoring, predictive maintenance and informed decision-making. This approach

significantly  surpasses traditional  static  models  by  providing  a  detailed  lifecycle

view of system design, construction, and operation, thus facilitating the detection of

issues, enhancing productivity and supporting the validation of results.

Workflow

The IAS pDT follows a layered architecture (Fig.  1)  and is  composed of  the following

components:

1) Dynamic Data-Driven Application Systems (DDDAS) based workflows that check

for updates in data sources (1.a feedback loops), pull and process the required data into

the required format/type (1.b  data  processing),  merge and reconcile  the  data  with  the

previous version(s) of the data (1.c data assimilation), version the datasets in a way that

captures the state of the input data and add metadata to describe the datasets (1.d State +

FAIR metadata management) and transfer the updated datasets (1.f data + log files) to the

data server (1.e data servicing).

DDDAS  is  a  conceptual  framework  that  synergistically  combines  models  and  data  to

facilitate the analysis and prediction of physical phenomena (Darema 2004). It is a two-

layer system design where data assimilation and feedback loops create a bi-directional
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information flow (Kapteyn and Willcox 2020). The workflows will  run periodically at six-

month intervals or when new data are detected or available from the sources (e.g. using

additional IAS observations or newer versions of climate data).

Data Spatial

resolution

Temporal

resolution

Details Source 

Reference grid 10 km --- The European

Environment Agency's

(EEA) reference grid at 10

km resolution at Lambert

Azimuthal Equal Area

projection (EPSG:3035).

All data listed below were

processed into this

reference grid.

https://www.eea.europa.eu/

en/datahub/datahubitem-

view/3c362237-

daa4-45e2-8c16-

aaadfb1a003b 

Figure 1.  

Figure 1: An overview of the IAS Prototype Digital Twin (IAS pDT) components. Main input

data sources include eLTER — the Integrated European Long-Term Ecosystem, critical zone

and socio-ecological Research Infrastructure; CHELSA — climatologies at high resolution for

the Earth’s land surface areas; CORINE — Coordination of Information on the Environment;

GBIF  —  Global  Biodiversity  Information  Facility;  and  EASIN  —  European  Alien  Species

Information Network. See Table 1 for more details. Data workflows are based of the Dynamic

Data-Driven Application System (DDDAS) paradigm and all data are available under an Open-

source Project for a Network Data Access Protocol (OPeNDAP) cloud server.

 

Table 1. 

Table 1: Input data sources used in the models and their source, spatial and temporal resolution.
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Data Spatial

resolution

Temporal

resolution

Details Source 

Species

observations

Global

Biodiversity

Information

Facility (GBIF)

points > 1981 The most up-to-date

version of occurrence

data is dynamically

downloaded from GBIF

using the rgbif R package

(Chamberlain et al. 2023)

(> 8 million occurrences,

March 2024; Figure 2a).

Doubtful occurrences and

occurrences with high

spatial uncertainty are

excluded.

https://www.gbif.org/ 

European Alien

Species

Information

Network

(EASIN)

points > 1981 EASIN provides spatial

data on 14,000 alien

species. Species

occurrences were

downloaded using

EASIN's API. Thirty-four

partners shared their data

with EASIN (including

GBIF). Only non-GBIF

data from EASIN were

considered in the models

(> 692 K observations for

483 IAS; March 2024;

Figure 2b).

European Commission -

Joint Research Centre -

European Alien Species

Information Network (EASIN)

https://

easin.jrc.ec.europa.eu/

Integrated

European

Long-Term

Ecosystem,

Critical Zone

and socio-

ecological

Research

(eLTER)

points > 1981 eLTER is a network of

sites collecting ecological

data for long-term

research within the EU.

Vegetation data from 137

eLTER sites were

processed and

homogenised. The final

eLTER dataset comprises

5,265 observations from

46 sites, representing 110

IAS (Figure 2c).

https://elter-ri.eu/ 

Habitat

information

Corine Land

Cover (CLC)

100 m 2017-2018 CLC dataset is a pan-

European land-cover and

land-use inventory with 44

thematic classes, ranging

from broad forested areas

to individual vineyards.

We are currently using

V2020_20u1 of CLC data,

but the data workflow is

flexible to use future

versions of CLC data.

https://land.copernicus.eu/

en/products/corine-land-

cover 
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Data Spatial

resolution

Temporal

resolution

Details Source 

Climate data Climatologies

at high

resolution for

the Earth’s land

surface areas

(CHELSA)

30 arc

seconds; ~

1 km

1981–

2010

2011–2040

2041–

2070

2071–

2100

CHELSA provides global

high-resolution data on

various environmental

variables currently and in

different future climate

scenarios. Six

ecologically meaningful

and low-correlated

bioclimatic variables are

used in the models

- temperature seasonality

(bio4)

- mean daily minimum air

temperature of the coldest

month (bio6)

- mean daily mean air

temperatures of the

wettest quarter (bio8)

- annual precipitation

amount (bio12)

- precipitation seasonality

(bio15)

- mean monthly

precipitation amount of

the warmest quarter

(bio18)

In addition to current

climate conditions, there

are nine options for

multiple climate CMIP6

models (3 shared

socioeconomic pathways

[ssp126 - ssp370 -

ssp585] × 3 time slots

[2011-2040 - 2041-2070 -

2071-2100]).

Karger et al. (2018), Karger

et al. (2017)

https://chelsa-climate.org/ 

Road intensity lines most

recent

The total length of roads

per grid cell was

computed from the most

recent version of the

GRIP (Global Roads

Inventory Project) global

roads database.

Meijer et al. (2018) 

https://www.globio.info/

download-grip-dataset 

Railway intensity lines most

recent

The total length of

railways per grid cell was

computed from the most

recent version of

OpenRailwayMap.

https://

www.openrailwaymap.org/ 
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Data Spatial

resolution

Temporal

resolution

Details Source 

Sampling bias points > 1981 The total number of

vascular plant

observations per grid cell

in the GBIF database was

computed (> 230 million

occurrences, March

2024).

https://www.gbif.org/ 

2) Open-source Project for a Network Data Access Protocol (OPeNDAP) cloud server

is where the data is serviced from the previous component. The server is an interface to

the twin data (input, output, metadata and log files) and third-party applications to connect

to the IAS pDT to request information encapsulated by the DT (Cornillon et al. 2003).

3) jSDMs are the model layer of the IAS pDT, which takes the input data to create detailed

model outputs (e.g. level of invasion and species-specific prediction maps).

4) IAS pDT dashboard is the platform where the results of the pDT will be displayed to

users and stakeholders. The dashboard aggregates the model results and presents them

easily and in a user-friendly manner.

Data

The input data (Table 1) are processed into an equal area projection with a resolution of 10

km. The most recent checklist of naturalised terrestrial alien plant species of non-European

origin (n = 1,361; February 2024) was obtained from FloraVeg.EU (Axmanová 2022b). The

checklist  was  standardised  against  the  GBIF  taxonomic  backbone  using  the  rgbif  R

package (Chamberlain et al. 2023). Species occurrence records were collated from three

data sources (GBIF, EASIN and eLTER; Fig. 2). Further data sources (e.g. DiSSCo, https://

www.dissco.eu/ or Biodiversity Data Cubes, https://b-cubed.eu) can be integrated into the

workflow in future pDT versions upon availability.

Models were calibrated at the habitat level, i.e. a single model per terrestrial habitat type

(see  below).  CORINE  land-cover  (CLC)  data  were  converted  into  the  broad  habitat

classification of Pyšek et al. (2022), based on the habitat descriptions and our ecological

knowledge. From CLC data, the percentage coverage of each habitat type per grid cell was

calculated to represent habitat availability. Habitat availability maps are used as predictors

in the corresponding model. For example, for models done for forest habitat type, forest

habitat availability is used as a model predictor. Species-specific habitat affinity data were

obtained  from  SynHab  (https://www.synhab.com/),  DAISIE  (Roy  et  al.  2020)  and

FloraVeg.EU (Axmanová 2022a).

CHELSA climatological data (Karger et al. 2017, Karger et al. 2018) were used as the main

explanatory variables of the models. For the models, we selected six not highly correlated

bioclimatic variables based on their ecological relevance (see Table 1 for more details).

These variables were processed into the study area under current and multiple plausible
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future climate change scenarios. In addition to climate predictors, another two predictors

were used in the models:

1. road intensity (total length of roads per grid cell) to represent site accessibility, the

level of habitat disturbance and the dispersal of IAS; and

2. railway density (total length of railways per grid cell) as a proxy for IAS dispersal

routes.

All data pre- and post-processing steps and model fitting (see “Model” section below) are

implemented in  the R programming environment  (R Core Team 2023).  The processed

datasets are exported in Network Common Data Form (NetCDF) format for easy access

and subsetting when possible.

Model

Models are fitted using the Hmsc R package (Tikhonov et al. 2020, Tikhonov et al. 2024).

Models are run in a containerised environment on the LUMI supercomputer, Finland (https:

//www.lumi-supercomputer.eu/).  Containerisation  technology  is  designed  to  encapsulate

entire software environments into a single and portable package, including the application,

its dependencies and run-time libraries. Singularity is the particular container technology

utilised by the models, along with support for Docker containers. Singularity is commonly

deployed at High Performance Computing (HPC) sites as it features static portable images,

rootless containers and support for HPC schedulers (Kurtzer et al. 2017) along with near

bare-metal  performance  (Torrez  et  al.  2019).  Using  Singularity  containers  allows  the

management  of  an  independent  and  self-contained  R  environment  for  the  model

executions, including control over the versions of R and its packages.

Incorporating habitat information into the models provides more robust estimates of the

levels of invasion (i.e. sums of predicted individual species presences per grid cell  per

habitat) that are more informative for management and policy-making. For each habitat

Figure 2.  

Figure 2. The log -transformed number of IAS (invasive alien species) per 10 km × 10 km

grid cell in the three data sources (a) GBIF, (b) EASIN and (c) eLTER (updated March 2024).

Only observations made after 1980 were considered. For EASIN data, only data from data

providers other than GBIF are shown. See Table 1 for more details.
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type,  the  main  model  output  is  species-specific  habitat  suitability,  which  will  then  be

aggregated into the estimates of the level of invasion. The level of invasion under current

and projected future climate scenarios is visualised as maps.

Due to the opportunistic  nature of  the current  presence-only data,  the total  number of

vascular plant observations made after 1980 per grid cell in the GBIF database (> 230

million  occurrences,  March  2024)  was  used  to  account  for  sampling  bias,  as  it  is

considered a proxy of the sampling effort for vascular plants across Europe. Models are

evaluated using spatial block cross-validation to maintain spatial independence between

training and testing data.

FAIRness

The IAS pDT aims to move towards higher levels of FAIRness (Wilkinson et al. 2016) by

releasing its digital objects on relevant open repositories with a persistent identifier (PID)

as well as descriptive metadata. To this end, we are following the Findable, Accessible,

Interoperable, Reproducible (FAIR) Digital Objects (FDO) framework for interoperability (

De Smedt et al. 2020), implemented through the Research Object Crate (RO-Crate) format

(Soiland-Reyes et al. 2022). The IAS pDT references GBIF species occurrence data using

a  separate  Digital  Object  Identifier  (DOI)  to  access  and  download  the  data  at  each

workflow run. For environmental data sources, the pDT provides already existing identifiers

from  the  sources.  All  data  pre-  and  post-processing  steps  are  implemented  using

reproducible workflows and made publicly available through the OPeNDAP server. Model

outputs are made openly available with persistent identifiers using the same server. All

workflow runs are being versioned from execution to execution, along with the respective

input  and  output  data.  This  adds  to  the  provenance  of  the  pDT  by  presenting  a

documented trail that accounts for the origin of the data and its evolution over time.

The model, workflow code and datasets are described through metadata using RO-Crates.

Each workflow run is described using RO-Crate, describing all the associated input and

output data for that specific workflow run (Fig. 3). The code will also be publicly available

via the BioDT GitHub organisation (https://github.com/BioDT), as well as on the space for

BioDT  on  the  WorkflowHub  registry  (https://workflowhub.eu/projects/134)  (Goble  et  al.

2021).

A FAIR Implementation Profile (FIP), based on Magagna et al. (2022) for the IAS pDT, has

been created to describe the FAIRness of the data and software, which can inform other

communities  about  the  FAIR  Enabling  Resources  used  so  that  they  might  consider

following this approach. The FIP is summarised in Table 2.

Performance

The IAS pDT workflows were tested in steps locally and then moved one by one to LUMI

HPC where  local  running  code was the  code implemented  as  Simple  Linux  Utility  for
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Resource Management (SLURM) jobs using the workflow system described above. Moving

the pDT from a local/testing setup to a cloud/HPC environment involved several stages

and considerations.  Before the migration,  the current  setup's  architecture,  performance

and requirements were assessed by relevant BioDT project colleagues. This assessment

helped to determine the changes and optimisations needed for the transition.

FAIR Enable

Resource

(FER) 

ID Question Name Unique Resource Identifier (URI) 

F1

MD

What globally

unique, persistent,

resolvable identifier

service do you use

for metadata

records?

UUID |

Universally

Unique

Identifier

http://purl.org/np/

RA5ikgqnKqn071dwzXFdiXlnM8hWZRdFKsQjC_e5YRkEw#UUID 

F1 D What globally

unique, persistent,

resolvable identifier

service do you use

for datasets?

DOI | Digital

Object

Identifier

http://purl.org/np/RAnAWGdeI_1GGmDAqv-

vZjby5XqbL2ZujNz1vgwK_6cRI#DOI 

F2 What metadata

schema do you use

for findability?

RO-Crate |

Research

Object Crate

http://purl.org/np/RAcYMfIt1ICpNTg0RCiR0QHfNoSUU-

b-5Yw3w06HSL9VA#RO_Crate 

Figure 3.  

Figure 3:  A visualisation of workflow runs and the associated RO-Crates (represented by

boxes), where t is the time of the run, w is the workflow run and uid is the associated unique

identifier  for  the  workflow.  Each  crate  represents  the  metadata  representation  of  all  the

associated input/output data for a specific workflow run.

 

Table 2. 

Table 2. FAIR Implementation Profile  (FIP)  created using the FIP Wizard:  https://fip-wizard.ds-

wizard.org/.  The “ID”  column contains  the specific  FAIR principle  the question  addresses (e.g.

“A1.1”), as well as whether it refers to data or metadata (“D” or “MD”, respectively). The FIP of IAS

pDT  is  accessible  on:  https://fip-wizard.ds-wizard.org/wizard/projects/20b812be-

b4e6-48e6-98c8-5bff3691876c.
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http://purl.org/np/RAnAWGdeI_1GGmDAqv-vZjby5XqbL2ZujNz1vgwK_6cRI
http://purl.org/np/RAnAWGdeI_1GGmDAqv-vZjby5XqbL2ZujNz1vgwK_6cRI
http://purl.org/np/RAcYMfIt1ICpNTg0RCiR0QHfNoSUU-b-5Yw3w06HSL9VA
http://purl.org/np/RAcYMfIt1ICpNTg0RCiR0QHfNoSUU-b-5Yw3w06HSL9VA


FAIR Enable

Resource

(FER) 

ID Question Name Unique Resource Identifier (URI) 

F4

MD

Which service do

you use to publish

your metadata

records?

Zenodo | https:

//zenodo.org/

http://purl.org/np/

RAQKRYjUrndhJAbsgnuhr1Z3DecqtWVl1qUTC2cPpyLDY#Zenodo 

A1.1

MD

Which standardised

communication

protocol do you use

for metadata

records?

OPeNDAP |

Open-source

Project for a

Network Data

Access

Protocol

http://purl.org/np/RApihvFKR8-

JO6eD5nuYMkyEDONbIZZC5uDkjxdqqq0ZQ#OPeNDAP 

A1.1

D

Which standardised

communication

protocol do you use

for datasets?

OPeNDAP |

Open-source

Project for a

Network Data

Access

Protocol

http://purl.org/np/RApihvFKR8-

JO6eD5nuYMkyEDONbIZZC5uDkjxdqqq0ZQ#OPeNDAP 

A1.2

MD

Which authentication

& authorisation

service do you use

for metadata

records?

HTTPS |

Hypertext

Transfer

Protocol

Secure

http://purl.org/np/RAF1ANn-

BCFop0OBMOC7S8NtG0y_xYhRX4tAu37XZVCo0#HTTPS 

A1.2

D

Which authentication

& authorisation

service do you use

for datasets?

HTTPS |

Hypertext

Transfer

Protocol

Secure

http://purl.org/np/RAF1ANn-

BCFop0OBMOC7S8NtG0y_xYhRX4tAu37XZVCo0#HTTPS 

I1

MD

What knowledge

representation

language (allowing

machine

interoperation) do

you use for

metadata records?

JSON-LD |

JavaScript

Object

Notation for

Linking Data

http://purl.org/np/RAQKjgd7Ug9xSo4J0REW_AHGOJyaF9-

ydj60nunqQ0qVg#JSON-LD 

I1 D What knowledge

representation

language (allowing

machine

interoperation) do

you use for

datasets?

JSON-LD |

JavaScript

Object

Notation for

Linking Data

http://purl.org/np/RAQKjgd7Ug9xSo4J0REW_AHGOJyaF9-

ydj60nunqQ0qVg#JSON-LD 

I2

MD

What structured

vocabulary do you

use to annotate your

metadata records?

RO-Crate |

Research

Object Crate

http://purl.org/np/RAcYMfIt1ICpNTg0RCiR0QHfNoSUU-

b-5Yw3w06HSL9VA#RO_Crate 

I2 D What structured

vocabulary do you

use to encode your

datasets?

RO-Crate |

Research

Object Crate

http://purl.org/np/RAcYMfIt1ICpNTg0RCiR0QHfNoSUU-

b-5Yw3w06HSL9VA#RO_Crate 
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The first step involved replicating the pDT environment in the HPC setup. This included

provisioning  the  necessary  infrastructure,  such as  virtual  machines  (for  the  OPeNDAP

server), storage and networking components. The architecture may need to be adjusted to

efficiently leverage the capabilities and scalability offered by the LUMI platform.

Once the infrastructure was set up, the next phase included migrating the workflows and

their  data  to  the  new  environment  (e.g.  for  Python,  R  or  containers).  This  involved

reconfiguring  the  application  to  work  optimally  on  LUMI,  using  features  like  batch  job

submission and parallel computing capabilities. For already-migrated workflows on LUMI,

large improvements in run-time were noted due to code parallelisation and the use of a

parallel shared file system.

After the migration process, performance metrics are closely monitored to ensure that the

pDT operates efficiently in the new setup. Metrics such as response times, throughput,

resource utilisation and scalability will be evaluated to identify any bottlenecks or areas for

improvement.

Models on a subset of species were tested locally first (along with their evaluation and the

preparation  of  their  outputs)  before  moving  to  LUMI.  On  LUMI,  the  full  models  were

performed in isolated Singularity containers. Resources used by the models (e.g. the total

running time and amount of used memory) are registered. This helps to request sufficient

resources  for  different  models  in  future  versions  of  the  pDT  and  reasonably  use  the

available resources on LUMI.

jSDMs with spatial structures can be highly computationally intensive, if not intractable, for

big datasets and large study areas like Europe (Tikhonov et al. 2020a, Rahman et al. 2024

) . Our models are fitted using the Hmsc-HPC extension (Rahman et al. 2024). The Hmsc-

HPC extension is written in Python and uses the TensorFlow library (Abadi et al. 2016). It

uses a Graphical Processing Unit (GPU)-compatible implementation of the model fitting

algorithm and was shown an up to >1000 speed-up in model fitting (Rahman et al. 2024).

Our exploratory models showed an improvement of up to 120 times speed-up (Hmsc-R vs.

Hmsc-HPC with GPU on LUMI) for a toy model that implements a Gaussian Predictive

Process (GPP; Tikhonov et al. (2020a)) on a subset of the study area and species (90

species, 3581 sampling units (i.e. locations), nine covariates, one spatial random variable).

HMSC-R models  for  these  data  took  ca.  40  hours  per  chain  on  parallel  (four  MCMC

chains);  while  using  HMSC-HPC  on  LUMI-CPU  took  ca.  100  minutes  per  chain  on

average. Using HMSC-HPC on LUMI-GPU for the same data took only ca. 20 minutes per

chain. The use of the HMSC-HPC on LUMI-GPU is very promising to speed up our model

fitting when upscaling to the full species list at the full European spatial extent.

Interface and outputs

Data Interface 

All  the  processed  input  datasets  and  model  outputs  at  each  pDT  execution  will  be

versioned and stored on the OPeNDAP server for open access to any interested third
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party.  OPeNDAP enables  users  to  access  data  regardless  of  its  storage  format  (e.g.

NetCDF,  Hierarchical  Data  Format  (HDF),  General  Regularly-distributed  Information  in

Binary (GRIB)  etc.).  It  utilises a client-server  architecture,  where the client  sends data

requests to the server and the server responds with the requested data in a format that can

be easily used by various analysis tools and software. The server will also serve as a back-

end service for the IAS pDT dashboard with aggregated views of the model outputs.

User Interface (UI) 

The UI for the IAS pDT is planned as part of the BioDT project-wide web application. It will

be a dashboard summarising the results of the model outputs in maps, charts and tables

(Fig. 4). Users can interact with the web application and explore the results of the DT.

The dashboard shows maps for the level of invasion under current and projected climate

scenarios and uncertainties accompanying model predictions. The results are displayed on

a European scale, but users can restrict the visualisation of the results according to the

options in the selection box (e.g. country, climate change scenarios, timeframe etc.). In

addition to the level of invasion, predicted habitat suitability for each species will be shown.

The web application has different sections (tabs), that display the information related to the

IAS pDT and its authors and developing, linking to the relevant sources of information and

providing guidance on the usage of the web application. Additionally, the web application

displays different levels of details on the “Selection box” and “Dashboard” sections (Fig. 4),

based  on  what  the  user  is  interested  in  exploring  in  the  pDT.  General  information  is

displayed in the pDT user section, while more levels of input selection and outputs will be

Figure 4.  

Figure 4. Wireframe of the IAS pDT dashboard, displaying the envisioned features of the web

application  (as  it  was  not  ready  at  the  time of  writing),  including  the  tabs  containing  the

information on the pDT, the user group (pDT user and pDT expert) and user authentication.

The web application will have selection boxes (on the left) and a dashboard (on the centre-

right) displaying dynamically updated maps, graphs and tables.
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displayed  in  the  pDT  expert  section  (e.g.  model  convergence,  explanatory/predictive

power, response curves per species and the whole IAS community). User authentication is

an IAS pDT web application feature, following the same approach as other BioDT’s pDTs.

The contents and design of the UI will be adapted dynamically throughout the development

of the IAS pDT to reflect the needs of the pDT team and users. The UI will be developed

using R shiny (Chang et al. 2023) following the modularised code environment of the Rhino

R package (Żyła et al. 2024).

Integration and sustainability

The sustainability of the project results in all BioDT pDTs is a topic of concern as there is

no  clear  indication  whether  the  project  results  will  be  available  via  the  infrastructure

currently  available  in  the  project  or  whether  pDT  teams  will  seek  independent

infrastructure. For the IAS pDT, the plan is to keep everything inside the LUMI ecosystem

for as long as possible. However, should the need arise, the pDT will be moved to the HPC

at the Helmholtz-UFZ (https://www.ufz.de/) called EVE. For this purpose, it has been made

sure that all the code in this pDT is self-contained and that the models are containerised to

move the pDT to any computational environment in the future.

The input/output datasets in the IAS pDT will be available openly through the OPeNDAP

server for anyone to access, along with corresponding metadata and relevant information

about versioning. However, no active connection or integration to third-party projects is

actively being sought at the time of writing this paper. Additionally, the OPeNDAP server is

an independent publicly available software that can be used in use cases beyond this pDT.

Application and impact

Relying on the advanced computing resources and modelling approaches, the IAS pDT will

leverage the  data  from major  biodiversity  research  infrastructures  (RIs)  to  dynamically

provide gridded maps of potential plant IAS distributions and the level of invasion in broad

terrestrial  habitats  across  Europe  under  current  and  future  climatic  conditions.  These

projections  will  allow tracking  the  invasion  potential  of  several  hundreds  of  plant  IAS,

including  the  IAS  of  European  Union  concern  (i.e.  species  threatening  Europe's

biodiversity, human health and the economy; European Commission (2020)), in near-real

time, thus providing crucial  information for developing adaptive robust IAS policies and

management strategies in Europe. In particular, IAS pDT outputs can be incorporated into

species and pathway prioritisation workflows to tackle plant invasions effectively using the

most up-to-date information. The pDT workflow's platform-agnostic architecture permits the

pDT components' transferability beyond the BioDT environment.

The IAS pDT will also offer valuable support to industries and Small and Medium-sized

Enterprises (SMEs). By providing early detection and monitoring capabilities, the pDT will

potentially assist industries, such as agriculture, forestry and fisheries, in identifying and

mitigating  potential  threats  posed  by  IAS  to  their  operations  and  supply  chains.  This
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proactive  approach  helps  prevent  costly  damage  to  habitats,  safeguarding  industry

interests and enhancing productivity.

The  absence  of  a  standardised  software  design  framework  for  DTs  in  ecology  poses

significant  hurdles  in  developing  and  implementing  these  systems.  Unlike  fields  with

established frameworks facilitating interoperability, the diverse nature of ecosystems and

research  methodologies  in  ecology  complicates  the  establishment  of  standardised

approaches. Additionally, many RIs within the ecological community lack implementation of

modern methods for data sharing (e.g. Application Programming Interfaces (APIs)), further

exacerbating the challenge (Zipkin et  al.  2021).  This situation results in heterogeneous

data  landscapes,  making  it  difficult  to  integrate  information  seamlessly.  The  lack  of  a

common framework and modern data access methods not only impedes collaboration and

data  sharing,  but  also  limits  the  scalability  and effectiveness of  DTs in  applications  of

ecological research. Addressing these obstacles presents an opportunity for improvement

through initiatives that establish standardised protocols, promote open data practices and

provide support for RIS to adopt modern data access methods, ultimately enhancing the

capabilities and impact of ecological DT technology.

Adopting DTs in ecological research faces barriers such as technical complexity, lack of

standardisation  and  resistance  to  change.  To  overcome  these  challenges,  strategies

include  providing  comprehensive  training,  securing  funding,  implementing  robust  data

infrastructure  and  developing  standardised  protocols.  Additionally,  promoting  education

and outreach, fostering collaborative research initiatives and incentivising innovation can

encourage uptake. Demonstrating successful case studies and advocating for supportive

policies further facilitate adoption. By addressing these barriers with targeted strategies,

DTs can enhance precision and dynamism in IAS modelling and associated conservation

efforts.
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