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A B S T R A C T

Magnetic Resonance Imaging (MRI) is one of the most important medical imaging
technique used every day world wide for clinical and research purposes, (1).

It’s a non-invasive method and uses non ionising radiation. Compared with
other imaging techniques, such as Computed Tomography, MRI requires a longer
acquisition time. The long acquisition times can lead to have images degraded in
term of quality, because, subjects tend to move. The motion during the scan is the
cause of blurring and ghosting in the MR images. To avoid or to limit the presence
of motion artefacts (blurring or ghosting), there are available several approaches,
such as Prospective Motion Correction (PMC), (2), Retrospective Motion Correction
(RMC) methods, etc..

The first part of this thesis work is aimed at assessing the impact of the prospec-
tive motion correction using an in-bore optical tracking system, in case of high-
resolution structural imaging in regime of quasi-no motion. All the work was car-
ried out at ultra high field MRI, 7T. The structural imaging is only about ultra high
resolution imaging using several types of image weighting, specifically: T1, T2, T∗

2

and PD, (sections 1 and 4).

Considering the tremendous amount of attention received by machine and deep
learning over the last few years when applied to medical imaging, in this thesis
work it is also presented a second part where several preliminary deep learning ret-
rospective based motion artefacts detection and correction approaches were tested,
once more only for structural brain imaging. There are two sections, one dedicated
to the Image Quality Assessment (IQA) based on the Structural Similarity Index
Measure (SSIM) prediction through a deployment of a neural network and one last
section containing the application of several neural networks (i.e. Residual Net-
work (ResNet) and U-Network (U-Net)) for the retrospective correction of motion
artefacts.
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Z U S A M M E N FA S S U N G

Die MRT ist eine der wichtigsten medizinischen Bildgebungsmethoden, die täglich
weltweit weltweit zu klinischen und Forschungszwecken eingesetzt wird (1). Es
handelt sich um eine nicht-invasive Methode, bei der keine ionisierende Strahlung
verwendet wird. Verglichen mit anderen bildgebenden Verfahren, wie z. B. der
Computertomografie, benötigt die MRT eine längere Aufnahmezeit. Die langen
Aufnahmezeiten können zu einer Verschlechterung der Bildqualität führen Qual-
ität der Bilder führen, da sich die Probanden oft bewegen. Die Bewegung während
des Scans ist die Ursache für Unschärfe und Geisterbilder in den MR-Bildern.
Um das Vorhandensein von Bewegungsartefakten zu vermeiden oder zu begren-
zen Bewegungsartefakte (Unschärfe oder Geisterbilder) zu vermeiden oder zu be-
grenzen, gibt es verschiedene Ansätze, wie PMC, (2), RMC-Methoden, etc. Der
erste Teil dieser Arbeit zielt darauf ab, die Auswirkung der prospektiven Bewe-
gungskorrektur mit Hilfe eines optischen Verfolgungssystems in der Bohrung bei
hochauflösender struktureller Bildgebung in einem Zustand, in dem quasi keine
Bewegung stattfindet, zu bewerten. Die gesamte Arbeit wurde am Ultrahochfeld-
MRT (7T) durchgeführt. Bei der strukturellen Bildgebung geht es ausschließlich
um die ultrahochauflösende Bildgebung unter Verwendung verschiedener Arten
der Bildgewichtung, insbesondere: T1, T2, T*2 und PD, (Abschnitte 1 und 4).

In Anbetracht der enormen Aufmerksamkeit, die maschinelles Lernen und Deep
Learning in den letzten Jahren bei der Anwendung auf die medizinische Bildge-
bung erhalten hat, wird in dieser Arbeit auch ein zweiter Teil vorgestellt, in dem
mehrere vorläufige, auf tDeep Learning basierende retrospektive Ansätze zur Erken-
nung und Korrektur von Bewegungsartefakten getestet wurden, wiederum nur für
strukturelle Aufnahmen des Gehirns. Dieser Teil gliedert sich in zwei Abschnitte:
Einerseits der automatischen Quantifizierung der Bildqualität durch ein Convolu-
tional Neural Network auf Basis der Schätzung von Structural Similarity (SSIM)
Indices und andererseits der Anwendung von neuralen Netzen wie Redidual Net-
works und U-Nets für die retrospektive Korrektur von Bewegungsartefakten.
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Part I

I N T R O D U C T I O N T O M R I





1
M A G N E T I C R E S O N A N C E I M A G I N G

1.1 introduction

MRI is one of the most widely used clinical imaging techniques to obtain radiolog-
ical images. MRI allows the users to have multi-contrast, qualitative, quantitative
(relaxometry, spectroscopy, diffusion, etc.) and functional images.

Magnetic refers to the magnetic properties of the matter that makes up the hu-
man body. All matter exhibits magnetic properties when placed in an external
magnetic field, and depending on the behaviour, the matter can be classified as
paramagnetic (e.g. air or aluminium), diamagnetic (e.g. water) or ferromagnetic
(e.g. iron, it has a strong attraction towards the static magnetic field). In the case of
MRI, even if the human body contains iron atoms (iron in our blood is not ferro-
magnetic), the major part of it is diamagnetic (water molecules), and it is possible
to observe paramagnetic properties, e.g. in the deoxygenated blood. Observing or
measuring the variations of magnetic properties of tissues leads to having images
and information regarding the structure and how, e.g., the brain or other organs
are connected and work.

Resonance is the phenomenon that occurs when an object free to vibrate or
to rotate at one specific natural frequency will vibrate or rotate strongly when it
is stimulated by impulses with the same frequency or nearly close to its natural
frequency. This phenomenon is the basis of the MRI.

Imaging is the simple process of creating visual representations of an object. Con-
sidering the term medical imaging refers to several techniques to obtain images of
the interior of the body.

1.2 a bit of history

Nuclear Magnetic Resonance (NMR) has been discovered by Rabi [1], in 1937. For
his studies, Rabi received the Nobel Prize in Physics in 1944. The experiments con-
ducted by Rabi and his team has proven that it is possible to flip the principal
magnetic orientation of nuclei by an oscillating magnetic field [2].
Following the discovery of the NMR phenomenon, there has been a continuous
evolution up to the present day. The timeline of MRI can be divided into three
parts: the discovery of the NMR phenomenon (non-imaging), initial applications
of MRI in medical imaging (diagnostic, anatomic imaging) and the emergence of
functional MRI (fMRI) and more advanced imaging techniques.

In 1946 Bloch et al. [3] published the first results on the phenomenon of nuclear
induction, they carefully described the working principle and the details of their
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experimental setup. Another fundamental contribution arrived two years later, in
1948, “Relaxation Effects in Nuclear Magnetic Resonance Absorption” by Bloembergen
et al. [4]. In practice, when an object is placed in a static magnetic field with a
defined direction, e.g. z, the nuclear magnetic moments tend to orient themselves
parallel to that field; this condition is called “thermal equilibrium”. If an oscillating
magnetic field is superimposed in the x direction, the thermal equilibrium is dis-
rupted, and the polarisation vector deviates from the z direction. The deviation
from the thermal equilibrium state can be described by the macroscopic polarisa-
tion vector M. When the oscillating magnetic field is turned off, the system returns
to the thermal equilibrium state, and this process involves the generation of mea-
surable electromagnetic signals, the so-called nuclear magnetic resonance (NMR)
signal. The NMR signal is the measure of the above-mentioned deviation.

After the works of Bloch et al., nuclear magnetic resonance started to revolu-
tionise the field of chemistry, biochemistry, biology and not so late, also the field
of medicine, in particular medical imaging. In fact, in 1973, Peter Laterbeur (No-
bel Prize in Medicine/Physiology, 2003) obtained the first true 2D NMR image, [5,
6]. Following Lauterbur’s work, a series of important goals have been achieved. In
1975/1976, Richard Ernst et al.[7, 8] with two important works, introduced the new
technique of forming two- or three-dimensional images of a macroscopic sample.
Based on the application of phase and frequency encoding, followed by a straight-
forward Fourier transform.

The following are some of the important contributions that have marked the
continuing development of MRI:

• 1974/1977 - Raymond Damadian assisted by his post-doctoral students [9,
10] developed the first MRI scanner and successfully detected a tumour in a
living animal.

• 1974/1982 - Peter Mansfield, also Nobel Prize in Medicine/Physiology, 2003

(together with Peter Laterbeur), has contributed several fundamental works.
He improved the mathematical framework behind MRI and developed the
basic technique for fast MR imaging, Echo Planar Imaging (EPI), [11–14].

• 1979/1983 - In 1979 Likes [15] and later in 1983 Twieg and Ljunggren [16,
17], introduced the formalism of k-space. Technically, the k-space is the Fourier
transform (2D or 3D) of the MR image acquired.

• 1986 - Le Bihan [18] published one of the first work on Diffusion Weighted
Imaging (DWI). An MR method to image the “intravoxel incoherent motions”
using appropriate gradient pulses.

• 1987 - Chapman et al. [19] obtained real-time movie imaging from a single
cardiac cycle using an MRI system.

• 1990’s - MRI started being used in large and small hospitals for neuro and
musculoskeletal imaging applications.
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• 1991/1993 The scientific community started to face the problem of motion
artefacts in MR imaging [20–25]. Unfortunately, the acquisition time in MRI is
usually longer than a few minutes and not so fast if compared, for instance, to
CT (Computed-Tomography). During the examination, the patient can move,
and this motion leads to ghost artefacts in the image, which can interfere
with the diagnosis. After these first works, researchers kept working on how
to limit or solve this problem.

• 1993 - Making use of fast imaging techniques, fMRI of the brain is introduced.
Small changes in signal intensity correlate with the brain activities, more in
detail, it is associated with blood-oxygenation variations, [26, 27].

• 2000/Today - MRI is a standard medical imaging technique. It’s used daily
for cardiac MRI, body MRI, fetal imaging and brain imaging. Many research
centres have further developed the capabilities of MR systems. Significant
achievements have been obtained in terms of hardware and software, and
more compact and efficient scanners are available. Every day, these machines
are able to provide images characterised by high image quality within a rea-
sonable acquisition time.

1.3 physics of mri

The most abundant element in the human body is hydrogen [28]. The nucleus of
the hydrogen atom (one proton) is characterised by having a spin angular mo-
mentum, I = 1

2
 h, where  h is the reduced Planck’s constant h

2π [29]. The magnetic
moment associated is µp = 2.792847µN, with µN nuclear magneton. Spin in quan-
tum mechanics refers to an intrinsic property of elementary particles and atomic
nuclei, and it’s associated with angular momentum. Given a nucleus, there will
be a net spin, which depends on its mass number Z, number of nucleons, atomic
number A, number of protons and N, neutron number. A nucleus presents a half-
integer spin when Z is odd and integer when Z is even and A is odd. If Z and A

are, even the net spin is zero. Considering a particle with mass m and electrical
charge q, the associated magnetic dipole moment µ is equal to (Figure 1):

µ = γI, where γ = g
q

2m
(1)

γ is the gyromagnetic ratio. The g factor is dimensionless, and its value for protons
is gp ≈ 5.5857, instead for electrons ge ≈ 2.0023. The magnetic dipole moment is
characterised to be a quantised variable. Through the magnetic number ml, µ value
is:

µ = γ hml, with ml = {−I,−I+ 1, ..., I} (2)

The term ml indicates the magnetic quantum number [30].
Classically, the proton can be considered a tiny magnetic bar, a magnetic dipole,

and also as a gyroscope, since it has a positive electrical charge (e = 1.60217C),
see Figure 2. Macroscopically, the spin manifestation is called magnetisation M,
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Figure 1: (a): Magnetic dipole with lines of force from the north to the south pole of a bar
magnet; (b) classical representation of a proton as a solid sphere charge spinning
about an internal axis.

Figure 2: Left: classical magnetic dipole precessing with angular momentum ω around
the direction of the static field B0. Right: Similar to the dipole, a gyroscope spins
around its own axis under the force of the earth’s gravitational field. There is
always a torque τ perpendicular to the internal axis of rotation.

that is, the vector sum of each magnetic dipole moment of the nuclear spins in the
volume of interest.
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Precession: when a magnetic dipole, µ, is placed in a static magnetic field B0, it
experiences a torque equal to: µ×B0, and if the field is heterogeneous a force equal
to: µ · ∇B0. Consequently, the magnetic dipole will have a potential energy that
can be expressed as −µ ·B0. This potential energy is minimal when µ and B0 are
parallel. An ensemble of (N) proton spins placed in a static uniform magnetic field
quickly reach the thermal equilibrium, Figure 3. Assuming a two-state problem,

Figure 3: (a) An ensemble of spins with no external static magnetic field, M = 0; (b) when
an external static magnetic field B0 is applied M ̸= 0, a greater number of nuclei
occupy the lower energy, parallel state.

orientation parallel (↑, with energy −µB) or anti-parallel (↓, with energy +µB) to
the magnetic field, the distribution for a sample of N protons is:

N↑/N↓ = e2µB/kBT ≈ 1+
2µB0

kBT
, N↑ −N↓ =

2µB0

kBT
N↓ ≈ µB0

kT
N (3)

kB is the Boltzmann constant (1.380649x10−23m2kgs−2K−1) and T the tempera-
ture of the system considered. The net magnetization is equal to M = µ(N↑ −

N↓)p.p.m. at room temperature. Although this is a really small quantity, consider-
ing the large number of protons in a tissue sample, it is possible to detect it, if B is
large. Perturbating the net magnetization M, the perpendicular component M⊥
will precess around B0 producing a detectable signal. The precession equation is
as follows:

dM

dt
= γpM×B0 (4)
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Category Subcategory Frequency (MHz) Field strength (T) Wavelength (m)

radio waves LF (long wave) 0.03− 0.3 7x10−4 − 7x10−3 104 − 103

MF (medium wave) 0.3− 3 7x10−3 − 0.07 103 − 102

AM radio (MF) 0.54− 1.6 0.013− 0.038 555− 188

HF (short wave) 3− 30 0.07− 0.7 102 − 10

VHF (short wave) 30− 300 0.7− 7 10− 1

FM radio (VHF) 54− 216 1.27− 5.07 5.55− 1.39

UHF 300− 3x103 7− 70 1− 0.1

SHF 3x103 − 3x104 70− 700 0.1− 0.01

microwaves 104 − 3x105 233− 7x103 0.3− 10−3

Table 1: Frequencies, wavelenghts and magnetic field strengths [32].

Further considerations can be made regarding an ensemble of spins placed in a
static magnetic field. First of all, if the temperature of the system is high enough, it
is possible to apply the Boltzmann distribution and obtain the angular distribution,
P, from the following equation:

P =
1

Z
e
−

E(θ)
kBT (5)

where θ is the angle between the dipole and the magnetic field (see Figure 3)
and Z the canonical partition function [31], defined as:

Z =
∑

e
−

E(θ)
kBT = 2πR

∫π
0

e
−

E(θ)
kBT sin(θ)dθ (6)

following, there is the expectation value of the z-component of the dipole mo-
ment ⟨µz⟩ that is:

⟨µz⟩ =
∫
P(θ)µcos(θ)dV ≈ −

µ2B

2kBT
(7)

It is evident that the magnetisation is linearly dependent on the magnetic field
applied, a higher magnetic field implies a higher net magnetisation that translates
to a better image quality or a reduced acquisition time. An energy level can be
associated with each spin state of the nucleus without an external magnetic field,
the energy levels degenerate and when the magnetic field is applied the degener-
acy is removed, there is a splitting of the energy levels. The energy level splitting
phenomenon is called Zeeman effect [33], and the correspondent energy shift is
proportional to the magnetic field strength, Figure 4, Table 1. The classical mani-
festation of energy splitting is the precessional motion of the magnetization about
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the magnetic field vector with a characteristic frequency ω0. This frequency is
known as the Larmor frequency and is linearly dependent on the magnetic field:

ω0 = γB0 (8)

As shown in Figure 4, the associated difference between the energy states is:

∆E =  hγB0 (9)

At the equilibrium state with an applied external magnetic field (i.e. along the
z-axis), the net magnetization presents a non-zero longitudinal component, while
the transversal averages to zero. Perturbing the system with an additional electro-
magnetic field will cause a change in transverse magnetization, and the longitudi-
nal component might also change and possibly invert. When the perturbation is
turned off, the system returns to the original equilibrium state under the influence
of the static magnetic field. This process involves an energy transfer between the
perturbed individual spins and their surrounding environment.

Figure 4: (a) The Zeeman effect, energy level diagram for a spin 1
2 system, for B = B0 the

difference between the excited state; (b) band energy levels representation.

Considering the protons, the magnetization components present monoexponen-
tial decays characterized by time constants T1 and T2 when returning to the equilib-
rium state. The first time constant T1 called longitudinal or spin-lattice relaxation
time, provides information about the interaction between the spins and their envi-
ronment. While the other time constant T2, transversal or spin-spin relaxation time,
is relative to the transverse magnetization decay and the interaction between the
individual spins, technically representing an intrinsic irreversible loss of coherence.
In reality, spin-spin relaxation is also affected by other effects, for instance, field
inhomogeneity. The presence of other effects leads to the definition of an effective
time constant called T∗

2 :
1

T∗
2

=
1

T2
+

1

T ′
2

(10)
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where the term T ′
2 refers to the relaxation time due to field inhomogeneity. Com-

monly, the T∗
2 relaxation time is used as a marker of brain activity [34, 35] or to

measure the local effects caused by paramagnetic material, such as iron deposition
in the brain [36–39]. In general, the relaxation times in biological tissue are in the
following order: T1 > T2 > T∗

2 [40]. The ensemble of spins (12 -spin systems) placed
in a static magnetic field and subsequently perturbed follows a temporal dynam-
ics evolution that can be described by a set of three coupled first-order differential
equations. These equations are derived from classical physics, and they are only
a first-order approximation. Although the underlying principles are of quantum
mechanical origin, the classical method leads to having the same results [41]. Con-
sidering the thermal equilibrium state, magnetization M and magnetic field B are
aligned. The magnetization M will precess around the B direction if M is forced
to point in another direction from B and additionally the resulting torque on the
magnetization is: M×B. Assuming a constant magnetic field B, and neglecting the
relaxation effects, the set of equations can be written as a vector rotation equation:

dM

dt
= −γB×M (11)

where M = (Mx,My,Mz)
T . When the magnetic field is: B0 = (0, 0,B0)

T , there is
a rotation around the z-axis, and the correspondent rotation matrix is:

Rz(θ) =

 0 sinθ 0

−cosθ 0 0

0 0 1

 (12)

thus, the magnetization follows:

M(t) = −R(ω0t)Mt=0 (13)

the precession is at the Larmor frequency ω0 = γB0, and the components of M

are:

Mx(t) = Mx,t=0cosω0t+My,t=0sinω0t

My(t) = −Mx,t=0sinω0t+My,t=0cosω0t

Mz(t) = Mz,t=0

(14)

The set of differential equations where the relaxation processes (spin-lattice and
spin-spin relaxation) are taken into consideration are called Bloch equations:

dM

dt
= −γB×M+

 0

0
Meq

T1

−


− 1

T2

− 1
T2

− 1
T1

M (15)

but they can be expressed in a compact form as:

dM

dt
= −γB×M−

(Mxx̂+Myŷ)

T2
−

(Mz −Meq)ẑ

T1
(16)
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where x̂, ŷ, ẑ are the unit vectors of the three spatial directions in the laboratory
frame. In addition, other terms may be present to take into account, for instance,
phenomena such as diffusion.

To make the Bloch equations easier to solve, it is often convenient to use the
concept of a rotating frame of reference. Such a rotating frame is chosen so that it
rotates around the z-axis with a frequency ωr. Assuming the spin system is subject
to a static magnetic field and an oscillating linear field B1 perpendicular to B0 field
written as:

B1 = 2B2 cos(ωrft)î (17)

and decomposing the B1 field as sum of right- and left-handed rotating magnetic
field components, it is possible to observe that one component rotates with a re-
duced relative angular frequency in the same direction of M. The effects of such
components are neglectable because of an irrelevant the timescale for the mea-
surement process. Furthermore, also neglecting the relaxation affects the Block
equations can be reduced to:

dM

dt
= −γ[B0ẑ+B1(cos(ωrft)x̂− sin(ωrft)ŷ)]×M (18)

The equation 18 describes the simple precession process around B0, and transform-
ing it into the rotating frame of reference (with frequency ω = ωrf, where ωrf is
the frequency of the Radio Frequency (RF) wave), the unit vectors become:

x̂r = cos(ωrft)x̂− sin(ωrft)ŷ

ŷr = sin(ωrft)x̂+ cos(ωrft)ŷ

ẑr = ẑ

(19)

therefore, it is possible to write the equation 18 as follow:

dMr

dt
= −γBeff ×Mr (20)

with Beff, the effective magnetic field:

Beff = B1x̂r +
(
B0 −

ωrf

γ

)
ẑ (21)

when the resonance condition is fulfilled, ωRF = ω0, only the transverse B1 com-
ponent determines the effective magnetic field.

There is another common mathematical representation to rewrite the Bloch equa-
tions 14, the axial representation, where the transverse components Mxy and Bxy

are expressed as complex quantities:

Mxy = Mx + iMy

Bxy = Bx + iBy

(22)
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hence, the equations 14 can be written as:

dMxy

dt
= −γ

(
MxyBz −MzBxy

)
−

Mxy

T2
dMz

dt
=

i

2
γ
(
MxyB

†
z −M†

zBxy

)
+

Meq −Mz

T1

(23)

When transforming to the rotating frame of reference in the axial representation
the magnetization components are:

Mxy,r = e−iω0tMxy

Mz,r = Mz

(24)

the transverse component is transformed with a simple multiplication, and the lon-
gitudinal one remains the same in both frames, laboratory and rotating.

The effects of the RF pulses on the magnetisation can be better understood by
making use of the rotating frame of reference. A resonant RF pulse produces a
magnetic field Bxy:

Bxy = B1e
i(φ−ω0t) (25)

that becomes a constant field in the rotating frame of reference:

Bxy,r = B1e
iφ (26)

Considering an RF pulse with duration τ, short enough such that the relaxation
effects can be neglected, the equations 23 can be written as follows:

d

dt
Mxy,r = iMzγBxy,r = iMzγB1e

iφ

d

dt
Mz = iγ

(
Mxy,rB

†
xy,r −M†

xy,rBxy,r
) (27)

with the symbol † indicating the complex conjugate. The solutions for transverse
and longitudinal magnetization are:

Mxy,r =

∫
iMzγB1e

iφdt = eiφ
[
C+e

+iγB1t +C−e
−iγB1t

]
Mz = C+e

+iγB1t +C−e
−iγB1t

(28)

the terms C± indicate the constants of integration and they are determined by the
initial values. In the initial state of equilibrium t = 0, the magnetization compo-
nents are:

Mz(t = 0) = Meq

Mxy,r(t = 0) = 0
(29)

and the constants of integration are:

C+ = C− =
1

2
Meq (30)
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hence, the solutions for Mxy,r and Mxy,r become:

Mxy,r = Meqe
i(φ+π

2 ) sin(γB1t)

Mxy,r =
e+iγB1t + e−iγB1t

2
Meq = Meq cos(γB1t)

(31)

These results tell us that the magnetization in the rotating frame of reference ex-
periences a rotation arount the B1 field (the RF field). There is a periodic magneti-
zation transfer from the z-axis to the xy-plane and vice versa for the duration τ of
the RF pulse. The rotation axis is in the xy-plane and the orientation of such axis
is determined by the RF phase φ. Applying a short RF pulse, the magnetization
experiences a constant external field in the B1 direction and precessing for the
duration τ of the RF pulse. During the RF pulse the magnetization sweeps out an
angle α, called Flip-angle (FA), and it can be easily calculated:

α = γB1τ (32)

The exponential term with the RF phase φ has a magnitude value equals to 1 and
for this reason does not influence the FA. However, there are two particular cases:

• a 90°(π2 ) RF pulse rotates the magnetization by 90°, the longitudinal magne-
tization is transferred to the transverse plane (xy-plane);

• a 180°(π) RF pulse inverts the magnetization and the relative phases, acting
as an inversion and refocusing pulse.

It is important to note that until this point, only the case where a perfectly resonant
excitation RF pulse has been taken into account, but in practice this condition is
not met all the time. There could be different reasons to have an "off-resonance"
condition, for instance, the resonance is not achieved due to technical limitations,
or it is a deliberate condition to excite specific portions (slice of interest) of the
sample. Finally, assuming that the rotating frame frequency is the same as the RF
field B1, the Bloch equations can be written as follows:

d

dt
Mxy,r = −iγ(B0 −B1)Mxy,r + iMzγB1

d

dt
Mz = iγ

(
Mxy,r −M†

xy,r
)
B1

(33)

These equations can be solved only for special cases, and there is no general an-
alytical solution. The precession frequencies of the magnetization and RF pulse
are not equal, and this is reflected by the off-resonance term in d

dtMxy,r. The con-
sequences of the off-resonance condition are a persistent slow precession and a
frequency shift. In practice, the off-resonance leads to a reduced efficiency of the
RF pulse without achieving the desired flip-angle, usually lower and additionally,
there is a non-zero phase contribution on the transverse magnetization. When the
off-resonance is significantly large, it is possible to have no excitation at all, and
although no excitation takes place, still this the condition can be desirable for some

13



imaging applications.

The next crucial point in MRI is the use of spatial magnetic field gradients. Mag-
netic field gradients are:

• used to select imaging slices;

• manipulate the phase of the processing spins;

• essential for spatial encoding.

The magnetic field is generated in order to have a linear dependency with the posi-
tion r = (x,y, z)T , in practice, given the magnetic field gradient G = (Gx,Gy,Gz)

T :

B(r)ẑ =
(
G(t) · r+B0

)
(34)

Thus, the spin dynamics become spatially dependent and considering the rotating
frame of reference with frequency ωr = γ

(
G ·r+B0

)
, the transverse magnetisation

evolution can be written as follows:

d

dt
Mxy,r = iγG(t) · rMxy,r −

Mxy,r

T2
(35)

the latter equation has the following solution, equation 36, as shown by Nishimura
et al. [42]:

Mxy,r(t) = Mxy,r(t = 0)e
− 1

T2
t
ei

∫t
0 γG(t)·rdt (36)

furthermore, the integral
∫t
0 γG(t) · rdt can be decomposed yielding to:

Mxy,r(t) = Mxy,r(t = 0)e
− 1

T2
t
eiγ(

∫t
0 Gxxdt+

∫t
0 Gyydt+

∫t
0 Gzzdt) (37)

besides considering the relation:

kn =
γ

2π

∫t
0

Gndt, with n = x,y, z (38)

the previous solution (eq. 37) can be rewritten as:

Mxy,r(t) = Mxy,r(t = 0)e
− 1

T2
t
ei2π(kxx+kyy+kzz) (39)

The key role of gradients is to create a phase difference depending upon the value
of k. Image information is recovered by making use of this property. Further, the
major important characteristic of the gradients is the time integral, also called
gradient moment, it constitutes the net effect of the gradient. Although the gradient
shape is also an important factor to consider, it has a minor impact. The gradients
for the three orthogonal spatial dimensions are:

Gx =
(
∂B/∂x, 0, 0

)T
Gy =

(
0,∂B/∂y, 0

)T
Gz =

(
0, 0,∂B/∂z

)T (40)
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To obtain an MRI signal, it is essential that the rotating transverse magnetisation
is present, and it can be detected by a radio frequency coil. An RF coil allows
having an inductive coupling with the precessing magnetisation. When the system
is in its equilibrium state, there is no transverse magnetisation, and consequently,
no signal is detected. Disturbing the equilibrium state by applying, for example,
an RF pulse, the transverse magnetisation will assume a non-zero value, and the
signal generated will be detected by the coil. The detected signal is characterised
by a carrier frequency equal to the Larmor frequency, i.e. the precession frequency
of magnetisation. The exponential decay T∗

2 characterises the envelope of the mea-
sured signal S, when the transverse magnetisation is in the relaxation phase. The
measured signal S is called Free Induction Decay (FID) and is maximum after a
90° RF pulse, when all the longitudinal magnetisation is transferred into the trans-
verse plane.

In practice, the FID signal is not commonly used for acquiring images because
the time required by the spatial encoding being too long, and the signal is lost be-
fore the image can be encoded. To overcome the loss of signal, the FID is refocused
to create echoes, making image acquisition feasible. The Echo Time (TE) is indi-
cated as the time after which an echo occurs. Technically, TE is measured from the
centre of the RF pulse to the time of the peak echo amplitude. There are different
echo signals that can be obtained using a proper combination of RF pulses. The
most common ones are: spin, gradient and stimulated echoes [43–45].

• Spin echoes are obtained applying an RF refocusing pulse onto dephased
transverse magnetization. In particular, the refocusing pulse is applied at
the time TE

2 , before it, the magnetisation experiences a dephasing caused by
the field inhomogeneity and an intrinsic non-reversible relaxation. With the
refocusing pulse, the magnetisation is mirrored along the axis of the pulse,
the reversible effects are cancelled, and finally, a signal peak occurs. A spin
echo has an envelope of two FIDs facing each other, and the peak at TE
is characterised by the T2 signal loss. Choosing the TE value appropriately,
it is possible to have a different amount of T1 or T2 contrast dependency
in the image. The spin echo sequence is obtained from an 90°(π2 ) RF pulse
followed by one or more 180°(π) refocusing pulses. An important advantage
of using refocusing pulses in spin echo sequences is better robustness against
susceptibility artefacts when compared to gradient echo sequences [43].

• Gradient echoes are instead recovered exploiting the effect of a gradient used
to support dephasing along a specific spatial direction and with another gra-
dient of opposite polarity but the same gradient moment of the first one [45].

• Stimulated echoes are the result of the application of a minimum of three
consecutive 90°(π2 ) RF pulses. Sequentially, the first pulse creates coherent
transverse magnetisation, the second pulse transforms the transverse mag-
netisation into longitudinal and the last pulse retrieves the longitudinal mag-
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netisation into the transverse plane allowing a refocusing of the magnetisa-
tion and the formation of an echo [44].

The receiver coil in an MR scanner detects a signal only in the transverse direc-
tion, and such signal reflects the magnetic flux changes that can be expressed in
terms of transverse magnetization. Considering the contribution of each spin in
the receptive volume of the receiver coil, and assuming that the coil has a uniform
sensitivity is possible to calculate the signal as the integral of all contributions:

St(r, t) ∝
∫∫∫

V

Mxy(r, t)dV (41)

Replacing with the appropriate form of the Bloch equations, the signal becomes:

St(r, t) ∝
∫∫∫

V

Mxy,re
iω0tdV = eiω0t

∫∫∫
V

Mxy,rdV (42)

The Larmor frequency is taken out of the integral because there is the assump-
tion that the external field is homogeneous in the Region-Of-Interest (ROI), hence
independent of position. Furthermore, considering that the detected signal is de-
modulated, the Larmor frequency term can be omitted:

St(r, t) ∝
∫∫∫

V

Mxy,rdV (43)

The demodulation of the signal corresponds to a direct measurement in the rotat-
ing frame of reference.

1.4 image formation in mri

The MR images encode information from signals sourced by 3D voxels, using a
correct combination of gradients. Gradients are particular loops of wire or conduc-
tive sheets on a cylindrical shell placed inside the bore of the scanner. When the
gradients are activated, an additional magnetic field is created, the latter distorts
the main magnetic field, and as a result, the resonance frequency of spins varies as
a funtion of their position, Figure 5. In this manner, the gradients allow the spatial
encoding of the MR signal.

Considering a simple 2D MRI sequence (Figure 6 (a)) three main blocks consti-
tute the entire process: slice selection, obtained with the first gradient, called Slice
Selection gradient (GSS), Figure 5; Frequency Encoding gradient (GFE) and Phase
Encoding gradient (GPE), basically to move inside the plane just selected with the
slice selection. It is possible to vary the combination of the gradients to obtain more
complex spatial encoding methods.

The first step to localise a signal from a specific slice is obtained applying a
gradient (GSS) simultaneously with an RF pulse that will excite the slice, where
the spins will be flipped to the transverse plane. When a linear gradient is applied,
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Figure 5: Application of the slice selection gradient GSS. On the right side there are re-
ported how the frequency varies accordingly with the strength of the gradient
applied.

Figure 6: Image acquisition of a T∗
2 -weighted 2D gradient image. (a) Pulse sequence dia-

gram; (b) k-space 2D-image and (c) reconstructed 2D-image.

the Larmor’s frequency of the spins are subject to a linear dependency with the
position along the gradient, Figure 5.

The simultaneous application of a narrow-band RF pulse with the slice selection
gradient ensures that the resonance condition is only met in a subset of voxels,
the slice perpendicular to the applied gradient. Taking into account the rotating
frame of reference and a local off-resonance due to a gradient Gr, the frequency
offset is given by ωr −ω0 = γGr · r. The RF pulse Bxy,r = B1e

−i(ωrf−ωr)t+iφ

with frequency ωRF modifies the transverse magnetisation as follow:

d

dt
Mxy,r = iγGr · rMxy,r + iMzγB1(t)e

−iωrf+iφ (44)
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A small flip angle guarantees a non-significant impact on the longitudinal mag-
netisation by the RF pulse, thus the longitudinal and transverse magnetisation is
decoupled, therefore the solution:

Mxy, r(t, r) = ieiφMeqe
−iγGr·rt

∫t
0

eiγGr·rtγB1(t)dt (45)

and considering a pulse of duration τ:

Mxy, r(t, r) = ieiφMeqe
−iγGr·r τ

2

∫ τ
2

− τ
2

eiγGr·rtγB1(t+
τ

2
)dt (46)

The integral indicates the Fourier Transform (FT) of the envelop function of the
RF pulse, the time evolution of the RF pulse is related to the slice profile, which
excites the spins that is under the influence of the gradient. It is clear that the slice
has a width (slice thickness) dependent on the bandwidth of the RF pulse and the
gradient slope. A sinc-shaped enveloped is used to excite a rectangular slice, con-
sidering that a FT of a sinc profile is rectangular. Accordingly to the Fourier Theo-
rem, an envelope requires an infinite long pulse duration and this does not exist in
reality, for this reason, the pulse is truncated. As a consequence of the truncation,
the slice profile extends outside of the desired slice. Therefore, to avoid image arte-
facts, a non consecutively sampling is used, no slices are directly adjacent to each
other. The slice centre is given by rs = ωrf−ω0

γGr
, while the slice thickness ∆d = ∆ωrf

γGr

is strictly dependent from the RF pulse bandwidth ∆ωRF, and the strength of the
applied gradient Gr = |Gr|. If the RF pulse has an arbitrary shape, the bandwidth
can be defined as the full-width-at-half-maximum (FHWM). It is important to con-
sider also the phase term before the FT because the applied RF pulse causes the
transverse magnetisation to be dephased. The dephasing needs to be removed to
allow an optimal signal acquisition from the selected slice. Inducing a phase shift
in the opposite direction is possible to remove the dephasing, this can be done by
applying a gradient with half the gradient moment of the slice selection gradient,
as shown in Figure 6 (a), GSS.
Once the slice selection has been applied along the z-axis it is possible to select
a specific section of that slice along the x-axis (column-wise). All the spins along
the x-axis of the slice have the same frequency and phase but different amplitudes,
summing up all the signals will result in a large wave of the same frequency. By
applying another magnetic gradient in the x-axis GFE, usually called "read out"
or "frequency gradient", the Larmor frequencies of the spins will vary along that
direction. In this way, there will be signals with different frequencies depending
on the location along the slice and eventually, they will have different phases. Now
the signals summary produces a large signal at the start, because they are in phase,
and then there is a drop off as the phases diverge.

As stated above, applying a magnetic field gradient for an interval of time, δt,
implies a linear variation with the position along the applied gradient of the Lar-
mor frequency. The time integral of the Larmor frequency is the phase angle ∆φ
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and it is also linearly dependent on the position: d
dtMxy,r = iγG · rMxy,r with the

following solution Mxy,r(t+ δt) = Mxy,r(t)e
iγG·rδt. After a fixed amount of time

δt, the phase angle is ∆φ = γG · rδt. To better understand phase encoding, we
can consider it in terms of sampling for periodicity. Considering a homogeneous
object, after the application of the phase encoding gradient, we will obtain a very
small signal from the whole object. The main reason behind this behaviour is that
the induced phase shifts disperse the magnetisation, and consequently, there is a
small net transverse magnetisation. If we now consider an object with a specific
periodicity along the gradient direction, we will have a gradient strength at which
the object’s periodicity is equal to the phase term induced by the gradient. This
means that all the spins in the periodic object will have a phase always multiple of
2π, and the transverse magnetisation is aligned, resulting hence in a large signal. It
is possible to observe and measure the spatial frequencies relative to the periodic-
ity by applying a different gradient strength each time and repeating the steps. The
measured signal after each phase encoding step can be finally used to reconstruct
the corresponding MR image through the Fourier transform. Furthermore, phase
encoding can be performed in all dimension, 1-, 2- and 3-dimensions, but the latter
one is rarely performed due to the long scan time.

In general there are several modes of encoding in MRI: 1D (a spectrum of profile),
2D (one slice or many single slices), 3D (slab selection), 4D (3 spatial dimesions
plus an extra dimension that could be for instance the frequency when acquiring a
spectra for each voxel) and also higher dimensionalities are possible. The 2D imag-
ing is the one descripted above and is on a per slice basis. As mentioned earlier,
in a slice excited via slice selection (GSS), the in-plane dimensions are encoded
with GPE and GFE. Whilst, a 3D imaging method consists in a 2D phase encoding
and a frequency encoding for the remaining dimension. Obviously each imaging
method, 2D or 3D, presents advantages and disadvantages. For 2D methods the
main advantages are first of all the scan time, 2D acquisition are usually faster and
secondarily images are not prone to so called aliasing artefacts, however, as dis-
cussed above the slices cannot be acquired consecutively or too close together due
to the fact that the slice profiles might overlap and crosstalk introducing artefacts.
Instead, with regard to 3D methods, there is the disadvantage of a longer scan
time due to the higher number of encoding steps, but on the other side there is no
need to consider the slices profile and for this reason all the voxels can be selected
adjacent to each other in all spatial dimensions. When it is required to acquire a
specific ROI also usually called "slab", a 3D method can prevent the excitation out-
side of such region.

All the voxels at position r = (x,y, z)T contribute to the magnetisation, but each
voxel has a frequency ω(r, t) and phase offset φ:

M(r, t) = Mi(r, t)ei(ω(r,t)t+φ(r,t))Λ(r)

ω(r, t) = ω0 +G · r
(47)
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the term Mi(r, t) is referred to the magnetisation before spatial encoding begins
while the slice selection function is Λ(r). The function Λ(r) describes the slice
profile and for an ideal 2D rectangular slice:

Λ(r) = rect
( 2z

∆z

)
(48)

assuming the frequency encoding in the x-axis direction:

ω(x) = ω0 + γ

∫t
0

Gxxdt (49)

then, the phase encoding in the y-axis direction for a time duration τ:

φ(y) = γ

∫τ
0

Gyydt (50)

and z the slice selection direction, the signal equation becomes:

S(x,y, z, t) ∝ ∆z

∫ ∫
x,y

Mi(x,y, z0, t)ei(ω(x)t+φ(y))dxdy

= ∆z

∫ ∫
x,y

Mi(x,y, z0, t)eiω0t+2πi(kxx+kyy)dxdy

(51)

taking into account that the spatial frequencies are the time integral of the gradi-
ents:

kn =
γ

2π

∫t
0

Gndt, n = {x,y, z} (52)

and for this particular case:

kx =
γ

2π
Gxτ

ky =
γ

2π
Gyτ

(53)

these represent the basis of the "k-space" or the acquired MRI data [46]. Choosing
how and when gradients are applied allows a large number of possible k-space
trajectories to acquire the MRI data. However, to reconstruct an image from raw
data, a proper trajectory has to be chosen in order to collect enough information.
Furthermore, the signal equation assumes the form of a FT in 2D or 3D when
phase manipulation is executed by gradients:

S(x,y, t) ∝
∫ ∫

x,y
Mi,r(x,y, z0, t)e2πi(kxx+kyy)dxdy ∝ FT

{
Mi,r(x,y, z0, t)

}
(54)

The signal contains information about the transverse magnetization of the ROI,
and for the FT a step-by-step the process is executed in order to fill the image
matrix:

S(x,y, t) ∝
∫ ∫ ∫

x,y,z
Mi,r(x,y, z0, t)e2πi(kxx+kyy+kzz)dxdydz

∝ FT
{
Mi,r(x,y, z, t)

} (55)
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S = S(kx,ky,kz, t) is the signal in the k-space.

The FT underlies the relationship between k-space and image space. This rela-
tionship makes easy the calculation of the FoV and the voxel size δ through the
following:

FOVx,y,z =
1

∆kx,y,z
=

Nk

kmax

∣∣∣
x,y,z

δx,y,z =
1

kmax

∣∣∣
x,y,z

(56)

∆k refers to the k-space line spacing, Nk to the matrix size and kmaxis the maxi-
mum k-space value. The resolution is limited by two main factors: the maximum
gradient strength and the receiver bandwidth (directly related to the maximum
detectable frequency) [41].

1.5 motion artefacts

Motion during MR acquisitions leads to effects such as image unsharpness, con-
trast degradation, ghosting (both coherent and incoherent), signal loss caused by
the spin dephasing or unwanted magnetization evolution and also the possibility
of observing strong undesired signals, see Figure 7. Obviously, these artefacts can
interfere with the diagnosis or do not allow a correct post-processing analysis as
brain extraction, segmentation and so on. Practically, there are two main factors
that directly influence the amount of motion corruption, resolution of the acquired
image and the scan time. A higher image resolution will correspond to a higher
sensitivity to motion artefacts, similarly a longer scan time means a higher proba-
bility of having the subject’s movements.

In order to correct or mitigate motion artefacts, it is fundamental to understand
the physical principles behind the generation and the appearance of them in an
MR image. Motion artefacts are generally a result of a complex interaction between
several factors, more specifically: the structures imaged, the type of motion, the MR
pulse sequence parameters and the k-space pattern acquisition.

As described in section 1.4, the spatial encoding consists of a repetition of many
sequential steps, and this process are intrinsically slow when compared, i.e., to
computed tomography (CT). The data acquisition occurs in the "k-space", and this
corresponds to the spectrum of the spatial frequencies of the scanned object [46].
The k-space is characterised by having the low frequencies in its centre and the
high frequencies in the periphery. The low frequencies provide us with informa-
tion about contrast and shapes, while the high frequencies complement this with
information about edges and details [46]. In general, biological samples present a
very local spectral density in k-space, centered around k = 0, and for the brain
cortex it is possible to observe a fractal-like nature [47]. The fractal-like nature cor-
responds to a slower decay of spectral density in k-space. The relationship between
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Figure 7: Motion artefacts for a T1-weighted volume acquired at 7T with a 3D-MPRAGE
sequence. Left side: sagittal view; centre: axial view; right: coronal view. Top row:
heavy level of corruption; middle row: mild level of corruption; bottom row: no
motion artefacts.
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Sources Type Occurence Pattern Direction

physiological rigid intra-scan periodic in-plane

tremors non-rigid inter-scan quasi-periodic trough-plane

children fast inter-image continuos

slow random

Table 2: Sources, type, occurence, pattern and direction of motion.

the image space and the acquired k-space tells us that every sample in k-space af-
fects the entire image, this becomes obvious simply considering that an object is
described by a set of global planar waves in the k-space. Thus, when there is a
single sample change in k-space the entire image is affected by this variation.

Blurriness and ghosting effects are related to the signal readout process, while
signal loss and the strong undesired signals appearance is related to signal gen-
eration and the chosen sequence parameters. In practice, the ghosting effect is a
partial or complete repetition of the imaged object along the phase-encoding di-
rection. When the periodic motion is synchronized with the k-space sampling, the
coherent ghosting effect appears in the image. The coherent ghosting is character-
ized by having a precise number of replicas [48–50]. Instead, when the periodicity
in k-space is violated, then incoherent ghosting appears. It can be observed as mul-
tiple overlapped replicas and, in some cases, also as stripes in the phase-encoding
direction. The assumption at the basis of the MR image reconstruction is that the
object remains stationary during the scan time, any violation of the stationary sta-
tus will result in artefacts. The inconsistencies are the main cause of the readout-
related motion artefacts. Based on the above knowledge, it is possible to list a few
common situations, i.e.:

• when using a sequential k-space acquisition, "slow continuous drifts" will
have a minor impact in terms of motion artefacts;

• very strong ghosting artefacts appear in case of periodic motion;

• for a particular case, such as interleaved multishot acquisition, also slow con-
tinuous drifts can produce significant ghosting artefacts.

This list can be extended by adding many other case scenarios, but it is beyond
the scope of this thesis work. In Table 2 there are shown the main characteristic of
motion divided as follows: source, type, occurrence, pattern and direction. Motion
can be characterised by the combination of simultaneous type of patterns, i.e.,
periodic plus random, and so on, combining all the specifics shown in Tab. 2.
Despite a large number of possible combinations, the basic mechanism of data
corruption takes into account the following processes:

• incorrect phase accumulation;

• excitation history effects;
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• B0 and B1 distortions;

• effects of rotations will result in a non-homogeneous sampling of the k-space
for multi-shot imaging;

• physiological noise caused by cardiac or respiratory motion.

The tissue motion is the cause of an incorrect phase accumulation when the gradi-
ents are turned on. As mentioned in section 1.3, the signal acquired is the result of
echoes, but if the tissues are not stationary during the scanning, then spins acquire
an additional phase if moving in the direction of the gradient. Inconsistencies will
appear as a result of the phase variation for the different phase-encoding steps [51].

Another important aspect has to be considered when the slice-selective RF pulses
are used because they can generate artefacts called "excitation history effects".
When considering out-of-plane or trough-plane motion between these RF pulses,
the main effect is an alteration of the signals, very weak or very strong. In this case,
the k-space will present magnitude inconsistencies.
Furthermore, the motion of the tissues can sensibly alter the magnetic static B0

field, this is mainly due to the long-ranging magnetic susceptibility effects [52, 53].
Also, the B1 fields, relative to transmission and detection of the MR signal, may
also vary accordingly with the body position [54].
Furthermore, it is also important to mention the effects caused by the rotations
during the acquisition process in multi-shot imaging. For this particular case, even
if there is applied some sort of compensation technique, the k-space will be non-
homogeneously sampled, and typical motion artefacts will degrade the image qual-
ity [55, 56].
The last factor to take into account as a mechanism of data corruption is the physi-
ological noise, mainly due to breathing or cardiac motion. This is mostly affecting
the functional imaging acquisitions, where signals are usually very small, and the
physiological noise can be a confounding factor during the post-processing analy-
sis [57].

Despite all the efforts of researchers in solving the problem of motion artefacts,
there is no definitive solution to date [58]. However, for both clinical and research
applications, there are available several approaches to limit or avoid image degra-
dation due to motion. In Table 3 there are shown the three main strategies to
mitigate or partially solve the problem of motion artefacts in MRI: motion cor-
rection techniques, prevention of body motion during the scan and the artefact
reduction [32, 41, 59].
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Motion correction Motion prevention Artifact reduction

Prospective Breathhold Gradient moment nulling

Retrospective Sedation Triggering and gating

Deep Learning Retrospective Training Faster imaging

Navigators Foam restraints Insensitive sequences

Self-navigated trajectories Distraction Phase reordering

Head holders Saturation bands

Feed and wrap (babies)

Table 3: Main strategies to mitigate motion artefacts in MRI.

Why moving spins accumulate phase: a short mathematical description

The intricacies of spin movements play a pivotal role in image acquisition and
quality. Techniques such as phase-contrast imaging proficiently capture the motion
patterns of spins within the sample, offering critical insights into internal dynam-
ics. The scan pattern of the MRI device, notably the phase-encoding direction, is
intrinsically linked to the manifestation of artefacts, most notably wrap-around
and flow/motion artefacts. The latter, predominantly resultant from moving spins
accruing phase during the readout phase, engenders blurring in the resultant im-
ages, attributed to a quadratic phase term. To ameliorate such distortions, flow-
compensation strategies, including gradient-moment nulling, are employed. These
sophisticated techniques meticulously adjust the waveforms of imaging gradients,
thereby correcting for flow-related dephasing. Consequently, an understanding of
the interconnectedness of motion patterns, scan patterns, and flow artefacts is in-
dispensable in optimising MRI technology, as these elements collectively influence
the fidelity of the spins’ movements within an MRI sample, thereby dictating the
quality of the resultant imaging.

When the spins in an MRI sample are moving, they accumulate a phase that is
proportional to their velocity. This phenomenon is known as phase accumulation.
The phase of a moving spin can be described by a mathematical formula that
involves the spin’s position, velocity, and time

ϕ = γ ·G · t · x (57)

where ϕ is the phase, γ is the gyromagnetic ratio, G is the gradient strength, t is
the time, and x is the position of the spin. The phase accumulated by a spin at
position r over time t is the integral of its Larmor frequency, which depends on the
local magnetic field:

ϕ(r, t) = γ

∫t
0

B(r(τ))dτ (58)
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Substituting the expression for B(r):

ϕ(r, t) = γ

∫t
0

[B0 + G · r(τ)]dτ (59)

For rigid body motion, the position r(t) can be expressed as a function of the
initial position r0 and the motion parameters. Assuming a translation T(t) and a
rotation represented by a rotation matrix R(t), the position at time t is:

r(t) = R(t)r0 + T(t) (60)

Phase accumulation due to rigid body motion can be expressed by substituting the
expression for r(t) in the phase equation:

ϕ(r0, t) = γ

∫t
0

[B0 + G · (R(τ)r0 + T(τ))]dτ (61)

Neglecting the effect of B0 and considering it being uniform across the region of
interest, its contribution to phase can be ignored for the analysis of motion effects.
Therefore, the equation can be simplified as:

ϕ(r0, t) = γ

∫t
0

G · (R(τ)r0 + T(τ))dτ (62)

The mathematical formulation can be extended for non-rigid body motion [60], but
are not presented here as they are out of the scope of this thesis.

1.6 goal of this thesis

The focus of this thesis work is to qualitatively and quantitatively analyse two mo-
tion correction strategies: prospective motion correction (PMC) with an OMTS for
ultra high-resolution brain imaging at 7T (Sec. 2 and 4) and additionally a second
part for deep learning based retrospective motion correction (Deep Learning based
RMC (DL-RMC)) (Sec. 3 and 5), used for the detection, quantification and correc-
tion of motion artefacts in case of brain imaging at high field MRI (1.5 and 3.0 T).
PMC is a well-established general technique proposed the first time by Haacke and
Patrick in 1986 [61]. It consists of a real-time update of the pulse sequence using
tracking data that can be acquired by different modalities.
While DL-RMC is a rather recent strategy that makes use of artificial intelligence
techniques, and specifically training deep learning models or "neural networks"
in order to perform the different tasks, detection, quantification and correction, as
specified above.
Both strategies obviously present advantages and disadvantages, along with their
limitations in applicability, and this will be examined in the course of this thesis
work.
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Part II

P M C A N D D E E P L E A R N I N G B A S E D R M C





2
P R O S P E C T I V E M O T I O N C O R R E C T I O N

2.1 mri hardware

Before proceeding with the details regarding PMC, the hardware setup is briefly
described here. The main component of an MRI system is a very large magnet that
generates a strong static magnetic field (B0, 140000 bigger than Bearth). Follows
another fundamental component: the gradient coil. An MRI scanner has three sets
of gradient coils integrated inside the bore of the main magnet, see Fig. 8. The
gradient coils allow for generating additional magnetic fields, specifically along the
x, y and z directions, with which the required linear changes in the imaging volume
are possible. The last main hardware component is the RF coil, which also can be
integrated into the scanner bore, and this is known as the body coil. However, the
RF coils are one of the most customizable hardware in an MRI scanner. For the in-
vivo measurements made in this work, a birdcage RF coil has been used. Typically
a birdcage coil presents a cylindrical shape, and it is built by a variable number
of rung segments. The RF coil is used to transmit and receive the time-variant
magnetic field B1 [32, 41, 62, 63].

Figure 8: Schematic representation of an MR scanner. A is the magnet, B is the gradient
coils, and C is the head coil.

Here is the hardware list of the system used:

• Magnet: 7T Magnetom whole-body MRI (Siemens Medical Solutions, Erlan-
gen, Germany), 1H Larmor frequency 297.14 MHz, 5-6 l/d liquid Helium boil
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off without scanning, 60 cm bore size, 90 cm warm bore, passively shielded
with 230t of iron;

• Gradients: Whole-body gradient coil SC72 (maximum gradient strength: 70mT/m,
slew rate: 200 T/m/s);

• Coil: Siemens (Nova Medical, Wilmington, MA, USA) 1TX / 32RX Channel
Head Coil with mirror mount for visual stimuli;

• Console: Siemens Syngo VB17.

Although a detailed description of the hardware and operation of an MRI scanner
is of paramount importance, this thesis work is beyond that scope and for further
details on the topic, please refer to the following reference textbooks [64–66].

2.2 prospective motion correction

The term prospective motion correction (PMC) refers to the correction technique by
real-time adjustment of the imaging pulse sequence. It was first proposed by [67]
and [68] more than 20 years ago.
With PMC is possible to maintain data consistency during scanning [61]. The the-
ory behind it is conceptually simple, the difficulties of this technique usually lie
in the practical implementation. A complete theoretical description of PMC can
be found in the following reference works [69–72]. As summarized in the review
work of Maclaren et al. [73], the main result is the following: a point of the imaged
sample undergoes an affine transformation:

x ′(t) = A(t)x+ t(t) (63)

where A(t), a time-varying linear transformation with 9 degrees of freedom which
includes: rotation, scaling and shearing. While t(t) represents the time-varying
translation vector with 3 degrees of freedom. Thus, the total number of degrees of
freedom is 12. In order to compensate for the sample’s translation t(t), a changing
RF transmit and receive phase is applied. However, for the compensation of the
transformation A(t), the gradient waveform has to be transformed as:

g ′(t) = A(t)g(t) (64)

this indicates that the gradient waveform must be transformed by A(t) with the
linear operations of rotation, scaling and shearing. Considering that for brain imag-
ing, it is possible to assume the brain as a rigid object, the equation 64 can be
simplified as:

g ′(t) = R(t)g(t) (65)

where scaling and shearing are excluded, and only translations and rotations are
taken into account. This also reduces the degrees of freedom from 12 to 6, three
for rotations and three for translations, respectively. R(t) is the rotation matrix that
represents the rotation of the image object over time. In this manner, to correct for
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Figure 9: FoV adjustment using PMC. Gradient directions are adjusted following a rotation
to ensure that every voxel in the sample encounters the same field as it would
have in the absence of the rotation. [Taken from, with license, [73]]
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rotations, a proper combination of the x,y and z gradients will allow to compen-
sate for such transformation, see figure 9.

The working principle of the PMC system in the case of brain imaging is as follows:
a tracking system continuously keeps track of the positioning and orientation of
the subject’s head, considered a rigid body; this information is then transferred to
the scanner control; in this way, the sequences are updated in real-time, and, the
images obtained are not corrupted by motion artefacts, see Figure 10.
The tracking data can be obtained in different ways: k-space or image-space naviga-
tors, markerless optical head tracking and camera systems, etc.. All these tracking

Figure 10: Working principle of PMC

modalities differ in terms of accuracy and precision [73–78]. Furthermore, there
are other parameters to consider, such as patient interaction and sequence inde-
pendence. For instance, in the case of an optical tracking system, such as in this
thesis, there are minimal or no modifications of the pulse sequences, on the other
hand, there is a direct interaction for the subjects who have been asked to use a
mouthpiece. While if we consider k-space or image-space navigators, there is no
interaction at all for the subjects, and conversely the pulse sequences have to be
modified in order to include the tracking of the head motion.

2.3 optical motion tracking system

The OMTS utilized in this thesis work relies on the detection of the 3D position (X,
Y, Z) and orientation (Pitch, Yaw, Roll) of a Moiré Phase Tracking (MPT) marker
(Metria Innovation Inc., Milwaukee, WI, USA). The in-bore optical MR compat-
ible camera (MT384i, Metria Innovation Inc., Milwaukee, WI, USA) acquires 80

frames/s following the head motion through the Moiré phase patterns generated
by the MPT marker, figure 12. Such MPT marker is rigidly coupled with the sub-
ject’s head through a mouthpiece that was tailor-made for each subject [79], fig-
ures 11 and 12. Using a personalized mouthpiece not only allows a rigid coupling
but is also useful to prevent pseudo-motion. The optical camera tracks in real-time
the MPT marker with a precision of 0.01 mm and 0.01◦, for translations (x,y, z)
and rotations (α,β,γ, corresponding to Pitch, Yaw and Roll), respectively [80]. An
example of tracking data stored usually in log files is shown in Figure 13, these
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Figure 11: PMC workflow.

Figure 12: The camera (A) has two Velcro straps. Additional Velcro straps are permanently
glued to the bore of the scanner (red line), enabling the mounting and unmount-
ing of the camera when necessary. The green square (B) represents the head coil,
(C) Mouthpiece and Moiré Phase Tracking (MPT) marker.

data are converted in terms of positioning and orientation (POSE) and sent to the
scanner control PC in order to update the gradients and follow the movements of
the head.

2.4 cross-calibration

For proper use of PMC, a so-called "cross-calibration" operation was performed
between the OMTS and the scanner coordinates before starting with a session of
measurements. The cross-calibration is a mandatory step to perform when using
an external OMTS because only a well-calibrated tracking system guarantees mini-
mal systematic error. In general, the cross-calibration can be performed in different
ways, i.e. using image registration, it can be iterative or non-iterative, etc.. For this
work, the iterative approach has been utilised. A rigid body model is considered to
transform the tracking data to the scanner coordinate system and obtain the affine
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Figure 13: Motion patterns. Top row: displacements or translations for the x,y and z direc-
tions. Bottom row: Roll, Yaw and Pitch. Every plot shows two tracking curves,
one for PMC OFF (blue line) and one for PMC ON (orange line), respectively.

transformation matrix. The transformation matrix is obtained after an iterative cal-
ibration procedure [75, 81] and also based on the work of Kadashevich et al. [82],
that is as follows:

• first step: a 3D acquisition of the phantom designed for PMC allows an es-
timation of the coordinate transformation. In practice having measurements
from the acquired MR images of the same objects in two coordinate frames
is it possible to estimate the coordinate transformation similarly to the proce-
dure described by Tremblay et al. [83];

• second and next steps: the phantom is rotated 180° and scanned again, after
every step, the coordinate transformation is iteratively refined in order to
minimise the residual errors.

The number of iterations can vary, and the procedure stops when the values fall
below the desired threshold. It is also important to mention that all the inaccura-
cies in the tracking data, such as noise and drift or distortions in the MR images,
i.e., field distortions, fat-water shift, etc., requires further nonlinear corrections [82].
Kadashevich et al. [82] developed a robust procedure to automatically select mo-
tion for cross-calibration.

2.5 mr pulse sequences

As mentioned in section 1.4 the MR pulse sequence is a series of events comprising
RF pulses, gradient waveforms, and data acquisition. With the pulse sequence is
possible to manipulate the magnetisation and acquire the desired signal simply
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by altering the sequence parameters, such as Repetition Time (TR), TE, Inversion
Time (TI), FA, matrix size, FoV, slice thickness, etc.. Every imaging sequence is
characterised by means of exciting and localising an MR signal. In practice, RF
pulses and gradients are always present. Typically, an MR imaging sequence con-
sists of several repetitions of a basic pulse sequence module with defined parame-
ters (TR, TE, etc.) until all data for a complete dataset are collected. It is possible
to divide the MR pulse sequences into two main families: Spin echo and Gradient
echo-based acquisitions [84–86]. For the scans performed in this thesis, the follow-
ing MR pulse sequences were used:

• Gradient Echo, Gradient Echo (GE);

• Magnetization-Prepared Rapid Gradient Echo, MP-RAGE;

• Turbo Spin Echo, Turbo Spin Echo (TSE).

All the sequences were already ready-to-use and properly modified to include
PMC functionalities. However, the sequences were optimised to acquire images
with the desired resolution and contrast.

Gradient Echo

A basic GE sequence is a progressive saturation sequence on longitudinal magneti-
sation Mz, in this manner, a so-called "steady-state" will be obtained after several
RF excitations. Considering the condition where the TR is much greater than T2,
due to the long TR, the transverse magnetisation Mxy completely decays before
each new RF excitation, but at the same time the TR is usually shorter than or on
the order of T1 and this will lead to have a non-full recovery of Mz (with initial am-
plitude M0). Instead, a new longitudinal equilibrium magnetization MSS (steady
state) is reached after several repetitions [45]. The value of MSS can be calculated
using the Ernst equation 66 [87]:

MSS =
1− e−TR/T1

1− e−TR/T1cosα
(66)

From the equation 66, it is evident that a basic gradient echo sequence will provide
an image T1-weighted and the relative signal intensity is strictly dependent on the
rotation TR/T1 and the FA (α). However, considering the general equation 67 for
GE sequences:

SGE ∝ sinα · (1− e−TR/T1) · eTE/T∗
2

1− e−TR/T1 cosα
(67)

the time decay of the signal SGE is therefore determined by T∗
2 . A different weight-

ing contrast can be obtained by adjusting the sequence parameters FA, TE and
TR. Table 4 shows the basic rules to have the desired contrast, a GE sequence can
provide proton density (PD), T∗

2 or T1 contrast, and also T2. An example showing
T∗
2 -weighted MR images acquired at 7T with a GE based sequence is reported in

figure 15. For a basic GE sequence, the image-formation principle is based on the
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Figure 14: Gradient echo pulse sequence diagram.

Contrast FA TR TE

PD weighted Small Long Short

T1 weighted Large Short Short

T∗
2 weighted Small Long Long

Table 4: Gradient Echo sequence parameters adjustment.

concept of dephasing and rephasing the MR signal using the imaging gradients.
Furthermore, GE sequences are affected by the effects of magnet inhomogeneities
and local susceptibility changes because there are no compensations applied for
these distortions. However, there can be applied cancellation effects for water and
fat signals particularly important for GE sequences. In particular, for this thesis
work, the GE sequence named Fast Low Angle Shot (FLASH) has been used [88]
to acquire T∗

2 -weighted images. The transverse relaxation time constant T∗
2 , usually

much smaller than T2 is:

1

T∗
2

=
1

T2
+

1

Tinhom
=

1

T2
+ γ∆B0 (68)

where γ is the gyromagnetic ratio (see section 1.3) and ∆B0 represents the dis-
tortion effects due to the local susceptibility changes mentioned previously. For a
more detailed description of GE sequences, refer to the following textbooks [32, 41,
86].
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Figure 15: T∗
2 -weighted 2D gradient images.

Magnetisation-Prepared RApid Gradient Echo, MP-RAGE

The second MR pulse sequence chosen was a 3D MP-RAGE generically called MP-
RAGE or Turbo-FLASH for the Siemens scanner. It is one of the most common
strategies to obtain T1 weighted images with a short TR and very low FA. Usually,
a short TR and a low FA lead to a very poor T1 weighting. To obtain the desired T1
contrast, the MP-RAGE sequence makes use of a magnetisation preparation, such
as the inversion pulse, followed by a series of GE pulse sequences. The short TR
is an advantage because the k-space lines are acquired closer in time, in this man-
ner, there is a reduction of the blurriness introduced by the signal modulation of
the inversion recovery curve [89–91]. In figure 16 it is shown the pulse sequence
diagram for a 3D MP-RAGE sequence. With this type of sequence is possible to ac-
quire very high-resolution T1-weighted images that show very accurate anatomical
details, especially in the case of neuro-imaging scans. It is characterised by being
fast, and the Acquisition Time (TA) can be calculated as follow:

TA = NSA×NPE × (Nslices · TR+ TI+ TD) (69)

with NSA the number of signal acquisitions, NPE the size of the phase-encode
matrix, TI Nslices number of slices,TR the already mentioned repetition time, the
inversion time TI and the time delay (TD) as shown in the sequence diagram,
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Figure 16: 3D MP-RAGE pulse sequence diagram.

figure 16. In figure 17, it is shown an acquisition of T1-weighted images acquired
at 7T making use of a 3D MP-RAGE sequence. Once again, refer to the following

Figure 17: Multi-planar high-resolution 3D T1-weighted MP-RAGE images acquired at 7T.
From left to right: sagittal, axial and coronal orientation.

textbooks [32, 41, 86], for a thorough and detailed description.

Turbo Spin Echo, TSE

The third and last MR pulse sequence used in this work has been the TSE sequence.
It is a Spin Echo (SE) based sequence adapted to reduce the TA. Often, the TSE se-
quence has replaced the original SE technique due to its improved imaging speed.
Considering a basic SE sequence, there is a single echo measured during each
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Figure 18: Turbo Spin Echo pulse sequence diagram.

TR. While the main characteristic of a TSE sequence is the capability to acquire
multiple echoes per TR, after each 90° excitation pulse. To acquire the multiple
echoes, a series of 180° inversion pulses are transmitted, and after each one, there
is an echo acquisition, as shown in figure 18. In this manner, multiple lines of the
k-space can be encoded after a single 90° excitation pulse. The number of echoes
acquired per cycle is known as the Echo Train Length (ETL), in figure 18 there is
shown a TSE sequence with an ETL of three. TSE sequences are also advantageous
when acquiring with a rectangular FoV, and obviously, the phase encoding direc-
tion corresponds to the smallest matrix size dimension. Another benefit of using
TSE sequence is the correction of external magnetic field inhomogeneity by the
180° inversion pulses. However, there are a few disadvantages to consider. First of
all, there is a non-specific T2 image weighting, this is due to the fact that the T2
weighting of an image is dependent on the TE and by its definition, that is, the time
interval between the excitation pulse and the peak echo. Considering the multiple
echoes, there is a clear variation of the TE. This effect becomes more evident as the
ETL increases. It also has to be considered that the effective TE depends on how
the TSE echoes are used to fill the k-space. Another important disadvantage is the
reduced Signal-to-Noise Ratio (SNR), in practice, the echo amplitude decreases as
a function of time from the excitation pulse. Furthermore, when scanning with
TSE sequences, the number of interleaved slices is less than in other sequences. A
more detailed description and specifications about TSE sequences can be found in
the following articles and textbooks [32, 84–86, 92–94].
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3
D E E P L E A R N I N G B A S E D M O T I O N D E T E C T I O N A N D
C O R R E C T I O N

3.1 introduction to deep learning for medical imaging

The term "deep learning” refers to a subset of "machine learning”, a branch of
artificial intelligence and computer science [95]. Machine learning focuses on the
use of data and algorithms to imitate the way that human beings learn [96]. Arthur
Samuel is credited for coining the term machine learning in 1959 [97], but only over
the last couple of decades, it has been possible to observe the massive development
and use of the machine and deep learning applications. The main branches in
terms of the learning paradigms of machine learning are:

• supervised: there are labelled data available for learning the function that
maps feature vectors in the input to the labelled data in output [98];

• semi-supervised (or weak supervision): there are only a limited amount of
labelled data, or the data are noisy. This method is used for the same appli-
cations of supervised learning [99];

• unsupervised: there is no labelled data available. In this case, the “machine”
creates a representation of the input data and learns patterns and structures
from unlabelled data [100, 101].

• reinforcement learning: it discovers through trial and error which actions
yield the greatest rewards [102, 103].

Although the terms machine and deep learning are sometimes used interchange-
ably, it is to be noted that deep learning is a subset of machine learning. However,
in this deep learning era, the tag "Machine Learning" (can also be referred to as
classical machine learning) is given to non-deep learning-based machine learn-
ing algorithms. There are several key differences between them. Classical machine
learning models are trained to perform tasks making use of manually extracted fea-
tures from the raw data while deep learning models learn useful representations
and features automatically from the raw data allowing them to skip completely
the features extraction step.

Other important differences are reported in table 5.
The development of AI methods had and have a huge impact on medical imag-

ing technology, medical data analysis, medical diagnostics and more in general on
healthcare. The possibilities to use AI methods in healthcare are numerous, below,
a short list of the main applications:

• data acquisition and image reconstruction [104–106];
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Classical Machine learning Deep learning

Models can use a small amount of data
to make predictions

Requires a large amount of data

Requires a human intervention to cor-
rect and learn

Automatically extracts features and
learns

Shorter training time (ranging from a
few seconds to a few hours) and lower
accuracy

Longer training time and higher accu-
racy

Makes simple, linear correlations Makes non-linear, complex correla-
tions

Can train on low-end machines (such
as a simple personal computer with a
CPU (Central Processing Unit))

Needs a specialised GPU (graphics
processing unit) to train

Table 5: Machine vs Deep Learning.

• quantitative tissue parameters estimation [107, 108];

• artefacts detection and image denoising/correction [109–111];

• super-resolution [112, 113];

• image imputation / synthesis [114, 115];

• image registration [116, 117];

• image segmentation [118, 119];

• diagnosis and prediction [120, 121].

In this thesis, the main applications of deep learning were detection and correc-
tion of motion artefacts. The first application, the detection of motion artefacts
and quantitative analysis of the degradation, falls into the classical problems of
image classification and regression. Image classification refers to the problem of
identifying which of a set of categories, in our case, corrupted or not corrupted by
motion artefacts, an image belongs to. Instead, regression refers to the process of
finding the relationships between the input image and the score associated with
the output, in this case, the SSIM value as explained in section 3.3. For this work,
image classification and regression constitute the basic ingredients of the image
quality assessment process. Once the MR images are properly assessed is possible
to move to the next stage: the deep learning based retrospective motion correc-
tion. The latter falls into the image correction or even reconstruction problem. In
practice, neural networks get in input an image corrupted artificially by motion
artefacts and give back an image without artefacts. For all the applications carried
out, the neural networks were trained in a supervised manner.
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To understand the working mechanism of the Artificial Intelligence (AI) meth-
ods employed in this thesis, one need to start with the "original" AI model - the
perceptron. By stacking multiple perceptrons, an MLP is created - can be consid-
ered as a universal function approximator. These models can be trained using op-
timisation techniques, like, gradient descent. These are explained in the following
section. Finally, the class of AI methods used for working with images, CNN, is
also discussed.

3.2 fundamentals : perceptron, multilayer perceptron, gradient

descent and convolution

Perceptron

The simplest neural network is a perceptron, and it can be considered as an arti-
ficial neuron. McCulloch and Pitts created the perceptron in 1943 [122]. The first
machine to use it was created in 1958 at Cornell Aeronautical Laboratory by Frank
Rosenblatt with funding from the US Office of Naval Research [123, 124]. The per-
ceptron was designed to be a machine rather than a programme, and while it was
initially implemented as software for the IBM 704, it was later realised as the "Mark
1 perceptron" in specially manufactured hardware. This device had an array of 400

photocells that were connected at random to "neurons" in order to recognise im-
ages. Potentiometers were used to encode the weights, and electric motors were
used to update the weights as the learner progressed [125].
Despite the perceptron’s initial appearance as a promising technology, it was soon
established that perceptrons could not be taught to recognise a wide variety of
pattern classes. Because of this, neural network research was stagnant for a long
time before it was realised that multilayer perceptrons, also known as feedforward
neural networks with two or more layers, had higher processing speeds than single-
layer perceptrons. Only linearly separable patterns can be learned by single-layer
perceptrons [126]. One line will divide the data points generating the patterns in a
single node for a classification task with some step activation function. Although
more nodes can result in more divisions, these divisions must be merged in some
way to achieve more complicated categories. Many problems that would not other-
wise be solvable only require a second layer of perceptrons or even linear nodes.
A straightforward yet effective approach for the supervised learning of binary clas-
sifiers is the perceptron. An algorithm known as a binary classifier may determine
if an input falls into one of two categories, such as yes/no, true/false, positive/neg-
ative, etc. Input values (Input nodes), weights and biases, net sum, and an activa-
tion function are the four essential parts of a perceptron. The characteristics or
properties of the data that we want to categorise are the input values. The parame-
ters known as weights and biases govern how much each input value contributes
to the final result. The bias is a constant number that is added to the total of the
weighted inputs, whereas the weights are integers that multiply with the input val-
ues. To increase the classifier’s accuracy, the weights and biases can be changed as
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Figure 19: A Perceptron [127]

it learns. The weighted inputs plus bias are added to create the net sum. It shows
how strongly, given its current parameters, the perceptron prefers one class over
another.
The activation function is a rule that decides what output value (0 or 1) to as-
sign based on the net sum. A common activation function, the so-called step func-
tion, assigns 1 if the net sum is greater than zero and 0 otherwise. To summarise,
a perceptron takes an input vector x = [x1, x2, ..., xn] and computes an output
y = Φ(w · x + b) where w = [w1,w2, ...,wn] are weights, b is bias, · is the dot
product, and Φ is the activation function, shown in figure-19.

Multilayer Perceptron

An artificial neural network called a MLP is made up of several layers of percep-
trons [128]. A MLP uses numerous hidden layers between the input and output
layers to learn more intricate and non-linear patterns than a single perceptron can.
A hidden layer is a layer that conducts some intermediate calculation but does not
immediately interact with the input or output data. The number of perceptrons in
each hidden layer, each with its own weights and bias, might vary.
The input data is passed through each layer of the MLP, each perceptron is acti-
vated, and the final layer produces an output vector. The MLP can then compute
an error measure by comparing the output vector to the target output vector (the
labels or classes). An example of an MLP is shown in figure-20. The MLP can then
reduce the error by adjusting its weights and bias using a learning approach like
backpropagation. Backpropagation is a method for training artificial neural net-
works using gradient descent, see next section 3.2. Calculating the gradient of the
error function with respect to each neural network parameter is how backpropaga-
tion works.

44



Figure 20: An example of an MLP with one input, two hidden, and an output layer.

In conclusion, an MLP is a neural network that learns complex and non-linear pat-
terns from data using many layers of perceptrons. In order to achieve this, data is
passed through each layer, activation functions are used, errors are calculated, and
parameters are updated.

Gradient Descent

An optimisation technique called gradient descent locates the local minimum of
a differentiable function. A function that has a clearly defined derivative at each
point is said to be differentiable. Every place where the function value is lower
than any neighbouring points is considered to be a local minimum.
By repeatedly moving in the opposite direction of the function’s gradient at the
current position, gradient descent works. The function’s direction of the sharpest
growth is indicated by the gradient, which is a vector. The function value can be
decreased by moving in the gradient’s opposite direction. An example of the gra-
dient descent process is shown in figure-21.
Two factors are needed for gradient descent: a stopping criterion and a learning
rate. The size of each step depends on the rate of learning. Gradient descent con-
verges slowly with a small learning rate, but it can diverge or overshoot with a high
learning rate. The stopping criterion determines when gradient descent should be
stopped, such as when the change in function value is minimal or when a prede-
termined maximum number of iterations has been reached.
By minimising an error or cost function, gradient descent is frequently used to train
neural networks and machine learning models. Indicated by the cost function is
how well the model fits the data. Using gradient descent, it can be enhanced the
model’s precision by changing the model’s parameters [129].
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Figure 21: An example of the gradient descent process that demonstrates movement on
the loss plane.
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Figure 22: An example of a CNN with two max pool layers separated by a convolution
layer, followed by a fully-connected (dense) layer.

Convolution

CNNs, a subset of Deep Neural Network (DNN)s that can evaluate visual informa-
tion, use a unique approach called convolution [130]. CNNs can extract features
from images and learn from them thanks to convolution [131]. Convolution is the
straightforward process of applying a filter to an input to produce an activation.
An edge, a corner, or a colour are examples of patterns or features that are defined
by a filter, which is a small matrix of numbers. Another matrix of numbers that
represents an image or a portion of an image serves as an input. The amount by
which the filter matches the input at a specific point is expressed as a single value
known as an activation.
Convolution is achieved by sliding the filter across the input and multiplying each
filter element by the matching input element. The activation value is then obtained
by adding up all of these products. We repeat this procedure for each and every
conceivable site of the filter on the input to produce a feature map, which is a map
of activations. The feature map displays the location and the degree of feature de-
tection made by the filter on the input. Convolution decreases the dimensionality
of images and extracts useful features, assisting CNNs in learning from them. It
is possible to obtain different feature maps that emphasise certain features of an
image by applying various filters to it. For instance, different filters may be used
to identify colours, vertical edges, and horizontal edges. This allows for building
more intricate and abstract features that reflect more complicated ideas like forms,
objects, or faces by stacking numerous layers of convolution with various filters.
An example schematic is shown in figure 22.

3.3 image classification and regression

IQA is a fundamental step to evaluate MR images [132–135]. The main purpose
of this process is to find out if the quality can guarantee images are diagnostically
reliable and exempted from artefacts, in such a way as to avoid unreliable diagno-
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sis [136, 137]. Often the evaluation process requires time and is subjectively depen-
dent upon the observer in charge of carrying it out [138]. Furthermore, different
levels of expertise and experience of the readers (experts designated to perform the
IQA) could lead to a non-perfect matching assessment. Another intrinsic issue of
the IQA for MR images is the absence of a reference image. No-Reference IQA tech-
niques with and without the support of machine and deep learning support have
been proposed in the last years for the evaluation of the visual image quality [134,
136, 139–146]. These techniques are able to detect and quantify the level of blurri-
ness or corruption with different levels of accuracy and precision. However, there
are many factors to take into consideration when choosing which technique to ap-
ply, the most important are reported in table 5, and in addition to that is important
also to consider the hyperparameter tuning, deep learning can be tuned in vari-
ous different ways and it is not always possible to find the best parameters, while
machine learning offers limited tuning capabilities [95, 147, 148]. Furthermore, it
is always important to keep in mind that using machine learning there is a funda-
mental step of feature extraction. It is not obvious that the selected feature is the
best one to solve the problem, and for this reason, it is preferable to use a deep
learning approach where the feature extraction is automatically done by the arti-
ficial neural network. Although the list of machine and deep learning techniques
used for regression and classification tasks are constantly being updated [149–152],
there is still missing an objective gold standard IQA tool for MR images [133]. The
aim of this work is to provide an automated IQA tool able to detect the presence
of motion artefacts and quantify the level of corruption or distortion compared to
the ground truth image, based on the regression of the SSIM [153]. This tool has
been designed to be able to work for a large variety of MR image contrast, such as
T1, T2, T∗

2 , PD and Flair weighted images and independently from the resolution
and orientation (axial, sagittal or coronal) of the considered image. Additionally, it
has been introduced a contrast augmentation step in order to increase the range
of variability of the weighting, for instance, a T1-weighted image can present a
different weighting, showing a more or less pronounced contrast between Grey
Matter (GM), White Matter (WM) and Cerebrospinal fluid (CSF). As mentioned
above, there is no reference image for the IQA, but for the SSIM calculation, it is
always necessary to have two images (corrupted vs motion-free artefacts image),
for this reason, in our work the corrupted images were artificially created, making
use of two different algorithms, one implemented by Shaw et al. [154] (package of
the library TorchIO [155]) and a second algorithm developed in-house [110]. Fur-
thermore, when training a neural network model in a fully-supervised manner,
as in this case, it is required to access a large amount of labelled or annotated
data [156]. For regression, it is necessary to have the target value, in our case, this
is represented by the SSIM value.
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Residual Network

The artificial neural networks trained for the classification and regression tasks
were ResNet-18 and ResNet-101, two variants of ResNet [157], a novel architec-
ture called Residual Network, launched by Microsoft Research experts in 2015.
The main difference between them is the number of layers, details for both models
can be found in appendix 7.2. Since the start of the deep learning age, every consec-
utive winning architecture used more layers in a DNN [130] to lower the error rate,
in particular, after the first CNN-based architecture (AlexNet [130]) that won the
ImageNet 2012 competition 1. This is effective for smaller numbers of layers, but
when there are more layers, a typical deep learning issue is known as the vanish-
ing/exploding gradient arises [95, 158–160]. This results in the gradient becoming
zero or overly large. Hence, the training and test error rate similarly increases as
the number of layers is increased.
This architecture introduced the idea of Residual Blocks to address the vanishing/-
exploding gradient issue, applying a method known as skip connections. The skip
connection bypasses some levels in between to link layer activations to subsequent
layers, creating a leftover block. These leftover blocks are stacked together to create
ResNet. The strategy behind ResNet is to let the network fit the residual mapping
rather than have layers learn the underlying mapping. Instead, for a deep neu-
ral network, the layers gradually learn more complex features, i.e., the first layer
learns edges, the second layer learns shapes, the third one objects, and so on. He et
al. [157] analysing the training and test error of two CNNs, one with 20 layers and
one with 56 layers, found that the error of the 56-layer CNN is higher than the 20-
layer one. The vanishing/exploding gradient problem, the setup of the network, or
the optimisation function could all be to fault for the 56-layer CNN’s failure. The
authors contend that the use of Batch Normalisation [95] assures that the gradients
have normal norms, despite the fact that disappearing gradients are particularly
simple to blame for this. There are several ideas explaining why Deeper Networks
don’t outperform their Shallow counterparts, but sometimes it is preferable to start
with empirical findings and work backwards from there. With the addition of the
above-mentioned residual Block, the difficulty of training extremely deep networks
has been reduced.
The most important characteristic of ResNet is shown in figure 23. As already ex-
plained, the "Skip Connection" identity mapping is the key factor of such a model.
The sole purpose of this identity mapping, which has no parameters, is to add the
output from the layer below to the layer above. With x indicating the inputs, F(x)
the residual mapping function, relu the rectified linear unit activation function [95].
However, x and F(x) may not have the same dimension. This is due to the fact that
convolution operation shrinks the spatial resolution of an image, and for this rea-

1 "ImageNet Large Scale Visual Recognition Competition 2012 (ILSVRC2012)". https://image-net.
org/challenges/LSVRC/2012/results.html
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Figure 23: A building block of ResNet from the original paper [157]

son, the identity mapping is multiplied by a linear projection Ws to expand the
channels of shortcut in order to match the residual [161]:

y = F(x, {Wi}) +Wsx (70)

Wi indicates the weight matrix of the i-th connection. The benefit of including
the skip connection is that regularisation will bypass any layer that degrades ar-
chitecture performance. As a result, training an extremely deep neural network is
possible without encountering issues with vanishing or expanding gradients.
Similar techniques exist under the name "highway networks", which also employ
skip connections. These skip connections also make use of parametric gates, just
as Long Short-Term Memory (LSTM) [162]. The amount of data that flows across
the skip connection is controlled by these gates. Yet, this design has not offered
accuracy that is superior to ResNet architecture.

3.4 deep learning based retrospective motion correction

For limiting the presence of motion artefacts or completely removing them with-
out the need for further data acquisition, several deep learning models have been
implemented [109, 110, 163–165]. Basically, a motion-corrupted image is used as
the training input, and a motion-clean image is used as the label, and this is how
motion correction often works in the image domain. Most investigations limit their
goal to a particular motion type because the shape of the motion artefact depends
on the kind of motion, see section 1.5. Motion correction has also been done using
U-Net architecture, which has proven effective for a variety of medical imaging
workloads [166]. The U-Net was utilised by Lee et al. [167] to lessen the ghost-
ing effects brought on by respiratory movements. Here, 1D-real Navigator’s data
compensation was employed as a label and data augmentation was used to make
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up for the missing data by flipping horizontally. In this investigation, the respi-
ratory motion artefact was minimised, but there was still some blurring. For the
correction, additional CNNs have also been used. In order to expand the training
data and optimise memory usage, Tamada et al. [168] suggested a multi-channel
CNN-based model for motion artefact reduction utilising a CNN. The residual be-
tween the simulated artefact and predicted images, as well as the residual between
the simulated artefact and ground truth images were trained to be optimised. They
used the CNN filter in gadoxetate disodium-enhanced arterial-phase liver MRI and
showed a significant reduction in artefacts due to increased performance [169].
Although deep learning motion correction models can be used for non-rigid body
motion and rigid body motion, the focus of this work is only on brain imaging. The
brain has a higher prevalence of rigid motion than other parts of the body like the
chest and abdomen because it is less impacted by respiration and peristalsis [54].
One of the earliest research for motion-correction reconstruction using deep learn-
ing was presented by Johnson and Drangova [59]. A DNN was used to reconstruct
the motion-corrected magnitude MR image from the vector of motion-deformed
k-space. This research demonstrated the capability of deep learning-based mo-
tion correction techniques. Another work that made use of a conventional U-Net

model for motion correction (MoCoNet), which creates the motion-compensated
image from the motion-corrupted (only 3D-MPRAGE), was proposed by Pawar et
al. [170, 171]. U-Net was trained using simulated data, but the simulation patterns
were only allowed to involve straightforward sudden movements. The authors
also suggested a motion-simulation technique with enhanced MoCoNet [164]. A
linear combination of data that had been strictly modified and distinct images were
used in this strategy. When trained on this motion-simulated image, the Inception-
ResNet network outperformed the entropy-minimisation technique.
Prior to the motion artefact simulation, Sommer et al. [172] used data augmen-
tation to increase the data fluctuation. The motion-clean image was then sub-
tracted from the motion-corrupted image by Fully Convolutional Network (FCN),
which then extracted the motion artefact-only image. Also, as multi-resolution im-
ages were used for training, the network-based filtering caused less distortion in
anatomical structures. Simulated data were also employed by Duffy et al. [173,
174] to train the regression CNN model that could forecast motion-free images.
Although smoothing happened, coherent simulated ghosting and severe motion
were better adjusted for random artefacts and mild motion. The findings of this
study revealed that real motion artefacts could be removed using neural networks
trained with simulated data.
A new Generative Adversarial Network (GAN) framework called MedGAN, which
incorporates the novel generator model, was proposed by Armanious et al. [165,
175]. The encoder-decoder technique, which lessens blurriness and boosts the net-
work’s capacity, was used to connect three U-Net topologies in order to enhance
the details of MR images. The validation was carried out using three distinct tasks,
and it has shown promising results in the MR motion correction as well as in the
PET-CT translation and PET denoising. The MedGAN joint, which is flexible for
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both rigid and non-rigid motion, was also added to the network [163].
The methods discussed above used a Cartesian sampling approach, but different
trajectories revealed distinct facets of motion artefacts. In order to demonstrate the
motion artefact, Usman et al. [175] and Dou et al. [176] used a variety of radial and
spiral k-space trajectories. The Cartesian sequential, Cartesian parallel, and ran-
dom trajectories were all used in Usman et al. [175] application of the GAN-based
architecture. The validation result for the random trajectory was the best since it
was less affected by motion than the Cartesian trajectory. In order to compare the
outcomes regarding the trajectory, Dou et al. [176] independently used spiral and
Cartesian trajectories as inputs of the DNN model.
The aforementioned retrospective motion correction methods correct mainly in-
plane motion artefacts. However, Wang et al. [177] suggested an U-Net-based
model to correct out-of-plane motion artefacts that make use of motion parameters
as well. As a result and in contrast to the traditional gradient-based autofocusing
algorithm, the latter was applied to the loss function in order to simplify the com-
putation, boost performance, and provide more reliable motion artefact correction.
Deep learning has been utilised for detection as well as motion correction. In
motion-corrupted k-space, Bydder et al. [178] employed the CNN model to iden-
tify outliers and remove distorted k-space lines. The reconstruction was then con-
ducted using a low-rank-based technique. This work demonstrated that k-space
deformation might also be detected using deep learning. It is noteworthy to men-
tion the work of Haskell et al. They proposed NAMER, a method that combines
a CNN and a model-based approach. The motion-corrupted images and their cor-
responding motion-only artefacts were utilised as the input and output of CNN,
and the difference between them was thought to be the initial motion-compensated
image. First, they trained the CNN to recognise the motion artefacts. Afterwards,
the initial motion-compensated image and the motion-corrupted image were then
used to estimate the motion parameters. Ultimately, the model-based reconstruc-
tion utilising the computed motion parameters produced the motion-mitigated im-
age. The optimum settings and image were obtained by repeating these three pro-
cedures. Integrating CNN and the model-based reconstruction technique enabled
faster computation, non-linear problem efficiency, and high robust confidence in
the final reconstruction. Only the CNN-based technique to get rid of the motion
artefact performed better as a result of their work.

Motion Simulation

The motion-correction methods based on deep learning outlined above were trained
with datasets created artificially. In practice acquiring motion-corrupted and motion-
clean datasets would require lengthy scan durations, which raises the cost of
gathering the training data [165]. To correct motion artefacts using deep learning,
motion-simulation approaches were therefore necessary. Since most simulation-
based research focus on rigid motion, the following analysis is restricted to this
area.
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The existing methods for simulating motion can be generally divided into two
groups: image-based approaches and k-space-based approaches. Both approaches
were utilised in this work. The image-based approach developed in this work fol-
lows these steps [110, 111]:

1. get the input image and create an empty (all zeros) complex array with the
same dimensions;

2. apply rotations and translations to the input image;

3. transform the rotated/translated image into the Fourier space;

4. copy the first row (or column) of the transformed image and paste it into the
empty complex array created in step 1;

5. repeat from step 2 to step 4 replacing sequentially the rows (or columns) of
the initial empty complex array until it is completely filled;

6. transform (with the inverse Fourier transform) the filled complex array to the
image space.

The steps just described refer to a 2D case, but they are also valid for the 3D case.
The only difference lies in the fact that the translations are in all three directions x,
y and z, and the rotations are, in this case, three and not only one, as in the two-
dimensional case. Choosing a row or column is equivalent to choosing one of the
possible in-plane directions (x or y) for the final artificial motion artefacts. To speed
up the computational time is preferable to choose rows or columns accordingly
with the smallest size.
A sample of images corrupted with this method is shown in figure 24, for this case,
it is possible to control the desired level of degradation of the image by adjusting
the amplitude of rotations and translations.
The python code developed for this approach can be found in appendix 7.1.

The k-space-based approach involves a direct modification of the k-space in order
to reproduce real-looking like motion artefacts. Shaw et al. [179] developed an MRI
k-space augmentation technique to create motion artefacts, and it is implemented
as transformation (or augmentation) class of the python library TorchIO [155]. The
proposed method consists of 5 steps:

1. create a model of random movement using samples from several probability
distributions;

2. ’de-mean’ the movement transforms that were generated;

3. use the ’de-meaned’ movement model to resample the artefact-free volume;

4. create a composite k-space using the individual k-spaces of various resam-
pled volumes;
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Figure 24: Image-based motion simulation. Left column: original image; central column:
corrupted image; right column: the absolute difference between original and
corrupted images. First row: light degradation; second row: mild degradation
and third row: heavy degradation level.
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Figure 25: k-based motion simulation 1. Left column: original image; central column: cor-
rupted image; right column: the absolute difference between original and cor-
rupted images. First row: images in image space; second row: k-space of the
upper images.

5. transform back to the image space.

A first sample of an image degraded using such a method is shown in figure 25. A
few more samples are in figure 26.
Also, in this case, is possible to obtain the desired level of degradation setting
different parameters such as rotations, translations, number of transforms, number
of ghosting, axis for ghosting, intensity, etc.2.

2 RandomMotion: https://torchio.readthedocs.io/transforms/augmentation.html#torchio.

transforms.RandomMotion and RandomGhosting: https://torchio.readthedocs.io/transforms/

augmentation.html#torchio.transforms.RandomGhosting
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Figure 26: k-based motion simulation 2. Left column: original image; central column: cor-
rupted image; right column: the absolute difference between original and cor-
rupted images. First, third and fifth rows: images in image space; second, fourth
and sixth rows: k-space of the upper images.
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Goal of this thesis with respect to Deep Learning

As discussed in 1.6, this thesis aims to develop and employ deep learning tech-
niques to detect and quantify motion artefacts in MRIs, followed by correcting the
corrupted ones. Moreover, this thesis also develops motion simulation techniques
to be able to create training datasets for the deep learning models.
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Part III

S T R U C T U R A L I M A G I N G W I T H P M C





4
P R O S P E C T I V E M O T I O N C O R R E C T I O N U S I N G O M T S

4.1 experiment design

In this chapter, the details of the experimental part concerning PMC for structural
imaging are reported. The majority of the findings presented in this chapter have
been published on [180]. The purpose of this study was to determine and quantify
whether PMC can improve image quality at 7 T for healthy compliant subjects un-
der the "quasi-no-motion" regime [181]. It is important to note that this study was
not meant to evaluate PMC’s performance in a larger group of MRI-inexperienced
patients.
Twenty-one healthy volunteers were scanned over the course of two independent
75-minute long sessions (14 males, 31.5± 6.1 years old, and 7 females, 27.3± 3.4
years old). Each subject had a custom-made mouthpiece with the MPT marker
attached, that was created using their dental impressions (figure 12). All subjects
gave informed written consent before participating, and the procedures were au-
thorised by the local ethics commission. A 7T whole-body MRI scanner (Siemens
Healthineers, Erlangen, Germany), a 32-channel head coil (Nova Medical, Wilming-
ton, MA, USA) and the OMTS described in section 2.3 were used to do the scanning
(Metria Innovation Inc., Milwaukee, WI, USA). The entire system is shown in fig-
ure 12.
The use of personal mouthpieces makes a rigid coupling possible and stops pseu-
domotion as a result. All of the subjects had previously undergone 3T MRI scan,
and at least 66% of them had already undergone 7T imaging. Also, four subjects
had prior PMC experience. No subject has ever complained about the mouthpiece
or the scanning process in any way, either during or after the scan sessions.
Velcro straps were used to mount and dismount the in-bore camera for each ses-
sion (figure 12). The marker was tracked with an accuracy of 0.01 mm and 0.01°
for translations (x, y, and z) and rotations (corresponding to Pitch, Yaw, and Roll),
respectively [80]. The optical camera was set to acquire 80 frames per second. Once
tracking information, position, and orientation had been collected from each frame
(using a separate control computer), it was delivered constantly to the MRI scan-
ner in order to update the imaging volume once per TR, just before each excitation.
The tracking device was calibrated before being used on humans in accordance
with the method suggested by Zaitsev et al. [75]. To assess the image quality for a
stationary object, each sequence was tested on a phantom. We also assessed how
mechanical vibrations caused by gradients during scanning affected the OMTS.
The same sequences utilised in vivo were employed to scan a stationary phantom
while enabling motion correction.
The sequences employed in these sessions were developed in an earlier PMC-based

61



study [181]. Proton density (PD), T2, T1, and T∗
2 contrasts were acquired during

this study. Using a 2D TSE sequence, the PD and T2 were both acquired with an
in-plane resolution of 0.28x0.28 mm2 and a slice thickness of 1.0 mm. Using a 3D-
MP-RAGE sequence with an isotropic resolution of 0.45 mm3, the T1-weighted im-
ages were obtained. The slice thickness was kept constant at 1.5 mm while the T∗

2 -
weighted images were acquired using a 2D gradient-echo (FLASH) sequence with
three distinct in-plane resolutions: 0.25x0.25, 0.35x0.35, and 0.5x0.5 mm2. These
images were referred as T∗

2 −w (025), T∗
2 −w (035), and T∗

2 −w (05). Table 6 lists all
of the sequences and associated parameters that were used. The acquisition of the

Sequence MPRAGE TSE TSE GRE GRE GRE

Encoding 3D 2D 2D 2D 2D 2D

Contrast T1 T2 PD T∗
2 T∗

2 T∗
2

PMC On/Off On/Off On/Off On/Off On/Off On/Off

In-plane res. (mm) 0.45 iso†
0.28 iso†

0.28 iso†
0.5 iso†

0.35 iso†
0.25 iso†

Slice thick. (mm) 0.45 1.0 1.0 1.5 1.5 1.5

Matrix size (voxel) 496 x 496 690 x 704 690 x 704 336 x 448 480 x 640 672 x 896

Voxel vol. (mm3) 0.091 0.078 0.078 0.375 0.184 0.094

slices 416 15 15 30 30 30

TR (ms) 2820 6000 6000 680 680 680

TE (ms) 2.82 59.0 9.9 16.6 15.1 16.6

TI (ms) 1050 - - - - -

Flip angle (deg) 5 130 130 30 30 30

Bandwidth (Hz/px) 170 473 473 60 60 60

Total ADC (ms) 5.88 2.11 2.11 16.67 16.67 16.67

TA (min:sec) 12:12 5:12 5:12 8:21 11:37 15:58

Parallel imaging GRAPPA 2 GRAPPA 2 GRAPPA 2 GRAPPA 2 GRAPPA 2 GRAPPA 2

Table 6: Sequence parameters. †Iso is the abbreviation of isotropic [with license from [180]].

T1, T2, and PD scans took place during the first of two independent sessions on
different dates, and the remaining T∗

2 scans were acquired during the second. The
application of PMC to the acquisition of sequences was performed in random or-
der throughout each session. The subjects were given clear instructions to remain
still throughout each scan. There were 252 total image volumes obtained for the
cohort as a whole. Both with PMC ON and OFF, the motion-tracking data was
recorded in distinct log files.
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4.2 motion pattern analysis

The tracking data were averaged to get the global mean and Standard Deviation
(SD) for each degree of freedom for each contrast, independently for PMC OFF
and ON. The following equations were used to perform the statistical analyses of
rotations and displacements:

∆X = {xi+δt − xi}i=1,...,n−1, ∆A = {αi+δt −αi}i=1,...,n−1,

∆Y = {yi+δt − yi}i=1,...,n−1, ∆B = {βi+δt −βi}i=1,...,n−1,

∆Z = {zi+δt − zi}i=1,...,n−1, ∆Γ = {γi+δt − γi}i=1,...,n−1

(71)

where n is the number of time points in each sequence, and ∆X, ∆Y, ∆Z, ∆A,
∆B and ∆Γ and are arrays storing the displacements and rotations finished in
the time δt = 1 sec. The histograms for each of these arrays were generated, and
the Mann-Whitney U test was used for the statistical analysis [182]. The scans
(Off/On) that showed significantly different motion patterns in the same subject
were removed in order to prevent bias in the comparison of PMC OFF versus
ON (i.e., if the subject moved significantly more or significantly less during one
of the acquisitions). Figure 27 illustrates the process used to weed out scans with
inconsistent motion. The procedure is as follows:

1. Motion patterns recorded by the OMTS;

2. Calculation of distributions, see Equation 71, mean and SD values for each
degree of freedom;

3. Average of SDs for displacements and rotations;

4. Calculation of the motion parameter ratio between scans: σPMC−ON

σPMC−OFF
, selection

of subjects with similar motion patterns (i.e. the ratio of 1± 0.5), and exclu-
sion of subjects where this ratio was smaller than 0.5 or larger than 1.5.

4.3 subjective image quality assessment

Four neuroscientists with at least five years of MR image processing and image-
quality assessment expertise conducted subjective evaluations of image quality.
The image quality was evaluated, with a focus on the degree of corruption brought
on by motion artefacts. Scans were separated into six different groups, one for each
contrast and in-plane resolution. Each rater performed a blinded side-by-side com-
parison, while the presentation of the two images with and without PMC was
randomised. The raters were only instructed to evaluate the image quality in a
paired (side-by-side) comparison and provide ratings to both image volumes con-
sidering the presence of motion artefacts. The score ranged from 1 to 10, where
1 corresponded to the worst image quality (greatest presence of motion artefacts)
and 10 to the best image quality. Using Pingouin [183], the intraclass correlation
coefficient was calculated [184, 185] to evaluate the agreement between raters (ta-
ble 7).
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Figure 27: An example of motion pattern analysis and exclusion of volumes: a) motion
tracking data; b) calculation of distributions, Equation 71; c) average of SD val-
ues of displacements and rotations for each subject/acquisition; d) filtered vol-
umes, as explained in section 4.2 [with license from [180]].

Contrast T1-w T2-w PD-w T2*-w(05) T2*-w(035) T2*-w(035)

ICC 0.89 0.89 0.80 0.68 0.79 0.85

Table 7: Intra-class correlation coefficient (ICC). Average raters’ absolute ICC per group.
[with license from [180]]

4.4 objective image quality assessment

There have been several proposed criteria for evaluating the presence of motion
artefacts or assessing the quantitative quality of MR images [141, 186–188]. For ex-
ample, the MRIQC software [141] is a useful tool for automated quality assessment,
it focuses mostly on T1 and T2 contrast image volumes acquired at lower magnetic
fields (1.5 T and 3 T). While the Average Edge Strength (AES), which measures
the amount of edge blurring in a picture, and a texture-based indicator based on
the Haralick method are the two indicators used in the framework for PMC eval-
uation provided by Pannetier et al. [186]. Gradient entropy is frequently used to
measure variations in the quality of MR images [187]. AES and gradient entropy
were utilised in this study as metrics to quantitatively assess image quality. The
gradient entropy values rise as the level of corruption rises, but the AES values fall
as the motion artefacts rise [186, 187]. For the statistical analysis of the outcomes,
the Mann-Whitney U test was used [182].
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Figure 28: Sample images: All three possible scenarios. (a) PMC OFF worse performance
than PMC ON, T2-w images with resolution 0.28x0.28x1.0mm3 ; (b) PMC OFF
similar performance as PMC ON, T1-w images, isotropic resolution 0.45mm3;
(c) PMC OFF better performance than PMC ON (reflections in the OMTS system,
explained in Fig.29), T∗

2 -w images, resolution 0.25x0.25x1.5mm3. Ravg is the
average subjective score, while AESavg and GEavg, the average scores over all
slices in the volume for AES and gradient entropy metrics, respectively. [with
license from [180]]

4.5 results

There were three possible outcomes for each of the quality evaluations. The images
acquired with PMC were first noticeably superior to the images of the same subject
acquired using the same sequence but without PMC; second, the image quality of
the images acquired with and without PMC was comparable; and third, the im-
age quality of the images acquired with PMC was inferior to that of the images
acquired without PMC support. These three potential outcomes are illustrated by
examples of findings obtained with and without PMC in figure 28. Several scans
were excluded from each group in accordance with the preceding scheme (see sec-
tion 4.2 and figure 27). For instance, T1-w images of Sub-ID 16 were disregarded
because the subject moved excessively while being acquired with PMC ON, as
shown in figure 27. The Sub-IDs 4, 6, 13, and 18 for T2-w, 4, 6, 15, and 18 for PD, 6

for T∗
2 (05) and 6, 15, and 16 for T∗

2 (035), as well as 20 for T∗
2 (025), were also disre-

garded. Also, T∗
2 (025) of Sub-ID 16 was disregarded due to the existence of marker

reflections, which resulted in incorrect tracking (figure 29). This is a drawback of
such systems. If the marker is perfectly perpendicular to the camera, reflections
will happen; as a result, the marker’s surface will reflect the illumination back into
the camera.
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Figure 29: Motion patterns in the event of reflections of the MPT marker: false pose data
marked with a green circle [with license from [180]].

The four raters evaluated the image quality for each of the 252 image volumes, no-
tably checking for the presence of motion artefacts. Table 7’s intraclass correlation
coefficient showed that the raters’ agreement ranged from 0.68 (for T∗

2 [05]) to 0.89.
(for T1).
Compared to PMC OFF, PMC ON has demonstrated a statistically significant im-
provement (5.5%) across all contrasts and resolutions. For PMC OFF and PMC
ON, the overall averaged score and SD were 8.21± 0.36 and 8.77± 0.24, respec-
tively. Figure 30 gives information on each contrast group in detail. The outcomes
are displayed for each rater, each contrast, and all available T∗

2 -w image resolutions.
Moreover, the average ratings from all raters are displayed. The experts gave PMC
ON a higher grade for each of the T1, T2, and PD-w pictures. The picture quality
of these groups’ PMC ON scans improved by 9.6%, 9.8%, and 9.2%, respectively.
There were no statistically significant differences in the T∗

2 -w images. It should be
noted, nevertheless, that the scores given to the scans without PMC were already
rather good (between 8 and 10); as a result, there wasn’t much room for improve-
ment.

The AES and the gradient entropy were the two metrics employed for the objective
evaluation, as explained in section 4.4. Figure 31 displays the outcomes. In favour
of PMC ON acquisitions, the overall AES result was statistically significant (6%
better). Only one contrast, T∗

2 (025)) has demonstrated a substantial statistical im-
provement with PMC ON of 5.3% when each group is taken separately. With the
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Figure 30: Results of the subjective assessment. Bar plots containing average scores cal-
culated for each group and for all groups together. R1, ..., R4 refer to Reader 1

to Reader 4 [with license from [180]].
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exception of the T1-w images, where AES was marginally higher with PMC OFF,
all of the groups showed improvements with PMC ON, even if this improvement
was not statistically significant.
Gradient entropy did not reveal any statistically significant difference between the
two groups — with and without PMC —when all contrasts were taken into ac-
count, not even when they were taken into account separately. Yet, for acquisi-
tions supported by PMC, gradient entropy consistently produced favourable out-
comes,figure 31.

All the results, including motion patterns and statistical analysis of the relative
metrics can be viewed at https://github.com/sarcDV/PMC-Results.

4.6 discussion

In this study, a thorough assessment of PMC has been carried out for ultrahigh
field structural brain imaging on a group of healthy volunteers who were told to
remain as still as possible throughout the scans. To compare and quantify the varia-
tions between the high-resolution in vivo brain imaging of these healthy compliant
subjects acquired with and without PMC, systematic subjective and objective eval-
uations have been made.
The images, whether they were collected with or without PMC, received ratings
that were primarily between 8 and 10, as shown in figure 30. Hence, regardless
of the correction status, all scans exhibited high to extremely high image quality.
Yet, it was still clear from the overall subjective rating that using PMC enhanced
the image quality. For the subjective assessment, the use of PMC had a statisti-
cally significant favourable effect for three of the four contrasts (three of the six
groups), and there was still an improvement for the final contrast (three groups
of T∗

2 -w images), but it was not statistically significant. The intraclass correlation
coefficient ranged between 0.68 and 0.89 despite the fact that all of the experts who
participated in the evaluation process had experience evaluating the quality of MR
images and had received similar training. It is crucial to emphasise that the aim
was to determine the degree of deterioration in addition to determining whether a
picture was corrupted or degraded by artefacts. This needs to be stressed because it
differs significantly from how clinical routine is usually conducted, in which scans
are evaluated within a few seconds to determine whether rescanning is required
or the image quality is sufficient to make a clinical diagnosis.
PMC can improve the image quality for five out of six groups (T2, PD, T∗

2 [05],
T∗
2 [035], and T∗

2 [025]), according to both objective measures. In contrast to the sub-
jective assessment, which indicated statistically significant findings in favour of
PMC ON for this contrast, for T1-w images, AES is in favour of PMC OFF while
gradient entropy has revealed no difference (both not being statistically significant).
However, a MP-RAGE case where AES is better without correction but the images
are visibly better with PMC is shown in figure 33. This typically raises the issue of
how broadly these measurements may be used to evaluate the quality of small mo-
tion artefacts [189]. For instance, Mattern et al. [190] used a similar sequence to scan
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Figure 31: Results of the objective assessment: bar plots containing average scores calcu-
lated for each group and for all groups together. Top: Average Edge Strength;
Bottom: Gradient Entropy [with license from [180]].
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Figure 32: Comparison of PD-w images acquired for the same subject. Left side (a) image
acquired without the support of PMC. Right side (b), the image acquired with
PMC. For both images, a zoomed-in area shows details. The subjective aver-
age score (Ravg), and the average AES (AESavg) and average gradient entropy
(GEavg) over all slices in these volumes are reported [with license from [180]].
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Figure 33: Comparison of T1-w images acquired for the same subject. Top row: PMC Off,
bottom row: PMC On.

four healthy subjects (instead of the 2D sequence used in this work, they used a 3D
gradient-echo sequence for susceptibility-weighted imaging). In their work, PMC
acquisitions with a resolution of 0.33x0.33x1.25 mm3 demonstrated a notable re-
duction in motion artefacts in the majority of cases and a significant improvement
in the reliability of quantitative susceptibility values. Four subjects were scanned
using equivalent sequences in a different study by Stucht et al. [181]. Moreover, the
0.44−mm3 isotropic T1-w images and the 0.25x0.25x2.0 mm3 gradient-echo (T∗

2 -
w) images in their work demonstrated the potentiality of PMC. However, in terms
of the number of scanned subjects as well as the variety and amount of sequences
acquired for each subject, these studies cannot be properly compared.
Although each sequence was tested on a phantom to assess the effect of vibrations
and found that gradients had no impact on the motion patterns or image quality,
it was not possible to conclusively demonstrate that the same is true for in vivo
imaging. The mechanical characteristics and coupling of the setup may change
depending on the experimental settings, such as how the patient table is loaded.
Additionally, the performance of the OMTS may be impacted by various mounting
circumstances. With the exception of one scan, no anomalies were observed in the
tracking data that suggest potential PMC faults or erroneous tracking (discussed in
section 4.5 and shown in figure 29). The camera was mounted using Velcro straps,
as stated in section 2.3, figure 12. No further investigation was performed into
the Velcro’s ability to guarantee the mechanical properties and orientation of the
camera remaining steady throughout a scan and in between scans. A similar point
of concern is present regarding Velcro’s gradual deterioration with continued us-
age. This might result in various mounting situations, which would then impact
how well the OMTS worked. Moreover, variations in contrast and SNR may influ-
ence the outcomes of the objective evaluation [133, 191]. It is notable that in some
instances (shown in figure 32), the PMC-ON image’s artefact reduction was not
immediately apparent.
According to these findings, PMC employing an OMTS can enhance the image
quality of already excellent scans of healthy, compliant people without the pres-
ence of intentional motion.
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4.7 pmc for intentional motion

This section describes an additional scanning session performed for only three
healthy volunteers to evaluate the use of PMC in case of intentional movements.
The 3D-MP-RAGE sequence described in table 6 was used. The scan was repeated
four times per subject, with and without PMC, with and without intentional mo-
tion. For the acquisitions with intentional motion a video was shown to each sub-
ject and was asked to follow the object shown in the video with their own head.
The intentional motion can be used to simulate clinical conditions such as tremor
or dyskinesia. This study served to test the effectiveness of PMC in the case of
large movements always trying to emulate a clinical-type scenario.
A summary of each session per subject is shown in figures 34, 35, and 36. At first
sight, utilising PMC seems to have no significant difference when primarily exam-
ining the scenario without deliberate motions. The exception is the case of subject
number 1 shown in figure 34, in fact, when scanning with PMC ON and although
the subject was instructed to remain as stable as possible, sudden movements with
amplitudes of more than 1 cm and rotations of more than 5° were recorded. These
movements affected the acquisition and the images show residual motion arte-
facts.
On the other hand, considering the scenario with intentional movements, once
again the use of PMC is of paramount importance in limiting the presence of mo-
tion artefacts. Although, the system is not able to completely prevent the presence
of motion artefacts, brain structures are better delineated than in images acquired
without PMC.

4.8 conclusion

In order to systematically evaluate high-resolution MRIs at 7T in cooperative sub-
jects, this thesis work presented a large-scale study on PMC. The majority of the
acquired images showed very high or high image quality. Every scenario has im-
proved according to subjective evaluation with PMC ON, however, only three of
them were statistically significant. For five of the six groups, objective measures
have demonstrated that the images obtained with PMC were of higher image qual-
ity; however, for the sixth group, the metrics did not agree on a clear winner and
did not accord with the subjective metric. In this research, only the images with
comparable motion patterns for PMC ON and OFF were taken into account. Hence,
PMC can be credited for the improvements seen. Based on our findings, we draw
the conclusion that PMC offers higher image quality for high-resolution images
when there is no deliberate motion and that it should be taken into account even
when high-resolution scans at 7T are obtained from healthy compliant participants.
Furthermore, evaluations conducted on volunteers with intentional motion also
provided insights into the limits of PMC for extreme cases and demonstrated that
PMC can improve image quality even when the level of motion is very high. Based
on which it can be concluded that it can be used with non-complaint patients
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(e.g. patients with Parkinson’s disease) as well if used in conjunction with further
motion prevention techniques or with RMC.
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Figure 34: From top to bottom, the first two rows show the rotations and translations
stored in the log files of each scan, third, fourth and fifth row a slice in sagittal,
axial and coronal view, respectively. From left to right, first column scan without
intentional motion and PMC OFF, second no intentional motion and PMC ON,
third intentional motion with PMC OFF and last column, intentional motion
with PMC ON.
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Figure 35: As in figure 34.
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Figure 36: As in figure 34.
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Part IV

R E T R O S P E C T I V E M O T I O N A RT E FA C T S D E T E C T I O N
A N D C O R R E C T I O N U S I N G D E E P L E A R N I N G





5
M O T I O N A RT E FA C T S D E T E C T I O N A N D R E T R O S P E C T I V E
C O R R E C T I O N U S I N G D E E P L E A R N I N G

The motion detection and correction research using deep learning techniques are
the focus of this section. Contrary to the PMC section (sections 2 and 4), where
the goal was to correct motion artefacts in ultra high-resolution images acquired
at ultra-high field, the objective of these methods are to supplement the aforemen-
tioned section. They have been applied to images acquired both at the ultra-high
field and in a clinical setting.

As the first step, the thesis presents a novel deep learning based IQA technique
in section-5.1, to assess the quality of an MRI in terms of the presence of motion
artefacts. As part of the same, a new set of contrast augmentation techniques was
developed - to make deep learning methods more robust against changes in MRI
contrast, and also created an in-house motion simulation pipeline - to be able to
create larger training datasets with motion artefacts resembling real-world mo-
tion in MRI. Furthermore, this thesis presents two novel techniques to perform
RMC using deep learning. Section-5.2 presents novel techniques to modify exist-
ing deep learning models - to improve their motion correction capabilities using
"prior-assistance", while section-5.3 combines contrast augmentation techniques
(presented in section-5.1) with deep learning model to improve the generalisability
of the model.

5.1 image quality assessment through ssim prediction

As explained in section 1.5 motion artefacts in MRIs can significantly lower the
accuracy of a diagnosis. Prior to moving further with the clinical diagnosis, the
quality of the MR image must be evaluated. Motion artefacts may necessitate a
repeat scan because they can change how certain structures, such as the brain,
lesions, or tumours, are defined. Otherwise, a misdiagnosis (such as the wrong
pathology) or inaccurate diagnosis (such as the correct pathology but inappropri-
ate severity) may occur.
After scanning, IQA is a quick, automated process that can help determine whether
the obtained images are sufficient for diagnosis [132–134]. This procedure’s major
goal is to establish if the images are diagnostically reliable and devoid of undesir-
able artefacts [136, 137]. The evaluation process frequently takes time and depends
on the observer’s subjective judgement [138]. Also, the readers’ (the experts chosen
to conduct the IQA) varying degrees of experience and knowledge could produce
inconsistent assessment outcomes. The lack of a reference image is another in-
herent problem with the IQA for MR images. In recent years, reference-free IQA
methods with and without machine learning and deep learning support have been
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presented for the assessment of visual image quality [134, 136, 139–146]. However,
there is still no gold standard IQA for MR images, despite the fact that the number
of typical machine learning and deep learning approaches utilised for regression
and classification tasks is constantly growing [133, 149–152].
The purpose of this work is to develop an automated IQA tool based on the pre-
diction of the SSIM [153] that can identify the presence of motion artefacts and
measure the degree of corruption or distortion in comparison to an "artefact-free"
counterpart. This tool was created to function for a wide range of MR image con-
trasts, including T1, T2, PD, and FLAIR weighted images, and without regard to
the resolution or orientation of the image under consideration. A contrast augmen-
tation step has also been added in order to broaden the weighting range. When
MRIs are acquired in real life, and there are any artefacts in the image, there are
no "artefact-free" equivalents to compare the image to in order to determine its
quality. However, two pictures are necessary for SSIM calculation (corrupted vs
motion-artefact-free images). Due to this, two separate methods were used in this
work to artificially produce corrupted images: one was built in-house [110](see sec-
tion 7.2) while the other was implemented by Shaw et al. [154] (package of the
library TorchIO [155]).

ResNets are the core of the proposed automatic IQA method [157, 192]. ResNets
with two different depths were used here: 18 (ResNet-18) and 101 (ResNet-101), see
section 7.2. Each model has undergone two separate training sessions, both with
and without the contrast enhancement step. During the training, these procedures
are carried out,(figure 37):

1. a random slice (2D image) from one of the three orientations - axial, sagittal,
and coronal - is chosen from a 3D input volume. Slice selection for anisotropic
volumes is limited to maintaining the orientation of the initial acquisition;

2. if contrast augmentation is enabled, one of the following contrast augmenta-
tion algorithms is randomly chosen:

• Gamma adjustment on the input image [193];

• Logarithmic adjustment on the input image [194];

• Sigmoid adjustment on the input image [195];

• Adaptive histogram adjustment on the input image [196];

3. the 2D image is subjected to motion corruption using one of these two meth-
ods:

• TorchIO [154, 155], Figure 38 (a);

• in-house algorithm, Figure 38 (b);

4. between the input 2D image and the associated corrupted image, the SSIM
is determined;
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5. the selected model is given the corrupted image and the calculated SSIM
value for training.

Table 8 lists the three datasets that were used in this study: the train, validation,
and test sets. 200 volumes were utilised for training, 50 for validation, and 50 for
testing. the second group (Table 8, Site-A) of 114 volumes were acquired with a 3T
scanner, the third group (Table 8, Site-B) of 93 volumes was acquired at 7T, and a
final group (Table 8, Site-B) of 25 volumes were acquired with various scanners.
The first group, which consisted of 68 volumes, was chosen from the public IXI
dataset1(1.5 and 3T). Resampling was done on the volumes from IXI, Site-A, and
Site-B to achieve an isotropic resolution of 1.00 mm3.
The following parameters were chosen for the training:

• learning rate: 1e−3;

• batch size: 100;

• loss function: Mean Squared Error (MSE) [197];

• optimizer: the Adam optimizer [198];

• number of epochs: 2000.

All the images were always normalised and resised or padded to have a 2D ma-
trix size of 256x256. From the 50 volumes of the test dataset, a total of 10,000

pictures were repeatedly chosen at random, corrupted, and tested using the same
procedures as during training, including contrast augmentation, random orienta-
tion selection, and corruption.
The predicted SSIM values were first displayed against the ground truth SSIM
values, as shown in Figure 40, and then the residuals were calculated as follows
to assess the performance of the trained models. Figure 41 shows Residuals =

SSIMpredicted − SSIMgroundtruth.
An image’s expected SSIM value can be compared to an indicator of the degree
of distortion or corruption in the image. To compare this value with a subjective
evaluation, however, is difficult when using this method on a real clinical case.
This issue was resolved by turning the regression task into a classification task.
Three distinct experiments for the same were carried out by selecting 3, 5, and
10 classes, respectively. The SSIM range [0-1] was evenly divided into sub-ranges
for each scenario. For example, there were three sub-ranges for the three classes:
class-1: [0.00-0.33], class-2: [0.34-0.66], and class-3: [0.67-1.00]. The same procedure
was used to create classes for 5 and 10.
The trained models were also tested using a second dataset made up of randomly
chosen images from clinical acquisitions. As indicated in Table 9, this dataset in-
cluded five subjects, each of whom had had a different number of scans. As there
were no ground truth reference images in this situation, one expert also performed

1 Dataset available at: https://brain-development.org/ixi-dataset/
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Figure 37: Graphical illustration of the pipeline developed.
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Figure 38: Sample of artificially corrupted images. On the left column are the original
images, and on the right are the corrupted ones. (a): image corrupted making
use of TorchIO library, (b): image corrupted making use of the home-made
algorithm
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Table 8: Data for training, validation and testing.

Data Weighting Volumes Matrix Size Resolution (mm3)

m(M) x m(M) x m(M)† m(M) x m(M) x m(M)†

TRAINING

IXI T1,T2,PD 15,15,15 230(240)x230(240)x134(162) 1.00 isotropic

Site-A T1,T2,PD,FLAIR 20,20,20,20 168(168)x224(224)x143(144) 1.00 isotropic

Site-B T1,T2,FLAIR 20,20,20 156(156)x224(224)x100(100) 1.00 isotropic

Site-C T1 3 192(512)x256(512)x36(256) 0.4(1.0)x0.4(0.9)x0.9(4.4)

Site-C T2 11 192(640)x192(640)x32(160) 0.4(1.0)x0.4(1.0)x1.0(4.4)

Site-C FLAIR 1 320x320x34 0.7x0.7x4.4

VALIDATION

IXI T1,T2,PD 1,5,7 230(240)x230(240)x134(162) 1.00 isotropic

Site-A T1,T2,PD,FLAIR 4,4,4,4 168(168)x224(224)x143(144) 1.00 isotropic

Site-B T1,T2,FLAIR 6,6,4 156(156)x224(224)x100(100) 1.00 isotropic

Site-C PD 1 240x320x80 0.8x0.8x2.0

Site-C T2 1 240x320x80 0.8x0.8x2.0

Site-C PD 1 240x320x80 0.8x0.8x2.0

TESTING

IXI T1,T2,PD 2,4,4 230(240)x230(240)x134(162) 1.00 isotropic

Site-A T1,T2,PD,FLAIR 6,4,4,4 168(168)x224(224)x143(144) 1.00 isotropic

Site-B T1,T2,FLAIR 6,6,5 156(156)x224(224)x100(100) 1.00 isotropic

Site-C T1 2 288(320)x288(320)x35(46) 0.7(0.8)x0.7(0.8)x3.0(4.4)

Site-C T2 2 320(512)x320(512)x34(34) 0.4(0.7)x0.4(0.7)x4.4(4.4)

Site-C FLAIR 1 320x320x35 0.7x0.7x4.4

†: "m" indicates the minimum value while "M" is the maximum.
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Table 9: Clinical data

Data Weighting Volumes Matrix Size Resolution (mm3)

m(M) x m(M) x m(M)† m(M) x m(M) x m(M)†

Subj. 1 T1,T2,FLAIR 1,4,2 130(560)x256(560)x26(256) 0.4(1.0)x0.4(0.9)x0.9(4.4)

Subj. 2 T2 3 288(320)x288(320)x28(28) 0.7(0.8)x0.7(0.8)x5.5(5.5)

Subj. 3 T1,T2,FLAIR,DWI,(§) 1,2,1,4,1 256(640)x256(640)x32(150) 0.4(0.9)x0.4(0.9)x0.4(4.4)

Subj. 4 T2, FLAIR, DWI 1,2,6 144(512)x144(512)x20(34) 0.4(1.4)x0.4(1.4)x2.0(4.4)

Subj. 5 T2, FLAIR, DWI 3,1,4 256(640)x256(640)x28(42) 0.4(1.0)x0.4(1.0)x3.3(6.2)

†: "m" indicates the minimum value while "M" the maximum.

a subjective assessment of the images’ quality using the classification scheme de-
scribed below. Class 1 images are of good to high quality, in which case the images
may have very minor motion artefacts, but the accurate delineation of the brain’s
structures, substructures, or lesions (SSIM range between 0.85 and 1.00); class 2

images are of sufficient to good quality, in which case the images may have motion
artefacts that prevent correct delineation of the brain structures, substructures or
lesions (SSIM: 0.60 - 0.85); and class 3 images are of insufficient quality and neces-
sitate a re-scan (SSIM: 0.00 - 0.60). Also, this dataset featured many contrasts that
weren’t present during training, like diffusion-weighted pictures (DWI).
When used on clinical data, the MRIQC2 [141] toolbox has been taken into con-
sideration as a baseline for direct comparison. It is significant to note that MRIQC
only derives a number of no-reference image quality measures from functional
MRI data and T1w and T2w 3D image volumes. As a result, during the quality as-
sessment, several of the clinical volumes were rejected. Moreover, as MRIQC only
functions on acquisitions that have been properly transformed to the BIDS3 format,
it could not be utilised to evaluate images that have been artificially corrupted (i.e.
artificially corrupted 2D slices are not suitable for MRIQC). The Contrast-to-Noise
Ratio (CNR) [199], Coefficient of Joint Variation (CJV) [200], Entropy Focus Crite-
rion (EFC) [201], and so-called Quality Index (QI) [134] were utilised as metrics for
structural images. The CNR is a widely used image metric and a straightforward
extension of the SNR computation. It can measure how distinct the tissue distribu-
tions of grey matter and white matter are from one another (GM and WM). Better
image quality is indicated by higher values. The existence of heavy head motion
and large-intensity non-uniformities (INU) can be detected by the second selected
metric, CJV, and for this metric, lower values suggest higher image quality. The
EFC is one of the earliest proposed metrics that can be found in MRIQC. The de-
gree of ghosting and blurring brought on by head motion can be measured using
this metric. It takes advantage of the voxel intensities’ Shannon entropy. Image
quality is higher in images with lower EFC values. The final quality metric, QI,

2 https://mriqc.readthedocs.io/en/latest/about.html

3 https://bids-specification.readthedocs.io/en/stable/index.html
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is a binary indicator that shows whether there are artefacts present or not. When
QI is not zero, there are artefacts in the image, whereas 0 QI shows no artefacts.
These metrics were chosen over the others because of their focus on quantifying
and detecting artefacts. For each selected parameter, the Subjective Image Quality
Assessment (SIQA) scores were specifically averaged, normalised, and scaled in
order to analyse the agreement with the results. The SIQA scores were per slice,
but MRIQC delivers a single value for each metric of every scan, necessitating the
averaging step. The SIQA scores were normalised and scaled for the first three
measures, CNR, CJV, and EFC, using the first image volume that MRIQC anal-
ysed as a reference. In contrast, using the QI measure, the averaged SIQA scores
between 1 and 2 were transformed to zero values to denote the absence of motion
artefacts; otherwise, 1 was reported to indicate the existence of artefacts.

5.1.1 Results

Figure 39 shows a few example outputs of the SSIM prediction for quantitative
analysis, while figures 40 and 41 present the outcomes qualitatively. The SSIM val-
ues are plotted against the ground truth values in Figure 40. The plot additionally
displays the linear fitting carried out for every trained model. Finally, the distribu-
tions of the actual values and the predicted values for the SSIM are also displayed.
Figure 40 illustrates the qualitative dispersion levels of all trained models. The
term dispersion in this context refers to the degree to which the predicted SSIM
values differ from the ground truth when SSIMpredicted = SSIMgroundtruth.
Nonetheless, each model’s results are displayed independently in Figure 40 using
scatter plots. Section 5.1 provides an explanation of the relative residual distribu-
tion charts. Using the SciPy Python package [202], a statistical normal distribu-
tion fitting was done for the residual distributions. Figure 40 displays the derived
mean and standard deviation values. The ResNet-18 model trained with contrast
augmentation had the smallest standard deviation (σ = 0.0139) and the mean
value that was the closest to zero (µ = 0.0009), according to the statistical analy-
sis, whereas the ResNet-101 model trained without contrast augmentation had the
mean value that was the farthest from zero and the largest standard deviation. The
results show a noticeable impact of contrast augmentation for both ResNet-18 and
ResNet-101 models. This is manifested as a decline in standard deviation values,
which is visually correlated with a reduced scatter plot dispersion level.
Figure 42 and table 10 display the classification task results. The logarithmic con-
fusion matrices obtained for the classification task are displayed in Figure 42. It
should be observed that every trained model behaved flawlessly and uniformly.
Particularly, none of the matrices displays non-zero elements that are distant from
the diagonal, only those that are nearby, which is what is typically expected from
a classification task. Table 10 is an addition to Figure 42. It displays the precision,
recall, and f1-score for all of the trained models on a class-by-class, macro-average,
and weighted basis. The accuracy is also shown in this table.
The model with the best performance is ResNet-18 trained with contrast augmen-
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Figure 39: Few examples for qualitative evaluation. Columns from left to right: actual MRI,
MRI after contrast augmentation, contrast augmented MRI after motion corrup-
tion. The ground truth (SSIM between second and third columns) and predicted
SSIMs are mentioned on the motion corrupted images.
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Figure 40: Scatter plot of SSIM prediction. Moreover, the linear fits for each group of data
are displayed. Ground truth SSIM values distribution is shown at the top, while
predicted SSIM values distributions for each group are shown on the right.
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tation for all three scenarios, 3, 5, and 10 classes as shown in section 5.1. For scenar-
ios involving 3, 5, and 10 classes, this model consistently yielded accuracy values
of 97, 95, and 89%, respectively. Although the ResNet-18 with contrast enhance-
ment outperformed the other models, there are no obvious changes in the tabular
data. But once more, when contrast augmentation is used, it is possible to see a
performance enhancement.
Figure 43 displays the outcomes for the clinical data samples. The derived SSIM
predictions are illustrated in this instance for each model, overlaid with the sub-
jects’ subjective ratings and displayed in a per-slice fashion. As stated in section 5.1,
following a comprehensive visual inspection, the clinical data samples’ subjective
ratings fell into one of three categories: 1, 2, or 3. If the predictions made using the
various models fit the categories assigned by the subjective evaluation, there must
be agreement between the subjective and objective assessments. When the objec-
tive prediction falls outside the expert’s designated class, there is a discrepancy
between the two evaluations. The mean ± standard deviation of the percentage of
agreement between subjective and objective analysis is 76.6± 0.8%, with ResNet-
101 achieving a low value of 75.5% without contrast augmentation and a maximum
value of 77.7% with contrast augmentation.
Figure 44 displays the results from MRIQC. It is crucial to reiterate that MRIQC
is a toolkit that includes many image quality criteria and offers a thorough anal-
ysis of the scans. Only 12 of the entire 36 scans were processed, mostly because
the clinical scans did not meet the MRIQC’s requirements for T1w or T2w acquisi-
tions. For CNR, CJV, EFC, and QI, respectively, the rates of agreement between the
selected MRIQC metrics and the SIQA scores were 17%, 17%, 33%, and 75%.

5.1.2 Discussion

While tackling the SSIM prediction problem, the trained models performed quite
similarly. Yet, when combined with contrast enhancement, both ResNet-18 and
ResNet-101 models demonstrated a noticeable improvement. Contrast augmenta-
tion, as seen in the residuals distributions of the errors for both models, is what
caused the means for ResNet-18 and ResNet-101 to be closer to zero and the stan-
dard deviations to drop by ≈1.5 and ≈1.44 times, respectively.
The scatter plots, where the dispersion level is clearly lower when contrast aug-
mentation is applied, also show a drop in the standard deviations. The first thing
to note when looking at the classification task is that the accuracy decreases lin-
early with the number of classes, from 97 to 95 to 89%. This can be explained by
the fact that each model has a harder time classifying an image into the correct
predefined range of SSIM values as the number of classes grows. The confusion
matrices support this behaviour by showing an increase in the out-of-diagonal
values, i.e., when using ResNet-18 without contrast augmentation, the maximum
out-of-diagonal value for the classification task with three classes is 0.04 (for class-
2 and class-3), and when using ResNet-18 with ten classes, the maximum value is
0.50 (for class-1). This suggests that the ResNet-18 classifies 50% of the examined
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Figure 41: Scatter plot SSIM predicted against ground truth values and Residuals distri-
bution for (a) ResNet-18 without contrast augmentation, (b) ResNet-18 with
contrast augmentation, (c) ResNet-101 without contrast augmentation and (d)
ResNet-101 with contrast augmentation.
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Figure 42: Confusion matrices for the classification task. First row 3 classes case, second
row 5 classes and third row 10 classes. The columns are for (a) ResNet-18

without contrast augmentation, (b) ResNet-18 with contrast augmentation, (c)
ResNet-101 without contrast augmentation, (d) ResNet-101 with contrast aug-
mentation, respectively.
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Table 10: Results for the classification task. The classification task has been performed three times,
considering 3,5 and 10 classes, respectively. "Prec." is the abbreviation of the term precision,
while "macro avg" corresponds to macro average and "weight. avg" to the weighted average
calculated using the python package scikit-learn [203]. (a) is for ResNet-18 without contrast
augmentation, (a) is for ResNet-18 with contrast augmentation, (c) is for ResNet-101 without
contrast augmentation, (c) is for ResNet-101 with contrast augmentation.

(a) (b) (c) (d)

Class Prec. Rec. f1-sc. Prec. Rec. f1-sc. Prec. Rec. f1-sc. Prec. Rec. f1-sc. #

1 0.94 0.97 0.95 0.93 0.97 0.95 0.93 0.98 0.96 0.97 0.89 0.93 117

2 0.95 0.96 0.95 0.97 0.96 0.96 0.94 0.97 0.95 0.98 0.94 0.96 4307

3 0.97 0.96 0.97 0.97 0.98 0.97 0.98 0.95 0.96 0.95 0.99 0.97 5576

acc. 0.96 0.97 0.96 0.96 10000

m.avg. 0.95 0.95 0.96 0.96 0.97 0.96 0.95 0.97 0.96 0.97 0.94 0.95 10000

w.avg 0.96 0.96 0.96 0.97 0.97 0.97 0.96 0.96 0.96 0.96 0.96 0.96 10000

1 0.97 0.91 0.94 0.93 0.79 0.85 0.94 0.97 0.96 0.85 0.88 0.87 33

2 0.86 0.89 0.88 0.85 0.90 0.87 0.83 0.91 0.87 0.93 0.77 0.84 262

3 0.91 0.92 0.91 0.93 0.92 0.93 0.89 0.94 0.91 0.94 0.90 0.92 2320

4 0.94 0.95 0.94 0.95 0.96 0.96 0.94 0.94 0.94 0.94 0.96 0.95 5021

5 0.96 0.93 0.95 0.96 0.96 0.96 0.97 0.92 0.95 0.95 0.96 0.96 2364

acc. 0.93 0.95 0.93 0.94 10000

m.avg. 0.93 0.92 0.92 0.93 0.91 0.91 0.91 0.93 0.92 0.92 0.89 0.91 10000

w.avg 0.93 0.93 0.93 0.95 0.95 0.95 0.93 0.93 0.93 0.94 0.94 0.94 10000

1 1.00 0.50 0.67 1.00 0.62 0.77 1.00 0.62 0.77 1.00 0.75 0.86 8

2 0.81 0.88 0.85 0.78 0.72 0.75 0.83 0.96 0.89 0.75 0.84 0.79 25

3 0.90 0.90 0.90 0.81 0.84 0.83 0.87 0.89 0.88 0.91 0.79 0.84 62

4 0.81 0.84 0.83 0.80 0.85 0.83 0.76 0.85 0.80 0.88 0.71 0.79 200

5 0.82 0.86 0.84 0.86 0.87 0.87 0.79 0.87 0.83 0.86 0.83 0.84 689

6 0.84 0.84 0.84 0.89 0.87 0.88 0.83 0.86 0.84 0.89 0.84 0.86 1631

7 0.86 0.88 0.87 0.89 0.89 0.89 0.85 0.87 0.86 0.88 0.88 0.88 2706

8 0.87 0.87 0.87 0.89 0.90 0.89 0.88 0.84 0.86 0.86 0.90 0.88 2315

9 0.86 0.88 0.87 0.89 0.92 0.90 0.89 0.85 0.87 0.87 0.91 0.89 1456

10 0.97 0.86 0.91 0.97 0.91 0.94 0.96 0.88 0.91 0.95 0.93 0.94 908

acc. 0.87 0.89 0.86 0.88 10000

m.avg. 0.88 0.83 0.84 0.88 0.84 0.85 0.86 0.85 0.85 0.88 0.84 0.86 10000

w.avg. 0.87 0.87 0.87 0.89 0.89 0.89 0.86 0.86 0.86 0.88 0.88 0.88 10000
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Figure 43: Evaluation for the clinical dataset. The curves represent the SSIM predictions
obtained with the different trained models, while the coloured bars show the
subjective classification performed by the expert. When the curves are within
the coloured bars, there is an agreement between the objective and subjective
evaluation, disagreement otherwise. The blue dashed lines indicate the separa-
tion between the different subjects. On the x-axis, there is the slice number; all
the volumes were stacked consecutively one after another.
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Figure 44: MRIQC results. Top left: CNR; top right: CJV; bottom left: EFC, and bottom
right: QI.
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images erroneously when conducting the 10-class classification challenge without
using contrast enhancement. When contrast augmentation is used, there appears
to be a decrease in class-1 images that were incorrectly classified. Figure 42 shows
a general trend in this direction, but there are also results that are in conflict with
it. For example, when looking at the 5-class classification task for class-1 while
always taking ResNet-18 without and with contrast augmentation, there is a net
increase in class-1 images that have been incorrectly classified, going from 9 to 21%
of the tested images.
A maximum agreement rate of 77.7% between the objective and subjective judge-
ments was achieved in the final application using clinical data, which also pro-
duced satisfactory results. Due to the different subjective schemes chosen, it is
not possible to directly compare this work to the prior three-class categorisation
task (section 5.1). When the trained models are applied to clinical data, there is
a noticeable decline in performance, but this can be explained by a number of
variables. First of all, the clinical data sample included types of image data—such
as diffusion acquisition and derived diffusion maps—that the models had never
seen during the training phase. Secondly, the motion artefacts that were artificially
generated did not cover all of the potential motion artefacts that might appear in
an authentically MR motion-corrupted image. New contrasts, various resolutions,
and other orientations can be added to the training set to see whether they produce
any improvements. Oblique acquisitions, for instance, weren’t taken into account
in this work. The artificial corruption techniques utilised in this work can also be
enhanced further. For instance, corruption algorithms based on motion log data
captured by a tracking device, as is frequently done for PMC [204, 205], could be
used. However, this would require the availability of raw MR data, and it must
also be considered that de-correcting the images will take longer to compute than
the present methods.
The bias that each expert introduces while assessing the image quality is another
consideration for the subjective assessment. The expert’s opinion of image qual-
ity is accurately replicated in this study (76.6± 0.8%), but it cannot be used as a
standard reference. There will always be disparities between the experts, such as
their years of experience or sensitivity to the presence of motion artefacts in the
assessed image, even though the subjective assessment can be repeated with the as-
sistance of other experts. It’s also important to remember that the SSIM ranges for
the three classes can be modified to fit a new scheme. This permitted an accurate
computation of the SSIM values and made it easy to establish ranges that visually
correspond with the scheme defined in section 5.1. In the scenario examined in
this research, the scheme has been defined by using purposely distorted images
and the corresponding ground truth images.
At least for three metrics–CNR, CJV, and EFC–the results of MRIQC appear to
be less consistent with the SIQA. However, the rate agreement between the QI
measure and SIQA is only 75%, and when just taking into account the scans exam-
ined by MRIQC, the rate agreement between the QI measure and our technique is
similarly 75%.
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Table 11: Comparison table: MRIQC (baseline) and ResNet models. aHardware required for clinical
data evaluation. † optional but highly recommended for training a new model. ∗ Docker
size. ∗∗ MRIQC could not process all the clinical image volumes, only the structural ones,
T1w and T2w.

MRIQC ResNet models

Data preparation Mandatory BIDs Any format can be used:

conversion DICOM, Nifti, etc.

RAM/ROMa required 49 GB / ≈ 16 GB∗
4GB /

VRAM (on GPU) - ≈ 1 GB

CPUa AMD Ryzen 9 (boost up to 4.7GHz) Intel® Core™ i7-8700K

GPUa Not required NVIDIA GeForce GTX 1080 Ti†

Time required (CPU) 15 minutes to assess 12 vol.∗∗ 39.79 seconds for 36 vol.

Time required (GPU) Not available 8.84 seconds for 36 vol.

Type of images only 3D T1w, T2w and fMRI ALL (2D and 3D)

Dependencies FSLb, ANTsc, AFNId, FreeSurfere, etc. Python, PyTorchf

Dockerg alternative is available

Image Quality Metrics Multiple (CNR, CJV, EFC, etc.) Single
b https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/
c http://stnava.github.io/ANTs/
d https://afni.nimh.nih.gov/
e https://surfer.nmr.mgh.harvard.edu/
f https://pytorch.org/
g https://hub.docker.com/r/poldracklab/mriqc/

5.1.3 Conclusion

In order to make ResNet models more robust to variations in image contrast in
clinical contexts, this research provides an SSIM-regression-based IQA technique.
Without using the ground truth (motion-free) images, the approach was able to ac-
curately estimate the SSIM values from artificially motion-corrupted images (resid-
ual SSIMs as low as −0.0009± 0.0139).
Also, the motion classes derived from the anticipated SSIMs were extremely accu-
rate, with the ten classes scenario reporting a maximum weighted accuracy of 89%
and the three classes scenario reporting a maximum accuracy value of 97%.
The results are really encouraging, especially when taking into account how diffi-
cult it is to quantify the degree of image deterioration caused by motion artefacts
and how different types of contrast, resolution, etc., might be. Clinical data will
undergo additional assessments, including numerous subjective assessments, to
determine its clinical usefulness and robustness against changes in real-world sce-
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narios.
Also, additional training will be conducted in order to have a greater variety of
images, including Time-of-Flight imaging and diffusion-weighted imaging, which
are typical clinical acquisitions. It would also be advantageous to include images
acquired at lower magnetic fields (⩽ 1.5 T).
Given the results that ResNet models obtained in this study, it makes sense to as-
sume that future research can also be directed at a different anatomical body area,
concentrating, for example, on the stomach or cardiac imaging.
However, the success of deep learning models trained to have a reference-less
image quality assessment tool depends significantly on the reproduction of real-
looking-like motion artefacts.

5.2 prior-assisted retrospective motion correction

This work entitled "Retrospective Motion Correction of MR Images using Prior-
Assisted Deep Learning" [110] was presented at the 34

th Conference on Neural
Information Processing Systems (NeurIPS 2020), Vancouver, Canada.

Data Preparation

In this work, 100 participants’ T1, T2, and PD images (for training, testing, and
validation, respectively) from the openly accessible IXI Dataset4 were employed.
A modified version of TorchIO’s RandomMotion transformation was used to arti-
ficially introduce motion corruption into T2-weighted pictures [155](v0.17.45). In
the initial stage of the experiments, 10 simulated movements with a rotation rang-
ing from -1.75 to +1.75 degrees without any translation were carried out. This
modified version of the RandomMotion function randomly conducted either X- or
Y-directional in-plane motion corruption.

Image Priors

Deep learning models may perform better when additional images are provided
as prior knowledge in addition to the corrupted image [206, 207]. In this study, ex-
periments were carried out utilising slices from separate subjects that were similar
in terms of MRI contrast and slices from the same subject that were different in
terms of MRI contrast.

• Similar slices: ten similar (same slice position) slices with the same MRI con-
trast were randomly selected from among different subjects and provided as
previously along with the motion-corrupted image during the motion cor-
rection. This kind of prior is motivated by the fact that it makes it simple
to access images with the same contrast but different subjects that have not

4 Dataset available at: https://brain-development.org/ixi-dataset/
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Figure 45: Modified U-Net architecture for supplying priors

been distorted by motion when doing motion correction on a particular im-
age. Only T2-weighted images from the IXI Dataset were used in these tests.

• Different Contrasts: often, many contrasts of the same individual are col-
lected during regular clinical acquisitions. If one of the different contrasts is
distorted by motion, the other contrasts of the same subject can be used to
restore the original image. The IXI Dataset’s three accessible contrasts were
co-registered with the T2-weighted images. T1 and PD images were used as
priors during the correction process after T2-weigthed images had been cor-
rupted.

Network Architectures

The baselines for this work were a modified version of the ReconResNet [208]
and U-Net [166]. The basic networks have been modified to enable prior reception.
Schematics diagram of the modified archiectures are shown in figures 45 and 46,
for U-Net and ReconResNet

There were two prior-supply techniques that were tested.

• Multi-Channel Network: concatenated on the channel dimension, each motion-
corrupted image and its corresponding priors were then sent to the network
as a multi-channel input. In contrast to the multi-channel approach, where
the models received 1+ nprior channel images as input, the baselines only
received one channel image as input.

• Dual-Branch Network: by adding an additional branch to the baselines for
the priors, modified versions of the baselines for this technique were made.
The motion-corrupted image was sent to the main branch, while the pri-
ors were sent to the auxiliary branch. Except for the quantity of input chan-
nels, the contraction path and latent space of the auxiliary branch for the
U-Net were identical. The network’s main branch was the lone source of the
skip-connections; the auxiliary branch did not provide any skip-connections.
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Figure 46: Modified ReconResNet architecture for supplying priors

The ReconResNet’s auxiliary branch, up until the residual blocks, was ex-
actly like the ReconResNet’s downsampling blocks with the exception of
the number of input channels. The main branch and the auxiliary branch
produced two distinct latent space representations for both network mod-
els. To create the final result, these latent representations were integrated
and sent. To create the final combined latent space, two different approaches
to merging the latent spaces were taken into consideration: simple addition
and concatenation and convolution with a kernel size of one. The U-Net’s
growth path received this combined latent space. This latent representation
was delivered to the residual blocks for additional processing in the case of
ReconResNet.

Results and Discussions

Figure 47 displays the effectiveness of the various techniques based on the values
from SSIM, and Figure 48 displays a typical example outcome. It was found that
providing ten identical slices of the same contrast but of different participants did
not improve the motion correction between the two distinct forms of priors. Yet,
for the majority of the experiments, providing varied contrasts of the same subject
considerably enhanced the motion correction. Both the multi-channel and dual-
branch prior supply approaches performed better than ReconResNet. However,
only the multi-channel strategy has significantly improved for U-Net.
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Figure 47: Plots showing the performance of the various methods, based on SSIM

Conclusion

This study explores of the efficacy of using image priors to enhance the perfor-
mance of deep learning-based motion correction in MRI imaging. The experiments
were structured around the introduction of artificial motion corruption into T2-
weighted images and the subsequent application of various deep learning strate-
gies to rectify the corruption. Two approaches for supplying image priors to net-
works were explored here: the multi-channel technique and the dual-branch net-
work. The findings delineate a clear advantage in supplying additional contrast
images from the same subject over merely providing similar slices from different
subjects. These results demonstrate the potential value of integrating multiple con-
trasts during clinical imaging acquisitions, as they can be instrumental in rectifying
motion distortions in particular contrasts.

From a network architecture perspective, both the multi-channel and dual-branch
approaches showed significant improvements for ReconResNet over its baseline.
However, in the case of U-Net, only the multi-channel strategy emerged as sig-
nificantly superior to its baseline. The lack of skip connections from the auxiliary
branch may have been the cause of the failure, but the skip connections will make
it more akin to the multi-channel technique. This research elucidates the potential
advantages of leveraging additional image contrasts for motion correction in MRI
imaging.

As future works, a deeper dive into the dual-branch approach can be taken, espe-
cially examining the role and impact of skip connections. Additionally, expanding
the dataset or introducing different types of motion corruption could provide fur-
ther insights into the robustness and generalisability of the proposed methods.

5.3 generalised rmc using deep learning , with the help of con-
trast augmentation

The earlier presented method (section 5.2) showed significant improvements in
terms of image quality. But the method requires image priors - which can be con-
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Figure 48: One example slice to show the motion correction performance of the various
methods
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sidered as a limiting factor as such image priors might not be also available. For
the same, it is essential to develop a generalisable method, that can be applied
to wide range of MRI contrasts and resolutions. This research introduces a deep
learning based method tailored for RMC in MRI - using the ReconResNet [208]
model, combined with a novel set of contrast augmentation and artificial motion
corruption techniques. This work aims to propose a method that can generalise
well to different MRI contrasts and levels of artefacts.

5.3.1 Methods

5.3.1.1 Data

The data used for this work were collected at 3 and 7 T (see section 4 for 7T) MRI
Siemens scanners. More information regarding the data (in terms of MR contrast,
matrix size, and image resolution) are provided in Table 12. For training, validation
and testing 600, 160 and 158 image volumes were randomly selected, respectively.
Further counts of different MR contrasts are provided in Table 13. For each volume
only the slices containing brain tissues were taken into consideration.

Data Processing

Given a 3D volume from the dataset, a random slice is chosen during each training,
validation, and testing step. Initially, the noise from the image was removed - by
removing values smaller than 0.025, and then the slice was re-normalised using
Min-Max normalisation. Then the slice was padded and resized to 256x256. Af-
terwards, contrast augmentation (see section 5.1) was applied with a probability
of 75% - randomly choosing one of the methods listed in Table 14. Afterwards,
the slice was re-normalised using Min-Max normalisation before feeding it to the
artificial motion corruption algorithm.

Motion Corruption

Two different types of artificial motion corruption techniques were used - to help
the model generalise better. During each iteration, either one of these techniques
was applied to the slice. The first type of motion corruption uses the random
ghosting and random motion functions from TorchIO [155], following the param-
eters listed in Table 15. For each slice during training and inference, these values
were randomly chosen.

The second motion corruption method was created in-house (see section 5.1) -
to simulate the real-world motion corruption in MRI. This method aims to create
the artefacts as close to the real-world corruption as possible. First, the axis of
the corruption and a floating-point σ between 0 and 3 for the intensity of the
corruption are randomly chosen for each slice from a uniform distribution. Then,
for each line along the chosen axis, the input slice rotated with an angle randomly
chosen among −σ, 0, and σ. Then, the rotated slice is brought to the Fourier space
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Table 12: Data regarding the Dataset

Matrix Size Resolution

x y z res. x res. y slice

(mm) (mm) (mm)

T1-weighted

min 176.00 224.00 100.00 0.90 0.90 0.90

max 496.00 496.00 200.00 1.00 1.00 1.00

std 94.88 92.56 32.86 0.05 0.05 0.05

T2-weighted

min 192.00 224.00 15.00 0.28 0.28 0.70

max 690.00 704.00 150.00 1.00 1.00 1.50

std 131.34 137.55 44.90 0.22 0.22 0.27

T∗
2 -weighted

min 336.00 448.00 30.00 0.25 0.25 2.10

max 672.00 896.00 30.00 0.50 0.50 2.10

std 139.96 186.62 0.00 0.10 0.10 0.00

PD-weighted

min 336.00 448.00 15.00 0.28 0.28 1.20

max 690.00 704.00 95.00 0.50 0.50 1.50

std 167.63 121.23 33.15 0.10 0.10 0.14

FLAIR

min 176.00 224.00 120.00 0.70 0.70 0.70

max 320.00 320.00 150.00 0.90 0.90 0.90

std 56.97 35.91 15.05 0.10 0.10 0.10
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Table 13: Number of samples of different MR contrasts

T1-w T2-w T∗
2 -w PD FLAIR Total

Training

samples 182 176 49 55 138 600

Validation

samples 46 44 21 17 32 160

Testing

samples 44 40 28 15 31 158

Table 14: Contrast augmentation parameters

Function Parameter Value (Random)

Gamma Correction Gamma Float between 0.75 and 1.75

CLAHE Kernel Integer between 25 and 100

Clip limit 0.01

Number of bins 512

Sigmoid Correction Cutoff Float between 0.01 and 0.75

Gain Integer beween 1 and 4

Logarithmic correction Gain Float between -0.5 and 0.5

Table 15: TorchIO ghosting and motion parameters (Default values were used for the rest
of the parameters)

Function Parameter Value (Random)

RandomGhosting Number of Ghosts Integer between 3 and 7

Axis 0 or 1

Intensity of the ghosts Float between 0.05 and 1.0

k-space centre to restore Float between 0.01 and 1.0

RandomMotion Degree Float between 0.01 and 10.0

Translation Float between 0.01 and 10.0

Number of movements Integer between 2 and 10
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or k-space by applying 2D Fourier transform to the rotated image and then taking
only the selected line. All the k-space lines were stacked together and undergo an
inverse 2D Fourier transform, generating the motion-corrupted image, which is
then normalised to confine its values between 0 and 1.

5.3.1.2 Model and Training

This research uses a deeper version of the ReconResNet model [208] - starting
with 64 feature maps, two downsampling blocks, followed by 56 residual blocks,
two upsampling blocks using transposed convolution operations, and finally a
1x1 convolution layer to merge all 64 output feature maps into one, followed by
sigmoid as the final activation - to obtain the final output. The network uses PReLU
as activation functions and instance normalisation layers within its blocks. Between
each pair of residual blocks, a 2D spatial dropout layer with a probability of 20%
was added to avoid overfitting. Apart from the number of residual blocks, the
architecture is similar to the original ReconResNet model.

The loss between the model’s prediction and the ground-truth was calculated us-
ing a perceptual loss function, which is commonly used in image generation tasks
to ensure that the generated images not only have pixel-wise accuracy but also
maintain perceptual quality. A frozen pretrained 2D ResNeXt 101 model, trained
for the task of motion corruption classification, was used as the perceptual loss
network (PLN) - to extract features from the prediction and ground-truth. The ex-
tracted features from different levels of the PLN were compared using L1 loss. The
loss was optimised using the Adam optimiser with a learning rate of 3x10−4 and
a batch size of 1, for 2000 epochs with the help of automatic mixed precision. In
the end, the model state resulting in the lowest validation loss was chosen as the
final model and was used for inference.

5.3.2 Results and Discussion

10 random slices from each test volume were artificially corrupted using the above
mentioned corruption methods 10 times - to obtain 10 sets of results containing
different sets of slices and corruptions. The average SSIM value of the corrupted
images across all 10 experiments were 0.688 0.152 and the model managed to im-
prove them to 0.886 0.081, resulting in an average improvement of 0.198 0.131.
Moreover, the corrupted images had a minimum SSIM of 0.050 and a maximum
of 1.000, while the corrected images had scores between 0.322 and 0.998, and the
resulting improvements were between 0.320 and 0.949 while the distribution of the
improvements is centred around 0.2. By taking a closer look at the results, one
can observe that the variability of improvements within each of the 10 sets is rel-
atively consistent, hovering around a standard deviation of 0.13. Meanwhile, the
variability between the average improvements of different sets is quite low (0.0077),
indicating that the model’s performance is consistent across different experimental
runs. Fig. 49 shows a clearer idea about the distribution of the results. Subplot in
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top left shows the the distribution of the SSIM values for the corrupted and cor-
rected images, in red and green, respectively, while being compared against the
ground-truth (uncorrupted) images. A clear improvement in terms of the image
quality can be observed here. The next subplot, on the top right corner, shows
the distribution of the improvements in terms of the SSIM values - as mentioned
earlier, it’s centred around 0.2. The third subplot (centre row) shows the change
in SSIM values - from corrupted to corrected and the final subplot (bottom row)
shows the difference of SSIM values between the corrupted and corrected images.
The length of the bars indicate the range of change, while blue signifies a positive
improvement and red signifies negative. It can be observed that in most cases there
is an increase of SSIM values. However, in some cases there is a decrease in terms
of the SSIMs. This decrease can mainly be observed for input images with already
high SSIM values (i.e. less to no corruption). The number of images for which the
SSIM values decreased after processing is way less than the number of improved
images, while also the amount of decrease is not much (as can be observed from
the second subplot). Figure-50 presents qualitative results of this proposed motion
correction technique. It can be said that it would be useful to first use some kind of
image quality assessment tool (e.g. Reference-less SSIM Regression for Detection
and Quantification of Motion Artefacts, see section 5.1) to evaluate the images and
only supply them to the neural network model if required. The final subplot (bot-
tom row) shows the difference of SSIM values between the corrupted and corrected
images - where blue and red signify positive and negative difference, respectively.
All these results discussed here demonstrate a clear improvement in terms of the
image quality, as well as a wide-applicability and stability across different amount
of corruption and different image contrasts. Finally, examples of

5.3.3 Conclusion and Future Work

This study presents a deep learning based retrospective motion correction tech-
nique that hinges on the utilisation of the ReconResNet model, enhanced through
the integration of custom contrast augmentation and artificial motion corruption
techniques. This approach was meticulously crafted to ensure broad generalisa-
tion across various MRI contrasts and degrees of artefacts. The results presented
here demonstrate a notable enhancement in image quality, evidenced by the im-
provement in SSIM values from an average of 0.688 to 0.886. Moreover, the consis-
tency in results across different experimental iterations underlines the robustness
and reliability of our model, marking a significant stride in the quest to mitigate
motion-related distortions in MRI images. Notwithstanding its achievements, the
model did exhibit minor declines in SSIM for already high-quality input images -
an observation hints at the potential value of incorporating an initial image quality
assessment phase to discern and process only those images that truly necessitate
correction. The broader implications of this research could pave the way for more
reliable and clearer imaging in the realm of MRI, fostering advancements in med-
ical diagnostics and therapeutic interventions. Future works might focus on the
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Figure 49: RMC with ReconResNet-56: Quantitative Results in terms of SSIM
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Figure 50: Qualitative Results, four slices resulted in improvements close to the median
improvement. From left to right: corrupted, corrected, ground-truth. From top
to bottom: PD-w Axial, T1-w Coronal, T1-w Axial, T2-w Axial.
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until now unexplored field of combining prospective motion correction and deep
learning based retrospective motion correction - by supplying images corrected
with PMC that could not reach acceptable image quality with PMC only.

109





Part V

C O N C L U S I O N





6
C O N C L U S I O N A N D O P E N Q U E S T I O N S

6.1 concluding remarks

This thesis presented various ways of combating the challenge of motion artefacts
in MRI. The contributions and the findings of this thesis can be categorised into
two categories - PMC and RMC.

Chapter 4 presented a large scale study on PMC - to systematically evaluate
high-resolution MRIs at 7T in cooperative subjects. A substantial number of the
acquired images showed very high or high image quality. With PMC ON, all of
the scenarios improved according to subjective evaluation, but only three of them
were statistically significant. For five of the six groups, objective measures have
demonstrated that the images obtained with PMC were of higher image quality;
however, for the sixth group, the metrics did not agree on a clear winner and did
not accord with the subjective metric. In this research, only the images with compa-
rable motion patterns for PMC ON and OFF were taken into account. In this study,
only images with comparable PMC ON and OFF motion patterns were considered.
Therefore, the improvements observed can be credited to PMC. These results lead
to the conclusion that "PMC" provides superior image quality for high-resolution
images when there is no intentional motion and that it should be considered even
when high-resolution scans at 7T are acquired from healthy compliant subjects.

The next set of contributions are in terms of RMC, to be precise, data-driven
RMC with the help of deep learning, and they are presented in Chapter 5. This
chapter present three methods in this context. The first method, in Sec. 5.1, presents
a novel SSIM-regression-based IQA technique. The method successfully estimated
the SSIM values from artificially motion-corrupted pictures without using the
ground truth (motion-free) MRIs (residual SSIMs as low as −0.0009± 0.0139). Ad-
ditionally, the motion classes derived from the predicted SSIMs had a very high
degree of accuracy, with the ten classes scenario reporting a maximum weighted ac-
curacy of 89% and the three classes scenario reporting a maximum accuracy value
of 97%. The findings are very encouraging, especially when one considers how
challenging it is to determine the exact amount of image degradation brought on
by motion artefacts, as well as how various types of contrast, resolution, etc. might
be present in any evaluation scenario.

The following section, Sec. 5.2, presents a novel prior-assisted deep learning
method to retrospectively correct MRIs corrupted by motion. The effectiveness
of employing image priors to improve the efficiency of deep learning-based mo-
tion correction in MRI imaging is investigated in this work. The experiments were
structured around the introduction of artificial motion corruption into T2-weighted
images and the subsequent application of various deep learning strategies to rec-
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tify the corruption. Here, the multi-channel technique and the dual-branch net-
work were investigated as two methods for delivering image priors to the network
models. The findings delineate a clear advantage in supplying additional contrast
images from the same subject over providing only similar slices from different sub-
jects. From a network architecture perspective, both the multi-channel and dual-
branch approaches showed significant improvements for ReconResNet over its
baseline. However, in the case of U-Net, only the multi-channel strategy emerged
as significantly superior to its baseline. The lack of skip connections from the aux-
iliary branch may have been the cause of the failure, but the skip connections will
make it more akin to the multi-channel technique. This research elucidates the po-
tential advantages of leveraging additional image contrasts for motion correction
in MRI imaging.

The third and final section of this chapter, Sec. 5.3, presents yet another deep
learning based method for motion correction, but this time, without any addi-
tional prior image. There might be scenarios when the image priors discussed
earlier might not be available. For the same, it is essential to develop a generalis-
able method, that can be applied to wide range of MRI contrasts and resolutions.
This was the exact aim of this work. The ReconResNet model, which is used in this
work, is bolstered by the use of specific contrast augmentation and artificial motion
corruption approaches. To guarantee broad generality across different MRI con-
trasts and levels of artefacts, this technique was carefully constructed. The results
presented here demonstrate a notable enhancement in image quality, evidenced by
the improvement in SSIM values, evidenced by the improvement in SSIM values
from an average of 0.688 to 0.886, and results were consistent across several ex-
perimental iterations, highlighting the resilience and dependability of the model.
Despite its positive outcomes, the model did show small reductions in SSIM for
input images that were already of excellent quality. This finding suggests the po-
tential benefit of integrating an initial image quality assessment step to identify
the images that require correction and only supply them to this model. This can be
achieved using the previously presented SSIM-regression method (Sec. 5.1). The
larger ramifications of these results may pave the way for MRI imaging that is bet-
ter in terms of image quality (e.g. lack of motion artefacts), enabling improvements
in medical diagnosis and therapeutic treatments.

6.2 summary of contributions

The thesis makes significant contributions in terms of PMC and RMC. Firstly, it
demonstrates the efficacy of PMC in improving high-resolution MRIs at 7 Tesla,
particularly in "quasi no motion" scenarios (i.e. without intentional or extensive
movements), thereby advocating its use in scans of healthy, compliant subjects.
Secondly, the research introduces a novel SSIM-based IQA technique using deep
learning to quantify the presence of motion artefacts in a given MRI by accurately
estimating SSIM values in motion-corrupted MRIs without needing motion-free
references. As part of this research, a new set of contrast augmentation techniques
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was developed - to make deep learning methods more robust against changes in
MRI contrast, and also created an in-house motion simulation pipeline - to be able
to create larger training datasets with motion artefacts resembling real-world mo-
tion in MRI. Finally, this thesis proposes a prior-assisted deep learning method
for retrospectively correcting motion-degraded MRIs and proposes a generalisable
deep learning-based method for RMC that is applicable across various MRI con-
trasts and resolutions, demonstrating significant improvements in image quality.
In summary, this thesis presents different directions for quantifying and reducing
motion artefacts in MRI, consequently improving the diagnostic reliability of the
same.

6.3 limitations

Even though this thesis presented a PMC and two RMC techniques, they come
with certain limitations.

Some challenges or limitations of PMC in MRI are:
PMC requires a reliable and accurate motion tracking system that can measure
head motion in six degrees of freedom (6-DOF) and communicate with the MRI
scanner in real time [73].
The motion tracking system should also be compatible with MRI scanners, not
interfere with image quality, and not cause discomfort or safety issues for the pa-
tient [73, 76, 80, 209].
PMC may not be able to correct for non-rigid effects, such as neck deformation
or brain deformation, that can occur due to large or fast head movements. These
effects can cause misalignment between the brain and skull or between different
brain regions, which can affect image quality and data analysis [73].
PMC may introduce additional noise or artefacts into the images due to the rapid
update of scan parameters based on head motion measurements. For example,
PMC may cause eddy current effects, gradient delays, or radio-frequency interfer-
ence that can distort image geometry or contrast [73].
PMC may not be compatible with some MRI sequences or protocols that require
fixed scan parameters or specific timing conditions. For example, PMC may not
work well with DWI, spectroscopy, parallel imaging, or multiband imaging [73,
210].

To summarise, prospective motion correction in MRI faces some challenges or
limitations such as requiring a reliable and accurate motion tracking system, not
correcting for non-rigid effects, introducing additional noise or artefacts, and not
being compatible with some MRI sequences or protocols.

Deep learning is a powerful tool for motion correction in MRI, as it can learn
from data and reconstruct realistic images without artefacts. However, deep learn-
ing also poses some challenges and limitations, such as the need for large and
diverse datasets, the risk of altering or hiding anatomical features, and the lack
of interpretability and robustness. Therefore, further research and evaluation are
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needed to ensure the clinical applicability and reliability of deep learning-based
motion correction methods.

6.4 future research directions

6.4.1 Amalgamation of PMC and RMC with DL

The amalgamation of PMC and RMC using deep learning is an unexplored re-
search topic that aims to combine two different methods for reducing motion arte-
facts in MRIs. It might be possible to combine PMC and RMC to provide better
motion correction outcomes than either method by itself. As an illustration, RMC
can improve minor motion artefacts, whereas PMC can lessen large motion arte-
facts. Or, to help RMC operate better, PMC can give it motion data. This thesis
proposed deep learning models to perform RMC. However, this topic is still under
development, and there are many challenges and potentials for further improve-
ment [211]. A possible way to combine both methods is shown in this pipeline:

1. image acquisition with the support of PMC;

2. image quality assessment through the proposed work of SSIM prediction
(section 5);

3. image quality is sufficient to perform further analysis (e.g. brain extraction,
tissue segmentation and so on), no further steps necessary;

4. image quality is not sufficient, and RMC can be applied to enhance it.

However, there are already other available approaches that combine PMC and
non deep learning RMC techniques such as: the motion model approach, the
Prospective Acquisition CorrEction (PACE) combined with Slice-to-Volume Reg-
istration (SVR) approach and the PMC combined with Iterative Reconstruction
with Self-consistent phase correction (IRS) approach.

Motion model approach

This approach is based on the idea that the motion parameters estimated by the
PMC system can be used to guide the RMC algorithm. However, the PMC system
may not be able to correct for all types of motion, such as fast or unpredictable
motion, or motion that occurs between the tracking device and the head. Therefore,
some residual motion artefacts may still be present in the acquired data. To correct
for these residual artefacts, the RMC algorithm uses the motion parameters from
the PMC system as an initial guess and performs an optimisation process to refine
them. The optimisation process involves minimising a cost function that measures
the similarity between the acquired data and a reference image. The reference
image can be either a pre-scan image or a reconstructed image from a subset of
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the data. By using the motion parameters from the PMC system as an initial guess,
the RMC algorithm can reduce the search space and converge faster and more
accurately to the optimal solution. This way, the image quality and accuracy are
improved compared to using only prospective or retrospective motion correction
alone. This approach has been tested on phantom and in vivo data and has shown
promising results in reducing motion artefacts and improving image quality.

PACE with SVR

The second approach is based on the idea that different types of motion require
different types of correction methods. The PACE and SVR approach uses two com-
plementary methods to correct for motion in MRI: PACE is a technique that cor-
rects for slow and gradual motion by measuring the head position of the subject in
real-time and adjusting the imaging parameters accordingly. This way, the motion
artefacts are reduced or avoided during the acquisition. Retrospective SVR is a tech-
nique that corrects for fast and abrupt motion by aligning the acquired slices to a
reference volume after the acquisition. This way, the motion artefacts are corrected
or reduced after the acquisition. The PACE and SVR approach combines these two
methods in a sequential manner. First, the PACE technique is applied to correct
for slow and gradual motion during the acquisition. Then, the SVR technique is
applied to correct for fast and abrupt motion after the acquisition. By using this
hybrid approach, the motion correction performance is improved compared to us-
ing only PACE or SVR alone. The PACE technique reduces the amount of motion
that needs to be corrected by SVR, and the SVR technique compensates for the
motion that PACE cannot correct. This way, the image quality and accuracy are
improved, and the computational complexity and time are reduced. Also, this ap-
proach has shown promising results in reducing motion artefacts and improving
image quality.

PMC with IRS

The idea behind this approach is that motion-induced phase errors can be corrected
by using both prospective and retrospective methods. The PMC and IRS approach
uses two complementary methods to correct for phase errors in spectroscopic imag-
ing: PMC is a technique that reduces the phase errors caused by head motion by
measuring the head position of the subject in real-time and adjusting the imaging
parameters accordingly. This way, the phase errors are reduced or avoided during
the acquisition. IRS is a technique that corrects the residual phase errors caused
by eddy currents or other sources by using an iterative algorithm that estimates
and corrects the phase errors from the acquired data. This way, the phase errors
are corrected or reduced after the acquisition. The prospective motion correction
and IRS approach combines these two methods in a sequential manner. First, the
prospective motion correction technique is applied to reduce the motion-induced
phase errors during the acquisition. Then, the IRS technique is applied to correct
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the residual phase errors after the acquisition. By using this hybrid approach, the
phase correction performance is improved compared to using only PMC or IRS
alone. The PMC technique reduces the amount of phase errors that need to be
corrected by IRS, and the IRS technique compensates for the phase errors that
PMC cannot correct. This way, the spectroscopic image quality and accuracy are
improved, and the computational complexity and time are reduced. As for the
other approaches, also this one has been tested on phantom and in vivo data and
has shown promising results in reducing phase errors and improving spectroscopy
acquisition.

PMC, then DL-based RMC

Deep Learning has been widely used in several fields these days, motion correc-
tion is no different. This thesis also presented two different methods for the same,
one with image priors (see section 5.2) and the other one is a generalised ap-
proach across different resolutions and contrasts, without any image priors (see
section 5.3). However, all these approaches are solely RMC and do not take into
consideration PMC. As can be seen in the last three subsections, there have al-
ready been methods combining PMC and RMC. But to date, there has not been
any research in the direction of combining deep learning based RMC with PMC.
This can be achieved by first performing PMC, then evaluating the image using
IQA techniques (such as, the technique presented in section 5.1), and then those
PMC-corrected images that are not of usable quality can be supplied to deep learn-
ing based RMC method (such as, the methods presented in sections 5.2 and 5.3).
Moreover, another interesting research direction might be an end-to-end approach
- using the IQA and deep learning based RMC to aid the PMC and vice-versa.
One possible option would be to acquire the motion patterns using PMC and use
them to perform the artificial motion corruption (presented in sections 5.1 and 5.3)
- making it more real-world oriented. These motion patterns can also be used to
guide the deep learning based correction algorithm - by using the motion patterns
as prior knowledge.
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7
A P P E N D I X

7.1 image-based motion artefacts simulation

The developed in-house algorithm (section 5.1) for motion artefacts simulation is
shown in algorithm 1. With this algorithm it has been possible to obtain a more
realistic motion artefacts for structural MR images. However, it is important to
remark that even though this algorithm provides real looking like motion artefacts,
it is not based on real motion patterns that could be for example acquired using
an optical tracking system.

7.2 resnets parameters

In this section there are listed the parameters of the artificial neural networks
utilised in section 5.

Listing 1: ResNet-18 Parameters

----------------------------------------------------------------

Layer (type) Output Shape Param #

================================================================

Conv2d-1 [-1, 64, 128, 128] 3,136

BatchNorm2d-2 [-1, 64, 128, 128] 128

ReLU-3 [-1, 64, 128, 128] 0

MaxPool2d-4 [-1, 64, 64, 64] 0

Conv2d-5 [-1, 64, 64, 64] 36,864

BatchNorm2d-6 [-1, 64, 64, 64] 128

ReLU-7 [-1, 64, 64, 64] 0

Conv2d-8 [-1, 64, 64, 64] 36,864

BatchNorm2d-9 [-1, 64, 64, 64] 128

ReLU-10 [-1, 64, 64, 64] 0

BasicBlock-11 [-1, 64, 64, 64] 0

Conv2d-12 [-1, 64, 64, 64] 36,864

.... ........... ....

Conv2d-60 [-1, 512, 8, 8] 2,359,296

BatchNorm2d-61 [-1, 512, 8, 8] 1,024

ReLU-62 [-1, 512, 8, 8] 0

Conv2d-63 [-1, 512, 8, 8] 2,359,296

BatchNorm2d-64 [-1, 512, 8, 8] 1,024

ReLU-65 [-1, 512, 8, 8] 0

BasicBlock-66 [-1, 512, 8, 8] 0

AdaptiveAvgPool2d-67 [-1, 512, 1, 1] 0

Linear-68 [-1, 1] 513

Sigmoid-69 [-1, 1] 0
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Algorithm 1 Two-dimensional Motion Corruption Simulation

Require:
img: 2D array, input image to be corrupted
sigma_range: tuple, range of values for the amount of corruption to apply
restore_original: float, restoration parameter
n_threads: int, number of threads to use for multiprocessing

Ensure:
cor: 2D array, corrupted image

1: function Motion2D(img, sigma_range, restore_original, n_threads)
2: Define a class Motion2D with the following properties:
3: sigma_range: tuple, range of values for the amount of corruption to

apply
4: restore_original: float, restoration parameter
5: n_threads: int, number of threads to use for multiprocessing
6: perform_singlePE method with idx argument:
7: a. Rotate the image by a random angle
8: b. Compute the 2D Fourier transform of the rotated image
9: c. Add the transformed portion of the rotated image to the appropriate

portion of the complex-valued array aux

10: call method:
11: a. Store the input image img

12: b. Initialise the complex-valued array aux to zeros with the same shape
as img

13: c. Randomly select a horizontal or vertical axis
14: d. Determine the size of the subarrays to be used for corrupting
15: e. Randomly select a portion of the subarrays to be used for corrupting
16: f. Randomly select a corruption amount sigma from sigma_range
17: g. Generate an array of random angles to use for corruptin
18: h. If n_threads > 1, use multiprocessing to apply the

perform_singlePE method to each portion in parallel
19: i. Otherwise, apply the perform_singlePE method to each portion se-

quentially
20: j. Compute the inverse Fourier transform of the final transformed array
21: k. Normalise the result by dividing by its maximum value plus a small

constant
22: l. Return the normalised inverse Fourier transform as cor

23: Initialise a Motion2D object with the input parameters
24: Apply the Motion2D object to the input image img

25: Return the corrupted image cor

26: end function

122



================================================================

Total params: 11,170,753

Trainable params: 11,170,753

Non-trainable params: 0

----------------------------------------------------------------

Input size (MB): 0.25

Forward/backward pass size (MB): 82.00

Params size (MB): 42.61

Estimated Total Size (MB): 124.87

----------------------------------------------------------------

Listing 2: ResNet-101 Parameters

----------------------------------------------------------------

Layer (type) Output Shape Param #

================================================================

Conv2d-1 [-1, 64, 128, 128] 3,136

BatchNorm2d-2 [-1, 64, 128, 128] 128

ReLU-3 [-1, 64, 128, 128] 0

MaxPool2d-4 [-1, 64, 64, 64] 0

Conv2d-5 [-1, 64, 64, 64] 4,096

BatchNorm2d-6 [-1, 64, 64, 64] 128

ReLU-7 [-1, 64, 64, 64] 0

Conv2d-8 [-1, 64, 64, 64] 36,864

BatchNorm2d-9 [-1, 64, 64, 64] 128

ReLU-10 [-1, 64, 64, 64] 0

Conv2d-11 [-1, 256, 64, 64] 16,384

...... .............. ....

Conv2d-336 [-1, 512, 8, 8] 2,359,296

BatchNorm2d-337 [-1, 512, 8, 8] 1,024

ReLU-338 [-1, 512, 8, 8] 0

Conv2d-339 [-1, 2048, 8, 8] 1,048,576

BatchNorm2d-340 [-1, 2048, 8, 8] 4,096

ReLU-341 [-1, 2048, 8, 8] 0

Bottleneck-342 [-1, 2048, 8, 8] 0

AdaptiveAvgPool2d-343 [-1, 2048, 1, 1] 0

Linear-344 [-1, 1] 2,049

Sigmoid-345 [-1, 1] 0

================================================================

Total params: 42,495,937

Trainable params: 42,495,937

Non-trainable params: 0

----------------------------------------------------------------

Input size (MB): 0.25

Forward/backward pass size (MB): 561.27

Params size (MB): 162.11

Estimated Total Size (MB): 723.62

----------------------------------------------------------------
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Figure 51: ResNet-18 Diagram.
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Figure 52: ReconResNet-56 Diagram.

7.3 reconresnet parameters

Hereafter there are shown the model diagram and parameters used in section 5.3.

Listing 3: ReconResNet-56 2D Parameters

----------------------------------------------------------------

Layer (type) Output Shape Param #

================================================================

ReflectionPad2d-1 [-1, 1, 262, 262] 0

Conv2d-2 [-1, 64, 256, 256] 3,200

InstanceNorm2d-3 [-1, 64, 256, 256] 0

PReLU-4 [-1, 64, 256, 256] 1

Conv2d-5 [-1, 128, 128, 128] 73,856
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InstanceNorm2d-6 [-1, 128, 128, 128] 0

PReLU-7 [-1, 128, 128, 128] 1

DownsamplingBlock-8 [-1, 128, 128, 128] 0

Conv2d-9 [-1, 256, 64, 64] 295,168

InstanceNorm2d-10 [-1, 256, 64, 64] 0

PReLU-11 [-1, 256, 64, 64] 1

DownsamplingBlock-12 [-1, 256, 64, 64] 0

ReflectionPad2d-13 [-1, 256, 66, 66] 0

Conv2d-14 [-1, 256, 64, 64] 590,080

InstanceNorm2d-15 [-1, 256, 64, 64] 0

PReLU-16 [-1, 256, 64, 64] 1

Dropout2d-17 [-1, 256, 64, 64] 0

ReflectionPad2d-18 [-1, 256, 66, 66] 0

Conv2d-19 [-1, 256, 64, 64] 590,080

InstanceNorm2d-20 [-1, 256, 64, 64] 0

ResidualBlock-21 [-1, 256, 64, 64] 0

...... ........... ......

ReflectionPad2d-513 [-1, 256, 66, 66] 0

Conv2d-514 [-1, 256, 64, 64] 590,080

InstanceNorm2d-515 [-1, 256, 64, 64] 0

ResidualBlock-516 [-1, 256, 64, 64] 0

ConvTranspose2d-517 [-1, 128, 128, 128] 295,040

InstanceNorm2d-518 [-1, 128, 128, 128] 0

PReLU-519 [-1, 128, 128, 128] 1

UpsamplingBlock-520 [-1, 128, 128, 128] 0

ConvTranspose2d-521 [-1, 64, 256, 256] 73,792

InstanceNorm2d-522 [-1, 64, 256, 256] 0

PReLU-523 [-1, 64, 256, 256] 1

UpsamplingBlock-524 [-1, 64, 256, 256] 0

ReflectionPad2d-525 [-1, 64, 262, 262] 0

Conv2d-526 [-1, 1, 256, 256] 3,137

Sigmoid-527 [-1, 1, 256, 256] 0

================================================================

Total params: 66,833,214

Trainable params: 66,833,214

Non-trainable params: 0

----------------------------------------------------------------

Input size (MB): 0.25

Forward/backward pass size (MB): 4507.92

Params size (MB): 254.95

Estimated Total Size (MB): 4763.11

----------------------------------------------------------------
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