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Abstract

It is a promising approach when designing distributed embodied intelligent systems to
employ decentralized self-organized control paradigms, where the collective behavior of
the system is controlled via local peer-to-peer interactions instead of a unified leader. A
crucial building block of coherent self-organized systems is the ability to produce global
decisions via local interactions between the agents and with the environment. This is a
challenging design problem when constructing artificial swarm intelligence systems, as the
agents need to consider information gained from both environmental exploration and inter-
agent communication. Inspirations for the design of collective decision-making strategies
in artificial systems can be drawn from the behaviors of natural intelligent swarms such
as insect colonies, fish schools, and bird flocks. However, due to the characteristics of the
biological agents and the analog environments they dwell in, natural collective decision-
making strategies are specialized in decision-making scenarios with small decision spaces
and simple quality distributions, making them ill-suited for many artificial applications.

This thesis seeks to expand on the capabilities of artificial collective decision-making
strategies into scenarios with large decision spaces and complex quality distributions. Em-
phasis is placed on multi-option collective consensus problems (best-of-n problems), and
the discrete collective estimation scenario is proposed to complement the binary and multi-
feature collective perception scenario found in previous literature. Two novel collective
consensus strategies that enable the agents to individually consider multiple options in
parallel are proposed: one uses directly the Bayesian likelihood of the options being opti-
mal, the other uses their rankings to represent the relative preferences by the agents. Their
performances are shown to outperform bio-inspired opinion-based strategies in a multi-
criteria framework that considers the speed versus accuracy trade-off in decision-making
performance.

Subsequently, the discrete collective estimation scenario is extended to the many-
option case, in which the discrete options far outnumber the available agents. The ex-
panded decision space is shown to have different impacts on the decision-making perfor-
mances depending on the quality distribution. It also brings the discrete collective consen-
sus problem close to having a continuous decision space and reveals the upper limit of the
proposed multi-option consensus strategies.

As a larger decision space has been shown to negatively affect the performances of col-
lective decision-making strategies, two independent decision-making scenarios are subse-
quently studied for ways of limiting the decision space size during the decision-making
process: The many-option collective consensus problem is further investigated using the
collective preference learning scenario. The effects of limiting the decision space by en-
forcing a strict ranking among the sites are examined. Finally, a continuous task allocation
scenario is studied to demonstrate how dynamic decision space restriction can help the
swarm deal with multi-modal quality functions and produce specialized behaviors.



Zusanmmenfassung

Bei der Entwicklung intelligenter Mehrkörpersysteme ist der Einsatz dezentraler selbst-
organisierter Steuerungsparadigmen ein vielversprechender Ansatz, bei dem das kollek-
tive Verhalten des Systems über lokale Peer-to-Peer-Interaktionen und nicht über einen
einheitlichen Leiter gesteuert wird. Ein entscheidender Baustein kohärenter selbstorgani-
sierter Systeme ist die Fähigkeit, globale Entscheidungen über lokale Interaktionen zwi-
schen den Agenten und mit der Umgebung zu treffen. Dies ist ein anspruchsvolles Desi-
gnproblem bei der Konstruktion künstlicher Schwarmintelligenzsysteme, da die Agenten
Informationen berücksichtigen müssen, die sie sowohl aus der Erkundung der Umgebung
als auch aus der Kommunikation zwischen den Agenten gewinnen. Inspiration für die
Entwicklung kollektiver Entscheidungsstrategien in künstlichen Systemen kann aus dem
Verhalten natürlicher intelligenter Schwärme wie Insektenkolonien, Fischschwärmen und
Vogelschwärmen gezogen werden. Aufgrund der Eigenschaften der biologischen Agenten
und der analogen Umgebungen, in denen sie leben, sind natürliche kollektive Entschei-
dungsstrategien jedoch auf Entscheidungsszenarien mit kleinen Entscheidungsräumen und
einfachen Qualitätsverteilungen spezialisiert, was sie für viele künstliche Anwendungen
ungeeignet macht.

Diese Dissertation versucht, die Fähigkeiten künstlicher kollektiver Entscheidungs-
findungsstrategien auf Szenarien mit großen Entscheidungsräumen und komplexen Qua-
litätsverteilungen auszuweiten. Der Schwerpunkt liegt auf kollektiven Konsensproblemen
mit mehreren Optionen (Best-of-n-Probleme), und das Szenario der diskreten kollektiven
Schätzung wird als Ergänzung zu dem in der bisherigen Literatur beschriebenen Szenario
der binären und multifunktionalen kollektiven Wahrnehmung vorgeschlagen. Es werden
zwei neuartige kollektive Konsensstrategien vorgeschlagen, die es den Agenten ermöglichen,
mehrere Optionen parallel einzeln zu prüfen: Eine verwendet direkt die Bayes’sche Wahr-
scheinlichkeit, dass die Optionen optimal sind, die andere verwendet ihre Rangfolge, um
die relativen Präferenzen der Agenten darzustellen. Ihre Leistung übertrifft nachweislich
die von der Biologie inspirierten meinungsbasierten Strategien in einem multikriteriellen
Rahmen, der den Kompromiss zwischen Geschwindigkeit und Genauigkeit bei der Ent-
scheidungsfindung berücksichtigt.

Anschließend wird das Szenario der diskreten kollektiven Schätzung auf den Fall
mit vielen Optionen erweitert, in dem die diskreten Optionen die verfügbaren Agenten
bei weitem übertreffen. Es zeigt sich, dass der erweiterte Entscheidungsraum je nach
Qualitätsverteilung unterschiedliche Auswirkungen auf die Entscheidungsleistung hat. Es
bringt das diskrete kollektive Konsensproblem auch in die Nähe eines kontinuierlichen
Entscheidungsraums und zeigt die Obergrenze der vorgeschlagenen Konsensstrategien mit
mehreren Optionen auf.

Da sich gezeigt hat, dass ein größerer Entscheidungsraum die Leistung kollektiver
Entscheidungsstrategien negativ beeinflusst, werden anschließend zwei unabhängige Ent-



scheidungsszenarien untersucht, um Möglichkeiten zur Begrenzung der Entscheidungs-
raumgröße während des Entscheidungsprozesses zu finden: Das Problem des kollektiven
Konsenses mit vielen Optionen wird anhand des Szenarios des kollektiven Präferenzlernens
weiter untersucht. Die Auswirkungen einer Begrenzung des Entscheidungsraums durch
die Durchsetzung einer strikten Rangfolge der Standorte werden untersucht. Abschließend
wird ein Szenario der kontinuierlichen Aufgabenzuweisung untersucht, um zu demonstrie-
ren, wie eine dynamische Einschränkung des Entscheidungsraums dem Schwarm helfen
kann, mit multimodalen Qualitätsfunktionen umzugehen und spezialisierte Verhaltenswei-
sen hervorzubringen.

ii



Contents

1 Introduction & Motivation 1
1.1 Self-Organized Systems and Swarm Intelligence . . . . . . . . . . . . . . 2
1.2 Collective Decision-Making Problem in the Context of Swarm Intelligence 3
1.3 Trade-offs in Collective Decision-Making Processes . . . . . . . . . . . . 6
1.4 Research Objectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

2 State-of-the-Art of Collective Decision-Making Research 12
2.1 Consensus Forming in Swarm Systems . . . . . . . . . . . . . . . . . . . 12

2.1.1 Bio-Inspired Consensus Forming in Discrete Decision Spaces . . 12
2.1.2 Discrete Multi-Option Consensus Forming with Parallel Option

Consideration . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.1.3 Consensus Forming in Continuous Decision Spaces . . . . . . . . 16

2.2 Distributed Task Allocation in Swarm Systems . . . . . . . . . . . . . . 16

3 Bayesian Statistics-Based Environmental Exploration and Application in the
Best-of-2 Collective Perception Scenario 18
3.1 The Best-of-2 Collective Perception Scenario . . . . . . . . . . . . . . . 18
3.2 Distributed Bayesian Hypothesis Testing . . . . . . . . . . . . . . . . . . 20

3.2.1 Low-Level Control Mechanisms for Environmental Perception . . 20
3.2.2 Bayesian Inference Approach for Evidence Collection . . . . . . 20
3.2.3 Information Aggregation in Robot Swarm . . . . . . . . . . . . . 22

3.3 Baseline Opinion-Based Collective Perception Strategies . . . . . . . . . 25
3.4 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.4.1 Finding the Optimal Sampling and Dissemination Interval for the
Proposed DBHT Strategy . . . . . . . . . . . . . . . . . . . . . 27

3.4.2 Viability of the Proposed DBHT Approach Compared to the Base-
line Collective Perception Approaches . . . . . . . . . . . . . . . 28

3.4.3 Estimation Accuracy and Effects of Limiting Maximum Neighbors 30

i



3.5 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 30

4 Multi-Option Collective Consensus Forming with Parallel Encoding of Option
Preferences 33
4.1 Best-of-n Discrete Collective Estimation Scenario . . . . . . . . . . . . . 34

4.1.1 Scenario Configuration . . . . . . . . . . . . . . . . . . . . . . . 34
4.1.2 Generation of Experimental Environments . . . . . . . . . . . . . 34
4.1.3 Baseline Opinion-Based Consensus Strategies for the Discrete Col-

lective Estimation Scenario . . . . . . . . . . . . . . . . . . . . . 36
4.2 Decentralized Multi-Option Collective Consensus Forming with Bayesian

Belief Fusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
4.2.1 Distributed Bayesian Belief Sharing Strategy . . . . . . . . . . . 40
4.2.2 Multi-Criteria Analysis Framework . . . . . . . . . . . . . . . . 42
4.2.3 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . 43
4.2.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . 54

4.3 Decentralized Multi-Option Collective Consensus Forming with Distributed
Majority Voting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
4.3.1 Multi-Option Distributed Majority Voting Strategies . . . . . . . 57
4.3.2 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . 60
4.3.3 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . 63

5 Investigating the Scalability of Parallel Encoding Consensus Approaches with
Bandwidth-Controlled Experimentation 65
5.1 Bandwidth-Controlled Comparison Framework . . . . . . . . . . . . . . 65

5.1.1 Modified Implementations of the Considered Consensus Strategies 66
5.1.2 Assumptions on Message Sizes for Each Considered Collective

Consensus Strategy . . . . . . . . . . . . . . . . . . . . . . . . . 68
5.2 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2.1 Comparison of the Considered Strategies . . . . . . . . . . . . . 69
5.2.2 Scalability to Number of Options . . . . . . . . . . . . . . . . . 71

5.3 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 73

6 Towards Many-Option Collective Decision Making: Impact of Number of Op-
tions and Quality Correlation on the Performances of Parallel Encoding Dis-
crete Consensus Approaches 76
6.1 Multi-Feature Many-Option Collective Estimation Scenario . . . . . . . . 77

6.1.1 Scenario Configuration . . . . . . . . . . . . . . . . . . . . . . . 77
6.1.2 Generation of Experimental Environment . . . . . . . . . . . . . 78

6.2 Collective Consensus Strategies for the Many-Option Scenario . . . . . . 79

ii



6.2.1 Low-Level Control Mechanisms for Multi-Feature Environmental
Exploration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79

6.2.2 Decision-Making Strategies Investigated . . . . . . . . . . . . . 81
6.3 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.3.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . 85
6.3.2 Performances of the Considered Strategies with Respect to Differ-

ent Numbers of Environmental Features . . . . . . . . . . . . . . 87
6.3.3 Performances of the Considered Strategies with Respect to Differ-

ent Decision Space Discretization Precision . . . . . . . . . . . . 91
6.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 94

7 Decision Space Reduction in Collective Preference Learning Problem via It-
erative Ranked Voting 96
7.1 Collective Preference Learning Scenario . . . . . . . . . . . . . . . . . . 96
7.2 Decentralized Strategies for Preference Learning . . . . . . . . . . . . . 98

7.2.1 Obtaining Pairwise Quality Comparisons . . . . . . . . . . . . . 98
7.2.2 Baseline Consensus Strategy: Pairwise Belief Fusion . . . . . . . 99
7.2.3 Distributed Iterative Ranked Voting for Preference Learning . . . 100

7.3 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 103
7.3.1 Performances of Ranked Voting Strategy with Respect to Noise

and Evidence Rates . . . . . . . . . . . . . . . . . . . . . . . . . 105
7.3.2 Comparison with the Belief Fusion Benchmark at Different Noise

Levels . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
7.3.3 Comparison with the Belief Fusion Benchmark at Different Evi-

dence Rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110
7.3.4 Performances of Ranked Voting Strategy with Respect to Swarm

Sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112
7.3.5 Comparison with the Belief Fusion Benchmark at Different Swarm

Sizes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
7.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 114

8 Multi-Objective Dynamic Decision Space Restriction in Swarm Task Alloca-
tion Problem 116
8.1 Continuous Task Allocation Scenario Based on Local and Collective Qual-

ity Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
8.2 Investigated Distributed Optimization Approaches . . . . . . . . . . . . . 118

8.2.1 Individual Random Walk Optimization . . . . . . . . . . . . . . 118
8.2.2 Baseline Embodied Evolutionary Algorithms . . . . . . . . . . . 119
8.2.3 Bi-Objective Embodied Evolution . . . . . . . . . . . . . . . . . 120

8.3 Experiments and Results . . . . . . . . . . . . . . . . . . . . . . . . . . 123

iii



8.3.1 Selection of σexp . . . . . . . . . . . . . . . . . . . . . . . . . . 123
8.3.2 Optimal Task Allocation . . . . . . . . . . . . . . . . . . . . . . 125
8.3.3 Long-Term Performances of Specialized Behaviors . . . . . . . . 133

8.4 Summary and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 136

9 Conclusion and Future Work 138
9.1 Summary of Research Contributions . . . . . . . . . . . . . . . . . . . . 138
9.2 Limitations and Future Research Directions . . . . . . . . . . . . . . . . 139

Bibliography 141

iv



List of Figures

1.1 Overview of the decision-making scenarios investigated in each chapter . 10

3.1 Example of the collective perception scenario; the arena is a 2m × 2m

square, covered in 400 square tiles shown in black and white; the red dots
illustrate 20 mobile robots [SM22] . . . . . . . . . . . . . . . . . . . . . 19

3.2 Illustration of states (numbers), communication links, and message pass-
ing of the robots during dissemination; the leader is marked in red. [SM20] 25

3.3 Probabilistic finite state machine showing the decision-making behavior
of robot i under the considered opinion-based strategies in the best-of-2
problem . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

3.4 Exit probability and decision time for all strategies in 9 patterns over vari-
ous difficulties; Red+:DMVD, Green◦:DMMD, Blue∗:DC, Cyan□:DBHT
Neighmax = 5, Magenta⋄ :DBHT Neighmax = 2 [SM20] . . . . . . . . 29

3.5 Mean error, mean decision time, and mean number of opinions collected
for DBHT with different Neighmax; Cyan □:DBHT Neighmax = 5, Ma-
genta ⋄:DBHT Neighmax = 2 [SM20] . . . . . . . . . . . . . . . . . . . 31

4.1 Example of various arenas with different mean widths of blocks. Each
subfigure shows a randomly generated arena to be used in an experimental
run (rblack = 0.45). As the mean widths of blocks increase, the black tiles
become more concentrated. [SM21b] . . . . . . . . . . . . . . . . . . . . 36

4.2 Probabilistic finite state machine illustrating the modified decision-making
behaviors of the opinion-based strategies in the multi-option consensus
scenario . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

4.3 Plot of mean consensus time against mean absolute error for all considered
strategies at all considered parameter settings when facing random envi-
ronmental feature distribution; color coding of markers shows the failure
rate; solid lines show the Pareto frontiers of speed versus accuracy perfor-
mances [SM21b] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

v



4.4 Plot of mean total message transfer against mean absolute error for all
considered strategies at all considered parameter settings when facing ran-
dom environmental feature distribution; color coding of markers shows the
failure rate; solid lines show the Pareto frontiers of speed versus accuracy
performances [SM21b] . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

4.5 Progression of performances of considered strategies as the level of con-
centration of features increases; shaded areas represent standard deviations
[SM21b] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

4.6 Plot of mean consensus time against mean absolute error for all considered
strategies at all considered parameter settings when facing concentrated
distribution of environmental features with rblack = 0.45, wmean = 12;
color coding of markers shows the failure rate; solid lines show the Pareto
frontiers of speed versus accuracy performances; dotted lines show the
Pareto frontiers obtained before in random environments [SM21b] . . . . 51

4.7 Plot of mean consensus time against mean absolute error for DBBS with
different communication ranges when facing random distribution of envi-
ronmental features [SM21b] . . . . . . . . . . . . . . . . . . . . . . . . 53

4.8 Plot of mean consensus time against mean absolute error for DC with dif-
ferent communication ranges when facing random distribution of environ-
mental features; color coding of markers shows the failure rate; dashed
lines show the Pareto frontiers produced by DBBS [SM21b] . . . . . . . 53

4.9 Plot of mean consensus time against mean absolute error for DBBS with
different communication ranges when facing concentrated distribution of
environmental features with rblack = 0.45, wmean = 12; color coding of
markers shows the failure rate [SM21b] . . . . . . . . . . . . . . . . . . 54

4.10 Performances of STV in environments with random feature distribution
with respect to the mutation rate τ and mean exp/diss time σ [SHM21] . . 60

4.11 Performances of BC in environments with random feature distribution re-
garding the mutation rate τ and mean exp/diss time σ [SHM21] . . . . . . 61

4.12 Pareto frontiers of consensus time versus absolute error for all considered
strategies; color coding of markers shows the failure rates [SHM21] . . . 62

4.13 Pareto frontiers of consensus time versus absolute error for all considered
strategies in environments with concentrated feature distribution; color
coding of markers shows the failure rates; dashed lines show the Pareto
frontiers achieved previously in random environments [SHM21] . . . . . 63

5.1 Experimental results obtained by the considered strategies when facing
random distribution of environmental features [SM22] . . . . . . . . . . 70

5.2 Experimental results obtained by the considered strategies when facing
concentrated distribution of environmental features [SM22] . . . . . . . . 71

vi



5.3 Decision-making speed and accuracy trade-off of the considered strategies
when facing random distribution of environmental features with M varied
(BW = 8 bits/s); color coding of markers shows the failure rate . . . . . 72

5.4 Decision-making speed and accuracy trade-off of the considered strategies
when facing random distribution of environmental features (M = 40);
color-coding of markers shows the failure rate . . . . . . . . . . . . . . . 73

6.1 Examples of the experimental environments used (a) environment with 2
features (b) environment with three features (c) environment with concen-
trated distribution of features [SM24] . . . . . . . . . . . . . . . . . . . 77

6.2 Performances of the considered strategies in all metrics when facing dif-
ferent numbers of randomly distributed environmental features (a) Error
versus convergence time Pareto fronts, 3D space also includes scatter at
convergence (b) Scatter plot for all tested parameter settings in terms of
error versus convergence time; bandwidth=32 bits/s, decision space dis-
cretization precision=0.1 [SM24] . . . . . . . . . . . . . . . . . . . . . . 88

6.3 Box plots showing the distribution of the convergence time of the consid-
ered strategies at the best parameter configurations facing different num-
ber of features at different bandwidth levels; Red: LCP, Blue: RV, Black:
DBBS; decision space discretization precision=0.1 [SM24] . . . . . . . . 89

6.4 Performances of the considered strategies in all metrics when facing dif-
ferent numbers of concentrated environmental features (a) Error versus
convergence time Pareto fronts, 3D space also includes scatter at conver-
gence (b) Scatter plot for all tested parameter settings in terms of error
versus convergence time; bandwidth=32 bits/s, decision space discretiza-
tion precision=0.1 [SM24] . . . . . . . . . . . . . . . . . . . . . . . . . 90

6.5 Performances of the considered strategies in all metrics when randomly
distributed environmental features at different levels of discretization pre-
cision (a) Error versus convergence time Pareto fronts, 3D space also
includes scatter at convergence (b) Scatter plot for all tested parameter
settings in terms of error versus convergence time; bandwidth=32 bits/s,
number of features=2 [SM24] . . . . . . . . . . . . . . . . . . . . . . . 91

6.6 Box plots showing the distribution of the convergence time of the consid-
ered strategies at the best parameter configurations facing random features
at different bandwidth and discretization precision levels; Red: LCP, Blue:
RV, Black: DBBS; number of features=2 [SM24] . . . . . . . . . . . . . 93

vii



6.7 Performances of the considered strategies in all metrics when facing con-
centrated environmental features at different levels of discretization pre-
cision (a) Error versus convergence time Pareto fronts, 3D space also
includes scatter at convergence (b) Scatter plot for all tested parameter
settings in terms of error versus convergence time; bandwidth=32 bits/s,
number of features=2 [SM24] . . . . . . . . . . . . . . . . . . . . . . . 93

7.1 Illustration of the collective preference learning scenario; gray circular
areas represent the N = 8 sites, their color intensities represent their qual-
ities; red dots indicate mobile robots roaming the arena [SM23] . . . . . . 97

7.2 Box plots of (a) error at convergence (b) scatter at convergence (c) con-
vergence time (s) for the proposed ranked voting algorithm (RV) and both
variants of the benchmark algorithm (FT:fusion with transitivity preserved,
FN:fusion without transitivity preserved) at different σnoise settings; re =
0.2, Nrobot = 30 [SM23] . . . . . . . . . . . . . . . . . . . . . . . . . . 107

7.3 Toy examples of the state transition only considering 1 pairwise compari-
son within a small locality of 3 robots of (a) the benchmark belief fusion
algorithm and (b) the proposed ranked voting algorithm; circles represent
robots, numbers, and color codings represent robot opinions, arrows &
fractions represent possible next states and transition rates [SM23] . . . . 109

7.4 Box plots of (a) error at convergence (b) scatter at convergence (c) con-
vergence time (s) for the proposed ranked voting algorithm (RV) and both
variants of the benchmark algorithm (FT:fusion with transitivity preserved,
FN:fusion without transitivity preserved) at different re settings; σnoise =

1.5, Nrobot = 30 [SM23] . . . . . . . . . . . . . . . . . . . . . . . . . . 111
7.5 Box plots of (a) error at convergence (b) scatter at convergence (c) con-

vergence time (s) for the proposed ranked voting algorithm (RV) and both
variants of the benchmark algorithm (FT:fusion with transitivity preserved,
FN:fusion without transitivity preserved) at different Nrobot settings; σnoise =

1.5, re = 0.2 [SM23] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

8.1 Illustration of the global g(x̄) (magenta) and the local f(xi) (cyan) quality
functions in Scenario 1 [SM21a] . . . . . . . . . . . . . . . . . . . . . . 124

8.2 Optimal global and local fitness obtained during each experimental run
for all considered algorithms in Scenario 1; color scale indicates weight
of global fitness w; black line indicates the Pareto frontier computed by
NSGA-II [SM21a] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

8.3 Average optimal global and local fitness at each w value in Scenario 1
[SM21a] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

viii



8.4 (a) Average convergence time and (b) average total fitness obtained per
second of all considered algorithms in Scenario 1; red+:Individual BL,
blue*:BL EE, green⋄:EE Affinity, black◦:Bi-Objective EE [SM21a] . . . 127

8.5 Illustration of the global g(x̄) (magenta) and local f(xi) (cyan) quality
functions in Scenario 2 [SM21a] . . . . . . . . . . . . . . . . . . . . . . 129

8.6 Optimal global and local fitness obtained during each experimental run
for all considered algorithms in Scenario 2; color scale indicates weight
of global fitness w; black line indicates the Pareto frontier computed by
NSGA-II [SM21a] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

8.7 Average optimal global and local fitness at each w value in Scenario 2
[SM21a] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

8.8 Progression of all agents’ genomes xi through time (w = 0.5); colors
represent different agents [SM21a] . . . . . . . . . . . . . . . . . . . . . 132

8.9 Progression of x̄ through time (w = 0.5); red:Individual BL, blue:BL EE,
green:EE Affinity, black:Bi-Objective EE [SM21a] . . . . . . . . . . . . 132

8.10 Average optimal global and local fitness at each w value in Scenario 2 un-
der sparse communications, color scale indicates weight of global fitness
w; black line indicates the Pareto frontier computed by NSGA-II [SM21a] 133

8.11 Illustrations of the global g(x̄) (magenta) and local f(xi) (cyan) quality
functions in Scenario 3.1 - 3.3 [SM21a] . . . . . . . . . . . . . . . . . . 134

8.12 Average total fitness obtained per second by the population at all w values
for all considered algorithms; red+:Individual BL, blue*:BL EE, green⋄:EE
Affinity, black◦:Bi-Objective EE [SM21a] . . . . . . . . . . . . . . . . . 135

8.13 Average total fitness obtained per second by the population at all w val-
ues for all considered algorithms with stochasticity added; red+:Individual
BL, blue*:BL EE, green⋄:EE Affinity, black◦:Bi-Objective EE [SM21a] . 135

ix



List of Tables

3.1 Low-level control mechanism used to implement random walk [SM22] . . 20
3.2 Average error using different sampling and dissemination intervals [SM20] 27
3.3 Average decision time using different sampling and dissemination inter-

vals [SM20] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

4.1 Mean absolute error, mean consensus time, mean message transfer and
failure rate of DC at different σ and τ settings; vertical-σ mean lengths of
exploration/dissemination states, horizontal-τ probability of mutating the
chosen option [SM21b] . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4.2 Mean absolute error, mean consensus time, mean message transfer and
failure rate of DMVD at different σ and τ settings; vertical-σ mean lengths
of exploration/dissemination states, horizontal-τ probability of mutating
the chosen option [SM21b] . . . . . . . . . . . . . . . . . . . . . . . . . 46

4.3 Mean absolute error, mean consensus time, mean message transfer and
failure rate of DBBS at different λ and µ settings; vertical-λ decay rate
of past neighbors’ beliefs, horizontal-µ decay rate of current neighbors’
beliefs during communication [SM21b] . . . . . . . . . . . . . . . . . . 47

4.4 Parameter settings of considered strategies in Figure 4.5 [SM21b] . . . . 50

5.1 Assumptions on the message format and sizes for all considered strategies
[SM22] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5.2 Parameter settings for each investigated strategy to reach the desired band-
widths levels [SM22] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

6.1 Assumptions on the message formats and sizes for all considered strategies
[SM24] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85

6.2 Fill ratios tested for every considered number of features and the resulting
number of options at different discretization precision levels [SM24] . . . 86

6.3 Parameter values used in the experiments for the considered strategies
[SM24] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

x



6.4 Error vs convergence time spread and minimum mean error of the Pareto
front of the considered strategies at different number of features; decision
space discretization precision=0.1 [SM24] . . . . . . . . . . . . . . . . . 88

6.5 Error vs convergence time spread and minimum mean error of the Pareto
front of the considered strategies at different levels of discretization preci-
sion; number of features=2 [SM24] . . . . . . . . . . . . . . . . . . . . . 92

7.1 Performances of proposed ranked voting algorithm at different noise levels
σnoise and evidences rates re; Nrobot = 30 [SM23] . . . . . . . . . . . . . 105

7.2 Gradient and R2 values obtained from linear regression of mean perfor-
mances against σnoise [SM23] . . . . . . . . . . . . . . . . . . . . . . . 106

7.3 Gradient and R2 values obtained from linear regression of mean perfor-
mances against ln(re) [SM23] . . . . . . . . . . . . . . . . . . . . . . . 110

7.4 Performances of proposed ranked voting algorithm at different noise levels
σnoise and swarm sizes Nrobot; re = 0.2 [SM23] . . . . . . . . . . . . . . 112

7.5 Gradient and R2 values obtained from linear regression of mean perfor-
mances against ln(Nrobot) [SM23] . . . . . . . . . . . . . . . . . . . . . 114

8.1 Fitness performances at different σexp for all considered algorithms, w =

0.5 [SM21a] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 124
8.2 Choice of σexp for different algorithms [SM21a] . . . . . . . . . . . . . . 125
8.3 Local quality functions in scenarios 3.1 - 3.3 [SM21a] . . . . . . . . . . . 134

xi



Chapter 1

Introduction & Motivation

In recent decades, advancements in microprocessors, portable batteries, sensors, and actu-
ators have vastly expanded the applicability of robotic platforms in performing real-world
tasks [SA14]. The specific characteristics of many tasks favor a robot swarm solution,
in which many simplistic robots are deployed cooperatively to fulfill the intended objec-
tive [DTT21]. However, it remains a difficult problem to control the large number of
robots efficiently. Such challenges are answered by naturally existing multi-body systems
with self-organized behaviors. Natural intelligent swarms such as insect colonies, bird
flocks, and fish schools display complex collective behaviors via only local peer-to-peer
interactions and with no centralized leadership [Cam+20]. The prevalence of natural in-
telligent swarms has inspired many self-organized collective strategies that can be applied
to artificial swarm intelligence systems [MJ11] and can bring multiple benefits, including
robustness, scalability, and flexibility [Bra+13].

An important building block of complex self-organized collective behaviors is collec-
tive decision making. It is a distributed process where a group of agents cooperatively
reaches a global decision without being directed by a single leader [BRM17]. The col-
lective decision-making strategies adopted by natural intelligent swarms vary according to
the characteristics of the problems they are aiming to solve, which range from the discrete
best-of-n consensus problem faced by honey bees during house hunting [Rei+17], to the
continuous consensus problem faced during collective motion [Rey87], and the task allo-
cation problem when creating specialized behaviors in various social insects [Gor16]. Two
key characteristics affecting the viability of collective decision-making strategies are the
size of the decision space and the distribution of the decision quality. Due to the analog en-
vironments faced by natural intelligent swarms, the majority of previous literature studies
collective decision-making problems with either binary or continuous decision space. The
gap of natural multi-option decision-making scenarios is translated into a lack of atten-
tion paid to the multi-option collective decision-making behaviors in artificial intelligent
swarms [VFD17; Ibr+24]. This thesis seeks to bridge this gap by extending the capa-
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bility of artificial collective decision-making strategies into scenarios with large decision
spaces, while analyzing the influence of decision space size and quality distribution on the
performances of collective decision-making strategies with a multi-criteria framework.

1.1 Self-Organized Systems and Swarm Intelligence
It is observed in physics that only a fraction of the total energy in a system can be used
to do work. The rest, characterized by irregular movements of the system’s constituent
particles, is referred to as ”disordered” energy and is denoted as entropy. As stated in
the second law of thermodynamics, the entropy of a closed system cannot decrease with
time. In other words, a closed system will always irreversibly tend toward disorder [Pri78].
However, given specific rules of intermolecular interactions, some open physical systems
can tend toward order from a state of disorder given minimal outside interference, such
as the phenomenon of spontaneous magnetization in metals [Yan52]. This process of
forming order from disorder is referred to as self-organization or spontaneous order. From
the point of view of thermodynamics, living systems maintain negative entropy, and hence
avoid decay into disorder, via homeostasis at the microscopic level [Sch44]. Rather, the
microscopic disorder in the form of random genetic mutation is the driving force behind
evolution and hence the improvements and growth of species [Nei13].

Self-organized processes play an especially prevalent role in multi-body living systems
such as insect swarms or animal flocks [Cam+20], which are often formed by simplistic
agents with limited individual capabilities, making a centralized command structure diffi-
cult to form. The lack of permanent inter-agent links also means that the collective system
is highly susceptible to random divergences in agents’ behaviors. However, via efficient
swarm intelligence mechanisms, these naturally existing multi-body systems can display
coherent collective behaviors that exceed the capabilities of their constituent agents. The
collective level coherence is created via a similar negative entropy process that governs
intermolecular and intercellular interactions in single-body living systems.

To this end, four key characteristics are needed for inter-agent interactions in intel-
ligent swarms, namely positive feedback, negative feedback, randomness, and repetitive
interactions [Bon+99]. Positive and negative feedback within a decentralized system de-
scribes the effects of the actions or decisions of an agent on those of other agents in the
system. Positive feedback denotes an amplifying effect between the actions of individual
agents. Thus, an agent’s behavior will encourage the other agents to adopt similar behav-
iors, causing it to propagate on a global scale within the whole swarm. This is exemplified
by the behavior of the European honey bee (Apis mellifera) when collectively selecting
a new nest site [SB01]. A scout bee first independently surveys a potential site. It then
returns to its nest and tries to recruit its peers to its choice by performing a waggle dance in
front of them. The strength of recruitment is determined by the quality of the site surveyed,
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causing better sites to be more frequently visited by subsequent scouts. This amplifying
effect results in a final consensus of the swarm for the new nest site.

On the other hand, negative feedback denotes a diminishing effect between the actions
of individual agents. In this case, an agent’s behavior will discourage the other agents
to adopt a similar behavior or encourage them to adopt a counteracting behavior. For
example, when bird flocks are traveling together and a subset of them forms a congestion
region, the other birds will collectively avoid the congestion region, hence balancing the
concentration of agents and preventing collision [Ant+09].

At the same time, randomness contributes to the exploratory behavior of the system
into its potential actions and choices. It serves two functions in a self-organized system.
Firstly, through random exploration, individual agents can potentially discover actions or
choices that yield more reward. Secondly, the random perturbations can then be amplified
by the entire system using the aforementioned positive feedback to improve the overall
behavior of the system. Randomness is coupled with repetitive interactions to ensure the
agents are well-mixed during their interactions, which ensure the integrity of the swarm.

At first glance, it can be seen that the aforementioned characteristics of local interac-
tions are inherently counteracting. A high degree of positive feedback and randomness
leads to an exploratory and unstable system, while strong negative feedback encourages
stable behaviors. The difficulty in designing an artificial swarm intelligence system lies in
setting the local rules of interactions that adjust intelligently the relative importance of the
aforementioned processes and lead to the desired behavior on the global scale.

1.2 Collective Decision-Making Problem in the Context
of Swarm Intelligence

Among the various intelligent behaviors that can be performed by swarm intelligence sys-
tems, decision making is a crucial component. Collective decision making refers to the
process where a group of agents collectively reaches a decision, which, once made, cannot
be attributed to any single agent [BRM17]. Such processes exist beyond the collective
behavior of simple agents. Indeed, group decision making has been studied in the context
of human collective behavior for decades [Bla48; SP13]. Recently, researchers have also
started to pay more attention to the decision-making behavior in animal flocks [CR03;
CL09] and insect swarms [Joh+02; Gor16].

The decision-making problem in an ideal scenario can be modeled as follows:

d∗ = argmaxd(q(d)). (1.1)

Here q(d) is the quality distribution function that depends on the chosen decision d, where
the value d∗ gives the optimal quality. The goal of the decision-making process is to search
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for the optimal decision d∗, so that the decision-making agent reaps the maximum reward.
When there are numerous decision-making agents, the above model is expanded to the
following:

d⃗∗ = argmaxd⃗(
∑

i=1..Nagent

wiqi(di)). (1.2)

Here, the goal is to maximize the collective quality of decisions for all agents 1..Nagent,
that individually face their own quality distribution function qi(di), and is scaled by the
weight wi denoting the relative importance of the agent i. In scenarios where qi are com-
pletely or nearly completely uncorrelated with each other, the search can only be done
individually by the agents, and thus the problem can be divided into Nagent individual
decision-making problems. However, realistically the agents in an intelligent swarm oper-
ate in proximity with each other, thus their individual quality distribution functions qi(di)
are correlated and influenced by one another. Therefore, the exchange of information
across agents can greatly improve the decision-making process in terms of speed, accu-
racy, and reliability. The study of collective decision-making scenarios and strategies thus
focuses on utilizing inter-agent communication as well as interaction with the environment
to reach an optimal global decision for the whole swarm.

In this thesis, the agents of the swarm are assumed to be homogeneous, which means
they are of equal importance and are interchangeable with each other in terms of function-
ality. Therefore, the weights wi in the aforementioned model can be ignored. Thus, the
model can be transformed into the following:

d⃗∗ = argmaxd⃗(
∑

i=1..Nagent

[f(di) + g(d1..Nagent) + hi]). (1.3)

In this case, the quality function of the individual agents qi is broken up into 3 components.
f(di) denotes the individual quality function component that is the same for all agents. Its
output is only determined by the decision of the agent i i.e. di. g(d1..Nagent) denotes the
collective quality function component that depends on the decisions of all agents. Finally,
the term hi denotes the random perturbation to the quality function as a result of limitations
in information transfer and variations among local subgroups in the swarm. This effect is
assumed to be random from the perspectives of the entire swarm, thus causing the actual
quality functions observed by individual agents to be inaccurate.

Depending on the types of global decisions reached, collective decision-making sce-
narios can be divided into two main categories: consensus-forming scenarios and task
allocation scenarios [VFD17]. The former category includes consensus-forming scenarios
with continuous decision spaces such as flocking [Eml52; Olf06], and those with dis-
crete decision spaces (also referred to as best-of-n problems when applied to artificial
agents) such as shortest-path selection [Sch+16] and optimal-site selection [PZ09; PZ11;
Val+16b]. On the other hand, task allocation scenarios in the context of swarm intelli-
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gence relax the need for the agents to converge to a single decision. Instead, the focus of
the agents is on searching for the optimum of the quality function [BF01; Dua+12; Gor16;
CMG20].

Using the aforementioned model, consensus-forming problems can be expressed as an
optimization process searching for the optimum of the quality function f(di). However,
due to the random perturbation h, the quality function f(di) is not directly observable from
the perspective of the agents. Therefore, collective consensus-forming strategies adopt an
indirect approach expressed in a dual-objective optimization process as follows:

Consensus forming: d⃗∗ = {
argmaxd⃗(

∑
i=1..Nagent

[f(di) + hi])

argmind⃗(
∑

i=1..Nagent
[|d̄− di|+ h′

i])
. (1.4)

Here, the optimal decision array d⃗∗ is obtained by simultaneously searching for the optima
in the two quality functions observed by the individual agents, as well as keeping the
variation of opinions within the swarm to a minimum. The latter is formulated here as
the sum of the absolute differences between every individual agent’s decision and the
centroid of all decisions in the swarm d̄ (or medoid in the case of discrete non-ordinal
decisions). The consensus-forming process is expected to converge to the true optimum of
f(di) because of the random nature of hi and h′

i, and their effects are canceled out when
considering many instances of the quality function at the same time by all agents in the
swarm.

In natural intelligent swarms, discrete collective consensus forming is a common be-
havior and has been extensively studied in previous literature as best-of-n problems [VFD17].
The prevalent consensus-forming approaches employ population-based search in the de-
cision space for the decision with the optimal quality. This process is usually realized in
naturally existing intelligent swarms by agents who pick more optimal options actively re-
cruiting their peers via dissemination behaviors such as the waggle dances by bees during
collective selection of potential nest locations [SB01], or the pheromone-laying behav-
iors of ants during pathfinding [Den+90]. When implemented on artificial agents, such
population-based search approaches for discrete consensus-forming problems are referred
to as opinion-based strategies [VFD17]. Similar approaches are found in continuous con-
sensus scenarios, such as flocking [Olf06], where despite the continuous decision space,
the quality function has a smooth unimodal shape and can be solved with gradient-based
decentralized optimization approaches. A minority of previous studies have investigated
consensus approaches where the artificial agents consider multiple decisions in parallel
from a probabilistic perspective [LLW21; BM21].

On the other hand, this thesis expresses task allocation problems as a generalization
of the aforementioned consensus-forming framework, with the previous objective to min-
imize the variation of decisions replaced by a search for the optimum of the more general-
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ized collective quality function g(d1..Nagent):

Task allocation: d⃗∗ = {
argmaxd⃗(

∑
i=1..Nagent

[f(di) + hi])

argmaxd⃗(
∑

i=1..Nagent
[g(d1..Nagent) + h′

i])
. (1.5)

Because convergence to a single decision is not needed for the task allocation prob-
lem, the task allocation behaviors displayed by natural intelligent swarms are modeled
differently from consensus forming behaviors. Classical models hold the hypothesis that
the individual agents have an internal policy optimized through evolution, and specialized
behaviors arise when they respond to different environmental stimuli [BF01; Dua+11;
Dua+12]. Newer research favors an online search for the optimal strategy utilizing inter-
agent interactions [Gor16; CMG20].

The level of difficulty of a collective decision-making problem in both categories is
determined by a few factors, including the shapes of the raw objective functions f(di)

and g(d1..Nagent), the decision space size, and the spatial disparities of the objective func-
tions described by hi and h′

i. Particularly, due to the characteristics of biological agents,
collective strategies tackling scenarios with large discrete decision spaces and complex
quality distributions are rarely found among natural intelligent swarms. This limits the
applicability of artificial intelligent swarm solutions to real-world problems.

1.3 Trade-offs in Collective Decision-Making Processes
Due to the dual-objective nature of both consensus-forming and task-allocation problems
shown before, the microscopic decision-making behaviors of individual agents need to
keep track of both individual and collective information input. In the case of consensus-
forming scenarios, the decision-making process from the point of view of agent i can be
expressed as follows:

Consensus-forming agent i: d∗i = { argmaxdi
(f(di) + hi)

argmindi
(|d̄i − di|+ h′

i)
. (1.6)

As an individual agent only has access to information in its locality, it can only observe
its own estimate of the mean decision d̄i. In the microscopic view of collective consensus-
forming behaviors, the two objective functions can be interpreted as an interaction be-
tween two sources of information, one from the individual agent’s own interactions with
the environment, and the other from its peers in the vicinity. The relative importance
of the two sources of information controls the level of macroscopic consensus enforce-
ment in the swarm. When the individual agent’s own environmental interactions (the first
objective function in Equation 1.6) are given more weight, the swarm has a weaker en-
forcement of consensus, thus slowing down the convergence and potentially increasing
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the decision accuracy by mitigating more of the effects of hi and h′
i via repetitive envi-

ronmental observations. On the other hand, when the level of uniformity with its peers
(the second objective function in Equation 1.6) is given more weight, the swarm has a
stronger enforcement of consensus, leading to a faster decision and potentially reducing
the decision accuracy by only allowing limited environmental observations. Thus, the rel-
ative weights of the two objective functions control the extent of speed versus accuracy
trade-off in collective consensus-forming processes, which has been observed in natural
collective consensus-forming behaviors [Fra+03; PS06], and is also demonstrated in ar-
tificial intelligent swarms under multiple decision-making strategies [VHD15; Ebe+20;
Aus+22].

On the other hand, for distributed task-allocation scenarios, the main source of trade-
off is the interaction between the individual objective function f(di) and the collective
objective function g(d1..Nagent):

Task-allocation agent i: d∗i = { argmaxdi
(f(di) + hi)

argmaxdi
(g′i(d1..Nagent) + h′

i)
. (1.7)

Here the collective objective function g loses the unimodal shape faced by agents in con-
sensus forming scenarios, and therefore the agents are not restricted to converge to a single
decision. It is further complicated by the lack of centralized control of the swarm, and the
collective performance can only be estimated in terms of g′i(d1..Nagent) by the individual
agents using information from its vicinity. Thus, there is a more prevalent trade-off in
the results produced by optimization between individual and collective objectives. This is
demonstrated in natural intelligent swarms, such as honeybees adjusting the ratio of work-
ers dedicated to temperature regulation in the nest depending on social context [CB13].

The existence of individual and collective objective functions for both collective decision-
making paradigms means that the optimization search runs on non-stationary and hetero-
geneous objective functions, and hence convergence is not guaranteed. In addition, dif-
ferent configurations on the relative importance of both objective functions lead to differ-
ent decision-making performances when considering multiple criteria, and often cannot
be compared with each other without assigning the relative importance of the involved
criteria. In meta-heuristic optimization problems, the interaction of conflicting objective
functions leads to the existence of multiple optimal solutions, which form a Pareto fron-
tier [Cen77]. Similarly, when comparing the performances of collective decision-making
strategies, the Pareto frontiers of their performances produced at different design parame-
ter configurations need to be examined using multi-criteria analysis.
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1.4 Research Objectives
This thesis aims to expand the applicability of swarm intelligence design paradigms by
investigating the design and performances of collective decision-making strategies in sce-
narios with large decision spaces, with an emphasis on multi-option collective consensus-
forming scenarios.

Research Objective 1: Investigate novel consensus-forming strategies utilizing par-
allel consideration of discrete options in best-of-n problems where n > 2 using a
multi-criteria framework.

Research Question 1.1: Is a parallel computation of option qualities using Bayesian statis-
tics viable compared to existing opinion-based strategies in a best-of-2 collective percep-
tion problem?
Research Question 1.2: How can the computed option qualities be propagated in the swarm
using parallel encoding of option preferences?
Research Question 1.3: How can the speed versus accuracy trade-off be accounted for in
the comparison of the considered consensus strategies?

The first research objective starts from the best-of-2 collective perception scenario,
with the aim to increase the number of potential discrete options that the swarm can
handle. As the number of discrete options increases beyond 2, existing opinion-based
strategies cannot guarantee coverage of all potential options during the decision-making
process. This makes it beneficial to enable the swarm agents to consider multiple options
simultaneously in best-of-n problems. The proposed approaches also need to be compared
with existing ones while considering the speed versus accuracy trade-off to obtain the com-
plete picture of their performances. It is thus important to consider multiple performance
criteria during the analysis without assuming their relative importance.

Research Objective 2: Gauge the viabilities of the proposed multi-option consensus
strategies in large discrete decision spaces under fair comparison.

Research Question 2.1: How can the communication efficiency of the proposed parallel
encoding approaches be gauged while considering the scaling of message size with the
number of discrete options?
Research Question 2.2: As the size of the discrete decision space increases far beyond the
number of agents, to what extent are the performances of the proposed parallel encoding
approaches negatively affected by the scaling message size?
Research Question 2.3: How are the performances of the considered consensus strategies
affected by the shape of the quality function in the decision space?
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Parallel consideration of potential options causes the computation complexities car-
ried by individual swarm agents to scale linearly with the size of the discrete decision
space. Here, the focus is placed on determining the communication efficiency of the
proposed multi-option consensus strategies. This lays the foundation to investigate their
performances in much larger decision spaces. The increased decision space also allows
investigation into the effects of different quality distributions on the decision-making per-
formances.

Research Objective 3: Explore the effects of restricting the decision space sizes on
the performances of collective decision-making strategies.

Research Question 3.1: How can actively restricting the discrete decision space size facil-
itate the collective preference learning task?
Research Question 3.2: Can an intelligent swarm effectively handle multimodal quality
functions via dynamic decision space restrictions?

As the performances of collective decision-making strategies are negatively affected
by larger decision space sizes, the last research objective explores the effects of restricting
the large decision spaces during the collective decision-making process in two independent
scenarios: one with large discrete decision spaces, the other with multi-modal quality
functions in continuous decision spaces.

1.5 Thesis Outline
The outline of the thesis is as follows. Firstly, Chapter 2 introduces the state-of-the-art col-
lective decision-making approaches for artificial intelligent swarms. The presented strate-
gies are classified according to their intended scenario and origin. Besides bio-inspired
collective decision-making strategies, techniques have been drawn from previous research
on networked artificial agents such as sensor networks, as well as models for human social
networks.

The overview of the following chapters is shown in Figure 1.1. Chapters 3 and 4
address the first research objective, aiming to propose and test multi-option consensus
strategies that utilize parallel encoding of option preferences. Chapter 3 starts with RQ
1.1 and investigates whether Bayesian statistics-based parallel quality computation can
be employed in the classical best-of-2 collective perception scenario. Here, the binary
decision space consisting of the two features is further discretized into the exact feature
fill ratio hypotheses, which can more accurately estimate the likelihood of a particular
feature being in the majority. Afterward, Chapter 4 deals with RQ 1.2 by looking into
how the parallel representations of option qualities can be used by the swarm agents for
multi-option consensus forming in the discrete collective estimation scenario. To this end,
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Figure 1.1: Overview of the decision-making scenarios investigated in each chapter

two decision-making strategies have been proposed: the first uses directly the computed
Bayesian likelihoods of the options; the other uses the rankings of their likelihoods. RQ
1.3 is also tackled in Chapter 4 with the comparison of the proposed consensus strategies
with existing ones using a multi-criteria framework, which considers the Pareto frontiers
of each strategy’s speed versus accuracy trade-off in its performance.

Chapters 5 and 6 focus on the second research objective and investigate the scalabil-
ity of the proposed multi-option consensus strategies in large discrete decision spaces.
Chapter 5 seeks to answer RQ 2.1 by adjusting the rates of information transfer under
the different considered strategies to the same level in comparison. This allows the com-
munication efficiency of the proposed parallel encoding approaches to be compared with
existing opinion-based approaches when facing large discrete decision spaces. Chapter
6 addresses RQ 2.2 by further extending the discrete collective estimation scenario into
the many-option case, where the number of discrete options far surpasses the number of
available agents. The larger decision spaces also allow the quality functions to move be-
yond the simple 1-dimensional unimodal shape. RQ 2.3 is tackled here with the inclusion
of multiple environmental features in the discrete collective estimation scenario, which
create high dimensional decision spaces with more complex quality distributions.

Chapters 7 and 8 deal with the last research objective of exploring ways to effectively
handle large decision spaces by restricting their sizes in collective decision-making prob-
lems. This is done in two independent scenarios. Chapter 7 answers RQ 3.1 by inves-
tigating the benefits and costs of restricting the decision space size via enforcing a strict
ranking among the considered options by the agents in the collective preference learning
scenario. Here, the constraint of having strict ranking makes the discrete decision spaces
more sparse and novel mechanisms to update agents’ opinions need to be proposed to
enable their search for the optimum. Chapter 8 deals with RQ 3.2 and investigates how
dynamic decision space restriction can improve the performances of embodied evolution
in a task allocation scenario and generate specialized behaviors when facing multimodal
quality functions.
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Finally, Chapter 9 concludes the thesis and comments on possible future research di-
rections based on the findings presented.
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Chapter 2

State-of-the-Art of Collective
Decision-Making Research

The existing approaches for achieving collective decision-making behavior in artificial in-
telligent swarms differ greatly from each other in different decision-making scenarios. In
this chapter, state-of-the-art artificial collective decision-making approaches are summa-
rized. The focus of this literature review is on consensus-forming techniques in swarm
intelligence. The presented approaches are categorized according to their origin and the
decision space sizes they are designed for. In addition, task allocation approaches in swarm
intelligence are also introduced, with the emphasis placed on finding optimal specialized
behaviors in large decision spaces.

2.1 Consensus Forming in Swarm Systems
An important collective behavior to ensure coherent performances in an artificial intel-
ligent swarm is consensus forming. It represents the collective aggregation of opinions
from the sparsely connected swarm agents into a consensus that best suits the information
observed by all agents, who have only access to inaccurate or incomplete information in-
dividually. In this section, the existing approaches to distributed consensus forming are
covered.

2.1.1 Bio-Inspired Consensus Forming in Discrete Decision Spaces

Among collective consensus-forming problems, best-of-n problems refer to discrete col-
lective decision-making scenarios where the agents are tasked with collectively selecting a
single option from n potential ones [VFD17]. An option is characterized by its quality and
cost, which determines its optimality as the converged result and the difficulty of discovery
by the agents, respectively. The goal of the agents in such scenarios is to converge onto
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the option with the highest associated quality.
The simplest agents that can handle such a decision-making task are assumed to be

able to detect the quality of a single option at a control loop. This is the environmental
cognitive capability possessed by individual agents in many natural intelligent swarms,
such as ants during pathfinding behaviors [Gos+89] and honey bees during nest selection
behaviors [SB01]. The consensus-forming approaches used by natural swarm agents give
rise to opinion-based consensus strategies. Under such strategies, each agent possesses
an explicitly chosen option at a given point in time. The agents modify their opinions
collectively via exploration in the environment to verify the associated qualities of their
chosen options. They then disseminate and advertise their opinions among their peers to
encourage consensus in the swarm.

As many of the classical collective decision-making strategies have been inspired
by the self-organizing behaviors of natural intelligent swarms, the prominent artificial
decision-making scenarios have been constructed with close similarity to the natural ones.
The two most common artificial decision-making scenarios involving mobile agents are
shortest path finding [SC06; SC08; Mon+11; Gar+13; Sch+16] and optimal site selection
[SMC06; Sch+09b; Sch+09a; PZ09; PZ11].

In shortest path-finding scenarios, the potential paths are only differentiated in terms
of the time taken for the agents to traverse through them. Decision-making strategies
proposed for shortest path-finding scenarios thus take advantage of the different option
costs and allow the agents favoring shorter paths to have more opportunities to advertise
their opinions to their peers in the nest area, eventually leading to convergence to the
shortest path for all agents in the swarm [Mon+11; Sch+16].

In optimal site selection scenarios, the potential sites are differentiated in terms of
both their quality and their discoverability from the nest area, referred to as option qual-
ity and option cost respectively. When the differences in both characteristics lead to the
same optimal site, they are referred to as synergetic, and the same opinion-based collective
decision-making strategies can be employed. Many decision-making strategies in this cat-
egory carry over the design of scaling the dissemination frequencies of agents to their op-
tion’s optimality from shortest path-finding scenarios, with the modification of the dissem-
ination frequency being dependent on the option quality instead of the option cost. These
strategies include Weighted Voter Model [VHD14] where the agent switches to a random
opinion collected during dissemination, and Majority Rule [VHD15; Val+16a] where the
agent switches to the majority opinion collected. In site selection scenarios where the
differences in option quality and option cost are antagonistic, and lead to different opti-
mal sites, the options with better qualities need to be differentiated in the decision-making
process in a way that is independent of option cost. The common way to achieve this in
opinion-based strategies without direct communication of option quality is to let robots
committed to a particular decision abandon it spontaneously to prevent an early conver-
gence to the option with low exploration cost, but also low associated quality [Cam+11;
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Rei+].
Collective perception is a more recently proposed best-of-2 collective decision-making

scenario [Val+16b]. The classical binary collective perception scenario consists of an
arena filled with black and white colored tiles. A group of mobile robots roams the arena,
aiming to determine the color occupying a greater proportion of the arena. It is distin-
guished from the aforementioned optimal site selection or shortest path finding in two
important ways. Firstly, since the options of color black or white being in the major-
ity are linked to global attributes of the environment, their associated qualities are not
independently verifiable by the agents, who can only estimate their values via local envi-
ronmental exploration. Secondly, there is a strong correlation between the qualities of the
two options, as an increase in the likelihood of one color being in the majority decreases
the likelihood of the other. In addition, as opposed to providing a distinction between
the discoverability of the different options in site selection scenarios, collective percep-
tion scenarios can input different environmental evidence to individual agents via different
feature patterns in the experimental environment [BM19]. This enables testing collective
decision-making strategies in terms of their abilities to bring divergent agents in a swarm
into consensus.

Earlier approaches to performing collective perception employed opinion-based decision-
making strategies that were designed for site selection or path-finding scenarios, such as
the Weighted Voter Model and Majority Rule [Val+16b; BM19]. Thus, these strategies
carry over the design choice that separates the agents’ behavior into alternating explo-
ration and dissemination phases. During exploration phases, the agents perform random
walks in the arena and sample the color of the arena floor beneath themselves to compute
the frequency of observing the same color as the opinion they are currently holding, as an
estimate of the fill ratio and thus option quality. On the other hand, during the dissemi-
nation phases, the agent broadcasts its own opinion to its peers to recruit them, with the
strength of advertising corresponding to the computed quality. as well as the modulation
of the lengths of dissemination phases as an indication of the current option quality. Since
environmental exploration and opinion dissemination behaviors take place in the same
physical area in the experimental environment, some later implementations of the collec-
tive perception problem allow the agents to perform these two tasks in parallel [Ebe+20;
Aus+22].

When the agents in a swarm can only detect and consider the quality of a single op-
tion at a time, the number of options the swarm covers is constrained by the number of
agents available. Therefore, if the swarm is facing a more complex environment with more
discrete options, more agents need to be deployed; otherwise, the swarm is only able to
process a smaller subset of all available options simultaneously. This effect is especially
prevalent when there is a strong correlation between the qualities of options that are close
to each other in the decision space, as the microscopic view on single options ignores
inter-option correlations and leads to a waste of information.

14



2.1.2 Discrete Multi-Option Consensus Forming with Parallel Option
Consideration

The constraint in scalability faced by bio-inspired consensus strategies in large decision
spaces limits their applicability in more complex scenarios. This gives rise to belief fusion
approaches to achieving distributed discrete consensus in artificial agents. In such ap-
proaches, individual agents attempt to compute the option qualities via direct environmen-
tal interactions and opinion pooling with their peers. For example, Bayesian belief fusion
has been used for distributed consensus forming in sensor networks [Ala+04; Olf+06].

The same technique can be applied to swarm agents with random and sparse commu-
nications with each other. In best-of-n problems, consensus on the optimal option can be
achieved by probabilistic inference on the likelihood of each option to be optimal based on
past observations. This has been employed in site selection scenarios with circularly dis-
tributed sites, where the agents converge on the optimal site by performing pairwise com-
parisons of neighboring sites and opinion pooling of the computed likelihoods [LLW18a;
LLW18b]. Here, the likelihoods associated with all options can be computed even if each
agent is only able to observe a subset of them. The opinion pooling approach has also been
shown to be able to handle noise in sensor readings. On the other hand, the effectiveness of
probabilistic inference depends on the strength of correlation among the option qualities.
Thus, the decision-making process when employing probabilistic representation of option
qualities is negatively affected by the existence of local optima in quality distribution, as
they complicate option quality correlation [LLW21].

In collective perception scenarios, due to the stronger correlation between the option
qualities, probabilistic modeling of the quality function is more applicable. The earliest
attempt used a Bayesian statistics-based quality computation for the likelihood of the two
colors to be in the majority given the observations made [Ebe+20]. Probabilistic mod-
eling makes it possible for the swarm agents to process multiple features in parallel in
multi-feature collective perception [BM21] as opposed to tackling the features sequen-
tially [EGN18].

Besides directly exchanging the exact qualities of discrete potential options, their rel-
ative optimality can also be expressed using their rankings in the order of decreasing fa-
vorability by the agents. Reaching a collective decision from a set of rankings can be
done via centralized tallying as in real-life elections [San21] or via other rank aggregation
approaches [Lin10]. On the other hand, decentralized iterative voting has been proposed
as a model for opinion aggregation in social networks [Has+13; Bri+16]. Such models
describe a distributed consensus process where an agent on a network iteratively holds lo-
calized elections among its immediate neighbors. The agent then modifies its own opinion
based on their inputs. This process continues until the social network reaches an equilib-
rium, which can be a consensus of opinions under suitable parameter settings.
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2.1.3 Consensus Forming in Continuous Decision Spaces

Modeling the distribution function of the option qualities becomes more important for
collective consensus-forming scenarios in continuous decision spaces, which makes the
enumeration of potential options impossible. A long-standing subject of study in this
area is the production of coherent movement in mobile multi-agent systems. A com-
mon inspiration comes from the flocking behaviors in natural intelligent swarms [Olf06].
Consensus forming in terms of collective motion has been studied in multi-agent systems
with different dynamics and communication topologies [AB22]. Studies on self-organized
flocking further relax the assumption of the communication topology from a dynamic net-
work spanning all agents into random and sparse communication between swarm robots
[Tur+08; Fer+12]. A collective control strategy for such systems needs to ensure that the
agents stay in proximity with each other, avoid collisions, and match the agents’ veloc-
ities [Rey87]. Using the framework of collective decision making from the perspective
of a single agent, this consensus problem can be interpreted to have a unimodal quality
function in the decision space, where the more the agent deviates from the mean velocity
of the flock, the lower the quality of its current velocity decision. A classical approach
to reaching consensus in such problems is the Linear Consensus Protocol (LCP) [OM04].
This approach applies an acceleration that is linearly proportional to the deviation of an
agent’s velocity from the mean velocity of its neighbors.

The same approach can also be used in environmental cognition scenarios to reach a
consensus regarding environmental features in a continuous decision space. The binary
collective perception scenario can be extended with a continuous decision space into the
collective estimation scenario, where the agents instead form a consensus regarding the
exact concentration of a particular feature in the environment [SCD18; SCD20; RHR21;
RRH23]. To this end, individual agents independently compute the concentration of en-
vironmental features they observe in their local environment. They then modify their
estimations using a consensus protocol to bring them closer to the mean value computed
by their neighbors. The unimodality of the quality function is similarly exploited as in
collective motion problems.

2.2 Distributed Task Allocation in Swarm Systems
On the other hand, distributed task allocation problems relax the requirement of the swarm
agents to reach the same decision at convergence, thus introducing multimodal quality
functions from the perspective of the agents. The increased problem complexity makes a
decentralized solution more challenging, and hence most established task allocation strate-
gies either require a centralized communication hub or a densely connected communica-
tion network between the agents [KHE15; Jia16]. Such multi-agent approaches include
coalition formation [SK98; VA07] and market-based approaches [Dia+06].
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In contrast, natural swarm intelligence systems, such as insect colonies, are able to
produce specialized behaviors among their agents with only local, random, and sparse
communications. The underlying decision process is still being studied and not fully un-
derstood [CM09; LD19]. The classical approach to modeling the task allocation behaviors
of natural intelligent swarms is the Response Threshold Model [BTD96]. It expresses the
interactions between the environment and the agents during task allocation by having the
agents respond to task-specific stimuli from the environment. If the stimulus exceeds
the corresponding threshold, the agent has a high chance to engage in a task and vice
versa. The different response thresholds of the agents are caused by evolution and the
agents’ prior experience [TN04; Wes+13]. This model gives rise to embodied evolution-
ary approaches to the creation of specialized behaviors in artificial multi-agent systems
[MCB16]. The artificial distributed evolutionary process can produce specialized behav-
iors via reproductive isolation between agents.

A minority of existing studies investigate task allocation in natural intelligent swarms
via interaction among the agents [GGT92; PGG96]. Recently, there has been a growing
interest in such models [Gor16]. Notably, it has been identified in both empirical studies
and simulations that the reward functions faced by the swarm agents produce specialization
via an online optimization process [CB13; CMG20]. This model brings the task allocation
problem closer to the existing literature in collective decision making and highlights the
importance of quality distribution in the decision space. The problem of task allocation
in intelligent swarms is further complicated by collective tasks whose rewards depend on
the configuration of multiple agents, making mapping out the shape of the quality function
from the perspective of a single agent difficult.
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Chapter 3

Bayesian Statistics-Based
Environmental Exploration and

Application in the Best-of-2 Collective
Perception Scenario

This chapter is based on [SM20].

This chapter starts from the best-of-2 collective perception scenario and introduces
the Distributed Bayesian Hypothesis Testing approach to performing environmental clas-
sification on a decentralized platform. The proposed approach uses Bayesian statistical
inference to compute the likelihood of different hypotheses regarding the environment
based on collected observations. It is compared with the existing opinion-based collective
consensus approaches in terms of performance and serves as the foundation for subsequent
multi-option collective consensus strategies with parallel encoding of option preferences.

3.1 The Best-of-2 Collective Perception Scenario
The investigated collective perception scenario [Val+16b] is illustrated in Figure 3.1. The
environment is filled with two features, represented by the colors black and white on the
arena floor. To enable easy generation of experimental environments, the arena is dis-
cretized into tiles. Each tile can have one of the two features. The proportion of the arena
surface filled by one of the features n is referred to as the fill ratio rn. A group of mobile
robots, marked in red in Figure 3.1, roam the arena. Their goal is to collectively determine
which feature of the two covers the majority of area in the environment. Each robot has
only simple reactive behavior and can only detect the presence of the features in its im-
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mediate vicinity. Therefore, they need to cooperate and pool the information gained from
each individual to accurately decide on the majority feature in the global environment.

Figure 3.1: Example of the collective perception scenario; the arena is a 2m× 2m square,
covered in 400 square tiles shown in black and white; the red dots illustrate 20 mobile
robots [SM22]

The collective perception scenario is a best-of-n collective decision-making problem
with 2 options. The option qualities of the 2 features are their fill ratios. Since the fill ratios
are global qualities and not directly measurable by the individual robots, they estimate the
true fill ratios using the ratios of features they encounter during individual environmental
exploration. This causes random variations between the information gained by different
individuals and is the main obstacle in the collective decision-making process.

The performance of the robot collective is measured by the accuracy of the final de-
cision and the time required to reach that decision. The final decision is more prone to
inaccuracies and takes a longer time if the random variations between local information
from the perspective of the individual robots overwhelm the difference in the true fill ra-
tios of the two features. The relative significance of the random variations compared to
the true fill ratio difference can be adjusted in two ways. Firstly, the closer the true fill
ratio of the majority feature is to 0.5, the more difficult it becomes to distinguish them and
reach the correct decision. Secondly, the variations in local information can be magnified
by introducing clustered distribution of environmental features, which causes the robots to
have different estimates of the global fill ratio [BM19].
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3.2 Distributed Bayesian Hypothesis Testing
In this subsection, the proposed Distributed Bayesian Hypothesis Testing (DBHT) ap-
proach to collective perception is introduced. The mathematical background is presented
first, and then the control mechanism of information exchange in the swarm is shown.

3.2.1 Low-Level Control Mechanisms for Environmental Perception

In order to thoroughly survey the environment, the robots are controlled by a low-level
control program to perform a random walk routine in the experimental arena, as shown
in Table 3.1. A robot alternates between two motion states A and B. During state A, the
robot moves forward in a straight line; while during state B, the robot rotates at the same
position in a random direction. The lengths of the two states are randomly distributed. The
durations of state A are exponentially distributed with a mean of 40s, while the durations
of state B are uniformly distributed between 0s and 4.5s. The robots are assumed to be
able to detect obstacles 0.1m located in front of them. To avoid collisions, during state A,
if an obstacle is detected, the robot enters state B. At the end of state B, if an obstacle is
detected, the robot repeats state B with a new timer.

Table 3.1: Low-level control mechanism used to implement random walk [SM22]

Motion Transition condition
A. Moving forward Timer exp(40)s or obstacle detected
B. Turn in random direction Timer U(0, 4.5)s

3.2.2 Bayesian Inference Approach for Evidence Collection

In the proposed DBHT approach, the quality of one of the two feature options is computed
as the probability of the fill ratio r being higher than 0.5. For generalization, one of the
features is denoted as n out of N = 2 features:

q(n) = P (rn > 0.5). (3.1)

The environmental exploration is performed individually by the robots, that make repet-
itive observations and detect the features present in their current positions. The robots
perform random walk routines in the arena to ensure a bias-free collection of observa-
tions. Given a series of observations made on the environment by an individual robot
o⃗b = [ob1...obS], the probability of feature n being in the majority can be computed as the
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sum of the likelihood of the fill ratio being at every value between 0.5 and 1:

P (rn > 0.5) =

∫ 1

0.5

P (rn = r′|o⃗b)dr′. (3.2)

If the space of possible fill ratios is discretized uniformly to an array of M fill ratio hy-
potheses h⃗, with hm denoting the mth discretized value, the integral can be approximated
using the sum of likelihoods at h values greater than 0.5:

P (rn > 0.5) ≈
∑

m∀hm>0.5

P (rn = hm|o⃗b). (3.3)

This likelihood expression can be computed using Bayes’ rule:

P (rn = hm|o⃗b) =
P (o⃗b|rn = hm)P (rn = hm)

P (o⃗b)
. (3.4)

Here P (rn = hm) is the prior and P (o⃗b) is the marginal likelihood, both of which are
assumed to be the same for all hypotheses. The chain rule can then be applied to P (o⃗b|rn =

h) and obtain

P (o⃗b|rn = hm) = P (ob1|rn = hm)P (ob2|rn = hm, ob1)...P (obS|rn = hm, ob1, ..., obS-1).
(3.5)

Assuming the observations are all independent of each other, the dependencies on previous
observations can be removed, and thus:

P (o⃗b|rn = hm) ≈ P (ob1|rn = hm)P (ob2|rn = hm)...P (obS|rn = hm). (3.6)

Assuming the robot is at a random position in the arena, the probability of making a
particular observation is simply the fill ratio hypothesis hm if the observed feature is the
same as the feature n or (1− hm) otherwise:

P (obs|rn = hm) = { if obs = n: hm

if obs ̸= n: (1− hm)
. (3.7)

The likelihood array of the considered hypotheses l⃗ has a size of M and is computed by
taking the elementwise products of the hypothesis values that correspond to the feature
observed as follows:

l⃗ =


P (rn = h1|o⃗b)
P (rn = h2|o⃗b)

...

P (rn = hM |o⃗b)

 =
∏

s=1..S

{


h1 1− h1

h2 1− h2

...

hM 1− hM

 ·
[
obs = n

obs ̸= n

]
} =

∏
s=1..S

(H · o⃗s). (3.8)
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Here H is the matrix of size M×2 containing all hypotheses and o⃗s is the vector describing

the sth observation and is
[
1

0

]
when obs = n and

[
0

1

]
when obs ̸= n. Every entry in l⃗∗

corresponds to a hypothesis in H . This operation can be easily decentralized, where each
robot i computes its individual likelihood estimations, and the information is aggregated
to form a collective result:

l⃗∗ =
∏
i

l⃗i,Si
where l⃗i,Si

=
∏

si=1..Si

(H · o⃗si). (3.9)

Here i iterates through the indices of the robots and si iterates through the observations
made by robot i. In implementation, the likelihood arrays have to be normalized after each
multiplication to avoid underflow. For the collective perception task, the swarm can decide
on the majority feature n with enough certainty if the sum of likelihoods over the range
rn > 0.5 is over a threshold Pth after normalization.

Numerically, the decision space of possible fill ratios is discretized with M = 10

evenly space values. The hypothesis matrix for the feature represented by the color black
in the arena is therefore as follows:

H =


0.05 0.95

0.15 0.85

· · ·
0.95 0.05

 . (3.10)

An observation is recorded as o⃗ =

[
1

0

]
when the observed color is black and as o⃗ =

[
0

1

]
when the observed color is white. The hypothesis likelihood array l⃗ is initialized with
identical values in every entry, meaning that no information has been gathered, and the
hypotheses cannot be distinguished in terms of likelihoods:

l⃗i,0 =
[
0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1 0.1

]T
. (3.11)

During the process of environmental exploration, the likelihoods are updated iteratively
after each new observation:

l⃗i,si = l⃗i,si−1 ◦ (H · o⃗bsi). (3.12)

3.2.3 Information Aggregation in Robot Swarm

Fusion of the individual opinions is done through a communication network with a tree
topology. To construct such a topology, each robot’s behavior is designed as a finite state
machine with 4 states, as shown in Algorithm 1.
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Algorithm 1 Distributed Bayesian Hypothesis Testing (DBHT) [SM20]
Input: Hypothesis matrix H of size M × 2; robot index i ∈ 1..Nrobot, when robot is the
leader i = 1
Output: Majority feature index n∗

1: Initialize l⃗i with respect to M ; Statei = 1; t = 0; Gi = {}
2: Define TS , TD, Distmax, Neighmax

3: while 0.01 ≤
∑

m=1..5 l
∗
m < 0.99 do

4: if Statei = 1 then
5: Perform random walk in the arena
6: if t%TS = 0 then
7: Collect observation and compute o⃗
8: l⃗i = l⃗i ◦ (H · o⃗)
9: if t%TD = 0 and i = 1 then

10: Statei = 2

11: else if Statei = 2 then
12: for j = 1..Nrobot do
13: if Disti,j < Distmax & Statej = 1 & i ̸= j & |Gi| < Neighmax then
14: Gi = Gi ∪ j; Gj = Gj ∪ i
15: Statej = 2

16: else if Statei = 3 then
17: if i = 1 then
18: if Messages from all neighbors received then
19: l⃗∗ = Normalize(⃗l1 ◦

∏
j∈G1

Messagej→1)
20: if

∑
m=1..5 l

∗
m ≥ 0.99 then

21: n∗ = 1
22: else if

∑
m=1..5 l

∗
m < 0.01 then

23: n∗ = 2
24: Statei = 4

25: else
26: if Messages from all neighbors received then
27: Messagei→j = Normalize(⃗li ◦

∏
k∈Gi

Messagek→i)
28: Statei = 4

29: else
30: if i = 1 or ∃j ∈ Gi : Statej = 1 then
31: Statei = 1; Gi = {}

One robot is designated as the leader, which is tasked with both exploring its immediate
vicinity and collecting the opinions of other robots. The leader can be chosen by the user
or elected in a self-organized way, e.g. as in [TVD18], before the decision-making process.
In this chapter, the robot with index 1 is designated as the leader. All other robots are also
assigned a unique index.
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All robots start in state 1 (Algorithm 1 lines 4-10), where they perform a random walk
routine and modify their own opinion by sampling the color of the ground beneath them-
selves. Sampling is done periodically with the interval TS . An individual robot’s opinion is
computed iteratively, thus only the opinion after the last sampling needs to be stored, mak-
ing the memory and computation complexity of the proposed approach O(NeighmaxM),
where Neighmax is the maximum number of neighbors a robot can have and M is the num-
ber of hypotheses. At every dissemination interval TD, the leader will start a dissemination
session. It switches to state 2 (Algorithm 1 lines 11-15), stops moving, and sends out sig-
nals to look for robots nearby. Only robots within communication distance that are in state
0 will respond, to ensure that the final communication topology has a tree structure. They
will establish a connection with the leader and switch to state 2 too. They will also stop
moving and send out signals to look for neighbors themselves, and the process continues.

After searching for neighbors, a robot will go into state 3 (Algorithm 1 lines 16-24)
and pass the likelihood estimates in the network as messages. Message from robot n1 to
n2 is an array of M numbers and is defined as follows:

Messagei→j = Normalize(⃗li ◦
∏
k∈Gi

Messagek→i) (i ̸= 1). (3.13)

Messages are normalized before being sent to avoid underflow. Once a robot sends its
message, it switches to state 4 and rests. Message passing starts from the leave nodes and
gradually converges towards the leader. The leader will compute the estimate of the whole
swarm as follows:

l⃗∗ = Normalize(⃗l1 ◦
∏
j∈G1

Messagej→1). (3.14)

Once l⃗∗ is computed, the leader will switch back to state 1 and send out signals to its
neighbors (Algorithm 1 lines 30-31). The other robots will switch to state 1 if one of their
neighbors is in state 1. The process continues until all robots involved in the communica-
tion network are back in state 1. Communications thus stop and will start again at the next
dissemination session. There is therefore no need for the robots to be in constant com-
munication with each other. A new communication network will be constructed at every
new dissemination session. An example of robot states during a dissemination session is
shown in Figure 3.2.

The algorithm stops when one of the hypotheses has a normalized likelihood of at least
0.99. The leader can then report the result to the user or direct the swarm to perform other
tasks dependent on the decision.
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Figure 3.2: Illustration of states (numbers), communication links, and message passing of
the robots during dissemination; the leader is marked in red. [SM20]

3.3 Baseline Opinion-Based Collective Perception Strate-
gies

In order to gauge the viability of the proposed DBHT approach to the collective perception
task, 3 existing opinion-based approaches to collective perception are employed as a base-
line [Val+16b]: Direct Modulation of Voter-based Decisions (DMVD), Direct Modulation
of Majority-based Decisions (DMMD) and Direct Comparison (DC).

Figure 3.3: Probabilistic finite state machine showing the decision-making behavior of
robot i under the considered opinion-based strategies in the best-of-2 problem

The robot’s behaviors in all 3 opinion-based strategies are implemented as a proba-
bilistic finite state machine, shown in Figure 3.3. Each robot i has an explicitly chosen
decision di at a given point in time. It represents the feature that the robot thinks covers
the majority of the environment. The robot’s decision-making behavior alternates between
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the exploration and dissemination states. In the exploration states, the robot performs ran-
dom walks and collects observations on the environment at every control loop. It records
the feature present at its current location, and subsequently computes its own estimation
of the quality of its current decision ρi ∈ (0, 1] as the proportion of collected observations
that correspond to its current decision di. The robot has a fixed probability of 1/σ per sec-
ond during exploration states to switch to the dissemination states. This makes the lengths
of the exploration states exponentially distributed, with the mean length being σ seconds.

During dissemination states, the robot continues to perform random walks to ensure
mixture with its peers and propagation of information. The considered opinion-based
strategies are distinguished from each other in their decision-making mechanisms in the
dissemination states. Under DC strategy, the robot broadcasts its current chosen decision
di and the computed associated quality ρi,di , while receiving the same information from its
peers. The robot has the same transition probability of 1/σ per second to switch back to
exploration states. During this transition, it computes its newly chosen decision as the one
with the highest associated quality among its recorded decisions from its peers as well as
its own decision.

On the other hand, under DMVD and DMMD strategies, the robot broadcasts only its
chosen decision di to its peers and also only records the decisions of other robots. In order
to ensure convergence to the decision with the optimal associated quality, the probability of
transitioning from dissemination states to exploration states is modulated by the computed
quality of the current associated quality ρi,di . Under DMVD strategy, the robot switches
to the received decision of a random neighbor [VHD14], while under DMMD strategy, the
robot conducts a local majority voting among its received decisions and switches to the
winning decision [VHD15].

3.4 Experiments and Results
The experiments are conducted on 20 simulated e-puck robots [Mon+09] in a 2m × 2m

arena. The arena is divided into 400 square tiles filled with one of two colors represent-
ing the two features. The robots have a linear speed of 0.16m/s and a rotational speed
of 0.75rad/s. E-pucks can only perceive up to 5 neighbors simultaneously [Fra+12] and
can communicate with up to 7 neighbors [Mon+09]. Therefore, for the proposed DBHT
strategy, the maximum setting for the number of allowed neighbors Neighmax is 5. In ad-
dition, they cannot receive multiple messages simultaneously [SKG16], therefore setting
Neighmax to 2 greatly reduces the probability of communication failure. Both parame-
ter choices have been tested in subsequent experiments. For the baseline opinion-based
strategies, the parameter σ is set to 10, following previous works on collective perception
[Val+16b; SCD18].

26



3.4.1 Finding the Optimal Sampling and Dissemination Interval for
the Proposed DBHT Strategy

The first set of experiments aims to determine the optimal sampling and dissemination
interval, TS and TD, for the proposed DBHT strategy. It is expected that reducing the
sampling interval could provide more samples per unit time. However, these samples will
be collected closer to each other, and thus highly correlated. It then means that the in-
dependence assumption used in Equation 3.6 will not closely reflect reality. Therefore,
the algorithm will produce less accurate results. On the other hand, increasing the dis-
semination interval means it takes longer on average for the leader to connect to a large
number of robots. However, the robots can travel for a longer distance and collect more
samples without violating the independence assumption during the time. Therefore, the
result will be more accurate. To determine the optimal values for TS and TD, 100 tests are
run with randomly distributed white tiles of proportions: 0.55, 0.65, 0.75, 0.85, 0.95. The
average error and consensus time are compared across different TS and TD settings. Error
is defined as the difference between the true proportion of white tiles and the computed
proportion by the swarm.

Table 3.2: Average error using different sampling and dissemination intervals [SM20]

Table 3.3: Average decision time using different sampling and dissemination intervals
[SM20]

The results (Tables 3.2 and 3.3) show that as TS increases from 0.1s to 1s, there is
a significant decrease in error. This is because the speed of the robots is 0.16m/s, thus
for 1s, a robot would have traveled for 0.16m. This is a bit bigger than the width (0.1m)
and diagonal length (0.141m) of an individual tile, meaning that when collecting the next
sample, the robot would have moved to the neighboring tile. Since the distribution of
tiles is random, there is a very weak correlation between the colors of adjacent tiles, thus
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moving to the neighboring tile is enough to reduce the correlation to near zero. This
is why when TS is beyond 1s, increasing it no longer reduces the error much but still
increases the decision time. TS thus has an optimal value of 1s. This also agrees with
the findings of Ebert et al. [Ebe+20], that collecting less correlated samples sparsely can
improve decision-making accuracy. However, when TS is 5s, there is an increase in error
compared to 2s, since too high a TS means too few samples would be collected, thus
impeding accurate decision making. At the same time, increasing TD provides moderate
improvements in accuracy and in exchange, a moderate increase in decision time. A trade-
off needs to be considered when applying the proposed approach to a real problem. Here,
a TD of 5s is chosen for later experiments.

3.4.2 Viability of the Proposed DBHT Approach Compared to the
Baseline Collective Perception Approaches

To determine the effectiveness of the proposed DBHT strategy and compare it to other
state-of-the-art consensus strategies, simulations are performed for all considered strate-
gies at different decision difficulties, computed as the proportion of black and white fea-
tures’ fill ratios (ρ∗b = rblack/rwhite), as well as different patterns of feature distribution. For
difficulty, the same test cases are used as in [SCD18; BM19], ρ∗b=[0.52, 0.56, 0.61, 0.67,
0.72, 0.79, 0.85, 0.92]. The feature 1, represented by the color white, is always kept in
the majority. The patterns are selected from the patterns used for matrix visualization and
classified according to entropy (Ec) and Moran index (MI) as in [BM19]. Ec describes
the densities of clusters in the pattern and MI describes the level of connectivity between
clusters. For every ρ∗b and pattern, the simulation is run 100 times. The performances of
the considered strategies are measured by the exit probability, which is the probability that
the swarm comes to the correct decision that the feature 1 is in the majority.

The test results are shown in Figure 3.4. The first row shows an example of each pattern
tested. The second row shows the exit probability for every strategy considered. The
shaded area indicates the standard deviation of the measurement of exit probability. It is
computed theoretically by treating the exit probability as the mean of 100 Bernoulli trials.
Thus the standard deviation is

√
p(1− p)/100, where p is the measured exit probability.

The third row shows the mean decision time for every strategy considered. The shaded
area indicates the standard deviation of all the samples.

It can be observed that the maximum neighbor limit only has a small impact on the
performance of the DBHT strategy. Exit probability, when Neighmax is 2 and 5, is usually
very close. Decision time is slightly longer when the limit is 2.

Random (Ec ≈ 0.5,MI ≈ 0) pattern is the most studied pattern in previous works.
All considered algorithms have comparable performance when ρ∗b is low, with DC having
the lowest decision time. As ρ∗b increases, DMVD and DMMD have a significant drop in
accuracy and a rise in decision time. The accuracy of DBHT and DC is more resilient to
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Figure 3.4: Exit probability and decision time for all strategies in 9 patterns over various
difficulties; Red+:DMVD, Green◦:DMMD, Blue∗:DC, Cyan□:DBHT Neighmax = 5,
Magenta⋄ :DBHT Neighmax = 2 [SM20]

the difficulty increase, however, DC also has a significant increase in decision time.
Star (Ec ≈ 0.8,MI ≈ 0.4) and Band (Ec ≈ 0.7,MI ≈ 0.3) pattern are observed

to be more challenging than the random pattern for collective perception. DMVD and
DMMD have lower accuracy and higher decision time compared to DC and DBHT. DC
and DBHT are comparable in accuracy. They are also comparable in decision time when
the difficulty is low, but DC’s decision time increases significantly when the difficulty is
high.

Bandwidth (Ec ≈ 0.9,MI ≈ 0.6) and Bandwidth-R (Ec ≈ 1,MI ≈ 0.7) see
DBHT outperforming DMVD and DMMD in both accuracy and decision time. However,
its accuracy is not as high as the DC strategy, especially at the highest tested difficulty of
0.92. In terms of decision time, DBHT and DC have similar performance at low difficulty,
but the decision time of DC quickly rises as difficulty increases.

Block (Ec ≈ 0.9,MI ≈ 0.8), Off-diagonal (Ec ≈ 0.9,MI ≈ 0.8), Stripe (Ec ≈
1,MI ≈ 0.8) and Band-Stripe (Ec ≈ 0.9,MI ≈ 0.6) are observed to be the most diffi-
cult collective perception scenarios, with highly clustered black tiles. In these scenarios,
existing algorithms often become very inaccurate with long and volatile decision time.
DBHT is able to outperform existing algorithms in terms of accuracy while maintaining a
relatively constant decision time.

Overall, the DBHT strategy is able to produce higher perception accuracy compared
to existing algorithms for scenarios with high task difficulty. In terms of decision time,
DBHT can be slower than existing algorithms, especially DC, when the task is simple.

29



However, it is much faster than existing algorithms when the task is difficult both in terms
of high ρ∗b and clustered feature patterns, as the decision time of DBHT is largely inde-
pendent of the 2 measurements of difficulty. This is because both DMVD and DMMD
make use of modulation of positive feedback to enable decision making. Clustering of
features forms local echo chambers among robots with similar opinions, making consen-
sus forming within the swarm difficult. For DC, clustering of features can create robots
with extreme quality estimation of its own opinion and thus rarely adopt its neighbors’
opinion, therefore disrupting decision making of the swarm. In contrast, DBHT’s opera-
tion is mostly unaffected by the clustering of features. Its opinion fusion is also able to
produce a middle ground between robots with highly contrasting estimates. In addition, if
collective perception is to be applied in the real world, ρ∗b and feature patterns are usually
unknown. Thus the volatile decision time of the three existing algorithms causes a halting
problem. When the algorithm is running for a long time with no clear decision, there is a
dilemma whether to keep the algorithm running for an even longer time or to recognize a
failed run and restart the process, wasting past progress.

3.4.3 Estimation Accuracy and Effects of Limiting Maximum Neigh-
bors

The performance of the DBHT strategy can also be measured by the difference between the
most likely hypothesis computed by the swarm and the correct hypothesis that is closest
to the true PW . Among the test cases, ρ∗b values of [0.52, 0.56, 0.61] are classified to
hypothesis PW = 0.65 and the rest to PW = 0.55. The average errors for all tested
scenarios and different Neighmax are shown in the top row in Figure 3.5.

Across all patterns, the error usually spikes at ρ∗b value of 0.61 or 0.67. These ρ∗b are in
the middle of 2 classes which can cause some error during classification. In addition, the 2
plotted curves are very close to each other, and thus a change in Neighmax in DBHT does
not significantly impact the accuracy of collective perception. This is because although
a low Neighmax does reduce the average number of opinions that can be collected as
shown in the bottom row in Figure 3.5, to meet the likelihood threshold on the final chosen
hypothesis of 0.99, the robots have to collect more samples over longer periods of time,
as shown in Figure 3.5 (middle row). Therefore, the limit on the maximum number of
neighbors gives a trade-off between decision time, design complexity, and robustness of
the system.

3.5 Summary and Discussion
In this chapter, Distributed Bayesian Hypothesis Testing (DBHT) has been proposed as a
novel collective perception strategy. It has been shown that distributed observations can be
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Figure 3.5: Mean error, mean decision time, and mean number of opinions collected
for DBHT with different Neighmax; Cyan □:DBHT Neighmax = 5, Magenta ⋄:DBHT
Neighmax = 2 [SM20]

aggregated centrally using an ad hoc communication network. The performance of DBHT
is measured at different sampling and dissemination intervals. It can be concluded that, up
to a limit, collecting sparse and uncorrelated samples could increase perception accuracy
but also increase the decision time. Changing the dissemination interval presents a similar
trade-off. DBHT’s performances are then compared with those of 3 other state-of-the-art
opinion-based collective decision-making strategies, DMVD, DMMD, and DC, in how
well they determine which color is in the majority. It is shown that DBHT often has su-
perior performance due to its resilience in high ρ∗b and feature patterns with large clusters,
as well as its stable decision time regardless of the difficulty of the environment. Finally,
DBHT’s ability to accurately estimate the proportion of colors is examined, together with
the effect of limiting the maximum number of neighbors during dissemination. It is ob-
served that the error not only generally increases with ρ∗b and pattern difficulty, but also
tends to spike around boundary cases between classes. Also, the limit on the maximum
number of neighbors does not have a significant impact on estimation accuracy. The de-
crease in the number of opinions that can be collected is made up by a longer decision time,
which means more uncorrelated samples. The ability of the DBHT approach to compute
and fuse quality estimates in parallel provides a foundation for subsequent multi-option
collective consensus-forming approaches in this thesis.

The main limitation of the proposed DBHT approach is the centralized communica-
tion paradigm and the dependence on a leader to collect information from the individual
robots. This causes the collective to have a single point of failure and thus limited robust-
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ness. The construction of the communication links also requires the robots to have unique
indices and thus limits the scalability of the system. In addition, the performances of the
considered strategies are compared only at one set of algorithmic parameter settings, with-
out considering the speed versus accuracy trade-off. This reduces the general applicability
of the results.
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Chapter 4

Multi-Option Collective Consensus
Forming with Parallel Encoding of

Option Preferences

This chapter is based on [SM21b; SHM21].

Beyond binary environmental classification, the computed likelihoods using the pre-
viously proposed Bayesian hypothesis testing can be employed by the swarm to perform
more precise collective estimation of global environmental attributes. In order for the
swarm to form a consensus on the estimated attribute, the agents need to process mul-
tiple potential options with similar levels of validity. Therefore, multi-option collective
decision-making strategies that allow for effective pooling of information from individual
agents need to be developed and tested.

This chapter builds on top of the Bayesian hypothesis testing approach for individual
environmental exploration in collective perception and investigates ways to propagate the
computed relative preferences of the options across the swarm in a decentralized way for
consensus to be achieved. The proposed consensus-forming strategies are tested in the
discrete collective estimation scenario, which is a multi-option extension to the collective
perception scenario studied in Chapter 3. In order to account for the accuracy versus speed
trade-off in collective consensus processes, the performances of the investigated strategies
are gauged using a multi-criteria framework, considering decision error, consensus time,
rate of failing to reach consensus, and number of messages passed. Existing opinion-based
decentralized consensus-forming strategies are used as a baseline to measure the viability
of the proposed decision mechanisms that employ parallel encoding of option preferences.
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4.1 Best-of-n Discrete Collective Estimation Scenario
This section presents the details of the discrete collective estimation scenario, together
with the generation of experimental environments with different difficulty levels. Subse-
quently, baseline opinion-based consensus strategies are modified to fit the investigated
multi-option scenario.

4.1.1 Scenario Configuration

The environmental design in the discrete collective estimation scenario is unchanged com-
pared to in the aforementioned binary collective perception scenario studied in Chapter 3,
with the arena still filled by two features of different ratios. The difference is that, instead
of just finding out which feature is in the majority, the robot collective seeks to determine,
out of M fill ratio hypotheses hm discretizing the continuous space [0, 1], the hypothesis
index m∗ where hm is the closest to the actual fill ratio of a chosen feature n:

m∗ = argminm|hm − rn|. (4.1)

This turns the binary collective perception into a multi-option scenario with a series of
potential options and allows for the experimentation of multi-option collective consensus-
forming strategies. Such scenario configuration enables the customization of many aspects
of the decision-making problem faced by the robot swarm while preserving the random-
ness of the environment, so that a series of experimental environments with similar key
characteristics can be generated to gauge the performances of the investigated consensus
strategies accurately. Specifically, the difficulty of the decision-making problem can be
adjusted via the pattern of distribution of the two features. At the same time, the relative
prevalence of environmental exploration and inter-agent communication can be tuned via
the rate of observation collection and message parsing respectively, as well as the range of
communication.

4.1.2 Generation of Experimental Environments

The experiments investigating the performances of the considered strategies in the dis-
crete collective estimation scenarios retain the basic environmental designs of the binary
collective perception scenarios in the previous section. The experimental arena consists of
LE ×WE square tiles in black or white color, representing the two features in the environ-
ment. Without loss of generality, the robots are tasked with forming a consensus on the fill
ratio of the feature represented by black tiles.

In the binary collective perception scenarios, the difficulty of the consensus task can
be tuned by the fill ratio of the two features as well as the pattern of feature distribution
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in the environment. However, in the discrete collective estimation scenario investigated
in this chapter, the fill ratio does not have a significant impact on the difficulty of the
decision-making task. Therefore, the difficulty level is only tuned via the pattern of feature
distribution. As observed in Chapter 3, distribution patterns that place the same feature
in a cluster can negatively impact the accuracy of the collective decision-making task.
Environments with random feature distribution, where the probability of a feature being in
each position is independent of each other, can be easily generated by randomly placing
individual tiles with its associated feature in the environment. On the other hand, in order
to streamline the generation of environments with concentrated feature distributions, the
procedure shown in Algorithm 2 is used.

Algorithm 2 Generation of environments with concentrated feature distributions
Input: Arena length LE , arena width WE , mean block width wmean, targeted fill ratio of
feature represented by color black rblack
Output: Matrix E with each entry eα,β representing the feature placed in position (α, β);
0 represents white and 1 represents black

1: Initialize E as a matrix of zeros of size LE ×WE

2: while (
∑

α,β eα,β)/(LE ×WE) < rblack do
3: Sample block width w from normal distribution N (wmean, 1

2) rounded to integer
4: Sample α′ and β′ separately from uniform distributions U(0,max(LE−w, 0)) and

U(0,max(WE − w, 0)) rounded to integer
5: for α=1..w do
6: for β=1..w do
7: eα′+α,β′+β = 1

8: while (
∑

α,β eα,β)/(LE ×WE) > rblack do
9: Sample (α′, β′) to be the coordinate of a random edge tile of an existing block,

with at least one of the eight neighboring tiles having the white feature while tile
(α′, β′) having the black feature

10: eα′,β′ = 0

The generation process starts by placing a series of square blocks of the feature in
question with side lengths randomly sampled from a normal distribution N (wmean, 1

2)

(Algorithm 2 line 3). The square blocks are then placed successively at random positions
in the arena (line 4), until the fill ratio of the black feature is higher than the targeted fill
ratio. Individual tiles at the edges of the blocks are then successively flipped to white
features until the fill ratio of the black feature is exactly as targeted (lines 8-10).

The level of concentration of the feature distribution can be adjusted via the mean
width of feature blocks wmean. Figure 4.1 shows example environments generated us-
ing different wmean configurations when rblack is fixed at 0.45. As wmean increases, the
black features become more concentrated. This causes increasing confusion to the swarm
by giving robots in different local areas of the environment increasingly different beliefs
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Mean Width 1 Mean Width 2 Mean Width 3 Mean Width 4

Mean Width 5 Mean Width 6 Mean Width 7 Mean Width 8

Mean Width 9 Mean Width 10 Mean Width 11 Mean Width 12

Figure 4.1: Example of various arenas with different mean widths of blocks. Each subfig-
ure shows a randomly generated arena to be used in an experimental run (rblack = 0.45). As
the mean widths of blocks increase, the black tiles become more concentrated. [SM21b]

regarding the fill ratio, and thus creates difficulty in achieving accurate consensus.

4.1.3 Baseline Opinion-Based Consensus Strategies for the Discrete
Collective Estimation Scenario

This subsection introduces the baseline decision-making strategies used for comparison
with the proposed parallel encoding approaches in the discrete collective estimation sce-
nario. Among the investigated strategies, the Individual Exploration strategy is a baseline
that does not utilize any communication. In addition, the aforementioned opinion-based
collective decision-making strategies DC and DMVD for binary problems are straightfor-
wardly modified to handle more than 2 potential options.

Individual Bayesian Hypothesis Testing Baseline Strategy

The Individual Exploration strategy shown in Algorithm 3 is used as a baseline, with each
individual robot independently performing Bayesian hypothesis testing. At every control
loop, the robot with index i samples the arena floor for an observation and updates its own
likelihoods of the fill ratio hypotheses l⃗i using the Bayesian statistics-based hypothesis
testing approach introduced in Chapter 3 (line 3-4). The difference in the implementation
here is that an observation is only collected when the robot is moving forward in motion
state A (shown in Table 3.1). This is to prevent duplicated observation being collected
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when the robot is rotating on a fixed spot in motion state B.

Algorithm 3 Individual Exploration baseline [SM21b]
Input: Hypothesis matrix H of size M × 2; robot index i ∈ {1..Nrobot}; initialized belief
of robot i: l⃗i of length M
Output: Converged decision: di

1: while True do
2: if Robot i is moving forward in motion State A then
3: Collect observation and compute o⃗
4: l⃗i = Normalize(⃗li ◦ (H · o⃗))
5: di = argmax(⃗li)

The decision of the robot is computed independently at every control loop based on its
updated likelihood array (line 5). Since the robots do not communicate with each other,
they do not sense when a consensus is achieved. In implementation, an experimental
run is terminated when the decisions of all robots converge to a single one. A collective
decision-making strategy needs to perform significantly better than the Individual Explo-
ration baseline approach to justify the extra infrastructure, as well as potential security and
malfunction risks introduced by inter-robot communication.

Opinion-based Collective Consensus Strategies in the Investigated Multi-option Dis-
crete Collective Estimation Scenario

The opinion-based collective consensus strategies Direct Comparison (DC) and Direct
Modulation of Voter-based Decisions (DMVD), employed before in the binary collective
perception problem, are also used as baseline strategies to gauge the effectiveness of the
proposed parallel encoding approaches. Compared to the implementations in Chapter 3,
modifications are made for them to handle the investigated discrete collective estimation
scenario. The decision-making process begins with randomly initialized decisions di for
every robot with indices i ∈ Nrobot. The robots alternate between exploration and dissem-
ination states following the probabilistic finite state machine shown in Figure 4.2.

The robot behavior during exploration states is shown in Algorithm 4. During explo-
ration states, the robot computes the quality of its chosen decision with the same Bayesian
hypothesis testing approach, taking the likelihoods of the hypotheses as option qualities
(line 2-4). This allows for the exploration state behavior to be unified, where the robot
computes the likelihoods of all hypotheses simultaneously and selects the corresponding
entry for dissemination with its peers. At every control loop, the robot has a probability of
1/σ to switch from exploration states to dissemination states (line 5-7).

On the other hand, since each robot has only one chosen option, each of the M options
needs to be separately advocated by a robot during the dissemination process, shown in
the dissemination states in Figure 4.2.
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Figure 4.2: Probabilistic finite state machine illustrating the modified decision-making
behaviors of the opinion-based strategies in the multi-option consensus scenario

Algorithm 4 Exploration state behavior of robots in opinion-based strategies
Input: Collective observation o⃗ at every control loop; current decision of robot di
Output: Likelihood of decision di given robot i’s previous observations li,di

1: while Robot i is in exploration state do
2: if Robot i is moving forward in motion State A then
3: Collect observation and compute o⃗
4: l⃗i = Normalize(⃗li ◦ (H · o⃗))
5: v =sample from U [0, 1)
6: if v < 1/σ then
7: Switch to dissemination state

Algorithm 5 shows the dissemination behavior of a robot under DC strategy. The
implementation is similar to the binary collective perception scenario in Chapter 3. At
every control loop, the robot receives the chosen decisions dj and the computed quality
lj,dj from a random robot j that is also disseminating within the communication range
(lines 4-5). The robot also broadcasts its own decision di and computed quality li,di to its
peers (line 6). The robot also has a probability of 1/σ at every control loop to conclude
the dissemination period. If triggered, the robot switches its decision to the one with the
highest associated quality among those collected from neighbors and held by itself (lines
9-10). Under DC strategy, the parameter σ controls the average length of exploration
and dissemination periods, thus controlling the frequencies of inter-robot opinion transfer
compared to individual environmental exploration. In addition, since a robot only switches
to a particular decision if another robot is currently choosing it, it is important to ensure a
diversity of opinions among the agents before enough samples are collected. In a collective
decision-making scenario with only 2 options, if the agents have not converged to a single
option, all options would have at least one agent choosing it. However, when applied to a
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Algorithm 5 Dissemination state behavior of robots in DC strategy
Input: Current decision of robot di; computed likelihood during exploration li,di
Output: Updated decision of robot di after dissemination with its peers

1: Set mean length of exploration/dissemination states σ and mutation probability τ
2: J = {}
3: while Robot i is in dissemination state do
4: (dj , lj,dj ) = CollectNeighborOpinion
5: J = J ∪ j
6: Broadcast (di, li,di)
7: v =sample from U [0, 1)
8: if v < 1/σ then
9: if maxj∈J(lj,dj) > li,di then

10: di = argmaxj∈J(lj,dj)
11: J = {}
12: v′ =sample from U [0, 1)
13: if v′ < τ then
14: di = RandomChoice(di + 1, di − 1) when valid
15: Switch to exploration state

scenario with more than 2 options, there is an increasing probability that none of the agents
pick one of the decisions, thus prematurely eliminating it in the decision-making process.
Therefore, the swarm needs to keep a diversity of opinions among the robots during the
decision-making process to adequately consider all of the options and reach an accurate
consensus. This is implemented by having the robot randomly switch from di to a new
hypothesis that is next to its old option and are also valid options (i.e., di + 1 or di − 1)
with a probability defined by the parameter τ at the end of dissemination periods (line 14).

Algorithm 6 shows the dissemination behavior of the robot under DMVD strategy. It
is distinguished from that under DC strategy by the robot only exchanging the current
chosen option di with its peers (lines 4-6). The computed quality li,di is not transmitted
directly but is used to modulate the probability of state transition σli,di from dissemination
to exploration states. This means that on average, a robot that obtains a high quality for
its current decision will be in the dissemination period for a longer time. This means it
broadcasts its own opinion more frequently and changes its own decision less frequently
per unit time. At the end of the dissemination periods, the robot switches to a random
decision among those collected during dissemination, which has a higher chance of being
a high-quality decision (line 10). This mechanism allows the swarm to converge to the op-
timal decision during the consensus process. Similar to in DC strategy, the robot randomly
switches to an adjacent decision to di at the end of its dissemination period (line 14).
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Algorithm 6 Dissemination state behavior of robots in DMVD strategy
Input: Current decision of robot di; computed likelihood during exploration li,di
Output: Updated decision of robot di after dissemination with its peers

1: Set mean length of exploration/dissemination states σ and mutation probability τ
2: J = {}
3: while Robot i is in dissemination state do
4: dj = CollectNeighborOpinion
5: J = J ∪ j
6: Broadcast di
7: v =sample from U [0, 1)
8: if v < 1/(σli,di) then
9: if J ̸= ∅ then

10: di = dj′ where j′ is random index stored in set J
11: J = {}
12: v′ =sample from U [0, 1)
13: if v′ < τ then
14: di = RandomChoice(di + 1, di − 1) when valid
15: Switch to exploration state

4.2 Decentralized Multi-Option Collective Consensus Form-
ing with Bayesian Belief Fusion

The first proposed multi-option collective consensus strategy enforces consensus via di-
rect fusion of individual robots’ Bayesian beliefs regarding the discretized decision space.
This section presents its decision-making mechanism and its performances, compared with
those of opinion-based strategies.

4.2.1 Distributed Bayesian Belief Sharing Strategy

The likelihood array computed by individual Bayesian hypothesis testing can be directly
multiplied together to pool the information from every robot for an accurate global es-
timation of an environmental attribute, as in Chapter 3. However, the centralized com-
munication paradigm limits the scalability of the system. Therefore, distributed Bayesian
belief sharing (DBBS shown in Algorithm 7) is proposed as a decentralized way to pool
individual beliefs within a swarm to accomplish discrete collective estimation.

In the proposed DBBS approach, individual agents do not have unique indices, and the
communication is kept to a peer-to-peer manner. Thus, during a control loop, the robot
with index i broadcasts its message and receives a single message from a random neigh-
bor within communication distance. This means a robot can receive multiple identical
messages from the same neighbor, leading to strong positive feedback that can skew the

40



opinions in a local cluster of robots. To counter this, the robot i keeps 2 sets of beliefs: l⃗i
and l⃗′i. l⃗i denotes the belief computed from the robot’s own observations, and l⃗′i denotes
the combined belief received from its neighbors. The latter progressively decays at ev-
ery control loop to weaken its influence. The two beliefs are combined when the robot is
computing its decision.

Algorithm 7 Distributed Bayesian Belief Sharing (DBBS) [SM21b]
Input: Hypothesis matrix H of size M × 2; robot index i ∈ {1..Nrobot}; initialized belief
of robot i: l⃗i of length M ; initialized record of neighbors’ beliefs : l⃗′i of length M
Output: Converged decisions: di

1: Set decay parameters λ, µ
2: while Decisions in swarm have not converged do
3: if Robot n is moving forward in motion State A then
4: Collect observation and compute o⃗
5: l⃗i = Normalize(⃗li ◦ (H · o⃗))
6: ξ⃗j = CollectNeighborOpinion
7: if ξ⃗j collected then
8: l⃗′i = Normalize(⃗l′λi ◦ ξ⃗j)
9: ξ⃗i = l⃗i ◦ l⃗′µi

10: Broadcast(ξ⃗i)
11: di = argmax(⃗li ◦ l⃗′i)

Details of the proposed strategy are as follows. At every control loop, the robot makes
an observation on the color of the arena floor and modifies l⃗i according to the distributed
Bayesian hypothesis testing approach introduced in Chapter 3 (lines 3-5). The vector ξ⃗
is used to denote the messages passed among the robots. The robot attempts to collect a
neighbor’s message ξ⃗j from a random neighbor if there is one broadcasting (line 6). If ξ⃗j
is received, the robot updates its record of its neighbors’ belief l⃗′i with a weighted product
of itself and the received message, as follows (line 8):

l⃗′i = Normalize(⃗l′λi ◦ ξ⃗j). (4.2)

λ is the decay coefficient of past neighbors’ beliefs and is applied to the old value of l⃗′i
during its update. It serves to reduce the influence of older received messages on the
decision making and opinion fusion of the swarm.

After updating both belief arrays, the robot computes its own message ξ⃗i that it will
send to its neighbors (line 9). It is a weighted element-wise product of l⃗i and l⃗′i, with the
weight of l⃗′i being µ, as shown below:

ξ⃗i = l⃗i ◦ l⃗′µi . (4.3)
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The parameter µ controls the weight of l⃗′i that is sent back to the other robots during
communication. It serves to control directly the level of positive feedback in the collective
decision-making process. The robot broadcasts ξ⃗i to its neighbors for the rest of the control
loop (line 10). A robot’s decision is made individually and is the option corresponding to
the highest combined likelihood when multiplying l⃗i and l⃗′i, as follows:

dn = argmax(⃗li ◦ l⃗′i). (4.4)

From a probabilistic inference point of view, both parameters λ and µ tunes the assumed
level of independence between observations made by different robots. In practice, in-
creasing either λ or µ strengthens the impact of neighboring robots’ opinions relative to a
robot’s own opinion during the decision-making process, therefore increasing the positive
feedback in the decision-making process.

Positive feedback has been used before in collective decision-making strategies. In
DC and DMVD, as well as the Bayesian belief-based strategy proposed by Ebert et al.
[Ebe+20], positive feedback is used, but only at the collective level, which means that the
decision made by a particular robot induces other robots to make the same decision. The
proposed DBBS approach also employs positive feedback at an individual level, which
means that a robot’s belief strengthens itself as it is passed back from its neighbors in a
decayed form. A robot’s belief influences not only its immediate neighbors but is also
passed along in the swarm. Such design causes the beliefs of all agents in the swarm to
be more closely and more directly linked, therefore making the decision-making process
faster without needing to sacrifice accuracy.

4.2.2 Multi-Criteria Analysis Framework

In order to objectively compare the performances of the considered strategies, the speed
versus accuracy trade-off during the consensus processes has to be accounted for. There-
fore, the performances of the considered consensus strategies need to be analyzed using a
multi-criteria framework.

The speed versus accuracy trade-off is displayed by the different performances at dif-
ferent algorithmic parameter settings for a particular consensus strategy. The multi-criteria
performance c⃗ at a particular set of algorithmic parameters θ⃗ can be estimated by taking
the mean values of criteria measurements over many simulation runs in randomly gener-
ated environments. The relative optimality of two performances at two different parameter
settings can be compared, without assigning weights to the criteria, using the principle of
Pareto dominance [Cen77]. The multi-criteria performance at parameter setting θ⃗1 can
be said to objectively outperform the performance at parameter setting θ⃗2, denoted as c⃗1
and c⃗2 respectively, when the former is at least as good as the latter in all criteria and
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outperforms the latter in at least one criterion:

c⃗1 ≺ c⃗2 when c1,x ≤ c2,x ∀x and ∃x : c1,x < c2,x. (4.5)

A smaller value is assumed to be more desirable in all criteria.
Thus, given a set of mean performance measurements C at various parameter settings,

the subset with the most optimal multi-criteria performances (the Pareto front set C ′
Pareto)

can be obtained as the minimal set where every entry not included in C ′
Pareto is outper-

formed by an entry in C ′
Pareto:

C ′
Pareto = argmin

C′⊆C,∀c⃗2∈C\C′ ∃c⃗1∈C′ :⃗c1≺c⃗2

|C ′|. (4.6)

This allows the efficiency of speed versus accuracy trade-offs to be compared between
different consensus strategies by comparing the Pareto fronts obtained while minimizing
the influence of algorithmic parameter selection.

4.2.3 Experiments and Results

In this subsection, the proposed DBBS approach is tested using the discrete collective
estimation scenario. The baseline opinion-based consensus strategies are used for com-
parison. The basic environmental design is kept the same as in Chapter 3, with the arena
size set to 2m × 2m filled by 400 square tiles. Following previous results, the frequency
of observation collection needs to be less than once per second to prevent excessive obser-
vation collection by a robot on a single tile. Additionally, in order to keep the number of
observations and exchanged messages among the robots at similar levels across the con-
sidered strategies, the control loops are set to different lengths for different investigated
strategies. For the DMVD and DC strategies, an observation is collected on average once
every 2 control loops. The rate of message transmission is also at most once every 2 con-
trol loops. The length of a control loop is thus set to 1s. For the Individual Exploration
baseline and DBBS strategies, an observation is made in every control loop and a message
transmission happens in every control loop as well. Therefore, the length of a control loop
for these two strategies is set to 2s to keep a fair comparison.

Three performance criteria are computed from 50 experimental runs for every set of pa-
rameter settings: absolute error, consensus time, and failure rate. Absolute error is defined
as the mean deviation of the chosen fill ratio hypotheses by the agents from the true fill
ratio of the environmental feature in question. Consensus time is defined as the time taken
for all robots to converge to the same hypothesis decision during an experimental run. As
consensus of all robots’ opinions is not guaranteed, the failure rate is used to measure the
probability of a considered strategy failing to reach a consensus in the given time limit
of 1200 seconds. The time limit of 1200 seconds is selected to be well above the average
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consensus time for considered strategies to reduce the probability of premature rejection of
an experimental run. In addition, the total number of message transfers until consensus is
also recorded to compare the levels of efficiency of inter-robot communication in different
strategies.

Scenarios with Random Distribution of Environmental Features

The considered consensus strategies are first tested in environments with random feature
distributions and at different fill ratios ranging from 0.05 to 0.45. The average performance
obtained across all five fill ratio scenarios is taken to be the performance of the considered
strategy at the associated algorithmic parameter configuration.

For both DC and DMVD decision-making strategies, two important algorithmic pa-
rameters are the mean length of exploration and dissemination states σ and the probability
of mutating the chosen option τ . Both parameters tune the performances of the two strate-
gies in terms of the accuracy versus speed trade-off. Their impacts are investigated in this
subsection.

The performances of DC at various σ and τ settings are shown in Table 4.1. It can
be observed that as either σ or τ is increasing, the error generally decreases while the
consensus time and failure rate increase. Also, the design configurations with no diversity
enforcement, i.e. τ = 0, produce the highest errors. Moreover, the decrease in error is
steeper and the increase in consensus time is milder in the increasing τ direction. There-
fore, when trying to increase the accuracy by sacrificing consensus time, it is better to have
a high τ value than a high σ value. This is demonstrated in the following data points. At
σ = 1s and τ = 0.05, the mean error is 0.196 and the mean consensus time is 162.0s.
However, to reach a similar consensus time of 166.4s by increasing σ to 8 while keeping τ

at 0, a higher error of 0.534 is obtained. This is because the decision-making mechanism
of DC can quickly lead the decisions in a neighborhood to converge to the option with
the highest quality, and thus it is more beneficial for achieving a more accurate decision-
making to maintain a high diversity of opinions. A high τ value means that the robots
readily and randomly modify their opinions. If a modification is beneficial, it will soon
spread across neighboring robots, and if a modification is not beneficial, the robot will
quickly switch to a better decision in the next dissemination session. In addition, the fail-
ure rate is quite low and around 0 across all parameter settings except at high σ settings.
This shows that DC is very reliable in providing a consensus even in a multi-option collec-
tive decision-making problem. Finally, the mean number of message transfers is largely
proportional to the mean consensus time. This is because DC strategy has a constant rate
of message transfer.

The performances of the DMVD strategy at various σ and τ settings are shown in Table
4.2. Here, the impacts of σ and τ are similar to in DC. The configurations with τ = 0 also
produce a higher error than other settings with larger τ values. However, for DMVD,
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Table 4.1: Mean absolute error, mean consensus time, mean message transfer and failure
rate of DC at different σ and τ settings; vertical-σ mean lengths of exploration/dissemina-
tion states, horizontal-τ probability of mutating the chosen option [SM21b]

increasing σ has a larger impact on reducing the error and increasing the consensus time
than increasing τ . In addition, increasing either σ or τ introduces a significant failure rate.
This is shown via the following data points. At σ = 1s and τ = 0.05, the mean error is
1.197 and the mean consensus time is 678.1s. However, to reach a similar mean error by
increasing σ to 8s while holding τ at 0, a mean consensus time of 428.6s is obtained, which
is far smaller but at a similar mean error of 1.010. This is because the DMVD strategy uses
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Table 4.2: Mean absolute error, mean consensus time, mean message transfer and failure
rate of DMVD at different σ and τ settings; vertical-σ mean lengths of exploration/dis-
semination states, horizontal-τ probability of mutating the chosen option [SM21b]

sampling to select options for individual robots, and therefore is able to maintain a high
level of diversity in the opinions of the robots during the decision-making process. If more
diversity is added via a high τ setting, the robot can have difficulty coming to a consensus,
as shown in the high failure rate when τ is high. The mean number of message transfers
for the DMVD strategy is not strictly proportional to the consensus time. This is because
DMVD changes the lengths of the agents’ dissemination states depending on the qualities
of their decisions. Thus, agents often do not keep broadcasting their decisions for the full
duration set by the parameter σ.

On the other hand, the performance of the DBBS strategy is tuned by the parameters λ
and µ. λ controls the rate at which a robot forgets previously received opinions. µ controls
the strength that a robot passes on opinions received from other robots. The performances
of the DBBS strategy at various λ and µ settings are shown in Table 4.3.

Similar to DC and DMVD strategies, DBBS also faces a trade-off between the deci-
sion speed and the accuracy. With either λ or µ increasing, the error increases while the
consensus time decreases. The increase in error is very significant when µ increases from
0.6 to 1.0 but is not significant before that. Also, the decrease in consensus time is signifi-
cant when µ increases from 0 to 0.4, but is also not significant beyond that. Therefore, the
selection of µ and hence the degree of positive feedback in the decision-making process
has an optimum at around 0.4 and 0.6 that can achieve both fast and accurate decision-
making relative to other µ values. In contrast, increasing λ has a steadier impact on the
performance, and the speed versus accuracy trade-off is more prevalent here. As expected,
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Table 4.3: Mean absolute error, mean consensus time, mean message transfer and failure
rate of DBBS at different λ and µ settings; vertical-λ decay rate of past neighbors’ beliefs,
horizontal-µ decay rate of current neighbors’ beliefs during communication [SM21b]

the mean number of message transfers is also roughly proportional to the consensus time.
In addition, DBBS has not had a failure in decision-making during the experiments in this
scenario, which shows its robustness compared to the other considered strategies.
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Figure 4.3: Plot of mean consensus time against mean absolute error for all considered
strategies at all considered parameter settings when facing random environmental feature
distribution; color coding of markers shows the failure rate; solid lines show the Pareto
frontiers of speed versus accuracy performances [SM21b]

The above numerical results are depicted in Figure 4.3 and 4.4 so that the trade-offs
between the considered metrics for the different strategies can be investigated. Figure 4.3
depicts the trade-off between consensus time and mean absolute error. The performance of
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the Individual Exploration baseline is also shown in the figure (+ Marker). The Individual
Exploration baseline can ensure zero error in the final consensus when the decision-making
process is successful. This is because, in Individual Exploration, robots do not commu-
nicate with each other. Therefore, for a consensus to be formed, all robots must pick that
option based on their own observations. The probability for all robots to converge to a
wrong option is almost zero. However, due to this design, Individual Exploration has a
high mean consensus time of 651s and a high failure rate of 0.332, as there is no way to
encourage the formation of a consensus among the robots.

As already mentioned above, the performances of the other collective decision-making
strategies exhibit trade-offs at different parameter settings. The Pareto frontiers of the
trade-offs between mean consensus time and mean absolute error in each strategy are
shown in solid lines in Figure 4.3.

DMVD’s performance is shown using ∗ markers in Figure 4.3, and its Pareto frontier
is shown in magenta. It outperforms the Individual Exploration baseline, as it reaches the
same error of 0. DVMD can reach a mean consensus time of 518s and a failure rate of
0.1. The Pareto frontier of DMVD has a low gradient, and hence it can obtain very low
error values, but when the decision-making process needs to be faster, the error rapidly
increases.

DC’s performance is shown in ◦ markers in Figure 4.3, and its Pareto frontier is shown
in red. DC is able to come to a consensus much faster and at a much lower failure rate than
Individual Exploration and DMVD. It can be observed that DC is able to produce a mean
error of 0.256 at a mean consensus time of 145s and a failure rate of 0, while DMVD
requires a consensus time of 415s and a failure rate of 0.084 to produce a comparable
error of 0.249. However, DC is not able to produce a mean error as low as DMVD. In the
experiments, the lowest mean error achieved is 0.0569 at a mean consensus time of 525s,
which is higher than those produced by DMVD at a lower consensus time. However, the
failure rate is smaller than those produced by the two previous strategies at 0.016. Tuning
its parameters to extend the mean consensus time has an increasingly diminishing impact
on reducing the error for DC, as shown by the increasingly vertical slope of the DC’s
Pareto frontier on the top-left side.

DBBS’s performance is shown in ∆ markers in Figure 4.3, and its Pareto frontier is
shown in green. In contrast to Individual Exploration and DMVD, DBBS is able to reach
an error of zero at a much smaller mean consensus time of 102s and without any failures.
This is well beyond the Pareto frontiers of both DMVD and DC. On the other hand, the
reduction of consensus time to lower than 60s causes a dramatic rise of error from close
to 0 to 1.736. As shown in Table 4.3, these data points correspond to high values of the
parameter µ. This is because at high settings of µ, the neighbors’ beliefs are weighted
heavily when computing an agent’s own belief, and thus strong positive feedback can
occur, hence a few agents can lead the swarm into making a premature consensus.

For all the considered collective decision-making strategies, there are trade-offs be-
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tween accuracy and consensus speed in their decision-making process. Regarding the 3
benchmark strategies, both DMVD and DC clearly outperform the Individual Exploration
baseline, while the two collective strategies exhibit different characteristics in the accuracy
versus speed trade-off. DMVD can reach higher accuracy, but is inelastic in terms of deci-
sion speed. DC, on the other hand, can form a consensus quickly, but is inelastic in terms
of accuracy. In contrast, DBBS is able to outperform the state-of-the-art decision-making
strategies in all 3 metrics.
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Figure 4.4: Plot of mean total message transfer against mean absolute error for all con-
sidered strategies at all considered parameter settings when facing random environmental
feature distribution; color coding of markers shows the failure rate; solid lines show the
Pareto frontiers of speed versus accuracy performances [SM21b]

Figure 4.4 plots the mean total number of message transfers against mean absolute
error to investigate the performances of considered strategies from the point of view of the
communication overhead. Among the 3 strategies, DMVD has the lowest average rate of
message transfer at 4.96/s. This causes DMVD to surpass DC with most configurations in
terms of communication required. DBBS has an average rate of message transfer at 9.53/s.
This is close to the rate of message transfer intended in the experimental setup of 1 message
per agent per 2s, which produces an ideal rate of 10/s with 20 agents. The actual rate is
likely to be lower because agents sometimes have no peers in their communication range.
DC has the highest rate of message transfer at 12.69/s. This is because in the experiments
DC, similar to DMVD, does not restrict the neighborhood size. Hence, agents can receive
all messages sent from neighbors within their communication radius during a fixed time
period. While in DBBS, agents are restricted to receiving only 1 message per control loop.
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Scenarios with Concentrated Distribution of Environmental Features

To gauge the negative effects of local information variance on decision-making processes
in the investigated discrete collective estimation scenario, this subsection presents the per-
formances of the considered decision-making strategies when facing concentrated feature
distributions. The first set of experiments uses the algorithmic parameter settings shown
in Table 4.4, which produce moderate results on the Pareto frontiers in the previous sub-
section. The considered strategies with these parameter settings are tested in a series of
environments with progressively more concentrated distribution of black features. The
changes in mean absolute error, mean consensus time, and failure rate are plotted in Fig-
ure 4.5. In this plot, a mean block width of 0 means that the tiles are distributed randomly.

Table 4.4: Parameter settings of considered strategies in Figure 4.5 [SM21b]

DC σ = 8s τ = 0.05
DMVD σ = 4s τ = 0.02
DBBS λ = 0.7 µ = 0.4

Figure 4.5: Progression of performances of considered strategies as the level of concen-
tration of features increases; shaded areas represent standard deviations [SM21b]

In this figure, Individual Exploration’s performances are shown in black. It can be
observed that the mean error remains 0, when the mean block width increases from 0 to
12, while the failure rate increases rapidly to close to 1. DMVD and DC both experience
an increase in mean error, mean consensus time, and failure rate as the mean block width
increases as shown in magenta and red colors respectively. The increase in error is of
a comparable degree. DC has a more significant increase in consensus time from 251s
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to 399s, and DMVD has a more significant increase in failure rate from 0.115 to 0.185.
DBBS also experiences a rise in error and a small rise in consensus time, but the failure
rate remains zero even at the highest mean block width setting, as shown in green. This
shows that DBBS’s robustness remains even in scenarios with a high concentration of
environmental features.

To obtain a full picture of the performances of considered strategies in more difficult
environments, their performances across all considered parameter settings in arenas with
a fill ratio of 0.45 and mean block width of 12 are shown in Figure 4.6. Individual Ex-
ploration has a failure rate close to 1 and therefore is not plotted. The Pareto frontiers
obtained in the previous section in random environments are also shown in dotted lines to
provide comparison.
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Figure 4.6: Plot of mean consensus time against mean absolute error for all considered
strategies at all considered parameter settings when facing concentrated distribution of
environmental features with rblack = 0.45, wmean = 12; color coding of markers shows the
failure rate; solid lines show the Pareto frontiers of speed versus accuracy performances;
dotted lines show the Pareto frontiers obtained before in random environments [SM21b]

It can be observed in the magenta line in Figure 4.6 that there is a significant rise on
the left-hand side of the Pareto frontier compared to random environments. Thus, a lot
more consensus time needs to be sacrificed to reach a low error. An error of 0 can only be
reached by extending the consensus time to 809s. There is also a large increase in failure
rate, which reaches above 0.5 for many settings. This is because DMVD has a poor ability
to ensure the formation of a consensus, compared to DC and DBBS. This shortcoming
is more prevalent in an environment with a high concentration of features, as the robots
can hold conflicting opinions skewed to either extreme. Without enough pressure toward
consensus, the probability of the robots reaching a consensus in the required time is low.
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There is an increase in mean error and mean consensus time across all parameter set-
tings for both DC and DBBS, compared to the previous subsection, as shown in the red
and green lines respectively in Figure 4.6. DC has an even increase in both mean error
and mean consensus time across all parameter settings. The failure rate also increases sig-
nificantly when the mean consensus time is high. On the top left end of the Pareto front,
the minimum mean error DC can achieve increases from 0.069 to 0.4. While the mean
consensus time increases from 469s to 540s, and the failure rate increases from 0.08 to
0.1.

DBBS has a high increase in error from 1.74 to 3.64 when mean consensus time is at
its lowest, which is the range with high µ settings, but there is not a significant increase
in consensus time in this section, only from 33.9s to 37.5s. This is because high level of
positive feedback can guarantee that the robots would come to a consensus very quickly.
However, this comes at the cost that robots could only take very few samples. In an
environment with a high concentration of features, these samples are likely to be skewed
to one color and cause the final consensus to be inaccurate. At low µ settings on the top
left end of the Pareto front, there is a mild increase in error and consensus time across most
parameter settings. But zero error can still be achieved by extending the consensus time,
which needs to be increased from 104s to 357s, while the failure rate can still be kept at 0.

Analysis of DBBS under Sparse Communications

In order to gauge the performances of the proposed DBBS strategy under sparse communi-
cations, the communication range of the robots is varied and its effects on the performances
of DBBS in environments with random feature distribution are plotted in Figure 4.7. Be-
sides the default communication range of 0.5m, settings 0.1m and 0.3m have also been
tested. All three cases result in no failure in decision-making, and therefore the failure rate
is not included in this figure.

When the communication range reduces from 0.5m to 0.3m, there is a mild increase in
the consensus time of DBBS. When the communication range is reduced further to 0.1m,
the consensus time significantly increases to almost twice that of a communication range
of 0.3m. On the other hand, the general shapes of the Pareto frontiers between consensus
time and error are largely the same. The swarm is also able to reach an error of 0 for
all communication ranges without much sacrifice of consensus time. This demonstrates
that DBBS is resilient to the effects of sparse communications. A reduced communication
range translates largely to longer consensus time, while the accuracy and reliability both
remain high.

As a benchmark, the performances of DC at a reduced communication range are shown
in Figure 4.8. A shorter communication range of 0.1 reduces the number of neighbors an
agent is able to communicate within the dissemination periods. Thus, it makes the decision
process slower, but also improves the accuracy of the results. However, the increase in the
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Figure 4.7: Plot of mean consensus time against mean absolute error for DBBS with dif-
ferent communication ranges when facing random distribution of environmental features
[SM21b]
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Figure 4.8: Plot of mean consensus time against mean absolute error for DC with different
communication ranges when facing random distribution of environmental features; color
coding of markers shows the failure rate; dashed lines show the Pareto frontiers produced
by DBBS [SM21b]

consensus time is more significant than in DBBS, and DC is still outperformed in this
situation.

The performances of the same communication range configurations in environments
with concentrated feature distribution are shown in Figure 4.9. It can be observed that
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Figure 4.9: Plot of mean consensus time against mean absolute error for DBBS with dif-
ferent communication ranges when facing concentrated distribution of environmental fea-
tures with rblack = 0.45, wmean = 12; color coding of markers shows the failure rate
[SM21b]

the change in performance as the communication range decreases is similar to the results
in random environments. Due to the higher difficulty of decision-making in concentrated
environments, the algorithm experiences some failures in decision-making when the com-
munication range is at 0.3m and 0.1m. However, the failure rate is very low and not
exceeding 0.08. Also, the failures arise in mostly outlying parameter configurations that
are not on the Pareto frontier. For a communication range of 0.1, an error of 0 can still be
achieved at a consensus time of 253s, which is well beyond the Pareto frontiers of other
considered decision-making strategies.

4.2.4 Summary and Discussion

In this section, discrete collective consensus via direct fusion of Bayesian likelihoods
is proposed and tested against opinion-based strategies in the discrete collective estima-
tion scenario. The performances of the proposed Distributed Bayesian Belief Sharing
(DBBS) strategy are analyzed and compared with those of existing opinion-based con-
sensus strategies using a multi-criteria framework that takes into account the consensus
accuracy, speed, and reliability.

As demonstrated in the experimental results, both the proposed DBBS approach and
the baseline opinion-based strategies exhibit trade-offs between speed and accuracy in
their parameter settings in operation. This is in line with related literature on binary collec-
tive perception [Ebe+20; Aus+22]. When applying collective decision-making strategies
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to scenarios with more than 2 options, the designers also need to contend with maintain-
ing a diversity of opinions in the decision-making process for the agents to consider all
of the available options without premature elimination, as well as coming to a consensus
by the end of the run. This creates another trade-off on the design level between relia-
bility and accuracy. This is demonstrated by the performances of DC, which is reliable
but not accurate, and those of DMVD and Individual Exploration, which are accurate but
unreliable.

It has been observed by [Tal+19] that, compared to stochastic switching methods, DC
appears to be less accurate but faster, due to the higher amount of information transfer
but also the propagation of errors across the swarm. A similar performance difference
between DC and DMVD has been observed. From a multi-criteria perspective, the Pareto
frontier for DC tends to have an overall high gradient in a consensus time versus error plot,
causing the error to be inelastic and hard to be reduced by slowing down the consensus
speed. Since in the implementation of DC, quality measurements are not adopted by other
robots, a similar error propagation does not exist. Instead, DC is still able to enforce a
consensus via an elitist selection mechanism. For example, a single robot that obtains a
high option quality can make every robot with which it is in contact, change its decision.
Thus, such a robot can possess a disproportionate amount of influence and can cause a
premature convergence to a wrong option. In contrast, DMVD’s Pareto frontier has an
overall low gradient in a consensus versus error plot, causing the consensus time to be
inelastic and not easily reduced by sacrificing accuracy.

DBBS is able to achieve better performances in terms of accuracy, speed, and relia-
bility. Its better performance comes at a cost of higher communication complexity. The
communication bandwidths required for DMVD and DC are both independent of the num-
ber of options. DMVD only needs the robots to transmit the chosen option, while DC
needs the robots to transmit the chosen option and its corresponding quality. In contrast,
DBBS requires the robots to transmit all estimated qualities. This causes the communi-
cation bandwidths required to scale with the number of potential options. In the scenario
considered in this chapter, the ratio of communication bandwidths required for DMVD,
DC, and DBBS is roughly 1 : 2 : 10. Therefore, to implement DBBS on hardware, robots
need higher communication bandwidths. On the other hand, DBBS has no need for robot
identification, while in practice both DC and DMVD require the agents to broadcast a ran-
domly generated 16-bit identifier to differentiate each other in a neighborhood [Val+16a].

DBBS’s performance is also sensitive to its parameter settings. Especially, a high
µ setting can cause strong positive feedback and produce a very high error. This effect
is further magnified when the strategy is applied to an environment with a concentrated
feature distribution. A potential solution is to implement a similar identifier as DC and
DMVD, and use the memory of past received messages to enable the agents to avoid
logging messages from the same sender in a short period of time.

When comparing the performances of considered strategies with their communication
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bandwidths required in mind, it can be concluded that generally, as the communication
bandwidths increase between agents, there is a larger pressure on all agents to converge to
a single consensus. This effect increases from Individual Exploration to DMVD and then
to DC. This increased pressure for consensus has a positive influence on consensus speed
and reliability, but can have a negative influence on the accuracy.

This shows the shortcomings of existing collective decision-making strategies based on
finite state machines, in which agents hold only one option and try to converge to the opti-
mal option through dissemination. The proposed strategy DBBS avoids this shortcoming
by having agents communicate with each other using the belief of the options. Thus, the
agents can hold multiple likely options simultaneously during dissemination. This feature
of DBBS ensures a high diversity of opinions among agents and also reliable convergence
to an optimal option.

When applied to more difficult environments with more concentrated features, DC and
DMVD exhibit a significant increase in error, consensus time, and failure rate. While the
performances of DBBS worsen mildly, with no increase in failure rate for most parameter
settings. The increase in error can also be mitigated by parameter selection that slows the
decision-making process. DBBS is also proven to be able to withstand the effects of sparse
communications with only limited sacrifice of the consensus time.

When comparing the proposed DBBS strategies with other related collective decision-
making strategies, DBBS shares much motivation with decision-making strategies based
on opinion pooling [LLW18a; LLW18b; CLB19]. These strategies also attempt to per-
form multi-option collective decision-making by directly combining estimations of option
qualities. The proposed approach differs firstly in that it is designed with a physics-based
environment in mind, such that the bidirectional communication required for opinion pool-
ing is abandoned in favor of a broadcast-based communication model. DBBS also takes
advantage of the characteristics of the discrete collective estimation scenario and uses a
Bayesian statistics-based method to compute option qualities. Therefore, DBBS has less
communication and computational complexity than decision-making strategies based on
opinion pooling.

4.3 Decentralized Multi-Option Collective Consensus Form-
ing with Distributed Majority Voting

Majority-rule collective consensus-forming strategies, such as DMMD investigated in
Chapter 3, form global consensus via first local consensus among agents that can directly
communicate with each other with localized elections, where the majority opinion over-
writes the minority opinion. With random interaction and enough mixture among the
agents, the localized consensuses propagate across the swarm and lead to a global consen-
sus. When extending the same decision mechanism into a multi-option best-of-n problem
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with n > 2, an increasingly likely scenario is that no single option reaches a majority in
the localized elections. An important design choice is therefore the vote tallying system
used to interpret the election results and compute the winning options. This section inves-
tigates the performances of different voting systems in creating a collective consensus in
the multi-option best-of-n discrete collective estimation scenario.

In this section, the opinion-based consensus strategy of DMMD is extended into the
multi-option scenario by adding a multi-candidate voting system into the decision mecha-
nism. 3 voting systems have been investigated: first past the post (FPTP), single transfer-
able vote (STV), and Borda count (BC). Majority-rule strategy with FPTP voting system
is a straightforward extension of DMMD into the multi-option scenario that uses only the
modulation of dissemination period lengths to express a robot’s relative preferences of the
options. The latter two are ranked voting systems where the preferences are also expressed
with the rankings in the ballot.

4.3.1 Multi-Option Distributed Majority Voting Strategies

The basic underlying decision-making behaviors of the investigated distributed iterative
voting strategies retain the probabilistic finite state machine consisting of exploration and
dissemination states shown in Figure 4.2. The exploration state behavior uses the same
Bayesian hypothesis testing approach to compute the option qualities as other investigated
opinion-based strategies in the discrete collective estimation scenario.

The dissemination state behavior for the multi-option majority voting approach is
shown in Algorithm 8. Similar to implementations of opinion-based strategies in binary
consensus problems, the robot still always holds a chosen option di. This is then used
to perform local majority voting under FPTP voting system. On the other hand, under
ranked voting systems STV and BC, the robot expresses its relative preferences among the
options in its ballot b⃗i, which is computed in line 4 and subsequently broadcasted in line 7.
At the start of its dissemination period, the robot collects ballots from its neighboring peers
(line 5). It then tallies all ballots received using its voting system and switches to the win-
ning option (line 11). The random mutation of decisions is retained from the previously
investigated opinion-based strategies, to ensure diversity of opinions during the decision
process (lines 13-15). The decision-making behavior of the proposed majority rule strat-
egy is controlled by the same parameters σ and τ as the already investigated opinion-based
strategies. σ controls the mean length of the exploration and dissemination periods, while
τ controls the mutation probability of di at every control loop.

Algorithm 9 shows the computation of the ballot from every robot’s decision and be-
liefs, for every considered voting system. Among them, a robot’s ballot under first-past-
the-post (FPTP) only includes the currently chosen option di (line 2). In contrast, for
single transferable vote (STV) and Borda count (BC) voting systems, the robot produces
a ranking of all options as its ballot. The robot’s chosen option di is always ranked first
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Algorithm 8 Basic dissemination behavior utilizing distributed majority voting [SHM21]

Input: Current decision of robot di; computed likelihood array during exploration l⃗i of
length M
Output: Updated decision of robot di after dissemination with its peers

1: Set parameters σ, τ
2: J = {}
3: while Robot i is in dissemination state do
4: b⃗i = ComputeBallot(di, l⃗i) (shown in Algorithm 9)
5: b⃗j = CollectNeighborBallot
6: if b⃗j is collected then
7: J = J ∪ j

8: Broadcast b⃗i
9: v =sample from U [0, 1)

10: if v < 1/(σli,di) then
11: if J ̸= ∅ then
12: di = VoteTally({⃗bj|j ∈ (J ∪ i)}) (shown in Algorithm 10)
13: J = {}
14: v′ =sample from U [0, 1)
15: if v′ < τ then
16: di = RandomChoice(di + 1, di − 1) when valid
17: Switch to exploration state

Algorithm 9 Function to generate ballot based on individual information
ComputeBallot(di, l⃗i) [SHM21]

Input: Chosen decision di, computed likelihood array l⃗i of length M
Output: Ballot b⃗i of agent i

1: if Voting system is FPTP then
2: bi = di
3: else
4: # Voting system is STV or BC
5: l⃗′i = l⃗i
6: l⃗′i[di] = ∞
7: b⃗i = argsort(−l⃗′i)

to ensure the malleability of the robot’s opinion (line 6). The other options are ranked
according to the robot’s own computed likelihoods from environmental exploration (line
7).

Algorithm 10 shows the vote tallying mechanism of the investigated voting systems.
FPTP shown in lines 1-5 is a naive implementation of majority rule decision-making
in multi-option best-of-n scenarios and serves as a baseline for the performances of the
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ranked voting strategies. Under FPTP, the robot simply counts the number of votes each
option receives in vector v⃗ (lines 2-4) and then selects the option with the most number
of votes regardless of whether an absolute majority is achieved (line 5). In case of a tie, a
random option that receives the most number of votes is selected.

Algorithm 10 Function to tally collected ballots V oteTally(B) [SHM21]
Input: Collected ballots during dissemination stored in set B
Output: Updated decision of robot di after tallying of ballots

1: if Voting system is FPTP then
2: v⃗ = 0s array of length equal to the number of options M
3: for all b ∈ B do
4: vb = vb + 1

5: di = argmaxm(vm)
6: else if Voting system is STV then
7: while max(vm) ≤ |B|/2 do
8: v⃗ = 0s array of length equal to the number of options M
9: for all b⃗ ∈ B do vb1 = vb1 + 1

10: Eliminate option m̂ = argminm(vm)

11: for all b⃗ ∈ B do
12: for all bm in b⃗ do
13: if bm = m̂ then delete bm from b⃗

14: if b⃗ is empty then delete b⃗ from B

15: di = argmaxm(vm)
16: else
17: # Voting system is BC
18: v⃗ = 0s array of length equal to the number of options M
19: for all b⃗ ∈ B do
20: v⃗′ = 0s array of length equal to the number of options M
21: for all bm in b⃗ do v′bm = m

22: v⃗ = v⃗ + v⃗′

23: di = argminm(vm)

The two ranked voting systems investigated are STV (lines 6-15) and BC (lines 17-23).
Under STV, the robot first counts the number of votes received by each option when only
considering the options ranked first on every ballot (line 9). When none of the options
receives an absolute majority, the least picked option in terms of first choice is eliminated,
and removed from all ballots (lines 10-14). This causes the ballots that picked the elim-
inated options as their first choice to transfer to their next choice in the ranking. This
process continues until an option receives an absolute majority of first-choice votes, and
that option will be picked as the new decision of robot i (line 15). Under BC, the robot first
converts the ranked ballots into points (line 21). Thus, an option that is placed the first in a
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ballot receives one point, and an option that is placed the second receives two points, etc.
The points received are then summed for every option separately (line 22). The winning
option is the one with the lowest number of points (line 23).

4.3.2 Experiments and Results

In order to determine the effectiveness of the proposed majority rule consensus strategies
in multi-option best-of-n problems, experiments are carried out in the same discrete col-
lective estimation scenarios as before. The same performance metrics of absolute error,
consensus time, and failure rate are measured. The performance of the Direct Comparison
(DC) strategy is used as a baseline.

Parameter Settings of Ranked Voting Strategies

The decision accuracy and speed performances of the majority-rule strategy with STV
voting system at various σ and τ settings are shown in Figure 4.10. The solid lines show the
Pareto frontiers in terms of accuracy and speed at every τ setting. The markers correspond
to different σ settings in their color codings.
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Figure 4.10: Performances of STV in environments with random feature distribution with
respect to the mutation rate τ and mean exp/diss time σ [SHM21]

It can be observed that, similar to DC and DMVD in the previous section, adding
the random opinion mutation mechanism controlled by τ leads to an increase in decision
accuracy. In addition, although for a single σ setting, a higher τ setting usually leads to a
longer decision time, the Pareto frontiers at higher τ settings outperform those at lower τ
settings in most sections. A high τ setting of 0.05 is able to achieve a good performance of
0.0606 error and 302s consensus time at the bottom left. On the other hand, as shown by
the color coding of markers, an increasing σ raises the mean consensus time significantly
and also reduces the error produced. The performances also become insensitive to other
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parameters if σ is large, as shown in the clustering of data points at the top left when σ is
20s or 50s.

0 0.05 0.1 0.15 0.2 0.25 0.3

Mean Absolute Error /0.1

0

100

200

300

400

500

600

M
e
a
n
 C

o
n
s
e
n
s
u
s
 T

im
e
 /
s

1

2

5

10

20

50

A
v
e

ra
g

e
 E

x
p

/D
is

s
 T

im
e

 
 /

s

+ Pareto =0

x Pareto =0.01
=0.03

o Pareto =0.05

Figure 4.11: Performances of BC in environments with random feature distribution re-
garding the mutation rate τ and mean exp/diss time σ [SHM21]

The same plot is made for the majority-rule strategy with BC voting system in Figure
4.11. When comparing the performances of BC here with those of STV, it can be noticed
that BC can achieve much lower errors of less than 0.05 within a shorter decision time
of around 200s. It can also be seen that σ has similar effects compared to STV. How-
ever, increasing τ does not straightforwardly increase accuracy as under STV. Notably, the
Pareto frontier produced when τ = 0.05 is completely dominated by that produced when
τ = 0.03. This shows a BC voting system inherently introduces diversity of opinions and
thus does not need as high a setting of τ . On the other hand, increasing τ has the similar
effects of reducing the lower bound of error obtained and increasing the lower bound of
consensus time as in STV.

Comparison of Considered Strategies in Environments with Random Distribution of
Features

The Pareto frontiers in terms of decision speed and accuracy 3 investigated majority-rule
decision-making strategies together with that of DC baseline in environments with random
feature distribution is shown in Figure 4.12.

As a naive implementation of the majority-rule strategy, FPTP outperforms DC at high
consensus times of beyond 400s. It, however, produces slightly higher failure rates, as
shown by the color of the data points. In addition, when a decision needs to be reached
quickly, the errors produced by FPTP increase rapidly at the bottom right portion of the
Pareto frontier.

Compared to the two benchmark strategies, STV can achieve superior performance in
the middle of its Pareto frontier, around the consensus time of 300s. However, at a very
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Figure 4.12: Pareto frontiers of consensus time versus absolute error for all considered
strategies; color coding of markers shows the failure rates [SHM21]

high consensus time, its performance is dominated by that of FPTP, and at a very low
consensus time, its performance is dominated by DC. In addition, it can achieve lower
failure rates than FPTP when consensus time is high. On the other hand, BC can dominate
most results produced by the other strategies, except at a very low consensus time.

Additionally, it is necessary to consider that the amount of required communication
in these decision-making strategies is different. In DC, agents exchange both the chosen
option and the corresponding quality estimate. In FPTP, agents exchange only the chosen
option. While in the STV and BC, agents exchange the rankings of all options. Therefore,
the communication bandwidth required of the 4 considered strategies would have the rela-
tionship of FPTP < DC < STV = BC. With this in mind, it can be seen that STV only
provides a situational improvement in performance over both benchmarks. In contrast, BC
can display superior performance and reach an error of 0 at a far lower consensus time than
the others.

Comparison of Considered Strategies in Environments with Concentrated Distribu-
tion of Features

This subsection investigates the performances of the same majority-rule strategies in en-
vironments with concentrated feature distribution. The same test environments as in the
previous section are used. The Pareto frontiers of the considered strategies’ performances
are shown in Figure 4.13. The Pareto frontiers obtained earlier in random environments
are shown in dashed lines.

There is a significant drop in performances for all considered strategies compared to in
random environments. Both FPTP and STV experience an increase in the error primarily.
However, fast convergences can still be achieved, as shown on the bottom right end of the
Pareto frontiers. On the other hand, DC and BC experience an increase in both decision
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Figure 4.13: Pareto frontiers of consensus time versus absolute error for all considered
strategies in environments with concentrated feature distribution; color coding of markers
shows the failure rates; dashed lines show the Pareto frontiers achieved previously in ran-
dom environments [SHM21]

time and error.
Among the considered strategies, BC’s performances are the least elastic in terms of

error, and extending the decision time has very little effect in reducing the error, while
for all other strategies, there are apparent and linear trade-offs between the two metrics.
On the other hand, BC still has superior performance compared to the other strategies.
However, at higher decision times, the performances of BC come very close to those of
FPTP and STV.

4.3.3 Summary and Discussion

In the experimental results above, it is demonstrated that BC is a promising technique
in multi-option collective decision-making problems. It can significantly outperform the
baseline approaches of DC and FPTP in the scenarios investigated. There is a parallel
between the ranked voting mechanism of BC used here and the direct Bayesian belief
fusion approach proposed in the previous section. The ranked voting mechanism of BC
achieves a limited form of opinion fusion with a predetermined set of beliefs, which are
the point allocations used in the tallying process. Compared with full opinion fusion,
this design choice has two advantages. First, transmitting the ranking of options takes up
less communication bandwidth than transmitting the associated qualities, and thus can be
achieved with cheaper equipment. Second, limiting the propagation of option qualities can
minimize the impact of extreme or faulty estimations on the whole swarm, as indicated in
[Tal+19].

On the other hand, STV fails to significantly outperform the benchmarks while using
more communication bandwidth. It is caused by the stochasticity in the decision-making
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process of STV. In real-life elections, STV rarely deals with situations with more candi-
dates than voters, which is frequently the case in the investigated scenario. When multiple
options receive no first preferences during voting, the elimination process will eliminate a
random option among them. This can cause valid options to be prematurely eliminated. In
a typical swarm intelligence setting, the decision-making strategy needs to form a decision
based on the information in a small locality and thus STV struggles in such environment. It
is however capable of faster convergence than BC, as it is better at eliminating unfavorable
options quickly.

FPTP is frequently the worst-performing strategy among the 4 considered. In FPTP,
the chosen options are only selected from the first choices of the voters, causing inade-
quate information transfer among the agents. However, it uses the least communication
bandwidth, and therefore should only be considered a viable consensus strategy when the
communication needs to be minimized. Otherwise, a ranked voting system should be uti-
lized in a similar collective decision-making scenario.

In the experiments in this chapter, the frequency of message passing is kept the same
across different considered strategies. This comparison framework does not take into con-
sideration the different message sizes under the different considered strategies, and there-
fore cannot address quantitatively the trade-off between communication complexity and
decision performance. This problem is magnified when facing multi-option consensus
problems in larger decision spaces, where the message sizes of both parallel encoding
consensus approaches scale linearly with the decision space size. The next two chapters
seek to address this limitation via bandwidth-controlled experiments.

64



Chapter 5

Investigating the Scalability of Parallel
Encoding Consensus Approaches with

Bandwidth-Controlled Experimentation

This chapter is based on [SM22].

Under the two previously proposed parallel encoding consensus approaches, the agents
need to transmit their relative preferences regarding all options to each other during the
decision-making process. This limits such approaches’ scalability when facing a high
number of discrete potential options. This effect has not been fully shown in Chapter
4, when the comparison among the considered strategies was done with the frequency
of message passing kept the same. In this chapter, a new comparison framework is in-
troduced, where the rate of information transfer is kept the same across the considered
strategies during experiments by adjusting the frequency of message passing. This gives
more insights into the relative efficiency of the considered consensus strategies when uti-
lizing inter-agent communication, and shows the changes to their relative viabilities when
facing discrete decision spaces of different sizes.

5.1 Bandwidth-Controlled Comparison Framework
This section shows in detail the framework used to compare the performances of the con-
sidered strategies with the communication bandwidths and paradigm kept the same. The
implementations of the considered strategies in Chapter 4 are changed to adjust the com-
munication bandwidth by tuning the probability of message passing at every control loop.
In addition, the communication paradigm is kept strictly peer-to-peer without the need for
unique identifications on the agents to maintain a fair comparison.
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5.1.1 Modified Implementations of the Considered Consensus Strate-
gies

This subsection presents the updated implementations of the considered strategies and
explains how the communication bandwidths are controlled in each strategy.

Opinion-Based Strategies: DC and DMVD

As discussed in Chapter 4, the finite state machine that governs the decision-making be-
haviors of the studied opinion-based strategies requires the robots to have unique ID num-
bers so that duplicated messages are not collected during dissemination periods. There-
fore, in order to make their communication paradigm in line with that of DBBS and peer-
to-peer, the implementations of DC and DMVD strategies are modified as shown in Algo-
rithm 11.

Algorithm 11 Modified implementation of DC and DMVD [SM22]
Input: Hypothesis matrix H of size M × 2; robot index i ∈ {1..Nrobot}; initialized belief
of robot i: l⃗i of length M ; initialized decision of robot i: di
Output: Converged decisions: di

1: Set broadcasting probability ϕ and mutation probability τ
2: while Decisions in swarm have not converged do
3: if Robot i is moving forward in motion State A then
4: Collect observation and compute o⃗
5: l⃗i = Normalize(⃗li ◦ (H · o⃗))
6: DC: (dj , lj,dj ) = CollectNeighborOpinion
7: DMVD: dj = CollectNeighborOpinion
8: if dj is collected then
9: DC : If lj,dj > li,di: di = dj

10: DMVD: di = dj

11: v =sample from U [0, 1)
12: if v < τ then
13: di = RandomChoice(di + 1, di − 1) when valid
14: Broadcast di, li,di randomly at probability DC: ϕ; DMVD: ϕ× li,di

The separate exploration and dissemination strategies are combined here into one con-
trol loop, with lines 3-5 performing exploration and lines 6-14 performing dissemination.
The parameter ϕ controls the probability of the robot to broadcast its opinion at every con-
trol loop (line 14). For DC strategy, a setting of ϕ = 1 means that the robot i broadcasts its
opinions (di, li,di) at every control loop. Lower ϕ values cause the broadcasting probabil-
ity to decrease, thus reducing the communication bandwidth between robots. For DMVD
strategy, the broadcasting probability is further scaled by the quality of the robot’s chosen
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option li,di . This replaces the mechanism of scaling the average length of dissemination
periods, and ensures convergence to the option with the highest quality.

Parallel Encoding Approaches: RV and DBBS

Based on the findings in Chapter 4, the ranked voting consensus strategy with Borda count
tallying system (RV-BC) is selected for further study because it outperforms the other
investigated voting systems. Similar to the opinion-based strategies, it is also modified to
have a unified exploration and dissemination behavior in one control loop, as shown in
Algorithm 12.

Algorithm 12 Ranked Voting with Borda Count (RV-BC) [SM22]
Input: Hypothesis matrix H of size M × 2; robot index i ∈ {1..Nrobot}; initialized belief
of robot i: l⃗i of length M ; initialized decision of robot i: di
Output: Converged decisions: di

1: Set broadcasting probability ϕ, ballot length η and mutation probability τ
2: Initialize b⃗i with zeros
3: while Decisions in swarm have not converged do
4: if Robot i is moving forward in motion State A then
5: Collect observation and compute o⃗
6: l⃗i = Normalize(⃗li ◦ (H · o⃗))
7: b⃗′j = CollectNeighborBallot
8: if b⃗′j is collected then
9: di = VoteTally({⃗bi, b⃗j})

10: v =sample from U [0, 1)
11: if v < τ then
12: di = RandomChoice(di + 1, di − 1) when valid
13: b⃗i = ComputeBallot(di, l⃗i)
14: b⃗′i = [bi,1..bi,η]

15: Broadcast b⃗′i randomly at probability ϕ× li,di

The communication bandwidth between robots under RV-BC is tuned via two param-
eters: broadcasting probability ϕ and ballot length η. The effect of ϕ is the same as in
the previous subsection. On the other hand, when the ballot length η is smaller than the
number of options, the robot shortens its ballot to length η by removing the least preferred
options in lines 13-14 of Algorithm 12. The shortened ballot is referred to as b⃗′ in the
pseudocode.

The bandwidth-controlled implementation of the DBBS approach, shown in Algorithm
13, is largely the same as in Chapter 4. The only difference is the addition of the same
broadcasting probability parameter ϕ being added (line 10).
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Algorithm 13 Distributed Bayesian Belief Sharing (DBBS) with bandwidth control
[SM22]
Input: Hypothesis matrix H of size M × 2; robot index i ∈ {1..Nrobot}; initialized belief
of robot i: l⃗i of length M ; initialized record of neighbors’ beliefs : l⃗′i of length M
Output: Converged decisions: di

1: Set decay parameters λ, µ and broadcasting probability ϕ
2: while Decisions in swarm have not converged do
3: if Robot n is moving forward in motion State A then
4: Collect observation and compute o⃗
5: l⃗i = Normalize(⃗li ◦ (H · o⃗))
6: ξ⃗j = CollectNeighborOpinion
7: if ξ⃗j collected then
8: l⃗′i = Normalize(⃗l′λi ◦ ξ⃗j)
9: ξ⃗i = l⃗i ◦ l⃗′µi

10: Broadcast ξ⃗i randomly at probability ϕ
11: di = MaxIndex(⃗li ◦ l⃗′i)

5.1.2 Assumptions on Message Sizes for Each Considered Collective
Consensus Strategy

The message formats during inter-agent communication under the considered consensus
strategies are shown in Table 5.1. The corresponding message sizes in bits are computed
based on available data types in c++.

Table 5.1: Assumptions on the message format and sizes for all considered strategies
[SM22]

Decision-making Strategy Message Format
DMVD short int (16 bits)
DC short int + float (48 bits)
DBBS M× float (32M bits)
RV-BC η× short int (16η bits)

In DMVD, the robots exchange only the index of their current decisions during dissem-
ination, and the assumption is made that the information is stored in a short int variable
of 16 bits. Similarly, in DC, the robots exchange the index of their current decisions as
well as the estimated qualities, which are stored using a short int and a float respec-
tively, adding to a total of 48 bits. In DBBS, the robots exchange the estimated qualities
of all considered options, which consists of M float variables, where M is the number of
options, making the message size 32M bits. Finally, in RV-BC, the robots exchange the
rankings of the options, which are stored in η short int variables, with η being the ballot
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length parameter. The message size is thus 16η bits.

5.2 Experiments and Results
This section covers the experimental setup and the parameter settings used to control the
communication bandwidths of the considered strategies. Afterward, the experimental re-
sults are presented.

Table 5.2: Parameter settings for each investigated strategy to reach the desired bandwidths
levels [SM22]

Bandwidths
Decision-making Strategy 1.6 bits/s 3.2 bits/s 8 bits/s 16 bits/s
DMVD ϕ = 0.1 ϕ = 0.2 ϕ = 0.5 ϕ = 1
DC ϕ = 0.1/3 ϕ = 0.2/3 ϕ = 0.5/3 ϕ = 1/3
DBBS ϕ = 0.005 ϕ = 0.01 ϕ = 0.025 ϕ = 0.05
RV-BC η = 10 ϕ = 0.01 ϕ = 0.02 ϕ = 0.05 ϕ = 0.1
RV-BC ϕ = 0.1 η = 1 η = 2 η = 5 η = 10

The performances of considered strategies are measured at 4 different bandwidth levels
as shown in Table 5.2, together with the parameter settings for all considered algorithms
to limit the communication bandwidths to those levels. The experimental environments
are unchanged compared to in Chapter 4. At each bandwidth level, the same multi-
criteria framework is used, and the Pareto frontiers of performances in terms of mean
absolute error and mean consensus time are plotted for different levels of communica-
tion. For DC, DMVD and RV-BC, the Pareto frontiers are obtained using the settings of
τ = {0, 0.01, 0.02, ...0.08}, while for DBBS, the Pareto frontiers are obtained using the
settings of λ = {0.5, 0.6, 0.7, 0.8, 0.9} and µ = {0, 0.2, 0.4, 0.6, 0.8, 1}.

5.2.1 Comparison of the Considered Strategies

The obtained Pareto frontiers between mean consensus time and mean absolute error are
plotted in Figure 5.1. The color coding of markers represents the failure rates.

As shown in Figure 5.1 (a), at the lowest considered bandwidth of 1.6 bits/s, all con-
sidered strategies display clear trade-offs between decision speed and accuracy. They are
also able to keep failure rates low at less than 0.1 for most parameter settings, except for
DC with τ settings higher than 0.03 where the failure rates increase rapidly and approach
1 when τ >= 0.05. This is contrary to the more reliable performances of DC observed
in Chapter 4. Compared to DC, DMVD has comparable performances at high consensus
time and can outperform DC at low consensus time. It also has lower failure rates across
all parameter settings. Among the considered strategies, DMVD can reach a consensus
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Figure 5.1: Experimental results obtained by the considered strategies when facing random
distribution of environmental features [SM22]

the fastest at low τ settings, although at the cost of higher error. DBBS is able to reach an
error of zero in a shorter time than other considered strategies, but has a hard time further
reducing its consensus time. RV-BC has relatively poor performances in terms of decision
time at error at this bandwidth level and its Pareto frontier is largely dominated by those
of DBBS and DMVD. The upper left section of the Pareto frontier, produced by limiting
the communication probability ϕ, results in very low error, but the consensus time is rel-
atively high, while the lower right section, produced by limiting the ballot size η, results
in relatively high error with not enough reduction in consensus time to outperform other
considered strategies significantly.

As shown in Figure 5.1 (b-d), as the communication bandwidth increases, all consid-
ered strategies experience improvements in their performances, and are able to achieve
progressively lower error at shorter decision times and lower failure rates. Among them,
DBBS has the most significant improvements and progressively outperforms the other al-
gorithms at the entire Pareto frontier at higher bandwidths. On the other hand, RV-BC has
significant improvements in its error, but the algorithm has difficulties coming to a fast
decision even at the highest communication bandwidth of 16 bits/s. At the same time, the
performances of RV-BC become increasingly inelastic regarding the parameters and the
results largely cluster together.

The performances of considered strategies in environments with concentrated feature
distribution are shown in Figure 5.2. It can be observed that all considered strategies
experience a significant performance drop in all three metrics compared to in random en-
vironments. It is difficult for all strategies to achieve an error of zero without experiencing
high failure rates. This is especially apparent at low communication bandwidths shown
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Figure 5.2: Experimental results obtained by the considered strategies when facing con-
centrated distribution of environmental features [SM22]

in Figure 5.2 (a, b), where the data points at the top-left side of the Pareto frontiers have
failure rates approaching 1. As the communication bandwidth increases, all considered
strategies experience a decrease in failure rate and decision time, but an increase in error.

Among the considered strategies, DBBS still outperforms the others during most of the
Pareto frontiers in terms of decision speed and accuracy, especially at higher communica-
tion bandwidths. It is also able to achieve lower failure rates at equivalent decision time,
demonstrating its reliability in more difficult environments. On the other hand, RV-BC
displays slightly worse performances at lower bandwidths compared to DC and DMVD,
while continuing to display inelastic performances at higher bandwidths.

5.2.2 Scalability to Number of Options

The number of hypotheses M is then varied to investigate the scalability of the considered
strategies to the decision space size. Figure 5.3 shows the changes in performances of
the considered strategies with the number of options in random test environments with the
communication bandwidth being 8 bits/s.

It can be observed that all considered strategies face an increase in consensus time,
error, and failure rate when facing a higher number of options. This is especially prevalent
for the opinion-based strategies DC and DMVD (Figure 5.3 a,b), both of which are unable
to achieve an accurate and reliable decision when M = 40, as shown on the top-left sec-
tions of their Pareto frontiers. However, by tuning the mutation probability τ lower, both
strategies are still able to come to a fast and reliable decision at the bottom-right sections
of their Pareto frontiers, albeit at a lower accuracy. This is because the communication
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Figure 5.3: Decision-making speed and accuracy trade-off of the considered strategies
when facing random distribution of environmental features with M varied (BW =
8 bits/s); color coding of markers shows the failure rate

behaviors of DC and DMVD are not affected by the number of potential options, so a fast
consensus can be achieved by limiting the degree of randomness in the decision-making
process and having a low τ setting. However, when an accurate decision is required, a high
M value means that there are more incorrect options to be eliminated, therefore causing
higher consensus time and failure rate at higher τ settings.

RV-BC and DBBS (Figure 5.3 c,d), on the other hand, both experience an increase in
consensus time and failure rate across their entire Pareto frontiers as M increases. Both
strategies are still able to achieve accurate decisions by sacrificing some speed and re-
liability, as shown by the top-left sections of their Pareto frontiers. In contrast, at the
bottom-right sections, both strategies are unable to achieve a fast decision similar to DC
and DMVD at higher M values. The reason for this is the experimental setup that scales
the broadcasting probability ϕ and ballot size η with M for both RV-BC and DBBS. This
design aims to keep the bandwidth constant, but it also drastically reduces the decision
speed of both strategies. However, the more sporadic messages carry more information
than those under DC and DMVD, enabling the swarm to consider the potential options in
parallel and leading to more accurate decisions at higher M values.

Figure 5.4 shows the performances of the considered strategies at different considered
bandwidth levels when M is set to 40. Comparing the performances demonstrated here
with those in Figure 5.1, there is an expected drop in all metrics. Across the considered
strategies, the opinion-based strategies, DC and DMVD, have a more clear advantage over
RV-BC and DBBS at lower communication bandwidths. DBBS is only able to overtake
DC and DMVD in Pareto frontiers at BW = 8 bits/s. The results here show that in-
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Figure 5.4: Decision-making speed and accuracy trade-off of the considered strategies
when facing random distribution of environmental features (M = 40); color-coding of
markers shows the failure rate

creasing the number of options has a bigger impact on the performances of RV-BC and
DBBS than the opinion-based approaches, DC and DMVD. The impact on DBBS is more
controllable and can be mitigated by increasing the broadcasting probability ϕ and hence
communication bandwidth. Nonetheless, the opinion-based approaches have a clearer ad-
vantage at low bandwidth levels. At the same time, RV-BC is very unreliable for this
scenario, with the failure rate across the Pareto frontier beyond 80%. RV-BC is limited
by the small election size dictated by the communication paradigm defined in this chapter,
which produces a high level of stochasticity in the decision-making process, leading to
accurate but very slow decision making. This effect is multiplied as the number of options
increases, causing poor convergence capabilities.

5.3 Summary and Discussion
Comparing the performances observed in this chapter with those of the same consensus
strategies in Chapter 4, it can be observed that when controlling the communication band-
width and paradigm, DC experiences a significant performance drop and is consistently
comparable or worse compared to DMVD all along the Pareto frontier. This demonstrates
that directly transmitting option qualities for comparison is not an efficient use of lim-
ited communication bandwidth. On the other hand, DC is more adversely affected by
the peer-to-peer communication paradigm used in this chapter, which limits the number
of options seen by individual robots and increases the number of message transmissions
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needed for high-quality options to propagate among the robots. This slows down the con-
sensus process. The same effects are also observed for RV-BC, which displays slower but
still accurate consensus performances compared to the results shown in Chapter 4. This
is mainly caused by a reduced neighborhood size, which makes the voting process prone
to ties. However, despite its reduced performances, it is still often able to outperform the
opinion-based approaches at higher consensus times, especially at higher communication
bandwidths. In contrast, DMVD is less impacted by the restriction in communication
bandwidth and paradigm. This is because it only transmits the index of the chosen option
to its peers, and the modulation of communication probability enables good options to
propagate in a locality even when communication is only restricted to peer-to-peer. DBBS
still clearly outperforms the other considered strategies when controlling the communica-
tion bandwidth, especially at higher bandwidths of 8 bits/s and 16 bits/s. On the other
hand, the difference is not as prevalent at lower bandwidths.

Both opinion-based approaches also experience an oversaturation of communication
at high bandwidth levels, which leads to a faster consensus but higher error in decision
making. This reflects the finding in [Tal+21; Aus+22] where an increase in communica-
tion has an adverse effect on the decision-making process in limiting the adaptability of
the swarm. Although both aforementioned studies address decision-making scenarios with
dynamic environments, the finding translates to the context of multi-option decision mak-
ing in static environments, where adaptability is crucial in convergence towards the correct
option out of multiple suboptimal ones. Without a high level of adaptability, a swarm can
easily converge to a suboptimal consensus without adequate exploration of the environ-
ment. In contrast, DBBS experiences oversaturation of communication at high bandwidth
levels to a smaller degree. The positive feedback mechanism used in belief fusion also
increases the enforcement of consensus with more frequent communication. However,
with parallel consideration of all available options, DBBS is able to partially mitigate the
increase in error and achieve substantial strides in its Pareto frontiers of speed vs accu-
racy relationship compared to at lower bandwidth levels. The strategy does become more
sensitive in terms of parameter settings when bandwidth increases, as too strong positive
feedback can significantly increase the error in decision making.

As the number of available options increases, the viabilities of both multi-option ap-
proaches, RV-BC and DBBS, are more adversely affected than those of the opinion-based
approaches. This is because for RV-BC and DBBS, the size of an individual message
passed scales with the number of available options. This shortcoming is especially preva-
lent at lower bandwidth levels. Opinion-based approaches of DC and DMVD also face
challenges in scenarios with an increased number of options, namely the increased num-
ber of incorrect options to be eliminated. Overall, a higher number of options gives ad-
vantages to the opinion-based approaches. Although DBBS can still achieve a superior
performance at higher bandwidth levels, the bandwidth required for it to be the optimal
strategy is increased when facing a higher number of options. The next chapter further
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investigates the effects of large decision spaces on the performances of investigated par-
allel encoding approaches to consensus forming and seeks to map the upper limit of their
viabilities.
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Chapter 6

Towards Many-Option Collective
Decision Making: Impact of Number of
Options and Quality Correlation on the

Performances of Parallel Encoding
Discrete Consensus Approaches

This chapter is based on [SM24].

As the number of options in a discrete consensus problem increases, it becomes closer
to a continuous consensus problem. Thus, the proposed parallel encoding discrete consen-
sus approaches need to be compared against continuous consensus approaches to deter-
mine the limit of their viabilities. In addition, the discrete collective estimation scenario
studied in Chapters 4 and 5 focuses on discrete options that are strongly correlated to each
other in terms of qualities, thus limiting the applicability of the results on general best-of-
n problems. In this chapter, the multi-feature many-option discrete collective estimation
scenario is introduced to address both points. It tests the performances of the proposed
parallel encoding consensus approaches when the number of options significantly exceeds
that of the agents. Their performances are compared with that of the Linear Consensus
Protocol (LCP), which treats the decision space as continuous. This chapter also extends
the aforementioned discrete collective estimation scenario to include more environmental
features that serve to add weakly correlated options in terms of quality, facilitating investi-
gation into the impact of the quality distribution on collective decision-making processes.
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6.1 Multi-Feature Many-Option Collective Estimation Sce-
nario

This section extends the discrete collective estimation scenario investigated in Chapters 4
and 5 in terms of the problem complexity to include more features and discretized hypothe-
ses for the fill ratio of every feature. This causes changes to both the problem definition
and the algorithm used to generate the required environments.

6.1.1 Scenario Configuration

The investigated multi-feature collective estimation scenario keeps most of the character-
istics of the base version presented in Chapter 4. The extended scenario adds flexibility in
the environmental settings by allowing C different features, with the fill ratio hypotheses
of each feature discretized to a precision P . Both parameters can be freely adjusted. C

can take the value of any integer greater than 1, while P can be any divisible fraction of 1.
Examples of the new experimental environments are shown in Figure 6.1, with red, yellow
and blue colors representing the features.

Figure 6.1: Examples of the experimental environments used (a) environment with 2 fea-
tures (b) environment with three features (c) environment with concentrated distribution
of features [SM24]

The tiles in the experimental arena can be expressed in a matrix as follows:

E =


e⃗1,1 e⃗1,2 e⃗1,3 ...

e⃗2,1 e⃗2,2 e⃗2,3 ...

e⃗3,1 e⃗3,2 e⃗3,3 ...

...

 . (6.1)

In order to accommodate the flexibility in environmental settings, each tile has a mixture
of multiple features present. For a tile on the αth row and βth column, the proportions of
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the features are expressed using vector e⃗α,β . The real number entry sα,β,c represents the
proportion of the feature c among all C features in tile (α, β). All feature proportions in a
single tile sum up to 1:

e⃗α,β =
[
sα,β,1 sα,β,2 sα,β,3 ... sα,β,C

]
,
∑
c∈C

sα,β,c = 1. (6.2)

The robot swarm’s goal in this scenario is to collectively determine the fill ratios for
all present features. For the discrete collective decision-making strategies investigated,
this is done to a predetermined decision space discretization precision P , which is varied
together with the number of features C to change the number of options the robots face. A
single decision by robot i regarding the fill ratios of the features is an estimation of those of
all present features in the form of d⃗i =

[
di,1 di,2 ... di,C

]
. The discrete decision

space is a high-dimensional right-angle simplex, where the number of dimensions is C−1

and the number of possible options per dimension is 1/P . The whole decision space has
M distinct fill ratio options. M has the scale of O( 1

P

C
).

The number of potential options scales exponentially with the number of features C

and inversely with the level of discretization precision P . Both methods of changing the
number of options are investigated. The key distinction between increasing the number of
features and the level of discretization precision is that the former introduces unordered
and weakly correlated decisions in terms of quality by expanding the decision space, while
the latter introduces ordered and strongly correlated decisions in terms of quality by more
finely dividing an existing decision space.

6.1.2 Generation of Experimental Environment

In line with previous chapters, the considered consensus strategies are experimented in
environments with different distributions of features, namely random distribution (Figure
6.1 (a,b)) and concentrated distribution (Figure 6.1 (c)). The generation process of the two
categories of environments is shown in Algorithm 14. The distribution pattern is controlled
by the parameter Pattern, while the level of concentration is controlled by the parameter
γ.

Environments with randomly distributed features are produced by randomly generating
a feature composition for every feature at every tile that has the mean equal to the desired
fill ratio across the entire arena (lines 3-8), and then normalizing all feature proportions in
every tile such that they sum up to 1 (line 9). On the other hand, a concentrated pattern of
distribution is generated through an iterative process, where layers of radially distributed
feature blocks are placed at random locations and bring the fill ratios progressively closer
to the required fill ratio (lines 13-22).
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Algorithm 14 Generation of experimental environment [SM24]
Input: Number of features C; required fill ratio of every feature r⃗ = [r1, r2, ..., rC ];
Pattern=Random/Concentrated; level of concentration γ; arena size=[LE,WE]
Output: Feature composition of every tile in the environment E of size LE ×WE × C

1: E = LE ×WE× array of zeros with size C
2: if Pattern=Random then
3: for c=1:C do
4: Array1 = sample LE ×WE numbers from U(0, 1)
5: Array2 = empty array of equal size to Array1

6: Array2[Array1 ≥ rc] = sample for every entry from U(0, rc)
7: Array2[Array1 < rc] = sample for every entry from U(rc, 1)
8: E[:, :, c] = Array2

9: Normalize the feature proportion in every tile in E so that they sum up to 1
10: else
11: # Pattern=Concentrated
12: MaxDiff = 1 ; c = 1
13: while MaxDiff > 0.01 do
14: Array1 = empty array of size LE ×WE

15: (α∗, β∗) = random position in the arena
16: for every entry in Array1 with coordinates (α, β) do
17: Dist = Euclidean distance from (α, β) to (α∗,β∗)
18: Array1[α, β] = MaxDiff × 10× exp(−Dist × γ)

19: E[:, :, c] = E[:, :, c] + Array1

20: Normalize the feature proportion in every tile in E so that they sum up to 1
21: MaxDiff = compute the highest deviation between the current fill ratio and

required fill ratio among considered features
22: c = feature with the highest deviation between the current fill ratio and the

required fill ratio

6.2 Collective Consensus Strategies for the Many-Option
Scenario

The proposed parallel encoding discrete consensus strategies, DBBS and RV, are modified
to suit a many-option scenario. For comparison, linear consensus protocol (LCP) is used
as a baseline, where the decision space is interpreted as continuous.

6.2.1 Low-Level Control Mechanisms for Multi-Feature Environmen-
tal Exploration

For all considered decision-making strategies, the robots use the same random walk mech-
anism as in previous chapters to explore the environment and obtain their own estimates
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of the fill ratio of the observed features. Due to the expanded decision space, the quality
computation is modified compared to the previous Chapters as follows.

For both discrete decision-making strategies, RV and DBBS, the decision space changes
with the number of features C and the level of precision P . The hypothesis matrix H con-
tains all valid hypotheses is stored by every robot and has size M × C as shown:

H =


h⃗1

h⃗2

...

h⃗M

 where h⃗m =
[
hm,1 hm,2 ... hm,C

]
. (6.3)

N is the size of the decision space and is the number of possible discrete options. Every
row is a hypothesis consisting of the fill ratio combinations of all C considered features,
and is a potential option by the agents. They are computed using both the number of
features C and the discretization precision P by enumerating all possible fill ratios for in-
dividual features from 0 to 1 and excluding the entries where the sum of fill ratios exceeds
1. It is assumed that the number of features C and the discretization precision P are known
beforehand, and thus this calculation is done before deployment.

During its environmental exploration, robot i stores beliefs for every hypothesis com-
puted from its environmental exploration in array l⃗i of length M as follows:

l⃗i =
[
l1 l2 l3 ... lM

]T
(6.4)

l⃗i,0 =
[
1/M 1/M 1/M ... 1/M

]T
. (6.5)

Every entry l represents the computed likelihood of a single hypothesis. All entries are
initialized to value 1/M at the start of an experimental run when the robot does not have
any information regarding the environment.

At every control loop, a robot makes an observation of the features present at its current
position, if it is moving forward in motion state A. Observation collection is limited to
during forward motion in order to prevent an agent from collecting multiple observations
at the same location. The robot detects a random feature present in the tile beneath it. The
intensities of the features on that tile are used as weights to determine which feature is
detected. The result is stored in an array of size C, with only the entry associated with the
detected feature being 1 while the others being 0. This can be represented as a weighted
sampling operation from a set of vectors as follows:

When the robot is on coordinate (α, β): o⃗ ∈R {


1

0

...

0

 ,


0

1

...

0

 ...


0

0

...

1

} (6.6)
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Sampling weights: e⃗α,β =
[
sα,β,1 sα,β,1 ... sα,β,C

]
respectively. (6.7)

The likelihood of making a feature observation, given that a particular hypothesis is true,
is the fill ratio of the feature in the hypothesis, hence can be computed as H · o⃗. Therefore,
after each observation, the belief of robot i l⃗i is modified by iteratively performing element-
wise product (represented as ◦) of the observation likelihoods as follows:

l⃗i,t = Normalize(⃗li,t−1 ◦ (H · o⃗)). (6.8)

The iterative updates allow the belief of individual robots to gradually converge to the
most likely fill ratio hypothesis.

On the other hand, under LCP, the robots simply use the frequencies of features being
observed as their estimations of the features’ distribution. Robot i’s belief ρ⃗i records the
number of times each feature has been observed. It has size C and is updated after every
observation as follows:

ρ⃗i,0 =
[
0 0 0 ... 0

]T
(6.9)

ρ⃗i,t = ρ⃗i,t−1 + o⃗. (6.10)

From here, the robot’s opinion on the proportion of features based on its observations can
be easily calculated as:

ξ⃗i = ρ⃗i/||ρ⃗i||1. (6.11)

6.2.2 Decision-Making Strategies Investigated

This subsection presents the investigated collective consensus-forming strategies in the
many-option scenario.

Iterative Many-Option Ranked Voting

The implementation of ranked voting (RV) consensus approaches in Chapter 4 and 5 kept
the opinion-based decision mechanism, where each robot has a chosen option and the
ranked ballots serve to encode its preferences of the other options during opinion ex-
change. This design has poor scalability to the number of discrete options. Algorithm
15 shows the modified ranked voting consensus approach for the many-option scenario.

The robot i encodes its ranking of all M options in the ranking array v⃗i. Every entry
vi,m where m ∈ {1..M} represents the rank of option m in terms of preference by robot
i. v⃗i is initialized as an array of 0s representing that none of the options has been ranked.
Array v⃗i is updated by two processes during a control loop: environmental exploration
(line 2-5) and dissemination with the other robots (lines 6-10). During exploration, the
robot first performs the individual Bayesian hypothesis testing and updates its belief array
l⃗i (lines 3-4). The belief array l⃗i is then transformed into a ranking array via two consecu-
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Algorithm 15 Iterative many-option Ranked Voting (RV) [SM24]
Input: Hypothesis matrix H of size M ×C; robot index i ∈ {1..Nrobot}; initialized belief
of robot i: l⃗i of length M
Output: Converged decisions: di

1: Set evidence rate re, ballot size η and broadcasting probability ϕ
2: Initialize v⃗i as an array of 0s with length M
3: while Decisions in swarm have not converged do
4: if Robot i is moving forward in motion State A then
5: o⃗ = Collect observation and compute o⃗
6: l⃗i = Normalize(⃗li ◦ (H · o⃗))
7: With probability re: v⃗i = argsort2(v⃗i + argsort2(−l⃗i))

8: b⃗j = CollectNeighborBallot
9: if b⃗j collected then

10: v⃗′ = 0s array of length equal to M
11: for all bj,m in b⃗j do v′bj,m = m

12: v⃗i = argsort2(v⃗i + v⃗′)

13: b⃗i = argsort(v⃗i)
14: b⃗′i = [bi,1..bi,ηM ]
15: di = argmin(v⃗i)
16: Broadcast b⃗′i randomly at probability ϕ

tive argsort operations, and combined with v⃗i via a Borda count ranked voting system to
update the robot’s opinion. This update is done with a probability set by the evidence rate
parameter re (line 5).

The robots exchange opinions with each other by transmitting the ballot array b⃗. It is
an ordered list of indices of options in terms of their rankings in v⃗ for every robot, and can
be truncated to preserve information on only the options ranked at the front. The robot i
begins its dissemination process by trying to pick up ballot b⃗j from another robot j within
the communication radius and is broadcasting (line 6). If a ballot is received, it is used
to update v⃗i using the same Borda count ranked voting system (line 10). The robot’s own
ballot b⃗i is computed from v⃗i (line 11) and truncated according to the ballot size parameter
η at position ηM (line 12). The truncated ballot b⃗′i is then broadcasted at probability ϕ

during the rest of the control loop (line 14). ϕ is not freely adjusted, but computed based
on the communication bandwidth available and the ballot size η. The robot’s decision is
independently computed from its ranking array v⃗i (line 13).

The behavior of the RV consensus strategy is controlled via the two parameters re
and η. re controls the relative frequency, and thus importance, between environmental
exploration and communication with peers in the decision-making process. A higher re
leads to a greater emphasis on individual exploration and vice versa. While η controls the
strength of consensus enforcement within the robot swarm. As η increases, the number of
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considered options, thus weakening the consensus enforcement. At the same time, since
the communication frequency ϕ is inversely correlated with η, a higher η value reduces
the frequency of communication between robots and has the similar effect of weakening
consensus enforcement.

Discrete Bayesian Belief Sharing in the Many-Option Scenario

The implementation of the Bayesian belief fusion approach for a many-option consensus
scenario shown in Algorithm 16 is similar to in previous chapters, as the strategy is shown
to have good scalability. Modifications are made to improve the stability of the strategy in
many-option scenarios.

Algorithm 16 Modified implementation of Discrete Bayesian Belief Sharing (DBBS) in
many-option scenario [SM24]
Input: Hypothesis matrix H of size M ×C; robot index i ∈ {1..Nrobot}; initialized belief
of robot i: l⃗i of length M ; initialized record of neighbors’ beliefs : l⃗′i of length M
Output: Converged decisions: di

1: Set decay parameters λ, µ and broadcasting probability ϕ
2: while Decisions in swarm have not converged do
3: if Robot i is moving forward in motion State A then
4: Collect observation and compute o⃗
5: l⃗i = Normalize(⃗li ◦ (H · o⃗))
6: l⃗i [⃗li < 0.001/M ] = 0.001/M

7: ξ⃗j = CollectNeighborOpinion
8: if ξ⃗j collected then
9: l⃗′i = (⃗l′i × λ+ ξ⃗j)− mean(⃗l′i × λ+ ξ⃗j)

10: ξ⃗i = ln(⃗li) + l⃗′i × µ

11: Broadcast ξ⃗i randomly at probability ϕ
12: di = argmax(ln(⃗li) + l⃗′i)

When facing a high number of discrete options, the original implementation of DBBS
experiences underflow in the likelihood array entries. To address this, a minimum value
of 0.001/M has been added for entries in the robot’s own belief array l⃗i (line 6). In
addition, the record of neighbors’ beliefs l⃗′i and the outgoing message ξ⃗i are transformed
to logarithmic values. Thus, the updating operation of l⃗′i becomes as shown in line 9, and
the entries are normalized such that the mean value is zero. Both decay parameters also
now have multiplicative relationships with l⃗′i instead of exponential ones (lines 9-10). The
computation of the robot’s decision di is likewise changed (line 12).
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Linear Consensus Protocol

In order to determine the validity of treating the investigated many-option collective es-
timation scenario as a discrete consensus problem, the continuous consensus approach
Linear Consensus Protocol (LCP) shown in Algorithm 17 is used as a baseline.

Algorithm 17 Linear Consensus Protocol (LCP) [SM24]
Input: Robot index i ∈ {1..Nrobot}
Output: Converged decisions: di

1: Set decision-making cycle length ζ and broadcasting probability ϕ
2: Initialize ρ⃗i to empty array with length C
3: J = {}
4: while Convergence not detected do
5: if Robot i is moving forward in motion State A then
6: Collect observation and compute o⃗
7: ρ⃗i = ρ⃗i + o⃗
8: ξ⃗i = ρ⃗i/||ρ⃗i||1
9: if d⃗i is empty then

10: d⃗i = ξ⃗i

11: d⃗j = CollectNeighborOpinion
12: if d⃗j collected then
13: J = J ∪ d⃗j
14: if Size of R ≥ ζ then
15: d⃗i = mean(d⃗i, ξ⃗i, every element in J)
16: Clear R
17: Broadcast d⃗i randomly at probability ϕ

Different from the aforementioned discrete decision-making strategies, under LCP
robot i stores its collected observations in the array ρ⃗i of length C. When an observa-
tion is collected during environmental exploration, ρ⃗i is updated by adding the observation
array o⃗, which has the effect of adding 1 to the number of occurrences of the observed
color (line 7). The estimated fill ratios from the robot’s own observations ξ⃗i are obtained
by computing the proportion of each feature observed (line 8). The robot’s decision d⃗i
is also in the form of a real number array of size C. Without input from neighbors, di
is initialized with the same value as ξ⃗i. At every control loop, the robot i broadcasts its
own decision array d⃗i (line 17) and tries to receive a decision array d⃗j from its peers in
the neighborhood (line 11). Received decision arrays are stored in the set J without iden-
tification of the sending robot. The maximum size of J is the parameter ζ and is used to
control the decision-making frequency of the swarm. When the size of J reaches ζ , the
robot updates its decision array d⃗i by taking an average value for each entry individually
across d⃗i, ξ⃗i and every d⃗j in set J (line 15).
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6.3 Experiments and Results
This section presents the experiments of the considered consensus strategies in the inves-
tigated many-option collective estimation scenario.

6.3.1 Experimental Setup

The experiments in this chapter carry over the basic environmental designs of the previous
chapters, with the arena still being size 2m×2m, filled by 400 square tiles, and explored by
20 mobile robots. The bandwidth-controlled comparison framework introduced in Chapter
5 is used here as well. The assumptions on the message formats and sizes are shown in
Table 6.1.

Table 6.1: Assumptions on the message formats and sizes for all considered strategies
[SM24]

Decision-making Strategy Message Format
RV η ×M× short int (16Mη bits)
DBBS M× float (32M bits)
LCP C× float (32C bits)

Before the decision-making process, the decision space for every robot is computed.
For LCP, it is the real number space of d⃗i ∈ ℜ,

∑
d⃗i = 1. For RV and DBBS, the decision

space is discretized with respect to the required decision precision P into
[
0 1P 2P ... 1

]
representing the fill ratio hypotheses for each individual color. The hypotheses are con-
catenated to form the fill ratio hypotheses of all considered colors, with those having a
sum greater than 1 across all colors removed from the hypotheses list.

The expanded decision space in the many-option scenario makes an exact convergence
more difficult. Thus, the consensus performance in this chapter is measured using three
new metrics: scatter at convergence, error at convergence, and convergence time. The
scatter of all robots’ opinions at time t is defined as the sum of Euclidean distances between
the centroid of all decisions regarding the fill ratios within the swarm and the individual
decisions of the robots:

Scattert =
∑
∀i′

(mean∀i(d⃗i,t)− d⃗i′,t)
2. (6.12)

Convergence is achieved when the scatter is at a minimum during an experimental run,
limited to a time limit of 1200 s. The scatter at convergence can be represented as follows:

ConvScatter = min(Scattert). (6.13)
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The error at convergence is defined as the total absolute error between all robot’s fill ratio
decisions and the true fill ratios r⃗ at the time of convergence:

t∗ = argmint(Scattert) (6.14)

ConvError =
∑
∀i

abs(r⃗ − d⃗i,t∗). (6.15)

Finally, convergence time is defined as the time taken to reach 90% of the minimum scatter
value from the maximum scatter value during the experiment:

ConvTime = min(t)∀t: Scattert ≤ 0.9min(Scattert) + 0.1max(Scattert). (6.16)

The fill ratios tested for every considered number of features are shown in Table 6.2.
For every number of features, two different fill ratio configurations are tested, with 40

experimental runs conducted for each fill ratio scenario at every parameter configuration
of the considered strategies, as shown in Table 6.3. The aggregate across the two fill ratio
configurations is used to determine the performances of the considered strategies at the
corresponding parameter configurations.

Table 6.2: Fill ratios tested for every considered number of features and the resulting
number of options at different discretization precision levels [SM24]

Table 6.3: Parameter values used in the experiments for the considered strategies [SM24]

Decision-making strategy Parameter settings used
RV re = [0.2, 0.5, 1]; η = [0.05, 0.1, 0.2, 0.5]
DBBS λ = [0.5, 0.7, 0.9];µ = [0.2, 0.4, 0.6, 0.8]
LCP l = [5, 10, 15, 20, 30, 40, 60, 80]

The performances of the considered strategies at different parameter settings are used
to gauge the trade-offs between different performance metrics at different decision-making
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difficulty levels, with the same multi-criteria framework as in previous chapters. The ex-
tent of the multi-criteria trade-off is quantified with the spread of the Pareto frontiers,
which is computed as the area bounded by the extreme points on the Pareto front. A higher
spread means a more significant trade-off between speed and accuracy in the decision-
making process, while a spread of 0 means the existence of a single best parameter con-
figuration for the algorithm in that particular scenario.

6.3.2 Performances of the Considered Strategies with Respect to Dif-
ferent Numbers of Environmental Features

This subsection presents the performances of the considered strategies at different num-
bers of environmental features, i.e. different numbers of colors in the arena. The error
versus convergence speed Pareto fronts of the considered strategies’ mean performances
at different parameter configurations are shown in Figure 6.2(a). The solid markers show
the error versus convergence time performances at parameter configurations on the Pareto
fronts, with the solid lines showing the Pareto fronts. The transparent markers show the
position of the performances in the 3D space when considering scatter.

Comparing the performances of both discrete strategies RV and DBBS versus those of
LCP in Figure 6.2(a), it can be shown that discrete decision-making strategies have supe-
rior performances in terms of the error versus convergence time trade-off, as they outper-
form the Pareto fronts of LCP for all tested scenarios. RV and DBBS also produce lower
scatter at convergence, showing a stronger ability to reliably reach consensus compared
to LCP. In Figure 6.2(a) when the environmental features are randomly distributed, as the
number of environmental features increases, the performances of both discrete strategies
experience a significant drop in terms of convergence speed. On the other hand, LCP’s
performances experience a drop in convergence speed on the top-left side of the Pareto
fronts. As observed in Figure 6.2(b), its performances also experience a slight drop in
accuracy when facing more environmental features.

In order to get a clearer view of the impact of the number of features on the perfor-
mances of the individual strategies, Figure 6.2(b) shows the scatter plot of error versus
convergence time performances at different axis scales in terms of error. It can be seen
more clearly that for both discrete strategies RV and DBBS, a higher number of environ-
mental features diminishes the extent of the speed versus accuracy trade-off. For a higher
number of features, there exists a singular best parameter configuration, as opposed to a
Pareto front of equally good configurations observed at a lower number of features. On
the other hand, LCP consistently displays speed versus accuracy trade-offs for all numbers
of features. Between the two discrete strategies, RV sees more variations in its perfor-
mances at different parameter settings when facing a higher number of features compared
to DBBS, which produces performances that are clustered together for different parameter
settings.
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Figure 6.2: Performances of the considered strategies in all metrics when facing differ-
ent numbers of randomly distributed environmental features (a) Error versus convergence
time Pareto fronts, 3D space also includes scatter at convergence (b) Scatter plot for all
tested parameter settings in terms of error versus convergence time; bandwidth=32 bits/s,
decision space discretization precision=0.1 [SM24]

Table 6.4: Error vs convergence time spread and minimum mean error of the Pareto front
of the considered strategies at different number of features; decision space discretization
precision=0.1 [SM24]

To quantify the impact of the number of environmental features on the extent of speed
versus accuracy trade-off, Table 6.4 shows the spread of the Pareto fronts for the consid-
ered strategies at different number of features and at different bandwidth levels. In addi-
tion, the minimum mean error values indicate the positions of the Pareto front and show
the limits of the performances of the considered strategies. For LCP, it can be observed
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that the main influence on the spread of Pareto front and the extent of speed versus accu-
racy trade-off comes from the bandwidth level. It also sees a slight increase in the spread
of the Pareto front and a worsening of the accuracy at the extreme point of the Pareto front,
as the number of features increases. This trend is, however, reversed for RV and DBBS,
both of which show a drop in Pareto front spread when the number of features increases.
Both discrete decision-making strategies can also maintain very low error at the extreme
point of the Pareto fronts as the number of features increases.
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Figure 6.3: Box plots showing the distribution of the convergence time of the considered
strategies at the best parameter configurations facing different number of features at dif-
ferent bandwidth levels; Red: LCP, Blue: RV, Black: DBBS; decision space discretization
precision=0.1 [SM24]

The box plots of the convergence times produced by the considered strategies under
the best parameter configurations in random environments are shown in Figure 6.3. The
parameter configurations chosen here are those corresponding to the center points on the
Pareto frontiers of error versus convergence time performances. As a baseline, LCP gen-
erally experiences an increase in convergence speed when the communication bandwidth
increases, and a decrease in convergence speed when the number of features increases. The
latter holds for both multi-objective decision-making strategies, coupled with an increase
in the variation of the convergence time. On the other hand, an increase in communication
bandwidth does not have as strong a positive influence on the convergence speed of both
discrete strategies, especially when facing a higher number of features. This causes the
convergence speed of RV and DBBS to be close to that of LCP at high number of features
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and high bandwidths.
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Figure 6.4: Performances of the considered strategies in all metrics when facing different
numbers of concentrated environmental features (a) Error versus convergence time Pareto
fronts, 3D space also includes scatter at convergence (b) Scatter plot for all tested pa-
rameter settings in terms of error versus convergence time; bandwidth=32 bits/s, decision
space discretization precision=0.1 [SM24]

Figure 6.4 shows the performances of the considered strategies when facing different
numbers of concentrated features. A similar trend to that in random environments is ob-
served. Concentrated feature distribution further reduces the convergence speed of the
discrete decision-making strategies compared to LCP. For RV, further instability with re-
spect to parameter settings is introduced, causing the bi-objective performances in error
and convergence time when facing three features to exceed those when facing two fea-
tures. Both discrete decision-making strategies also see a greater extent of error versus
convergence time trade-off compared to random environments, while LCP does not see a
significant reduction in performances.

The results above have shown that when considering error, convergence time, and scat-
ter, both tested discrete approaches, RV and DBBS, have superior performances compared
to the LCP baseline decision space with a high number of features. This indicates that the
parallel consideration of multiple potential options by RV and DBBS, when accounting for
the increased bandwidth costs, is justified in terms of the decision-making performances.

At the same time, it is observed that an increase in the number of environmental
features has a positive effect on the accuracy performances of the considered discrete
decision-making strategies, especially DBBS. This is seen together with a significant de-
crease in the spread of the observed Pareto fronts, hence making the algorithms more
sensitive in terms of parameter settings, but also presenting singular best configurations
and reducing the trade-offs faced. This is in contrast to the behavior displayed by LCP,
which sees a worsening in performance across all metrics when facing a higher number of
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features.

6.3.3 Performances of the Considered Strategies with Respect to Dif-
ferent Decision Space Discretization Precision

This subsection presents the performances of the considered strategies at different lev-
els of decision space discretization. It is the second way where the number of potential
options can be changed for the discrete decision-making strategies. For LCP, with its con-
tinuous decision space, the level of discretization has no effect on the decision-making
performances.
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Figure 6.5: Performances of the considered strategies in all metrics when randomly dis-
tributed environmental features at different levels of discretization precision (a) Error ver-
sus convergence time Pareto fronts, 3D space also includes scatter at convergence (b)
Scatter plot for all tested parameter settings in terms of error versus convergence time;
bandwidth=32 bits/s, number of features=2 [SM24]

Figure 6.5 shows the performances of the considered strategies in randomly distributed
environments when facing different levels of discretization precision. It can be observed
that compared to the previous subsection for different numbers of features, the level of dis-
cretization precision has a smaller impact on the decision speed for the discrete decision-
making strategies, but a bigger impact on the scatter and error. Notably, as shown in
Figure 6.5(a), at finer discretization precision, both RV and DBBS show a significant in-
crease in scatter at convergence, exceeding those produced by LCP. As shown in Figure 6.5(b),
as the discretization precision becomes finer, both discrete strategies produce higher errors
and shorter error versus convergence time Pareto fronts.

Table 6.5 shows the quantification of the changes in the Pareto fronts for RV and
DBBS. It can be observed that for both RV and DBBS, there is a region with respect to
precision and bandwidth settings where the error versus convergence time spread reaches a
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Table 6.5: Error vs convergence time spread and minimum mean error of the Pareto
front of the considered strategies at different levels of discretization precision; number
of features=2 [SM24]

maximum, centered around precision of 0.05 and bandwidth of 32 bits/s. While for other
scenarios, the spread of the Pareto fronts decreases. On the other hand, the minimum mean
error increases steadily as precision decreases for both discrete strategies, while not being
significantly affected by the bandwidth levels. These results show that a finer discretiza-
tion precision has a negative impact on the decision-making accuracy of both discrete
strategies. This is opposite to the impact of a higher number of features shown in the pre-
vious subsection. This negative impact is also not easily mitigated by allowing a higher
frequency of communication or by parameter tuning of the decision-making strategy.

The distribution of the convergence time of the considered strategies is shown in
Figure 6.6. It can be confirmed that compared to different number of features shown in
the previous subsection, decision precision has a smaller impact on both the median and
the variation of the decision speed of the discrete strategies. As such, even at the small-
est tested decision precision of 0.01, both discrete strategies are still significantly faster
than the LCP baseline. For every decision precision tested, increasing the communication
bandwidth also has a positive impact on the decision speed.

Lastly, the performances of the considered strategies when facing concentrated envi-
ronmental features at different levels of discretization precision are shown in Figure 6.7.
For both discrete strategies, as discretization precision becomes finer, a similar trend of
increasing error and convergence time is observed. The increase in convergence time at
finer discretization precision is more significant than observed when facing random envi-
ronmental features and makes the decision speed of the discrete strategies on par with that
of LCP at the discretization precision of 0.01. On the other hand, LCP’s performances still
do not significantly decrease compared to when facing random environmental features.
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Figure 6.6: Box plots showing the distribution of the convergence time of the considered
strategies at the best parameter configurations facing random features at different band-
width and discretization precision levels; Red: LCP, Blue: RV, Black: DBBS; number of
features=2 [SM24]
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Figure 6.7: Performances of the considered strategies in all metrics when facing con-
centrated environmental features at different levels of discretization precision (a) Error
versus convergence time Pareto fronts, 3D space also includes scatter at convergence (b)
Scatter plot for all tested parameter settings in terms of error versus convergence time;
bandwidth=32 bits/s, number of features=2 [SM24]
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6.4 Summary and Discussion
This chapter examined the performances of the considered parallel encoding consensus-
forming strategies in large discrete decision spaces, as well as facing different quality
distributions. Based on the experimental results presented, the following judgments can
be made: Firstly, in the decision-making scenarios investigated that go up to 101 options
with two features and 1001 options with five features, parallel encoding consensus-forming
strategies have an edge in terms of accuracy and speed compared to LCP tested. This, cou-
pled with the fact that continuous consensus-forming strategies have an inherent difficulty
in forming an exact consensus in distributed systems [EB10], means, that for continuous
consensus forming, the discretization of the decision space and the adoption of discrete
decision-making strategies can often be the best approach in reaching an accurate consen-
sus, even if a moderate level of discretization precision is required.

The operation of parallel discrete decision-making strategies in a larger decision space,
however, can be negatively impacted by the number of potential options. Based on the ex-
perimental results, both investigated discrete decision-making strategies, RV and DBBS,
produce a smaller error and a higher convergence time when facing a larger decision space
caused by a higher number of features, while showing a larger error and a less signifi-
cant increase in the convergence time when facing a larger decision space caused by finer
discretization precision. This distinction is caused by the differences in the correlations
between the existing options and the new options introduced by the two different expan-
sions to the decision space. When the number of features increases, the decision space
expands in the number of dimensions, leading to unordered and weakly correlated options
being added to the existing pool of potential options. It is thus less likely to mislead the
swarm to erroneous options, but rather only increases the number of options the robots
need to process. Thus, the impact of a higher number of features is similar to that of a
smaller communication bandwidth, in that the decision-making process is slowed down
but made more accurate due to the added time to explore the environment, as observed in
Chapters 4 and 5.

On the other hand, a finer discretization precision increases the number of options in
the existing decision space, thus introducing many options that are correlated with the ex-
isting ones in terms of option qualities. These options can easily mislead the swarm and
cause it to converge to an erroneous option, thus increasing the error, which is a simi-
lar effect to that caused by concentrated feature distribution. In addition, both sources of
expansion of the decision space also reduce the extent of the speed versus accuracy trade-
off, thus making the decision-making process more invariant with respect to parameter
settings. This is a direct result of the expanded list of options, which makes it increasingly
difficult to reach a fast consensus even when not considering the accuracy. This distin-
guishes scenarios with larger decision spaces from those with concentrated distribution of
features. Its impact on the viability of discrete decision-making strategies in large decision
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spaces is two-fold: it reduces the need to make an additional judgment regarding parame-
ter settings with respect to trade-offs between different decision-making metrics; however,
it is also more important to select the best parameter settings to ensure good performances
of the concerning strategies.

In Chapters 4 and 5, it has been observed that belief fusion approaches tend to have
a stronger level of positive feedback than ranked voting approaches and can thus lead to
faster but less accurate consensus. This trend is confirmed here, as DBBS tends to be
faster and less accurate than RV in all experiments. However, it is more prevalent when
facing more finely discretized options compared to a higher number of features. This
highlights the importance of parameter tuning to restrict the strength of positive feedback
in consensus-forming processes when facing ordered and correlated options.

Lastly, both discrete consensus strategies see more significant performance drops in
terms of decision speed and accuracy when facing concentrated feature distributions com-
pared to random feature distributions. As observed previously, the effect of a concentrated
feature distribution is a dispersion of the individual robots’ opinions obtained from envi-
ronmental exploration. In the results, LCP displays a more stable process in unifying the
robots’ opinions, while both discrete strategies face increased difficulty as shown by an
increased decision time and scatter at convergence. This is also caused by the stronger
positive feedback effect in the discrete consensus strategies, which causes agents in phys-
ical proximity to reinforce the opinions of each other, thus preventing consensus with the
rest of the swarm.
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Chapter 7

Decision Space Reduction in Collective
Preference Learning Problem via

Iterative Ranked Voting

This chapter is based on [SM23].

In Chapter 6, the effects of large decision space on the proposed discrete collective
decision-making strategies are investigated. It has been observed that a larger decision
space generally increases the difficulty of the decision-making scenario. It is therefore
a beneficial practice in many-option collective decision problems to restrict the deci-
sion space during the decision-making process. This chapter presents an independent
many-option collective decision-making scenario, collective preference learning, where
the agents are tasked with collectively ranking a few spatially distributed sites. Two dif-
ferent consensus-forming strategies are examined in this scenario: one allows the agents
to pick any opinion in the discrete decision space filled by all combinations of binary
comparison between sites; the other enforces a strict ordering among the considered sites,
thus reducing the decision space size. The aim is to investigate the benefits and costs of
restricting the decision space during the collective decision-making process.

7.1 Collective Preference Learning Scenario
In embodied intelligent systems, learning the ranking of a number of objects according
to their relative preference is an important operation, that has many real-life applications
and can also serve as building blocks for more complex behaviors. When the objects are
spatially distributed and cannot be sampled by a single robot, a swarm robotics system
needs a collective strategy to combine the incomplete ranking information from each in-
dividual robot. This section presents a collective preference learning scenario based on
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the non-physics-based scenario studied in [CL21] and is illustrated in Figure 7.1. There
are N sites distributed in an arena marked in gray. Each site has a fixed detectable index
n ∈ {1..N} and a predetermined quality q1..qN , shown via the color intensities, that can
be measured with an added noise. A group of robots marked in red are tasked with ranking
the sites in terms of quality.

Figure 7.1: Illustration of the collective preference learning scenario; gray circular areas
represent the N = 8 sites, their color intensities represent their qualities; red dots indicate
mobile robots roaming the arena [SM23]

Each robot has only access to local information individually and has to rely on its peers
to get a full view of the environment. To simulate this, the robots are programmed to per-
form random walk in the arena and collect quality observations on the sites spontaneously
when they come into range. A single robot only holds a single pairwise comparison be-
tween two sites that it has visited at a time. This information is pooled by all robots to
deduce and form a consensus regarding the ranking of the sites.

From the point of view of a single robot, a pairwise comparison between sites n1 and
n2 can take three possibilities: site n1 is better than n2, site n1 is worse than n2, or the
comparison is unknown. In order to pool this information across all N sites, the num-
ber of possible combinations describing every pair of quality comparison is expressed as
3N(N−1)/2, which scales exponentially with N2. However, since comparison is transitive,
the sites can also be ranked into an ordered list of increasing qualities. This reduces the de-
cision space size to N !. Both approaches are examined in this chapter, and the differences
in performances as a result of the different decision spaces are investigated.
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7.2 Decentralized Strategies for Preference Learning
To tackle the presented preference learning scenario, two consensus strategies are used.
The first is a direct fusion of the pairwise comparison information by the robots, while the
second uses distributed ranked voting to achieve consensus of the rankings. This section
presents the two consensus strategies in detail, while also showing the evaluation metrics
used for the performances of the considered strategies.

7.2.1 Obtaining Pairwise Quality Comparisons

For the two investigated consensus strategies, the robots use the same mechanism individ-
ually to collect observations on the environment and turn the observations into pairwise
comparisons between the two sites. Robot i walks randomly in the environment. When it
is in the area of a site during a control loop, it has a probability (evidence rate re) to de-
tect the site and updates its recorded pairwise comparison using Algorithm 18. The robot
keeps track of the indices and qualities of two sites, expressed as follows:

Indices : d⃗i = [di,1, di,2]

Qualities : q⃗i = [qi,1, qi,2].

All 4 variables are initialized to −1.

Algorithm 18 Procedure to update pairwise comparison stored by a single robot
UpdatePair(i, d∗, q∗) [SM23]

Input: Robot index i ∈ {1..Nrobot}; stored site indices d⃗i; stored site qualities q⃗i
Output: Updated site indices d⃗i; updated site qualities q⃗i

1: if di,1 = d∗ or di,1 = −1 then
2: di,1 = d∗; qi,1 = q∗
3: else if di,2 = d∗ or di,2 = −1 then
4: di,2 = d∗; qi,2 = q∗
5: else
6: ind = RandomChoice{1, 2}
7: di,ind = d∗; qi,ind = q∗
8: if qi,1 < qi,2 then
9: Switch(di,1, di,2); Switch(qi,1, qi,2)

When a site is detected, the index d∗ and measured quality q∗ are recorded. If d∗ is
present in d⃗i, the robot updates the associated quality value with q∗. If one value in d⃗i is
−1, indicating the position is empty, a new d∗ also fills the position (lines 1-4). If both
values in d⃗i are filled and are not equal to d∗, then one of the two positions is selected
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at random and filled with d∗ and q∗ (lines 6-7). Finally, the robot always preserves the
ordering qi,1 ≥ qi,2, thus if this is no longer the case after updating, then the values in both
d⃗i and q⃗i will be switched (line 9).

7.2.2 Baseline Consensus Strategy: Pairwise Belief Fusion

The baseline consensus strategy investigated relies on direct fusion of pairwise compar-
isons recorded by the robots [CL21]. The implementation here is presented in Algorithm
19.

Algorithm 19 Collective preference learning using belief fusion [SM23]
Input: Robot index i ∈ {1..Nrobot}; Initialized belief matrix of robot i Bi as zeros matrix
of size N ×N
Output: Converged belief matrix of robot i Bi

1: Set evidence rate re, environmental noise σnoise, flag indicating transitivity preserving
operation ft

2: while Decisions in swarm have not converged do
3: if Robot i is on site n & Site detected with probability re then
4: UpdatePair(i, n, sample(N (qn, σ

2
noise))) # shown in Algorithm 18

5: if di,1 > 0 and di,2 > 0 then
6: Bi[di,1, di,2] = 1; Bi[di,2, di,1] = −1

7: else if Other robots in communication radius of robot i then
8: j = RandomChoice{Indices of neighboring robots}
9: Bi = Bi +Bj

10: Bi[Bi ̸= 0] = Bi[Bi ̸= 0]/abs(Bi[Bi ̸= 0])

11: if ft i.e. transitivity needs to be preserved then
12: for n = 1..N do
13: for n1 = 1..N do
14: for n2 = 1..N do
15: if Bi[n, n1] = 1 & Bi[n, n2] = −1 & Bi[n1, n2] = 0 then
16: Bi[n1, n2] = −1; Bi[n2, n1] = 1

17: Broadcast upper triangular half of Bi to neighboring robots

The robot records the pairwise relationship between all possible pairs of sites in the
belief matrix Bi. The entry Bi[n1, n2] can take one of 3 values, 1 when qn1 > qn2 , −1

when qn1 < qn2 , and 0 when the pairwise relationship is unknown or when n1 = n2. At
every control loop, the robot first updates its recorded site pair stored in d⃗i and q⃗i using
its environmental observation (line 4). The recorded pairwise comparison is then stored
in the belief matrix Bi (lines 5-6). The robot then starts broadcasting its belief to its peers
and picks up the belief matrix of a random neighbor, with which it performs belief fusion
to update its own belief matrix (lines 9-10).
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Depending on the initial settings from the user, the robot checks the preservation of
transitivity in the belief matrix at the end of every control loop (lines 11-16). ft is a
Boolean variable that marks this setting. The operation ensures that when the belief ma-
trix Bi records qa > qb and qb > qc, it will automatically also record qa > qc. Since the
operation needs to traverse the whole matrix N times, it is an expensive operation with
complexity scaling to N3, and presents a trade-off between performance and computa-
tional resources needed. Both versions of the belief fusion algorithm, with and without
transitivity preservation, have been experimented with to obtain a full view of its perfor-
mances.

7.2.3 Distributed Iterative Ranked Voting for Preference Learning

The other experimented approach employs the ranked voting consensus approach investi-
gated in the previous chapters. The decision-making behavior is shown in Algorithm 20,
while Algorithms 21 and 22 are subroutines used in the algorithm. In this approach, the
robot i stores the indices of all known sites in the order of decreasing quality with the
ordered list r⃗i, which is empty at initialization:

Initial: r⃗i = [].

The list grows as more sites are observed by the robot itself and its peers, up to the max-
imum size of N . At every control loop, the robot attempts to detect a potential site using
the same environmental observation procedure introduced previously in Algorithm 18 (Al-
gorithm 20 line 4).

Algorithm 20 Collective preference learning using ranked voting [SM23]
Input: Robot index i ∈ {1..Nrobot}; Initialized ranking list r⃗i = []
Output: Converged ranking vector of robot i r⃗i

1: Set evidence rate re, environmental noise σnoise

2: while Decisions in swarm have not converged do
3: if Robot i is on site n & Site detected with probability re then
4: UpdatePair(i, n, sample(N (qn, σ

2
noise))) # shown in Algorithm 18

5: if di,1 >= 0 and di,2 >= 0 then
6: UpdateRanking(i, d⃗i) # shown in Algorithm 21
7: else if Other robots in communication radius of robot n then
8: j = RandomChoice{Indices of neighboring robots}
9: r⃗i = election(r⃗i, r⃗j) # shown in Algorithm 22

10: if di,1 >= 0 and di,2 >= 0 then
11: UpdateRanking(i, d⃗i) # shown in Algorithm 21
12: Broadcast r⃗i to neighboring robots
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Algorithm 21 Procedure to update the rankings of known sites based on store pairwise
comparison in a robot UpdateRanking(i, d⃗i) [SM23]

Input: Robot index i ∈ {1..Nrobot}; stored site indices d⃗i
Output: Updated ranking vector of robot i r⃗i

1: if di,1 is not in r⃗i then
2: if di,2 is not in r⃗i then
3: Randomly insert di,1; Randomly insert di,2 after di,1
4: else
5: Randomly insert di,1 before di,2

6: else
7: if di,2 is not in r⃗i then
8: Randomly insert di,2 after di,1
9: else if rank of di,1 > rank of di,2 in r⃗i then

10: Switch di,1 and di,2 in r⃗i

Afterward, if both positions in its pairwise comparison are filled, the robot uses it to
update its own computed ranking of all sites r⃗i (Algorithm 20 lines 5-6). This operation
follows the procedure update ranking(i, d⃗i). As shown in Algorithm 21, the robot seeks
to insert the two sites in its recorded pairwise comparison d⃗i into its computed ranking r⃗i,
while preserving the pairwise ordering. Thus, if one site in d⃗i is recorded in r⃗i, the other
is placed before or after it to preserve the pairwise ordering (Algorithm 21 lines 5 and 8).
For example, if di,1 is present in r⃗i but not di,2, the latter would be inserted in a random
position after the former, as follows marked with downward arrows:

Inserting after di,1 : r⃗i = [sa sb sc di,1 ↓ sd ↓ se ↓].

If both sites are present in r⃗i, the robot checks if the rankings comply with the pairwise
relationship in d⃗i, and switches the rankings if not (Algorithm 21 line 10). An example of
the switching operation is as follows:

Switching di,1, di,2 : r⃗i = [sa sb sc di,2 sd di,1 se]

⇒ r⃗i = [sa sb sc dn,1 sd dn,2 se].

The robot constantly broadcasts its current computed r⃗i to its neighbors in its com-
munication radius. If a site is not detected, it randomly picks up a message sent by its
neighbor j, if one is present, and it performs an election to generate a new r⃗i (Algorithm
20 lines 7-9). All interactions among the robots are kept to a peer-to-peer and pairwise
fashion similar to in the baseline algorithm, such that the communication paradigms of the
considered algorithms in this study can be roughly similar.

The pooling of opinions is conducted via a localized election with Borda count tallying
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Algorithm 22 Function describing the pairwise election producing new rankings by com-
bining opinions from two robots election(r⃗i, r⃗j) [SM23]
Input: Ranking vectors from two robots r⃗i, r⃗j
Output: Combined ranking vector r⃗∗

1: c⃗ = ordered list of unique site indices in r⃗i and r⃗j
2: Initialize v⃗i and v⃗j as −1s arrays of length equal to c⃗
3: for all c in c⃗ do
4: if c is in r⃗i then
5: v⃗i[c] = rank of c in r⃗i

6: if c is in r⃗j then
7: v⃗j[c] = rank of c in r⃗j

8: v⃗i[v⃗i < 0] = length(r⃗i)/2
9: v⃗j[v⃗j < 0] = length(r⃗j)/2

10: r⃗∗ = c⃗[argsort(v⃗i + v⃗j)]
11: Return r⃗∗

system between the robot i and its neighbor j. The detailed process is shown in Algorithm
22. In the election process, the index rankings r⃗i and r⃗j need to be transformed into the
scores of all considered sites, which are stored in v⃗i and v⃗j for the two voters respectively.
The transformation is done in Algorithm 22 lines 2-7. The corresponding score of a con-
sidered site is the ranking of it in r⃗i or r⃗j (Algorithm 22 lines 5,7). The two score vectors
must then be padded to contain the same sites, which are tracked by the vector c⃗. The
unranked candidates’ indices are selected using boolean indexing in Algorithm 22 lines
8-9. This is different from when ranked voting is utilized in real-life elections. This is be-
cause when a real-life ranked voting ballot has missing entries, it means that the unranked
candidates have lower preferences than all ranked candidates, and hence can be ranked
last. However, in the proposed algorithm, an unranked site has an unknown quality rela-
tive to the ranked sites. Therefore, they are assigned a temporary ranking that is half of the
number of ranked sites, such that the resulting ranking of unranked sites only considers
the opinion of the other robot.

The following example illustrates the aforementioned operations.

r⃗i = [3, 1, 5, 6, 2], r⃗j = [5, 1, 2, 7]

c⃗ = [1, 2, 3, 5, 6, 7]

Ranking ⇒ score:

v⃗i = [1, 4, 0, 2, 3,−1], v⃗j = [1, 2,−1, 0,−1, 3]

Pad score vectors:

v⃗i = [1, 4, 0, 2, 3, 2.5], v⃗j = [1, 2, 2, 0, 2, 3]
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The padded score vectors are then added together, applied with an argsort operation,
and used as indices in an indexing operation of c⃗ vector to obtain the new ranking vector
r⃗∗ (Algorithm 22 line 10). Here it is performing the inverse of traditional Borda count
[Eme13] and using the rankings directly as the associated points and sorting the candidates
in ascending order of their received points. The produced ranking is also randomized in
the event of a tie anywhere in the ranking of received points.

Keeping up with the example above, the following is an example of how r⃗∗ is pro-
duced.

Adding score vectors:

v⃗total = [2, 6, 2, 2, 5, 5.5]

Ranking of considered sites’ indices in c⃗ :

argsort(v⃗total) = [2, 3, 0, 4, 5, 1]

Resulting ranking of considered sites:

r⃗∗ = c⃗[argsort(v⃗total)] = [3, 5, 1, 6, 7, 2]

Finally, the election results also need to be checked if they comply with the recorded
pairwise comparison by calling the UpdateRanking procedure again (Algorithm 20 line
10-11).

Overall, at the design level, the proposed algorithm uses less communication, storage
and computational resources compared to the benchmark algorithm based on belief fusion,
especially the variant of it with the transitivity preserving operation.

7.3 Experiments and Results
The experiments are conducted in physics-based simulation. The experimental arena has
a fixed size of 3m × 3m. Individual robots have the same random walk routines as in
previous chapters. N = 8 sites are placed in the experimental arena in fixed positions of
(0.5, 0.5), (1.5, 0.5), (2.5, 0.5), (0.5, 1.5), (2.5, 1.5), (0.5, 2.5), (1.5, 2.5), and (2.5, 2.5),
all with radii of 0.3m, as shown before in Figure 7.1. In every experimental instance,
their qualities are chosen from the array [0, 1, ..., 7] in random order. Noise N (0, σ2

noise)

is added to the true qualities of the sites during environmental observation to simulate
different levels of inaccuracies in the cognitive abilities of the robots. The performances
of the considered strategies are measured under different sets of experimental parameters:
noise level σnoise, evidence rate re, and number of robots Nrobot. For every combination of
parameters, 20 independent experiments are conducted.

In order to evaluate the performances of the two considered consensus strategies, their
outputs need to be in the same format. The proposed ranked voting strategy encodes
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the ranking in a vector with a maximum size equal to the number of sites N , while the
benchmark belief fusion strategy records all pairwise relationships using a N ×N matrix.
Since the conversion from the latter to the former can result in information loss, the rank-
ings produced by the proposed ranked voting algorithm are converted into a belief matrix
containing all known pairwise relationships for evaluation. The conversion is done using
Algorithm 23.

Algorithm 23 Function converting ranking vector into belief matrix
conversion(r⃗i) [SM23]

1: Initialize Bi as zeros matrix of size N ×N
2: for i = 1..N do
3: for j = 1..N do
4: if r⃗i[i] < r⃗i[j] then
5: Bi[i, j] = 1
6: else if r⃗i[i] > r⃗i[j] then
7: Bi[i, j] = −1

8: Return Bi

After unifying the outputs from the two considered algorithms, the output is compared
to the belief matrix produced by the pairwise relationships of the true values of the sites
B∗. Due to the large discrete decision space where the belief matrix can vary, the accuracy
and uniformity of the decision-making process are measured using a similar approach as
during the evaluation of the many-option discrete collective estimation strategies studied
in Chapter 6.

The error is computed as the mean absolute error between B∗ and Bi from every robot:

Error = (Σi=1..Nrobot
sum(abs(B∗ −Bi)))/Nrobot. (7.1)

At initialization, all elements in Bi are set to 0, hence the error at initialization is Error0 =

N(N − 1). In this study N = 8, thus the error at initialization is 56. The maximum error
that can theoretically be reached is 2N(N − 1), where every pairwise relationship in the
matrix is the opposite of the correct value. In this study, this value is 112. The lowest error
that can be achieved is 0, where the ranking of every robot is exactly correct. During an
experimental instance, the lowest error is achieved within a time limit of 2400s as the peak
performance at convergence. The convergence time is computed as the time taken for the
whole swarm to reach 90% of its peak performance from the initial condition, i.e. reach
an error lower than ErrorPeak + (Error0 − ErrorPeak) ∗ 0.1.

To measure the level of disagreement among the robots, the quantity Scatter is defined
as the average error between the belief matrices computed by every robot and those of
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every other robot, as follows:

Scatter =
Σi=1..Nrobot

Σj=1..Nrobot
sum(abs(Bi −Bj))

(Nrobot − 1)Nrobot

. (7.2)

7.3.1 Performances of Ranked Voting Strategy with Respect to Noise
and Evidence Rates

The mean error and scatter at convergence, together with the mean convergence time,
across 20 experiments at every parameter combination for the proposed ranked voting
algorithm at various noise level σnoise and evidence rate re settings are shown in Table 7.1.

Table 7.1: Performances of proposed ranked voting algorithm at different noise levels
σnoise and evidences rates re; Nrobot = 30 [SM23]

It can be observed from the mean error and mean scatter results that the noise level
has a significant impact on the accuracy and precision performances of the proposed al-
gorithm. As the noise level σnoise increases, there is a very clear increase in both mean
error and mean scatter at convergence. However, for most noise level and evidence rate
combinations, the mean scatter is consistently higher than the mean error at convergence.
This shows an accurate but imprecise decision distribution from the proposed algorithm.
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At low re values below 0.02 and at especially high noise levels, the relationship above
can be reversed, and the error could be higher than the scatter at convergence. This is
to be expected as at these re values, the robots get very few observations. Coupled with
a high noise level, erroneous pairwise observations tend not to be challenged, leading to
inaccurate results.

At a particular noise level, the lowest mean errors and mean scatters are quite likely to
be found in the middle range of evidence rates from 0.05 to 0.5, while both too low and
too high an evidence rate can negatively affect the decision-making accuracy. Due to the
stochasticity in the proposed algorithm’s decision-making process, especially the random
inserting of observed pairwise relationships in Algorithm 21, the proposed algorithm needs
a certain number of pairwise opinion combinations relative to the evidence input to enforce
a consensus, which is harder to meet when the evidence rate is too high.

On the other hand, the mean convergence time is more affected by the evidence rate re
than by the noise level. When re increases from 0.01 to 0.1, there is a very apparent drop in
mean convergence time at every noise level. However, beyond an evidence rate of 0.1, the
change in mean convergence time is more irregular. This, combined with evidence rate’s
effects on errors and scatters at convergence, shows that for the proposed algorithm, a lack
of evidence can hamper the decision-making process, but too high an influx of evidence
does not necessarily have a positive effect.

7.3.2 Comparison with the Belief Fusion Benchmark at Different Noise
Levels

The performance distribution across 20 experimental runs of considered algorithms under
different noise levels are shown in Figure 7.2. The evidence rate re is set to 0.2. The
swarm size Nrobot is set to 30. Linear regression is also performed on the mean perfor-
mances across all experimental runs at individual parameter settings against noise level,
and computed the gradient of the best-fitting linear function and the coefficient of deter-
mination (R2), the latter of which measures the level of linear relationship observed in the
data. The results are shown in Table 7.2.

Table 7.2: Gradient and R2 values obtained from linear regression of mean performances
against σnoise [SM23]

Algo LR of Error LR of Scatter LR of Conv Time
BF w Tr G = 9.4 R2 = 0.918 G = 1.48 R2 = 0.916 G = 276 R2 = 0.881
BF w/o Tr G = 7.39 R2 = 0.936 G = 1.58 R2 = 0.979 G = 209 R2 = 0.839
RV G = 3.77 R2 = 0.994 G = 3.78 R2 = 0.975 G = 118 R2 = 0.75

In Figure 7.2 (a,b), it can be observed that all 3 algorithms produce comparable errors
and scatters at convergence when the noise is low at 0 or 0.5. As shown in Figure 7.2
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Figure 7.2: Box plots of (a) error at convergence (b) scatter at convergence (c) convergence
time (s) for the proposed ranked voting algorithm (RV) and both variants of the benchmark
algorithm (FT:fusion with transitivity preserved, FN:fusion without transitivity preserved)
at different σnoise settings; re = 0.2, Nrobot = 30 [SM23]

(c) both variants of belief fusion are also able to converge within a shorter time compared
to the proposed ranked voting algorithm. Among them, belief fusion with transitivity-
preserving operations is the fastest.

However, when the noise increases, the advantages of both belief-fusion-based algo-
rithms begin to diminish. As shown in Figure 7.2 (a), when noise level σnoise is in the
range between 1 and 3, the error at convergence increases significantly for both variants
of belief fusion, as the median error increases from around 0 to 24.4 for belief fusion with
transitivity-preserving operation, and 17.5 without. The reduction in accuracy in the face
of noise is also observed in the proposed ranked voting algorithm, however, the increase
in median error at convergence here is much milder and the median value only hit 9 at
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the highest experimented noise level of 3. This is substantiated by the statistical analysis
in Table 7.2, where the proposed ranked voting algorithm obtains the lowest gradient of
mean error with respect to σnoise at 3.77.

On the other hand, as observed in Figure 7.2 (b), the proposed ranked voting algorithm
produces a progressively higher scatter than the two variants of belief fusion as the noise
level increases, reaching a median value of 10.7. As noted in the previous subsection, the
scatter produced by the proposed ranked voting algorithm is consistently on roughly the
same scale as the error. However, both variants of belief fusion, although experiencing a
significant increase in error, only have a mild increase in scatter, to a median of 2.79 when
transitivity is preserved and 3.39 when it is not, as noise increases. This is also shown
in Table 7.2, where the proposed ranked voting algorithm obtains the highest gradient of
mean scatter with respect to σnoise at 3.78.

From the aforementioned experimental data, it can be concluded that as noise in-
creases, the proposed ranked voting algorithm experiences a drop in precision, producing
a higher scatter as the noise increases. Although the error also increases, it is consistently
on the same scale or smaller than the scatter, confirming the fact that the proposed ranked
voting algorithm keeps a high accuracy and much of the increasing error can be ascribed
to scatter. In contrast, both variants of belief fusion experience a smaller increase in scat-
ter, but they experience a much larger increase in error compared to the proposed ranked
voting algorithm, demonstrating the fact that belief fusion can lead to consistent consen-
sus among the swarm but is unable to reliably obtain the correct ranking at high noise
scenarios.

As shown in Figure 7.2 (c), the convergence time for both variants of belief fusion ex-
periences in general an increase as the noise level increases. Its variance also rises for both
algorithms. At higher levels of noise from 2 to 3, the convergence time of all 3 algorithms
are roughly on the same level and the advantage in fast convergence of belief fusion does
not hold anymore. As shown in 7.2, the linear relationships between convergence time
and noise level are not as strong as for the previous two performance metrics, shown by
lower R2 values. However, the proposed ranked voting algorithm still obtains the lowest
gradient at 118.

Taking an integrated look at the performances of the considered algorithms with re-
spect to the noise level, the differences in their performances can be explained by looking
at their decision-making mechanisms. Both variants of belief fusion use a deterministic
fusion function that encodes every pairwise relationship, making it easy for the whole
swarm to converge their individual beliefs. However, it is also vulnerable to being misled
by erroneous information at high noise scenarios. On the other hand, the proposed ranked
voting algorithm limits the number of decision variables faced by the individual robots by
using a more compact way of encoding the decisions. Its method of opinion combination
also introduces a degree of stochasticity into the decision-making process, hence allowing
the swarm to correct itself from wrong ordering easily, albeit at the cost of reducing the
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precision of the decisions made.

(a) Belief fusion

(b) Ranked voting

Figure 7.3: Toy examples of the state transition only considering 1 pairwise comparison
within a small locality of 3 robots of (a) the benchmark belief fusion algorithm and (b) the
proposed ranked voting algorithm; circles represent robots, numbers, and color codings
represent robot opinions, arrows & fractions represent possible next states and transition
rates [SM23]

To better illustrate the differences in the decision-making mechanisms of the consid-
ered algorithms, Figure 7.3 shows two toy examples of the benchmark belief fusion algo-
rithm when there is only one pairwise relationship and three robots considered, and also in
the absence of evidence input. The three robots are assumed to be within communication
distance of each other. Every robot randomly receives a belief message from a random
neighbor and performs its decision-making process. The top rows in both subfigures show
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the initial state in the locality, and the bottom rows show the possible states in the next
time step. It can be seen in Figure 7.3 (a) for belief fusion that all three possible transi-
tions eliminate the minority opinion −1, and the first two transitions will result in all three
robots picking the opinion +1 in the following time steps. In contrast, in Figure 7.3 (b)
for ranked voting it can be observed that only the first and last outcome with a combined
probability of 5/16 result in loss of information. In addition, no robots are left with the
unknown status of 0, and the spread of a particular single opinion is significantly slowed.

7.3.3 Comparison with the Belief Fusion Benchmark at Different Ev-
idence Rates

The impact on the operations of the considered algorithms from evidence rate re is then
compared. The performance distribution at different re values are plotted in Figure 7.4.
The noise level σnoise is set to 1.5, and the swarm size Nrobot is set to 30. The results from
linear regression of the mean performances against the natural log of the evidence rate
ln(re) is shown in Table 7.3.

Table 7.3: Gradient and R2 values obtained from linear regression of mean performances
against ln(re) [SM23]

Algo LR of Error LR of Scatter LR of Conv Time
BF w Tr G = −0.42 R2 = 0.146 G = 0.386 R2 = 0.791 G = −34.2 R2 = 0.144
BF w/o Tr G = −1.91 R2 = 0.901 G = 0.409 R2 = 0.738 G = −144 R2 = 0.522
RV G = −0.333 R2 = 0.429 G = 0.0204 R2 = 0.007 G = −141 R2 = 0.665

From Figure 7.4 (a), it can be observed that all considered algorithms experience a
general reduction in error when the evidence rate increases. The reduction is the least
apparent in belief fusion with transitivity-preserving operations. For the proposed ranked
voting algorithm, there is also a significant drop in the variance of the error at convergence.
This is also substantiated by the statistical analysis shown in Table 7.3, where belief fusion
with transitivity preserved obtains a very weak linear relationship between mean error and
ln(re) with R2 = 0.146, as well as between mean convergence time and ln(re) with
R2 = 0.144. Figure 7.4 (b) shows that both variants of belief fusion see higher scatter
in their results as the evidence rate increases. There is also more variance in the scatter
observed. However, this feature is not observed in the proposed ranked voting algorithm.
Instead, the median scatter decreases when the evidence rate increases from 0.01 to 0.1 and
starts increasing beyond that. There is also an observable increase in the variance of the
scatter when the evidence rate reduces beyond 0.1. As shown in Table 7.3, both variants of
belief fusion obtain moderately strong linear relationships between mean scatter and ln(re)

with R2 being 0.791 and 0.738 respectively. On the other hand, for the proposed ranked
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Figure 7.4: Box plots of (a) error at convergence (b) scatter at convergence (c) convergence
time (s) for the proposed ranked voting algorithm (RV) and both variants of the benchmark
algorithm (FT:fusion with transitivity preserved, FN:fusion without transitivity preserved)
at different re settings; σnoise = 1.5, Nrobot = 30 [SM23]

voting algorithm, mean scatter is largely independent of evidence rates with G = 0.0204

and R2 = 0.007.
In terms of convergence time, all considered algorithms experience a significant in-

crease in decision speed when the evidence rate increases from 0.01 to 0.1. Beyond 0.1,
the median convergence time either experiences a slight increase as in the case of the two
variants of belief fusion, or does not see much change as in the case of the proposed ranked
voting algorithm. At the same time, both variants of belief fusion experience an increase
in the variance of the convergence time at a high evidence rate. The same holds true for
the proposed ranked voting algorithm when compared to the variance at re = 0.1.

Overall, the performances of the proposed ranked voting approach generally improve
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as the evidence rate increases, with a reduced error and convergence time. It is also more
resistant to the effects of low evidence rates in terms of error compared to both variants
of belief fusion. Its convergence time also increases at a slower rate than belief fusion
without transitivity preserved when the evidence rate reduces, while being more vulnerable
in this aspect compared to belief fusion with transitivity preserved. For the belief fusion
benchmark, both variants see reducing error when the evidence rate increases, but both also
see increasing scatter and a much higher uncertainty in convergence time as the evidence
rate increases beyond 0.2.

7.3.4 Performances of Ranked Voting Strategy with Respect to Swarm
Sizes

Afterward, the impact of swarm sizes Nrobot on the performances of the proposed ranked
voting algorithm is examined. The mean performances across 20 experimental runs at
every parameter combination are shown in Table 7.4.

Table 7.4: Performances of proposed ranked voting algorithm at different noise levels
σnoise and swarm sizes Nrobot; re = 0.2 [SM23]

It can be observed that for all three metrics, optimal behaviors are more likely to be
observed at medium ranges of swarm sizes of 50 and 100, while the performances at
extreme swarm sizes are often worse off. This is similar to the effects produced by varying
the evidence rate re. However, there is a more clear worsening of all considered metrics at
higher swarm sizes compared to evidence rates. This is to be expected as a higher swarm
size not only introduces more evidence but also introduces more agents that need to be
brought into convergence for a consensus to form.
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7.3.5 Comparison with the Belief Fusion Benchmark at Different Swarm
Sizes
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Figure 7.5: Box plots of (a) error at convergence (b) scatter at convergence (c) convergence
time (s) for the proposed ranked voting algorithm (RV) and both variants of the benchmark
algorithm (FT:fusion with transitivity preserved, FN:fusion without transitivity preserved)
at different Nrobot settings; σnoise = 1.5, re = 0.2 [SM23]

This subsection compares the impact of swarm size Nrobot on the performances of the
considered algorithms, shown in Figure 7.5. The noise level σnoise is set to 1.5, and the
evidence rate re is set to 0.2. The results from linear regression of the mean performance
against the natural log of the swarm size ln(Nrobot) is shown in Table 7.5.

It can be observed that all considered algorithms experience an increase in error when
the swarm size increases. This is substantiated by the statistical analysis in Table 7.5,
where the proposed ranked voting algorithm obtains the lowest gradient of mean error
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Table 7.5: Gradient and R2 values obtained from linear regression of mean performances
against ln(Nrobot) [SM23]

Algo LR of Error LR of Scatter LR of Conv Time
BF w Tr G = 2.74 R2 = 0.53 G = −0.138 R2 = 0.247 G = −137 R2 = 0.689
BF w/o Tr G = 2.37 R2 = 0.782 G = −0.777 R2 = 0.892 G = 5.38 R2 = 0.001
RV G = 1.53 R2 = 0.777 G = 1.29 R2 = 0.961 G = 218 R2 = 0.598

against ln(Nrobot) at 1.53. Both variants of belief fusion also see a general reduction in
scatter as the swarm size increases, while for the proposed ranked voting algorithm, there
is still a clear linear relationship between scatter and swarm size. It is thus shown that as
the number of agents increases, both variants of belief fusion see a stronger push towards
consensus, which produces lower scatter but higher error. For belief fusion with transitivity
preserved, this also translates to a lower convergence time, with a gradient of −137. The
same effects are not observed in the proposed ranked voting algorithm, which sees its
error scales much slower to swarm size. However, this comes at the cost of a higher and
scaling convergence time with a gradient of 218. The proposed ranked voting algorithm
also uses less communication bandwidth, storage, and processing power compared to the
benchmarks, which makes it viable in large swarm sizes.

7.4 Summary and Discussion
This chapter focuses on the collective preference learning scenario and investigates the ef-
fects of restricting the available decision space during the consensus-forming process with
the iterative ranked voting approach. Based on the experimental results, the performances
of the proposed ranked voting approach can be characterized as being, in general, slower
and less precise, but more accurate and cheaper than the benchmark belief fusion algo-
rithms. There is especially a clear advantage of the ranked voting at high noise and high
swarm size scenarios.

The differences in their performances are due to the different decision-making mecha-
nisms used. The proposed ranked voting algorithm uses a more compact encoding method
to represent the ranking among the sites. It is able to give a compromising result when
agents of different opinions are combining their opinions. In contrast, the benchmark be-
lief fusion algorithms revert all entries in conflict back to the initial unknown status of
value 0, resulting in information loss. This feature, combined with the mechanism in be-
lief fusion operation to always assign any available +1 or −1 entry values to entries with
the unknown status, results in a positive feedback loop within the swarm. Thus, swarms
using the belief fusion algorithm can come to a consensus rapidly, but when most of the
belief matrices are filled, it is very hard for dissenting agents to spread their opinions, even
if they hold correct pairwise information.
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This mirrors the fast consensus forming by opinion-based and parallel encoding con-
sensus approaches in the discrete collective estimation problem investigated in the previ-
ous chapters. However, it has been previously assumed that all potential options can be
tracked by the robots. In contrast, in the collective preference learning problem among
8 sites investigated in this chapter, there are 8! = 40320 possible ranking combinations.
Therefore, it is impossible for the robots to accurately track all possible options, rather,
both investigated approaches in this chapter try to approach the collective preference learn-
ing problem as an optimization problem and the individual agents seek to make incremen-
tal changes in the form of single pairwise relationships to approach the true preference
order. In such an approach, the existence of a positive feedback loop in the decision-
making process can cause the swarm to be stuck on a local optimum, where a few agents
have more accurate ranking information, but could not overpower the established consen-
sus, leading to premature convergence. The impact of such premature convergence on the
accuracy of the consensus depends on two factors, the level of dynamism in the environ-
ment and the level of sensory capabilities of individual agents. In a dynamic environment,
the established consensus can potentially prevent the swarm from responding to changes
in the environment. On the other hand, this could also negatively impact the accuracy in
a static environment when the individual agents have poor sensory capabilities, in terms
of the environment being noisy or observations being hard to collect, due to establish-
ing a consensus before the agents can make enough observations. This is substantiated
by the performances of considered algorithms at high noise levels and low evidence rates
respectively.

On the other hand, the proposed ranked voting algorithm restricts the decision space
faced by the agents to only possible strict ordering combinations. This makes the decision
space more convex and reduces the occurrences of local optima. In addition, it employs
a degree of stochasticity in its election process. The ordering among options with tied
points in the election result is random. Since there are only two voters, ties are fairly
common. This leads to a higher scatter in the final result, as conflicting information needs
many pairwise robot interactions to be eliminated. However, it also means that dissenting
opinions have an opportunity to spread within the swarm. The whole swarm can thus
readily shift in opinions and has a much better chance of approaching the true result. It is
also less likely for a pairwise robot interaction to result in a loss of information, and the
swarm can thus avoid being dominated by a single opinion.
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Chapter 8

Multi-Objective Dynamic Decision
Space Restriction in Swarm Task

Allocation Problem

This chapter is based on [SM21a].

The previous chapter has shown how a many-option consensus-forming problem can
be more effectively handled by choosing a decision-making strategy that minimizes the
decision space size. This principle can also be applied to decision-making problems with
continuous decision spaces, which offer greater freedom when customizing the quality
functions and allow for deeper investigation of collective decision-making behaviors when
facing complex quality distributions.

Previous investigated scenarios in this thesis all have static unimodal quality functions
with a single correct decision, from which the more the swarm deviates, the worse the
quality is. This chapter seeks to extend previous scenarios and investigate a collective
decision-making scenario with a composite quality function, whose output depends on
both the individual agent’s decision and the decisions of all other agents in the vicinity.
Depending on the multi-modality of the quality function, the optimal collective configura-
tion can be states where the behaviors of the robots are not in uniformity, instead favoring
specialization. An online search for the optimal collective configuration in a complex
quality distribution has been studied in previous literature using various distributed op-
timization frameworks, especially embodied evolution, where evolutionary optimization
algorithms are implemented on distributed platforms in a decentralized, online, and par-
allel manner [BHP18]. In embodied evolution, one important approach to encourage the
emergence of specialized behaviors is with reproductive isolation via either geographical
and communicative isolation [MCB16], or by considering the affinity between individuals
during recombination such that an individual is recombined with others close to its own
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genotype [PBD09; Pri+10; Tru+13; TP18]. This study investigates the performance of the
embodied evolutionary approach when facing the composite quality function, especially
its ability to produce optimal specialized behaviors when facing a multi-modal quality
function. In addition, a novel approach based on dynamic reproductive isolation via a
collective decision mechanism has been proposed and tested.

8.1 Continuous Task Allocation Scenario Based on Local
and Collective Quality Functions

Many biological swarm intelligence systems produce divergent and specialized behaviors
out of homogeneous agents when facing complex tasks. The classical approach to explain-
ing such behaviors is with response threshold models [BTD96]. Such models express the
interactions between the environment and the agents during task allocation by having the
agents respond to task-specific stimuli from the environment. If the stimulus exceeds the
corresponding threshold, the agent has a high chance to engage in a task and vice versa.
A minority of literature studies task allocation via interaction among the agents [GGT92;
PGG96]. Recently, there has been a growing interest in such models [Gor16]. Notably,
Chen et al. [CMG20] have introduced a game-theoretical model that explains the emer-
gence of specialized behaviors in social insects via inter-agent interactions under reward
functions that favor global payoff. This model serves as the basis for the construction of
the composite quality function used in this study.

In the investigated continuous task allocation scenario, a group of agents with indices
i = 1..Nrobot need to be allocated in a self-organized way to two tasks: A and B. The
agents have to optimize a parameter xi ∈ [0, 1] which indicates the proportion of time the
agent i spends on performing task A. The variable xi needs to be optimized with respect
to 2 quality functions f(xi) and g(x̄). Here f(xi) is the local quality function that depends
only on the agent’s own decision, while g(x̄) is the global quality function that depends on
the total proportion of time among all agents devoted to the two tasks, hence x̄. The agents
are assumed to have only reactive behaviors with no planning capability. They also have
limited communication ranges and can only exchange information with their peers nearby.
They can measure the value of the local quality function f(xi), but can only measure a
local estimate of the global quality function g(x̄), denoted as g∗i . It is computed using only
the genomes within the communication range of robot n:

g∗i = g(x̄j). (8.1)

{j|j ∈ {1..Nrobot}; robot j is within communication range of robot i}
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The total measured reward is therefore expressed as follows:

Πi = (1− w)f(xi) + wg∗i . (8.2)

The agents thus need to find:

x∗
i = argmaxxi

[(1− w)f(xi) + wg∗i ]. (8.3)

where w ∈ [0, 1] is the weight of g relative to the total reward and is used as an environ-
mental parameter controlling the relative importance of the two tasks.

In this chapter, g(x̄) is assumed to be unimodal and thus have a singular optimum. It
models the optimality of the distribution of the whole swarm’s efforts between tasks A and
B. It gives the highest reward when the current effort allocation is at the desired allocation,
and gives less reward the further the current effort allocation deviates from the desired
allocation. On the other hand, f(xi) can be multimodal, and models the local character-
istics of the agents. For example, when f(xi) is unimodal, the individual agents have an
optimal distribution of efforts between the two tasks in question, and the characteristics of
the agents do not favor specialization. In case f(xi) is multimodal, the agents can operate
at optimal or near-optimal efficiency at multiple distributions of effort between the two
tasks, therefore the characteristics of agents favor specialization.

8.2 Investigated Distributed Optimization Approaches
This section introduces four distributed optimization algorithms investigated in this chap-
ter. Individual random walk is a baseline optimization algorithm that does not utilize
inter-agent interactions. Two variants of the basic embodied evolutionary algorithm have
also been implemented, with and without static reproductive isolation. Lastly, dynamic
reproductive isolation based on collective decision-making has been attempted with the
bi-objective embodied evolutionary approach.

8.2.1 Individual Random Walk Optimization

Algorithm 24 shows the individual random walk optimization approach. Under this ap-
proach, the agents do not exchange information with their peers and adopt a purely greedy
approach to maximize its reward Πi.

The agents start from randomly initialized xi values within the decision space [0, 1].
At every control loop, each agent i measures the fitness Πi which denotes the current total
obtained reward indicating the fitness of its current genome. The agent then compares Πi

with the fitness from its last control loop Π′
i, and adopts the genome with the higher fitness.

It then mutates its chosen genome using a Gaussian exploration noise with a standard
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Algorithm 24 Individual Random Walk [SM21a]
Input: Agent index i ∈ {1..Nrobot}; initial xi

Output: Optimized xi

1: Set exploration noise level σexp

2: x′
i = 0; Π′

i = −∞
3: while True do
4: Current Weighted Total Fitness: Πi = (1− w)f(xi) + wg∗i
5: if Πi >= Π′

i then
6: x′

i = xi

7: Π′
i = Πi

8: xi = N (xi, σexp
2), restricted between [0, 1]

9: else
10: xi = N (x′

i, σexp
2), restricted between [0, 1]

deviation of σexp (lines 8 and 10). This baseline algorithm achieves optimization via only
the information available to the individual agents themselves, with no communication. It
is expected that a viable collective approach needs to perform better than this baseline
algorithm to justify the added communication complexity.

8.2.2 Baseline Embodied Evolutionary Algorithms

This subsection introduces the implementations of the embodied evolutionary approach of
producing optimized task allocations.

Algorithm 25 Baseline Embodied Evolution [SM21a]
Input: Agent index i ∈ {1..Nrobot}; initial xi

Output: Optimized xi

1: Set exploration noise level σexp

2: while True do
3: Current Weighted Total Fitness: Πi = (1− w)f(xi) + wg∗i
4: Broadcast xi, Πi to neighbors
5: Collect xj , Πj from J agents in communication radius
6: if J > 0 & max(Πj) > Πi then
7: xi = xj*, j∗ = argmaxj(Πj)
8: xi = N(xi, σexp

2), restricted between [0, 1]
9: Clear recorded xj and Πj

Algorithm 25 shows the outline for a baseline Embodied Evolution (EE) algorithm
similar to the one presented in [BHP18]. At every control loop, the agents exchange
genomes and their corresponding fitness with their neighbors (lines 4-5). An agent selects
the genome that corresponds to the highest fitness value among its neighbors (including

119



itself), denoted by the index j = 1, · · · , J (line 7). After that, a Gaussian exploration
noise with standard deviation σexp is added to mutate the genome (line 8). This is a very
standard implementation of embodied evolution, and is widely used in other studies in the
field.

Algorithm 26 EE with Affinity Bias [SM21a]
Input: Agent index i ∈ {1..Nrobot}; initial xi

Output: Optimized xi

1: Set exploration noise level σexp

2: while True do
3: Current Weighted Total Fitness: Πi = (1− w)f(xi) + wg∗i
4: Broadcast xi, Πi to neighbors
5: Collect xj , Πj from J agents in communication radius
6: if J > 0 & max(Πj) > Πi then
7: Π′

j = Πj ∗ exp(−|xi − xj|)
8: xi = xj*, j∗ = argmaxj(Π

′
j)

9: xi = N(xi, σexp
2), restricted between [0, 1]

10: Clear recorded xj and Πj

Algorithm 26 uses a similar affinity bias in the selection process as proposed in [PBD09;
Pri+10]. Most of the mechanisms are the same as in Algorithm 25. However, in this algo-
rithm, the fitness of neighboring robots which are compared during selection, is multiplied
by an affinity factor. This factor decreases as the difference between the two genomes in-
creases (line 7). In this way, an agent selects the optimal genome using the fitness adjusted
with the affinity factor (line 8). Therefore, the agents are encouraged to select genomes
close to their own. This enforces a static reproductive isolation, and is able to encour-
age the whole population to diverge into multiple subgroups to suit the requirements of
an environment. Similar use of affinity bias is popular in embodied evolution to evolve
divergent cooperative behaviors, and is used in various state-of-the-art literature [Tru+13;
TP18].

8.2.3 Bi-Objective Embodied Evolution

Algorithm 27 is proposed as an alternative algorithm to perform optimal task allocation
in the considered scenario. It seeks to navigate the composite quality function using a
collective decision mechanism that dynamically restricts exploration in the decision space.

The variable yi ∈ {−1, 1} is introduced which indicates an agent’s preferred direction
to change the current genome xi. yi = 1 means that agent i prefers to increase xi and
yi = −1 means that agent n prefers to decrease xi. The estimated reward of the preferred
direction is denoted by ρi.
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Algorithm 27 Bi-Objective Embodied Evolution [SM21a]
Input: Agent index i ∈ 1..Nrobot; initial xi, yi
Output: Optimized xi

1: Define exploration noise level σexp

2: ρi = 0, Π′
i = −∞

3: Πmean = 0,Π′
mean = −∞

4: x′
i = 0, statei = 0

5: while True do
6: Current Weighted Total Fitness: Πi = (1− w)f(xi) + wg∗i
7: Broadcast xi, yi, Πi, ρi to neighbors
8: if statei=0 then
9: # Local random walk, searching for local optimum

10: if Πi ≥ Π′
i then

11: x′
i = xi, Π′

i = Πi

12: xi = N(xi, σexp
2), if yi = −1 restricted between [0, xi], else between

[xi, 1]
13: else
14: xi = N(x′

i, σexp
2), if yi = −1 restricted between [0, xi], else between

[xi, 1]

15: statei = 1
16: else
17: Collect xj , yj , Πj , ρj from J neighbors in communication radius
18: # CDM on expected direction of option change that leads to improvement
19: yMode = Mode(yj, j = 1, . . . , J , yi)
20: Πmean = Mean(Πj,j=1,...,J ,Πi)
21: ∆fitness = Πmean − Π′

mean

22: ρi = ∆fitness × yi × yMode ×M
23: Π′

mean = Πmean

24: if max(ρm) > ρi then
25: yi = yj, j = argmaxj(ρj, j = 1, · · · , J)

26: if ∆fitness < 0 and yi = yMode then
27: yi = −yi

28: # Decision making on individual opinion
29: if yi = −1 then j⃗available = j⃗[xj < xi]

30: else j⃗available = j⃗[xj > xi]

31: if j⃗available ̸= ∅ then
32: x′

i = xi, Π′
i = Πi

33: xi = xj, j = RandomChoice(⃗javailable)

34: statei = 0
35: Clear recorded xj , yj , Πj and ρj
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In this algorithm, a collective decision-making process that determines the more suit-
able yi value is running simultaneously along with the optimization of genome xi. Opti-
mization of xi is done in two alternating states, indicated by statei. In State 0 (lines 8-15),
the agent performs a random walk similar to Algorithm 24. However, the agent will only
sample a new value of xi in the preferred direction indicated by yi. In State 1 (lines 17,29-
35), the agent receives xj from its J neighbors and uses them to update its own opinion xi

similar to Algorithm 25 and 26, but will only select a random genome within its preferred
direction indicated by yi. The random walk in State 0, ensures that the random selection
process in State 1 produces better offspring than the previous generation.

The preferred direction yi is determined in another decision-making process (lines 18-
27) that is also executed in State 1. The agents exchange their current yi values and their
corresponding qualities ρi with their neighbors. Each agent then computes yMode, which
is the prevailing y value in all neighboring agents and the agent itself. yMode is used to
estimate the prevailing y in the whole swarm. Πmean is computed as the mean of current
total fitness obtained by all agents in the vicinity of agent n. The change in Πmean (denoted
as ∆fitness) between consecutive control loops is then computed. ∆fitness is used to estimate
the effect of the current prevailing y on the total fitness. It is expected that when the current
prevailing y in the whole swarm indicates a direction that improves g(x̄), agents are more
likely to experience an increase in their own total fitness. Also, if the agent’s individual
yi is the same as the prevailing y in the whole swarm, then it has contributed positively
to the effect of the latter, while if they disagree, then the contribution is negative. Thus,
the decision-making mechanism is designed such that when yi is the same as yMode, ∆fitness

contributes positively to the computation of yi’s quality, and vice versa. The quality of yi
(denoted as ρi) is computed in line 22 as follows:

ρi = ∆fitness × yi × yMode ×M . (8.4)

ρi scales with both ∆fitness and the number of neighbors M . The latter is because sampling
the y values of more neighbors leads to a more accurate estimation of the prevailing y of
the whole population, therefore making the estimation of the quality of yi more accurate.
After that, an optimal new yi is chosen from the y values of an agent’s neighbors and that
of itself based on their qualities ρ (lines 24-25). Finally, if ∆fitness is negative and yi is
equal to the prevailing y, the performances of the whole swarm is likely decreasing and
the agents are moving away from optimal genome selections. Therefore, yi value would
be flipped to reverse this trend (lines 26-27).

Overall, the proposed bi-objective embodied evolutionary algorithm does not freely
copy high-fitness genomes from other individuals in a population, as in traditional embod-
ied evolutionary algorithms. In contrast, agents use the genome and fitness information
from their neighbors to form an estimation of the more potentially optimal direction yi to
change its own genome xi, and thus restrict the neighbors available for selection. This
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enforces a dynamic reproductive isolation which is both able to select a genome with high
combined fitness and to maintain a separation of specialized behaviors if required.

8.3 Experiments and Results
In order to freely control the shape of the quality functions faced by the intelligent swarm,
the experiments are conducted in an abstract manner without actual simulation of the tasks.
The control loops of the agents are simulated to be distributed and asynchronous processes
with lengths following an exponential distribution exp(0.1)s. The sporadic connectivity
among the swarm agents is simulated in a physics-based environment where 20 mobile
agents constantly perform random walks in a 2m× 2m arena, with the default communi-
cation and interaction range being 0.5m,

The rest of this section presents the experimental results. The optimal parameter set-
tings for the considered algorithms are first determined. Then, w is varied between 0 and 1
to observe the performance of all considered algorithms with different levels of consider-
ation of global and local reward. At each environmental configuration, 20 experiments are
conducted. The performance is measured via the peak total local fitness Σf(xi) and total
global fitness Nrobotg(x̄). The performances of considered algorithms will be compared
among each other and with the Pareto frontier produced by NSGA-II, which is used to
determine the theoretical optimum of the experiment scenarios. The average total fitness
obtained over a 60-second period is also measured to determine the long-term perfor-
mances of the considered algorithms. Finally, a stochastic term is added to the quality
functions to see the performances of considered algorithms when facing uncertainties and
noise.

8.3.1 Selection of σexp

An important parameter for all considered algorithms is σexp. It is selected in the following
scenario. Both f(xi) and g(x̄) are set to be simple unimodal functions defined as follows
and shown in Figure 8.1:

g(x̄) = exp(−(
x̄− 0.8

0.2
)2) (8.5)

f(xi) = exp(−(
xi − 0.6

0.2
)2). (8.6)

This scenario is meant to model task allocation problems in an environment that does
not favor specialization. Since both of these quality functions have only a single optimum
which is at different positions, there is a clear trade-off. An agent that moves its option
closer to the optimum of f(xi), its corresponding x̄ will move further away from the
optimum of g(x̄).
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Figure 8.1: Illustration of the global g(x̄) (magenta) and the local f(xi) (cyan) quality
functions in Scenario 1 [SM21a]

Table 8.1: Fitness performances at different σexp for all considered algorithms, w = 0.5
[SM21a]

In order to find the optimal σexp value, both the peak performances and the contin-
uous performances of considered algorithms are measured. The peak performances are
measured via the global fitness and the local fitness when the total fitness obtained by the
population reaches maximum during an experimental run. The weight of global fitness w
is set to be 0.5 to select a σexp value that can deliver results with balanced global and local
fitness. The performances at different σexp values are shown in Table 8.1.

It can be observed in Table 8.1 that the peak global fitness and the peak local fitness are
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conflicting objectives with respect to the selection of σexp, as for all considered algorithms,
a higher σexp produces a higher peak global fitness and a lower peak local fitness, and
vice versa. This is because a high local fitness requires all individuals to have similar
genomes that are close to the optimum of the local quality function f(xi). This is hard
to achieve when the individuals undergo drastic random mutations with a high σexp after
every control loop. On the other hand, a high σexp enables the population to explore
the global quality function g(x̄) more effectively and hence attain a higher global fitness.
Given the conflicting nature of the two objectives, it is ideal to balance the two quality
functions when the weight w is set to 0.5.

It is also desirable for the considered algorithms to stay on high-fitness genomes con-
tinuously, given that the algorithms are designed to run online. Therefore, the long-term
continuous performance of the algorithms is considered at different parameter settings,
and the mean total fitness during a 60-second period is measured. It can be observed that
the individual random walk baseline algorithm reaches maximum mean total fitness at
σexp = 0.05, while for all variants of embodied evolution, mean total fitness decreases as
σexp increases. The former is because the agents in individual random walk baseline do not
copy genomes from each other, and thus all have to approach the optimum via exploratory
mutations. Therefore, σexp needs to have a larger value to ensure a fast convergence. For
other embodied evolution algorithms, the ability to copy genomes from other individuals
ensures that convergence is quick even with a small σexp, while a large value of σexp can
introduce instability to the population and reduce the mean total fitness.

Taking an integrated look at both aspects of the algorithms’ performances, σexp values
are picked for the considered algorithms that do not compromise the mean total fitness
too much while seeking a balance between global and local peak fitness. The chosen σexp

values are shown in Table 8.2.

Table 8.2: Choice of σexp for different algorithms [SM21a]

Individual Base EE EE Affinity Bi-Ob
σexp 0.05 0.02 0.02 0.02

8.3.2 Optimal Task Allocation

In this subsection, w is varied from 0 to 1 in an interval of 0.02 and the local and global
fitness obtained across the considered algorithms have been compared.

Scenario 1: Unimodal f(xi)

The first scenario uses the same unimodal f(xi) and g(x̄) as in 8.3.1. The results are shown
in Figures 8.2, 8.3 and 8.4.
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Figure 8.2: Optimal global and local fitness obtained during each experimental run for all
considered algorithms in Scenario 1; color scale indicates weight of global fitness w; black
line indicates the Pareto frontier computed by NSGA-II [SM21a]
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Figure 8.3: Average optimal global and local fitness at each w value in Scenario 1 [SM21a]
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Figure 8.4: (a) Average convergence time and (b) average total fitness obtained per second
of all considered algorithms in Scenario 1; red+:Individual BL, blue*:BL EE, green⋄:EE
Affinity, black◦:Bi-Objective EE [SM21a]

As shown in Figure 8.2 (top left), the Individual Random Walk approach is sometimes
able to find the optimal global and local fitness quite well in its decision-making process.
However, it also frequently converges to a suboptimal solution, indicated by the scattered
data points below the Pareto frontier. Therefore, as shown in Figure 8.3 (top left), the mean
output at medium to high w values are quite far from the Pareto frontier. Regarding the
convergence time (Figure 8.4(a)), Individual Random Walk is usually slower than other
algorithms and its convergence time increases with w. Its long convergence time is due to
the fact that the agents do not learn genomes with high fitness from each other, and they
have to approach the optimal point using the random exploration steps. Its increase with
respect to w is because for the total reward (1 − w)f(xi) + wg∗i , xi has a much larger
impact on f(xi) than on g∗i . Therefore, the higher w is, the less impact xi has on the total
fitness, and less accurate an estimate of the fitness improvement of an exploration step is.

The peak performances of the Baseline EE (Figure 8.2 top right) are mostly clustered
together with high local fitness and low global fitness, except at high w values beyond 0.7.
This is due to the fact that the decision mechanism of traditional evolutionary algorithms
relies on comparing the fitness among the individuals. In this case, the agents compare
the total reward received Πi = (1 − w)f(xi) + wg∗i . Since g∗i values are very close
within a local group of agents, it is often ignored in the comparison. Thus, the agents will
frequently converge to the solution that maximizes f(xi). At high w values beyond 0.7, the
high weight causes the small differences in g∗i to be magnified and enables the algorithm to
consider the global reward. As shown in Figure 8.4(a), Baseline EE is the fastest algorithm
for most of the cases, since the agents learn good options from each other and will quickly
converge to an optimal option as long as it is reached by one agent.

EE with Affinity Bias (Figure 8.2 bottom left) has similar peak performances to Base-
line EE, as the affinity bias is mainly designed to create behavioral specialization and does
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not affect the evolution process significantly when the environment does not encourage
specialization [PBD09].

Finally, Bi-Objective EE (Figure 8.2 bottom right) obtains peak performances that are
very close to the Pareto frontier. The results are considerably more consistent than those of
Individual Random Walk. They are also more balanced than those produced by Baseline
EE and EE with Affinity Bias, as the results at different w values are evenly spread along
the Pareto frontier. Bi-objective EE avoids excessively focusing on local fitness like the
other two variants of EE. Since it simultaneously decides on the preferred direction to
change the agents’ options yi as well as the agents’ genomes xi. The decision-making
process on yi is able to keep track of the temporal changes of the agent’s own fitness
and the distribution of allocated tasks in the agent’s locality x̄n∗ , and therefore is able
to efficiently optimize g∗i . As shown in Figure 8.4(a), Bi-Objective EE is faster than the
individual baseline, but is slightly slower than the other two variants of EE except at high
w settings.

The average total fitness values obtained per second over a whole experimental run
of 60s by all considered algorithms are shown in Figure 8.4(b). They are plotted against
the weight of global quality function w. It can be observed that all 4 algorithms have
performances that are close to each other at both extreme ends of the values of w, while Bi-
Objective EE outperforms the other algorithms, especially both variants of EE, at medium
to high values of w from 0.4 to 1. As shown in Figures 8.2 and 8.3, these are the values
where the peak performances of both variants of EE are skewed towards the local reward.

Overall, it can be observed that when the characteristics of the agents do not favor spe-
cialization, the agents need to be able to find an optimal balance between their individual
local quality function and the global quality function. Therefore, although the two existing
variants of embodied evolution is able to exceed the performance of the individual baseline
when w is at either extreme ends of its values, they are unable to effectively consider the
interactions between the two quality functions, and therefore are unable to achieve the op-
timal behaviors when w is at a medium value. On the contrary, Bi-Objective EE is able to
attain optimal behavior consistently. It outperforms the two existing variants of embodied
evolution in its bi-objective performances, while outperforming Individual Random Walk
in reliability.

Scenario 2: Bimodal f(xi)

The second experiment scenario keeps g(x̄) as in Scenario 1 and defines a bimodal f(xi)

as follows:
f(xi) = exp(−(

xi − 1

0.2
)2) ∗ 0.9 + exp(−(

xi − 0.3

0.2
)2). (8.7)

This scenario significantly differs from Scenario 1 in two ways: First, it is not guaran-
teed that the agents reach the optimum of f(xi) by taking incremental steps of improve-
ment from a random initial position. Second, this scenario is meant to model task allo-
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Figure 8.5: Illustration of the global g(x̄) (magenta) and local f(xi) (cyan) quality func-
tions in Scenario 2 [SM21a]

cation scenarios that favor specialization and test the ability of the agents to self-organize
into multiple subgroups. Since there are 2 local optima in f(xi), the agents’ xi can be
split between the two optima in a particular proportion so that x̄ lands on the optimum of
g(x̄). In addition, given the fact that the optimization problem is multi-modal with a lot of
variables, NSGA-II has some difficulties in reaching the true Pareto frontier.

In the peak performances produced by the Individual Random Walk (Figure 8.6 top
left), there are a large number of data points that are below the Pareto frontier and arranged
in stripes. This is because of the characteristics of this multi-modal scenario. Since there
are two local optima, the population needs to converge to one of them when w is low
and achieves a particular proportion between them otherwise. Since the individuals can
only modify their genomes via exploratory random mutations, if an incorrect proportion
of agents converges to one local optimum of f(xi), there is no way to change xi from
one local optimum to another. Therefore, from the perspective of the whole population,
there are many local optima in terms of total fitness to which the swarm can converge.
In Figure 8.7 top left, it can be observed that this approach works well at low w values
but is unable to stay close to the Pareto frontier at high w values. This is a significant
drop in performance compared to the results of the same algorithm in Scenario 1. It can
be additionally observed that the Individual Random Walk fails to achieve the theoretical
optimal performance at very low w values, which should have an optimal local fitness of
close to 20 and global fitness of close to 0, compared to the results produced by Baseline
EE and Bi-Objective EE.

Baseline EE (Figure 8.6 top right) produces peak performances that mostly stay close
to the Pareto frontier, with fewer suboptimal data points than Individual Random Walk. As
can be seen in the plot of mean peak fitness (Figure 8.7 top right), Baseline EE is able to
reach optimal performances consistently at low w values. However, at medium and high w

values, the results are unable to converge to the desired top-right corner of the graph. Here,
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Figure 8.6: Optimal global and local fitness obtained during each experimental run for all
considered algorithms in Scenario 2; color scale indicates weight of global fitness w; black
line indicates the Pareto frontier computed by NSGA-II [SM21a]
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Figure 8.7: Average optimal global and local fitness at each w value in Scenario 2 [SM21a]
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the same limitations in achieving optimal performances at high w values as in Scenario 1
is displayed for Baseline EE.

EE with Affinity Bias (Figure 8.6 bottom left) produces less suboptimal data points
than Individual Random Walk but more than Baseline EE. This is because the reproductive
isolation created by the affinity bias limits the collective optimization among the agents,
and produces many potential local minima similar to Individual Random Walk. From the
mean peak fitness plot (Figure 8.6 bottom left), it can be observed that EE with Affinity
Bias only achieves optimal performances consistently at low w values, while the results
can only approach the right section of the Pareto frontier at w values beyond 0.7.

As shown in Figure 8.6 (bottom right), Bi-Objective EE has far fewer outlying data
points below the Pareto frontier, with most data points clustering at either the top left and
the top-right corner of the graph. As can be seen in Figure 8.7 (bottom right), Bi-Objective
EE is not only able to consistently deliver optimal local fitness of 20 at very low w values,
comparable to Baseline EE, but also to produce higher global fitness as w increases, which
significantly outperforms other considered algorithms.

To understand the differences between the performances of considered algorithms, the
progression of individual genomes during an experimental run when w = 0.5 is shown
in Figure 8.8. The three approaches, Individual Random Walk, EE with Affinity Bias,
and Bi-Objective EE are able to split the whole population into 2 subgroups centering
around the two local optima of the local quality function in Figure 8.5. In contrast, the
whole population in Baseline EE eventually converges to one of the two local optima, thus
ignoring the global quality function entirely. This is why Baseline EE is not effective at
dealing with a global quality function.

On the other hand, although both the Individual Random Walk and the EE with Affinity
Bias can split the individuals into two subgroups, the split does not consider the optimal
proportion of agents in each subgroup and is thus heavily influenced by the initial dis-
tribution of genomes. As shown in Figure 8.9, in both algorithms x̄ remains around 0.5

despite the changes in individuals’ genomes. This is because the genomes are initialized
with a random value between 0 and 1, and the initial x̄ is likely to be around 0.5. As the
individuals converge to the local optima of the local quality function closest to their initial
genomes, the mean of all genomes x̄ is unlikely to change much and thus still stays around
0.5, which is unlikely to be the optimal value for the global quality function.

Finally, Bi-Objective EE is able to split the population into two subgroups, and to
regulate the proportion of individuals in each subgroup so that the global distribution of
specialized behaviors is optimal. As shown in Figure 8.9, x̄ under Bi-Objective EE starts
near 0.5 but moves to around 0.8, which is the optimal value of the global quality function,
and oscillates around it. This ensures not only the individual genomes converge to optima
of the local quality function, but also the global distribution behavior is optimal as well.

Overall, when the characteristics of the agents favor specialization, Bi-Objective EE
outperforms the other considered algorithms in reaching the optimal behaviors. This is due
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Figure 8.8: Progression of all agents’ genomes xi through time (w = 0.5); colors represent
different agents [SM21a]
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Figure 8.9: Progression of x̄ through time (w = 0.5); red:Individual BL, blue:BL EE,
green:EE Affinity, black:Bi-Objective EE [SM21a]

to its ability to consider the two objectives while using a collective approach; therefore, it
overcomes the multi-modality of the local quality function.

Performance under Sparse Communications

In order to investigate the performances of considered algorithms when communications
are sparse, the communication range of the simulated agents is reduced to 0.1m for this
experiment and the optimal global and local fitness obtained is observed. As shown in Fig-
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ure 8.10 (a,b), when communications are sparse, existing variants of embodied evolution
experience a significant decrease in performance. This is because these algorithms rely
on selecting the fittest genome from their neighbors to converge to an optimal behavior.
When the communications become sparse, the number of available neighbors decreases,
and thus it becomes harder for the whole population to reach a high total fitness.
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(b) EE with Affinity Bias
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(c) Bi-Objective EE

Figure 8.10: Average optimal global and local fitness at each w value in Scenario 2 under
sparse communications, color scale indicates weight of global fitness w; black line indi-
cates the Pareto frontier computed by NSGA-II [SM21a]

On the other hand, as shown in Figure 8.10 (c), Bi-Objective EE is able to maintain
a high performance under sparse communications. Different from the other two embod-
ied evolutionary algorithms, Bi-Objective EE does not directly copy high-fitness genomes
from their neighbors, but also relies on the temporal changes of their own fitness values to
determine the optimal behavior. Therefore, it is more resilient to a reduction in the number
of neighbors. However, information from neighbors is important in Bi-Objective EE to ac-
curately determine the fitness of its y values. Thus, when comparing its performance here
with the previous section in Figure 8.7 (bottom right), the performance here experiences a
drop in both the global and the local fitness obtained, as fewer data points concentrate in
the top-right corner.

8.3.3 Long-Term Performances of Specialized Behaviors

This subsection focuses on the long-term performances of the considered algorithms in
producing and maintaining specialized behaviors. This aspect of the algorithms is im-
portant given that they are designed to run online. In order to gauge the continuous per-
formances, the mean total fitness attained by the considered algorithms is compared. As
discussed in [MCB16], behavioral specialization is more easily done when the targeted dis-
tribution is roughly equal. Therefore, three different scenarios that encourage a division
of labor are introduced, with each requiring progressively more imbalanced distribution
of subgroups, as shown in Table 8.3. The optimal proportions for the two subgroups are
1 : 1, 2 : 5, and, 1 : 4 respectively. Illustrations of these quality functions are shown in
Figure 8.11. The average fitness obtained by the considered algorithms is examined in all
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3 scenarios and with different w values. The same experiments are also repeated with a
stochastic term added to the quality functions to measure the performances when facing
uncertainty.

Table 8.3: Local quality functions in scenarios 3.1 - 3.3 [SM21a]

Scenario Local quality function
3.1 f(xi) = exp(−(x−1

0.1
)2) ∗ 0.9 + exp(−(x−0.6

0.1
)2)

3.2 f(xi) = exp(−(x−1
0.2

)2) ∗ 0.9 + exp(−(x−0.3
0.2

)2)

3.3 f(xi) = exp(−(x−1
0.2

)2) ∗ 0.9 + exp(−(x−0.0
0.2

)2)
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Figure 8.11: Illustrations of the global g(x̄) (magenta) and local f(xi) (cyan) quality func-
tions in Scenario 3.1 - 3.3 [SM21a]

Average Fitness Obtained in the Absence of Noise

The mean total fitness obtained at every second is shown in Figure 8.12. It can be observed
that both Baseline EE and EE with Affinity Bias outperform Individual Random Walk at
small w values, but are overtaken at medium and large w values. This is because both
variants of EE can quickly converge to the optimum of the local quality function, but
they are unable to effectively consider the global quality function, and therefore the mean
fitness decreases steadily as w increases.

EE with Affinity Bias performs the best and significantly outperforms Baseline EE at
medium w in Scenario 3.1 (Figure 8.12(a)), where a balanced distribution of subgroups
is encouraged. However, its advantage over Baseline EE diminishes in Scenario 3.2 and
3.3 (Figure 8.12(b,c)), as there is no mechanism to regulate the distribution of individuals
between subgroups, and the produced distribution is often not optimal.

The proposed algorithm Bi-Objective EE has slightly worse performances than the
other two EE variants in Scenario 3.1 (Figure 8.12(a)) at low w values, but has compara-
ble or better performances in all other situations. This demonstrates that Bi-Objective EE
algorithm is able to deliver good continuous performances compared to other considered
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(b) Scenario 3.2
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(c) Scenario 3.3

Figure 8.12: Average total fitness obtained per second by the population at all w val-
ues for all considered algorithms; red+:Individual BL, blue*:BL EE, green⋄:EE Affinity,
black◦:Bi-Objective EE [SM21a]

algorithms. However, its advantage over the other algorithms also diminishes as the de-
sired distribution of tasks becomes more imbalanced. This shows that task allocation into
imbalanced subgroups remains challenging for Bi-Objective EE.

Average Fitness Obtained with the Presence of Noise

In the next step, a Gaussian noise is added with a standard deviation of 0.1 to the quality
functions measured by the individual agents. The performances of considered algorithms
are shown in Figure 8.13.
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(c) Scenario 3.3

Figure 8.13: Average total fitness obtained per second by the population at all w values
for all considered algorithms with stochasticity added; red+:Individual BL, blue*:BL EE,
green⋄:EE Affinity, black◦:Bi-Objective EE [SM21a]

Individual Random Walk’s performance is reduced more significantly by the noise,
compared to all EE variants. This is due to the fact that the collective learning in EE
algorithms mitigates the effects of noise, as individual agents can pool their observations
to gain more effective genome selection in the evolutionary process.

Bi-Objective EE is slightly more susceptible to the effects of noise than the other two
variants, as it relies more on the individual observations. However, its performances are
still consistently equivalent or better than other considered algorithms, especially at w
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values between 0.4 and 0.8.

8.4 Summary and Discussion
This chapter looks at a collective task allocation problem in a continuous decision space.
The generalized problem setting allows for more complex quality distribution in the deci-
sion space. Bi-Objective EE is proposed as an approach to achieve dynamic decision space
restriction in the embodied evolution process, and is shown to be able to handle multimodal
quality distribution functions and produce well-performing specialized behaviors.

Taking an integrated look at the experimental results, the following observations can be
made regarding the considered algorithms. Both variants of EE are effective at producing
an optimal robot controller when only a local quality function is considered. Baseline EE
is the best among the considered algorithms in such scenarios. It enables the individuals to
quickly converge to the optimal genome regardless of the multi-modality of the considered
quality function. Baseline EE also has full reproductive freedom among the agents, often
producing better peak performances than algorithms with limited or no reproduction, such
as EE with Affinity Bias and Individual Random Walk respectively. However, when a
composite quality function is considered, the local component is given a much bigger
emphasis than the global component. Furthermore, when a division of labor is encouraged
by the interactions between global and local quality functions, Baseline EE still focuses
on finding the singular optimum of the local quality function, often ultimately producing a
total consensus rather than the desired division of labor and thus often has poor continuous
performances.

EE with Affinity Bias is able to encourage a division of labor, and therefore, it some-
times has superior continuous behaviors than Baseline EE. However, it is still unable to
effectively optimize the proportions of specialized behaviors according to the global qual-
ity function. Thus, it has an advantage over Baseline EE only when the desired distribu-
tion of tasks is roughly equal, but this advantage diminishes when the desired distribution
becomes more imbalanced. At the same time, the static reproductive isolation limits the
copying of genomes between the agents, causing EE with Affinity Bias to often have worse
peak performance than Baseline EE.

To improve the performances of existing embodied evolutionary algorithms in a similar
task allocation scenario, the agents should take into account both the local reward of their
actions and the effectiveness of the cooperation between agents with different individual
configurations. The embodied evolutionary algorithms implemented should also move
beyond enforcing static reproductive isolation, such as the affinity bias used in this chapter,
to generate divergent behaviors. The proposed Bi-Objective EE algorithm addresses these
two points by using a decision-making mechanism on the preferred direction to change
the genomes of individual agents, thus achieving dynamic reproductive isolation. This
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mechanism of optimization can better regulate the proportion of specialized behaviors than
the static reproductive isolation achieved via the affinity bias. Based on the experimental
results, Bi-Objective EE is consistently equal to or better than other algorithms in terms of
performance. Its peak fitness obtained is close to the Pareto frontier computed by NSGA-
II. Its continuous performance is only overshadowed by other variants of EE when a high
weight is given to the local quality function as opposed to the global quality function.
Compared to the other variants of EE, the proposed algorithm’s mechanism of genome
optimization relies more on the individual agents’ local information and especially on
the temporal changes of the agents’ obtained fitness values. Thus, it is more resistant
to the effects of sparse communication but less resistant to stochastic quality functions.
Also, the creation of optimal specialized behaviors remains challenging when the desired
distribution is imbalanced.
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Chapter 9

Conclusion and Future Work

The content of this thesis addresses three main research objectives: The first is on how an
intelligent swarm can efficiently come to a consensus in a best-of-n problem when n > 2.
To this end, two novel consensus strategies have been proposed, both of which employ
parallel encoding of option preferences during the decision-making process. Their perfor-
mances are then compared with those of opinion-based strategies in the discrete collective
estimation scenario. The second research objective arises out of the linearly increasing
communication complexity with the number of options under parallel encoding of option
preferences. It is thus worth investigating the scalability of their performances when fac-
ing many-option consensus-forming scenarios where the number of discrete options far
exceeds the number of agents. Through the performances of the considered strategies
in many-option scenarios, the impact of an expanding decision space on the collective
decision-making process can also be observed. This leads to the last research objective,
investigating how the performances of collective decision-making strategies can be im-
proved by actively reducing the decision space size. This has been attempted in two inde-
pendent scenarios, with many-option and continuous decision spaces, respectively.

9.1 Summary of Research Contributions
Much of the research into collective decision making in artificial swarm intelligence has
been inspired by the self-organized decision-making behaviors in natural intelligent swarms.
The characteristics of biological agents lead to the prevalent opinion-based consensus
strategies in the study of best-of-2 problems. However, this design has poor scalability
when facing best-of-n consensus problems with n > 2.

In order to deal with collective consensus scenarios with more than 2 options, this
thesis presents 2 novel decision-making strategies that focus on exchanging the agents’
preferences of the options via explicit parallel encoding. The first proposed approach, dis-
tributed Bayesian belief sharing (DBBS), seeks to compute the exact Bayesian likelihood
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of a given option being the best option and let agents perform belief fusion by transmitting
the raw likelihood array. The second proposed approach, ranked voting (RV), encodes
the agents’ relative preferences of the potential options via their rankings. The agents’
opinions are combined using ranked voting systems. The two proposed approaches are
compared with the classical opinion-based strategies in the discrete collective estimation
scenario. The performances of the considered consensus strategies are analyzed using a
multi-criteria framework, with attention paid to the trade-offs between different perfor-
mance metrics measured at different parameter settings. The proposed consensus strate-
gies using parallel encodings of option preferences have been shown to outperform the
opinion-based strategies, when considering convergence speed, accuracy, and reliability.

On the other hand, under the proposed parallel encoding consensus approaches, the
amount of information needed to be sent between the agents increases linearly with the
number of potential options. This limits their scalability on real hardware platforms when
facing a large number of potential discrete options. To measure this effect, communication
bandwidth-controlled experiments are conducted in both multi-option and many-option
consensus scenarios. The communication bandwidth available and the number of poten-
tial options have been observed to have different effects on opinion-based and parallel
consensus approaches.

Experiments in many-option discrete collective estimation scenarios have also demon-
strated the importance of limiting the decision space size during the decision-making pro-
cess. Thus, two independent collective decision-making scenarios have been looked at
to investigate the ways decision space reduction can be done for different problems. In
the investigated collective preference learning scenario, two decision-making strategies
that encode the preference order in different ways are experimented and the benefits and
drawbacks of limiting the discrete decision space size are discussed. In the continuous
task allocation scenario, dynamic decision space reduction has been implemented using a
collective decision mechanism to better fit a continuous multi-modal quality function.

9.2 Limitations and Future Research Directions
The main limitation of this thesis is the lack of experiments on real robot hardware. Much
of the investigated decision-making scenarios are also restricted to collective perception
and the related collective estimation problems, with other important collective decision-
making problems unexplored. In addition, agents are assumed to move individually and
randomly in the conducted experiments, causing the investigation of collective decision
making to have weak integration with collective motion behaviors.

Besides addressing the aforementioned limitations, many open questions still need
investigation in the area of multi-option collective decision making. A couple of examples
are as follows:
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In order to ensure the applicability of swarm decision-making approaches in real-world
problems, mathematical modeling of the decision-making process is crucial to establish
the generality of the methodology. Best-of-2 collective consensus processes can be mod-
eled mathematically by formulating the ordinary differential equation describing the pro-
portion of agents holding one of the options [Rei+24]. However, if the same approach
is applied to a multi-option scenario, the opinion dynamics need to be modeled by a ma-
trix differential equation, whose complexity increases with the number of discrete options
available. Thus, novel encoding approaches for mathematical modeling of multi-option
collective decision-making processes need to be developed for the design paradigm to be
applicable as engineering solutions.

Another crucial area of future research to improve the applicability of collective in-
telligence approaches in real-world problems is on their performances in dynamic envi-
ronments. Best-of-2 collective consensus problems have already been studied in dynamic
environments with changing environmental features [Aus+22]. The same can be done
with multi-option collective decision-making strategies. In addition, it is important to con-
sider dynamic swarm composition during the collective decision-making process, where
older agents can stop functioning, and new uninformed agents are progressive added to
the swarm. This will enable a greater applicability of swarm intelligence techniques to
complex real-world tasks.
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