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Abstract

The intermittent nature of renewable energy sources is forcing engineers to solve chemical process
design tasks with innovative computer-aided process engineering (CAPE) tools. The aim of this
thesis is to extend and implement optimization approaches for the synthesis, sizing and control
of potentially interesting plant concepts which make use of an unsteady supply of renewable
energy and potentially limited feedstock. In particular, synthesis gas, or syngas, is addressed,
as it constitutes a relevant intermediate for the production of chemicals and synthetic fuels. A
gap in the existing literature can be reported on the systematic analysis of process candidates
for the separation of a raw syngas mixture from inert and unreacted gases, such as methane,
carbon dioxide and water. First, multi-objective and superstructure optimization tools are used to
determine the topology, energy input, and carbon efficiency of candidate reactor-separator layouts
that attain either minimum absolute carbon emissions, with or without green renewable power,
or minimum total energy demand. The thermodynamic study opens the ground for flexibility
analyses. In this framework, a novel power-to-syngas plant concept for Fischer-Tropsch makeup
gas specification is identified with the optimization tool previously developed. The new plant
configuration is designed to increase the atomic efficiency of a water electrolyzer by valorizing
both of its outlets. Hydrogen is fed to a reverse water-gas shift reactor when renewable energy
is available. Oxygen, part of which is stored beforehand, is fed to an adiabatic tri-reforming
reactor. Both reactors operate together to stabilize the syngas production rate and composition
under the fluctuation of renewable energy. Such case is thus used to benchmark an optimal
control approach for the stabilization of syngas specifications. The discussion then expands to
the general implications of process flexibility in system design, supported by results from multi-
period optimization of the design and operation of a highly electrified methanol plant powered by
local renewable energy. This novel application of the method to a detailed model of the entire
process-system aims to ensure the identification of a feasible design at the maximum profit and
constitutes a powerful method to screen different extents of flexibility. When the plant is operated
at maximum flexibility, without buffering strategies in place, the base load must be provided by
external electricity: its purchase price is a determining factor for the competitiveness of this plant
concept as an alternative to a plant operated at steady-state with large buffering devices and an
oversized renewable energy park and electrolyzer.
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Zusammenfassung

Die intermittierende Natur der erneuerbaren Energiequellen zwingt die Ingenieure, neue Probleme
mit innovativen CAPE-Methoden für die Systementwicklung zu lösen. Ziel dieser Arbeit ist die
Erweiterung und Implementierung von Optimierungsverfahren für die Synthese, Dimensionie-
rung und Steuerung potenziell interessanter Anlagenkonzepte, die eine unstetige Versorgung mit
erneuerbarer Energie und potenziell eingeschränkte Ressourcen nutzen. Insbesondere wird das
Synthesegas –Syngas– betrachtet, da es ein relevantes Zwischenprodukt für die Herstellung von
Chemikalien und synthetischen Brennstoffen darstellt. Eine Lücke in der Literatur besteht in der
systematischen Analyse von Prozesskandidaten für die Trennung eines Synthesegasgemisches von
inerten und nicht reagierten Gasen wie Methan, Kohlendioxid und Wasser. Zunächst werden mit
Hilfe von Mehrziel- und Superstruktur-Optimierung der Energieeinsatz und die Atomeffizienz von
Reaktoren-Separatoren Kandidaten Layouts bestimmt, bei denen entweder die minimalen Kohlen-
stoffemissionen oder der minimale Gesamtenergiebedarf erreicht werden. Die thermodynamische
Studie eröffnet den Weg für Flexibilitätsanalysen. In diesem Rahmen wird ein neuartiges Power-to-
Syngas Anlagenkonzept für Fischer-Tropsch mit dem bestehenden Optimierungstool identifiziert.
Die neue Anlagenkonfiguration ist darauf ausgelegt, die Atomeffizienz eines Wasserelektroly-
seurs zu erhöhen, indem seine beiden Ausgänge genutzt werden. Wasserstoff wird einem RWGS
Reaktor zugeführt, wenn erneuerbare Energie verfügbar ist. Sauerstoff, der zum Teil vorher
gespeichert wird, wird einem adiabatischen Tri-Reforming-Reaktor zugeführt. Beide Reaktoren
arbeiten zusammen, um die Syngasproduktionsrate und -zusammensetzung unter den Schwankun-
gen der erneuerbaren Energie zu stabilisieren. Dieser Fall wird daher zum Benchmarking eines
optimalen Steuerungsansatzes für die Stabilisierung der Synthesegasspezifikationen verwendet.
Die Diskussion wird dann auf die allgemeinen Auswirkungen der Prozessflexibilität bei der Sys-
temauslegung ausgedehnt, unterstützt durch Ergebnisse aus der Multiperiodenoptimierung der
Auslegung und des Betriebs einer hoch elektrifizierten Methanolanlage, die mit lokaler erneuer-
barer Energie betrieben wird. Diese neuartige Anwendung der Methode auf ein detailliertes Modell
des gesamten Prozesssystems kann die Identifizierung eines machbaren Entwurfs mit maximalem
Profit gewährleisten und stellt eine leistungsfähige Methode zur Untersuchung verschiedener
Flexibilitätsgrade dar. Abschließend kann ein Kompromiss zwischen Pufferung und flexiblem
Betrieb die maximale Profitabilität der Anlage bestimmen. Wenn die Anlage mit maximaler Flexi-
bilität betrieben wird, ohne dass Speichervorrichtungen vorhanden sind, muss die Grundlast durch
externen Strom bereitgestellt werden: Sein Einkaufspreis ist ein entscheidender Faktor für die
Wettbewerbsfähigkeit dieses Anlagenkonzepts als Alternative zu einer stationär betriebenen Anlage
mit großen Speichervorrichtungen und einem überdimensionierten erneuerbaren Strompark und
Elektrolyseur.
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Ċ22,CH3OH,Πj annualized revenue at period j e year−1

C̃p,gas, C̃p,α molar heat at constant pressure (bulk, α) J mol−1 K−1

COP, COPid coefficient of performance (ideal)
CRE climate related energy

D
(π)
cat,k, D(π)

T,k diameter of reactor k (catalyst, reactor tube) m
DE, DE differential equation (single, set) various
DEN denominator in the rates of reaction
des desorption
DOF degree of freedom
E kinetic activation energy J mol−1

ev evaporation
f generic function various
Ḣ, Ḣin/out flow enthalpy (generic, inlet/outlet) J s−1

H̃α, H̃i,α molar enthalpy of component α (generic, i-th stream) J mol−1

∆HR, ∆Hev enthalpy of reaction, latent heat of vaporization J
iSOEC, iav,cat/an current density SOEC (total, exchange cathode/anode) A m−2

ki kinetic constant of reaction i various
Kα adsorption constant of species α various
Keq,i equilibrium constant of reaction i

L
(π)
T,k tubes length of reactor k m

LB,UB vector of bounds to variables (lower, upper) various
LB(π),UB(π) vector of bounds to design variables (lower, upper) various
L̃B, ŨB vector of bounds to operating variables (lower, upper) various
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Mα molecular weight of component α g mol−1

M big M for linear programming
N number of units (MILP formulation)

N
(π)
T,METHL number of tubes in the methanol reactor

Ṅtot,i, Ṅi,α flowrate (stream i, component α in stream i) mol s−1

NP number of periods
ops operation
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q̃∗

des,α molar heat of desorption for component α J mol−1

q̃ thermal power per unit of molar flowrate J mol−1

Q̇ total thermal duty demand (LP/MILP formulations) W

Q̇E
thermal duty to generate electricity
in a powerplant of given efficiency

W

Q̇CL cold duty demand for the generic condenser CL W
r H2-to-CO ratio
Ri molar reaction rate for reaction i mol kg−1

cat s−1

Rgas universal gas constant J mol−1 K−1

S split factor
t time s
T , Tin/out,k, Tcool,METHL temperature (generic, in/out unit k, coolant) K
U overall heat transfer coefficient W m−2 K−1

v, vwind interstitial velocity (reactor), wind velocity m s−1

Vtot,SOEC, Vi SOEC voltage (total, single i-th contribution) V
Ẇtot(t), Ẇtot,j , Ẇk power input (at time t, average period j, to unit k) W
Ẇid ideal power input W
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z axial coordinate m
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AA amine absorption
AD anaerobic digestion
AEL alkaline electrolyzer
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CL cooler
COMB catalytic oxidation of methane
CPR train of adiabatic compressors
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CR, CRYO cryogenic operation
DR methane dry reforming
EL electrolyzer
F flash separator
FTS Fischer-Tropsch synthesis
HE electrical heat exchanger
METHL methanol reactor
MIX mixer
MS membrane separator
PEM, PEMEL proton exchange membrane electrolyzer
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R refrigerant
RE, REN renewable resource (wind power)
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SR methane steam reforming
SOEC solid-oxide electrolyzer
TPSA temperature-pressure swing adsorption
TR throttle valve
TRI tri-reforming of methane
TSA temperature swing adsorption
VPSA vacuum pressure swing adsorption
WGS water-gas shift reaction
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1Introduction

1.1 Background challenges

Nobel laureate Svante Arrhenius’ first theorization of the greenhouse effect of carbon dioxide in
1896 [1] failed to generate interest among the scientific peers of his time [2]. Since then and
for several decades, these findings have been ignored. It was only with the second half of the
20th century, as several large communities on the plant witnessed their own metamorphosis into
consumer societies, that the correlation between the ongoing global warming and greenhouse
gas (GHG) emission became matter of systematic studies and monitoring. In the 1980s, newly
established international organizations meant to observe and predict the trends of global warming
conferred public resonance to these themes. The Intergovernmental Panel on Climate Change
(IPCC), a hub between policy makers and the scientific community, was founded. This organization
has more recently been involved in monitoring activities to support policy makers in their goal of
keeping global warming well below 2 ◦C and possibly below 1.5 ◦C, compared to the pre-industrial
levels, as a result of the Paris Agreements [3, 4]. However, it has recently been reported that
this recommended threshold has been exceeded in 2024 by a temperature increase of 1.6°C
compared to the pre-industrial era [5]. Human-induced global warming has caused changed in
the climate, land and ocean temperatures, and there is substantial evidence of an increase in
frequency and intensity of extreme meteorological events, such as precipitations and droughts in
the mediterranean region [6]. Ecosystems are substantially affected by these anomalies, which
clearly jeopardize the agricultural production yield, introducing unevenness in the distribution
of wealth. A clear example can be represented by the effect of the severe drought in Europe
(2022), causing a drop of about 15 % in yield for grain maize, soybean and sunflowers [6], and a
consequent chain increase in prices.

In this context, the European dependency on delocalized and expensive fossil fuels forces a fast
pace-shift towards alternative supplies. According to the Environmental Protection Agency of
United States (EPA), 25 % of the global GHG emissions are generated for electricity and heat
production, 21 % and 14 % by the industrial and transportation sector, respectively [7].

Consequently, among the options against global warming enumerated in the ICPP Summary for
Policymakers 2022, the use of wind and solar energy for electricity generation may have the largest
impact on the path towards the targeted reduction of net emissions by 2030, overall by circa
8 GtCO2,eq yr−1, followed by fuel switching in the industry sector, by 2 GtCO2, eq yr−1 (Figure
SPM.7 in [8]). All this considered, the electrification of relevant industrial sectors, in combination
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with the defossilization of feedstock and decarbonization of energy supply, constitute important
mitigation approaches.

Stemming from this multifaceted background, Power-to-X (P2X) technologies are intended to
attain substantial mitigation effects by converting renewable electrical power and a sustainable
carbon source into climate-neutral synthetic fuels or chemicals. An important P2X application is
the supply of E-fuels to the aviation, shipping and heavy duty transportation sector, which cannot
be otherwise electrified. Furthermore, spikes in the production of renewable electricity can be
conveniently stored as liquid chemicals and fuels (Power-to-Liquid), or gas, to be injected into
transportation grid (Power-to-Gas).

In P2X technologies, hydrogen assumes a central role as energy carrier and reducing agent in
chemical processes. This is reflected by the unprecedented momentum in related policies and
projects launched around the world. The main focus is on increasing the capacity of electrolyzers
and building an infrastructure to deliver hydrogen to industrial sites, for transportation and for
heating residential and commercial buildings. In the manufacturing of chemicals and fuels, a more
sustainable carbon source must replace fossil precursors fed to the process system, then reduced
by green hydrogen to the desired product.

One option is the use of carbon dioxide, captured from the atmosphere (air-capture) or obtained
from the anaerobic digestion of biomass, then reduced by green hydrogen to carbon monoxide,
thus contributing to the synthetic gas mixture (syngas), an essential intermediate for further
downstream processes. Syngas consists of carbon monoxide and hydrogen at a well defined molar
ratio, function of its target application. Some authors define syngas as a ternary mixture, also
including carbon dioxide. Alternatively, syngas can be obtained sustainably from the oxidation of
biogenic methane or biomass in Renewables-to-X processes (R2X). Besides green projects, blue
technologies based on carbon capture and utilization have been proposed as prompt industrially
relevant solutions in conjunction with the generation of renewable hydrogen.

This brings us to a fundamental problem: the urgency imposed by policy makers on businesses to
comply with energy transition scenarios, and the consequent attempt to generate valid solutions on
the short term, such as hybrid approaches. These solutions still benefit from the know-how gained
in the past, from the economy of scale, and from low fixed costs. However, they heavily rely on
operating costs related to the import of fossil gas, and are thus vulnerable to international events.
On the contrary, highly electrified processes rely on the fixed costs of renewable power production,
which are dependent on domestic market regulations [9]. Upfront fixed costs for the installation
of wind and solar power farms constitute the dominant contribution, up to 75 % of the total costs.
As a benchmark, fixed costs of gas-fired combined cycle powerplants is less than 10 % of the total,
the remaining share being constituted by fixed operating costs such as fuel supply. The shift in
progress towards renewable supply will thus determine a dominance of fixed costs in the future,
requiring deep modifications in the extablished business models [9], although a steady fall trend
in the installation costs involved in the generation of renewable power is reported, up to 85 % and
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55 % for solar and wind between 2010 and 2019, respectively [10]. Low upfront installation costs
may enable competitive delocalization strategies based on off-grid renewable-power.

As commented in a recent study issued by the International Renewable Energy Agency IRENA
(2022) on renewable power generation and utilization in the European market [11], the window
of opportunities that fossil gas-based technologies benefited from in the transition towards a more
sustainable economy is rapidly closing, as fixed cost of renewable power generators drop and
the price of natural gas increases. Nonetheless, state-of-the-art reforming and partial oxidation
plants for the generation of syngas rely on stable operations at their nominal load, whereas, the
availability of renewable resources forces P2X processes to cope with the unstable, intermittent
nature of their power supply. This clearly expands the interest on balancing strategies of the
volatility of electric power, such as sector coupling, batteries, hydrogen storage [11]. Nonetheless,
buffering devices integrated in the conversion system for the generation of chemicals or fuels
add an important contribution to the overall levelized manufacturing cost of the product, also in
terms of renewable energy consumption which cannot be re-generated, e.g., for the compression
or liquefaction of hydrogen to the storage requirements. Alternatively, the P2X process can be
designed and operated to offer a flexible response to the instability of its own power supply,
making the best use of excess supply from the grid, and reducing its operating regime if the supply
is scarce. Flexible P2X systems have undersized buffers or operate in their absence.

In the next section, the role of computer-aided chemical engineering is outlined and the scope of
this thesis is framed around the aforementioned aspects defining the grand challenges introduced
by the ongoing energy transition scenarios.

1.2 The importance of Computer Aided Process
Engineering (CAPE) in decision-making

The market demand for production under stringent quality and environmental constraints require
unprecedented modifications in the technological proposal for production processes and for
existing plants. On a daily basis, we see solid business concepts being challenged and conventional
companies closing or restructuring entire production lines, often starting feasibility studies to
be ahead of the competition in their niche for years to come. In parallel, the fast-pace scouting
of emerging technologies and startups potentially enables larger industrial players to give body
to paradigm shifts in production applications. The computational power of modern computers
combined with sharp problem formulations should be used to unlock promising opportunities,
and to safely navigate through the degrees of freedom, in terms of process synthesis, design
and operations. In addition, as the pathways to new products such as E-fuels and hydrogen
require disruptive infrastructure changes and are initially seeded with significant capital raises,
methodologies supporting each project stage play an important role, demonstrating to stakeholders
and institutions that the product can be certified to international and national standards. Hence
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the importance of CAPE, short form for computer-aided process engineering, becomes clear in the
systematic multiscale prediction, description and analysis of complex systems: CAPE focuses on
algorithms, procedures and frameworks, which automate the operating and design decisions [12].
At the nano-and micro-scale, material and catalyst modeling allows for a satisfactory description
and prediction of novel systems by means of material property predictors, micro-kinetic and
heterogeneous models, which can determine the sensitivity of operating regimes on the selectivity
of an entire unit operation. Up to the meso-scale, by means of discretized domains it is possible
to debottleneck and improve the design of what often constitutes a major contributors to the
energy requirement: the catalytic reactor, either cooled or heated, thus possibly avoiding large
compression and recycle-compressor power demands. A systemic analysis by means of partial
differential equations (PDE) is important to scale-up reactors and to predict implications of process
operation [12]. At the meso- and macro-scale for industrial production, given all unit operation
specifications, the use of process simulators is of great importance to determine a realistic overall
plant efficiency and compare possible scenarios. PDE are often implemented in computational
fluid dynamic simulation softwares, although such calculations often underlay proprietary vendors’
offers, not disclosed to clients in the selection of the project, who are primarily interested in
understanding energy requirements for nominal inputs and outputs, and can thus justify budget
requests. Therefore it is often the case that nano- and micro-scale are decoupled from meso-
and macro-scale at the plant level in large implementations, due to the fact that single unit
operations belong to confidential proprietary packages, not accessible to business developers or
engineering, procurement and construction companies. In some cases however, large plant sections
belong to a single licensor, which has adopted CAPE tools to integrate micro- and macro-scale to
determine an efficient and profitable solution. All this considered, computers can support decision
making by providing solutions to simulation and optimization problems in process synthesis and
operations.

In a preliminary process design phase, engineering teams need to compare alternative conceptual
flowsheets. These activities have a major impact on the overall project costs, although it is
estimated that only 15-20% of the total funds are devoted to this [13]. A given reaction step
or feedstock can be the decisive factor on the competitiveness of the project in the free market.
The evaluation of alternatives requires the selection of a suitable mathematical approximation for
the unit operations and subsequently to carry out analyses based on project performances. The
selection and monitoring of relevant key performance indicators (KPIs) plays a crucial role. A
layer of complexity may be introduced by the typical feature of conflicting trends for different
KPIs, which can be considered in the form of Pareto-optimal sets. A typical example is the inverse
proportionality between distillation reboiler duty, related to energy costs, and capital cost. Process
synthesis by complete enumeration of alternative layouts by KPIs evaluation can be performed
directly in dedicated process simulation environments. Dedicated softwares typically offer a
user-friendly interface to combine unit-blocks sequentially and assist in attaining sequential or
plant-wise simultaneous solutions of equation sets, invoking thermodynamic packages and allowing
a certain extent of customization for unit internals. The advantage in such CAPE simulation tools
is undoubtedly the fact that they are state-of-the-art environments, allowing for relatively agile
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management of detailed thermo- and fluid-dynamics, determining reliable KPI values. On the
other hand, they may be unsuitable when the search space across process opportunities is large,
and when a considerable degree of freedom on feedstock or product range exists, which in
simulation software is addressed by means of sensitivity analyses. In these cases, the complete
enumeration of single-layout evaluations based on forward simulations must be substituted by
superstructure optimization, where CAPE can assist with different algorithmic approaches. An
overlaying mathematical optimization routine can support the systematic evaluation of KPIs
and boundary conditions calling for forward-simulations of candidate layouts implemented in
dedicated simulation softwares. Optimization routines may be offered within the simulation
software package itself, although this may lead to unsatisfactory results due to the high nonlinearity
of typical problems and the impossibility to optimize for structural variables. As a result, many
authors have developed frameworks to let an external, reliable superstructure optimization routine
call a process simulation run within an established simulation software [14, 15, 16, 17, 18]. These
approaches are generally computationally expensive, as they imply multiple calls to detailed,
sequential plant simulations at each optimization iteration, although they are extremely attractive
when the number of process alternatives is relatively small and high-fidelity outputs are required.
However, large search domains in terms of number of layouts are common in the early stages of
the project when little information is available about the internals of the unit blocks. Here, it is
often required to describe a unit operation with simple linear models, especially when vendors are
only willing to share CAPEX and nominal operation duties, feedstocks requirements and outlets.
Such high-level descriptions may be sufficient to identify a single plant candidate, or a subset, that
merit further investigation based on more accurate models.

In the next project stage, CAPE traditionally supports decision-making in equipment sizing at
nominal loads in detailed process simulations for the identification of more accurate budgetary
offers from vendors. Process flow and piping & instrumentation diagrams are the reference for the
front-end engineering phase, where preliminary simulation results allow clients and procurement
companies to sharpen the overall investment requirement and total installed cost, and to constitute
a solid base for tendering. Structural analysis, piping rack design and stress tests can be now
performed by dedicated CAPE applications for the civil engineering. Also at this project stage,
our times impose to re-frame the approach we adopt in defining detailed process specifications.
Renewable feedstocks and electrification introduce temporal variability in the supplies. Novel
CAPE process design tools must assist engineering teams in identifying appropriate trade-offs in
sizing and resource management while meeting feasible operations. This aspect will be addressed
in a later chapter that aims to fill the gap left by the current practice of oversizing process units at
peak supply.

Once the plant is operational, control softwares ensure that safety and quality are attained. As
individual control actions often affect several process variables, old controllers based on relays
and contactors have gradually been replaced by digital CAPE tools that ensure a flexible and fast
response action on a single actuator (PLC, programmable logic controller) or a more structured
response involving multiple actuators and based on high-level programming languages (DCS,
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distributed control system). Computational speed is key to a successful implementation, even
more when transient load regimes become the normal operation mode in upcoming scenarios
dominated by an intermittent renewable power supply.

1.3 Guiding research questions

This thesis is dedicated to the computer-aided modeling and optimization of Power-to-Syngas
processes and aims at contributing to the extension of existing CAPE methodologies for process
optimization on a plant scale. Furthermore, after formalization of the technological background
in Chapter 2, these tools are adopted to address the following research questions relevant to the
energy transition:

1. What is the impact that retrofitting has on the energy consumption of an existing natural gas
reforming plant in the context of flexible plant operations?

2. What is the energy consumption of optimal reactor-separator sequences for the production
of syngas from biogas or air-captured CO2, selected from a large number of candidates?

3. How does the inherent intermittency of renewable power influence the design and operation
of a Power-to-X plant?

4. What is the trade-off between buffering and process flexibility?

Both questions 1 and 2 fall within the domain of process synthesis, to which methodologies for
screening system alternatives belong. For this reason, they are considered in the first part of this
thesis in Chapter 3 and 4, respectively. In particular, Chapter 4 formalizes, generalizes and expands
on methodological aspects more compactly introduced in Chapter 3. Although the inclusion of
fixed costs is of uttermost importance in the viability evaluation of real projects, as discussed in the
previous Section 1.2, the first part of this thesis does exclusively account for total energy and power
consumption. In fact, solutions which do currently have no room of applicability at their current
market value, especially due to the low TRL level, may have a profound impact on the technical
offer in the long run as CAPEX will drop with mass manufacturing. Also the cost of feedstock is
subject to market availability, and can vary over time. For instance, biogenic carbon dioxide is
necessary for the production of green E-fuels, but its demand for E-fuel projects will increase in
likely future market scenarios, causing its availability to drop and price to increase. Furthermore,
retrieving accurate cost data for individual pieces of equipment from the available literature can be
problematic, especially when the operations involve proprietary technologies or at a low stage of
development, as is the case for a number of reactors and separators included in the superstructure
formulation presented in Chapter 4. Therefore, a cost-based analysis within a methodological
and scientific framework of this type may require the introduction of a considerable extent of
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uncertainty, due to the estimation of future market price of emerging technologies, consequently
possibly excluding interesting technical opportunities based on thermodynamics: market and
policy makers have a strong influence on the economic viability of a good, a product or a process
by means of subsidies or simply the law of demand and supply.

Question 3 is addressed in the second part of this dissertation which makes use of distributed
models for the more accurate description of given plant layouts. First, Chapter 5 shows how the
intermittency of renewable power can be leveraged by the use of both product streams from a
water electrolyzer, provided that the system is optimally controlled. This flexible plant concept
for the production of a stable syngas supply for Fischer-Tropsch synthesis, inherited from Chapter
4, constitutes a suitable benchmark to test the potential of a fast integrator for optimal control
applications. From a methodological perspective, the implementation of parareal as underlaying
integrator to optimally stabilize the syngas flowrate over time is proposed for the first time in this
technical application relying on DAE system-description: the chapter intends to compare parareal
with a fine integrator operating on the whole temporal domain.

Finally, Chapter 6 continues the elaboration of Question 3 by showing the impact of renewable
energy on design and operation decisions for power-to-X plants. A novel application of multi-
period design optimization [19] constrained by a detailed, distributed model of an entire Power-to-
Methanol plant is discussed: this methodological framework is proposed to identify the cost-optimal
sizing and feasible operation of a flexible plant running on intermittent renewable energy. This
case is compared to a plant running on a single, annually averaged renewable load secured by
buffering devices, thus addressing Question 4.

The case study presented in Chapter 6 opens the floor for concluding remarks on the implications
of process flexibility, then elaborated in Chapter 7, which binds the research topics to a common
ground and concludes the dissertation.
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2Technological background

2.1 The applications of syngas in industry

In the 19th Century, syngas was provided from coal gasification and directly utilized as a fuel
for heating and lighting. However, it was due to the scarcity of natural gas and oil and to the
huge demand for chemicals and fuels that alternative chemical synthesis routes from this mixture
were identified between the World Wars: the ammonia synthesis from hydrogen and nitrogen
at high pressures was discovered by Haber and Bosch (1910), Fischer and Tropsch identified
and implemented the synthesis of syngas to liquid hydrocarbons on iron catalyst (1923), routes
to methanol and other alcohols were hereafter identified, as well as the hydroformylation of
olefins to aldehydes in 1938 [20]. Table 2.1 summarizes typical downstream processes and
temperature/pressure ranges.

Table 2.1.: Syngas downstream applications, molar ratios, temperature and pressure requirements [21].

Downstream Application Molar ratio H2/CO T (K) p (bar)

Phosgene [22] 0.0 323 1-3
Monsanto process [23] 0.0 - 0.2 423-473 30-60
Hydroformylation [24] 1.0 - 1.2 393-463 40-300
Reduction of iron ore [25] 1.3 - 1.5 878-1100 atmospheric
Fischer-Tropsch [26] 1.6 - 2.3 473-513 20-40
Alcohol synthesis (methanol) [27] 2.0 - 2.3 200-550 50-200

A higher hydrogen content in the synthesis gas may be required for the reduction of iron ore and
for the ammonia synthesis (pure hydrogen).
Later on, with the increasing availability of oil, the syngas routes to chemicals and fuels were
abandoned in favor of more profitable refining processes. Interestingly enough, the current climatic
and geopolitical context forces the society to step 100 years back and to resort to synthesis pathways
identified by the engineers of the past. Furthermore, the fact that syngas can be generated from a
number of carbon carriers, such as natural gas, captured carbon dioxide, biomethane, coal and
biomass, implies high flexibility of its production pathways. At the same time, this introduces
many degrees of freedom in the selection of the processes.
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2.2 Chemical reactors for syngas production: state of the
art

Steam reforming has been a dominant technology for hydrogen production due to the high H2/CO
ratio in the outlets. In this process, methane or higher hydrocarbons are catalytically converted
with steam:

CH4 + H2O 3 H2 + CO ∆HR (298 K) = 206 kJ mol−1, (2.1)

which occurs at high temperature and intermediate pressure, 850 ◦C and 15− 30 bar. The strongly
endothermic reaction takes place in multi-tubular, fire-heated reactors, followed by a mild exother-
mic shift in a second reactor stage to attain complete conversion of CO and H2O into H2 and CO2,
subsequently separated by swing adsorption:

H2O + CO CO2 + H2 ∆HR (298 K) = −41 kJ mol−1, (2.2)

For syngas applications other than hydrogen, the syngas ratio is too high. Therefore, further syngas
downstream conditioning is required and performed by suitable separation systems, and excess
hydrogen might be possibly stored. As natural gas is the prevailing state-of-the-art feed, it requires
to be desulfurized on a zinc oxide bed prior to entering the steam reforming nickel catalyst bed, to
prevent from poisoning and consequent deactivation. Due to the high energy requirement, this
technology has a high environmental impact in terms of carbon footprint if the shell-side feed is a
mixture of air and natural gas, also due to the emissions of nitrogen oxides.

Another role of primary importance in the production of syngas is the catalytic parital oxidation
of natural gas, conducted in heterogeneous reactors. This reaction is slightly exothermic and
generates a syngas ratio of 2, optimal for gas-to-liquid (GtL) applications:

CH4 + 0.5 O2 2 H2 + CO ∆HR (1000 K) = −22.1 kJ mol−1. (2.3)

Nevertheless, other reactions can influence the selectivity to the desired product. These reac-
tions are primarily the total oxidation of methane, carbon monoxide and hydrogen. Their high
exothermicity can influence the catalyst stability. Both in partial oxidation and in steam methane
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reforming, carbon deposition contributions at high temperature and low pressures are possible
but not favored. Furthermore, homogeneous reactions are also involved [28] at high pressures.
Therefore, the partial oxidation reaction is preferably run at low pressures. Nickel supported by
alumina is a candidate catalyst, contributes more than rhodium to coke deposition. The short
residence times and high temperatures attained in noble metal coated monolith reactors show
higher selectivity and are suitable for high syngas production in small volumes [28].

Autothermal reforming exploits the heat produced by the partial oxidation of methane: steam is
injected, thus adding the strongly endothermic steam methane reforming to the reaction system,
which absorbs the heat produced in the first reaction section to reform the gases on a catalyst
bed [29]. Furthermore, steam hinders the deposition of soot on the catalyst bed located after
the burner [30]. The first combustion section is operated at 2000 ◦C, whereas the reforming bed
tolerates temperatures of 1000-1200 ◦C [30].

Although the autothermal reforming of methane is not directly accounted for in this dissertation,
its compact review is relevant to another important technology included in the thesis and reviewed
in the next section: tri-reforming of methane.

2.3 Carbon dioxide and biogas reformers: novel reforming
concepts

The shift from natural gas towards more sustainable feedstocks led to the conceptualization of
novel chemical reactors involving the reaction of direct hydrogenation of carbon dioxide to syngas
(reverse water-gas shift), the direct reformation of purified biogas (dry reforming of methane),
and the autothermal reforming of biogas (tri-reforming of methane).

Reverse water-gas shift is the mildly endothermic hydrogenation of carbon dioxide into carbon
monoxide and water.

CO2 + H2 H2O + CO ∆HR (298 K) = 41 kJ mol−1, (2.4)

It can be activated by steam reforming or methanation catalyst, i.e., supported nickel, at high
temperatures. This catalyst choice however leads to the reverse methanation and a consequent
production of methane as a side product. Thermodynamics shows that the relevant working area
to avoid a significant generation of methane, high temperatures and low pressures are required. At
atmospheric pressure and with a H2/CO2 ratio of 3, the interesting operating regimes are above
1100 K [31]. Consequently, if this hydrogenation step is preceded by high temperature, medium
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or high pressure steam electrolysis, thermodynamic could favor the generation of methane in
the reverse water-gas shift reactor, due to the contribution of methanation and reverse steam-
reforming. These reaction proceed with a decrease in the number of moles, thus favored at high
pressures. This is an important aspect to be accounted for in the analysis of the results generated
in Chapter 6. Other catalysts of interest are copper-based or supported ceria [32]. Therefore, the
RWGS reactor can valorize the CO2 captured from point sources provided that a source of pure
hydrogen is available. Hydrogen can be blue, if generated by fossil-based technologies such as
methane steam reforming supported by carbon-capture technologies, or green, if provided by a
water or steam electrolyzer.

Not only carbon dioxide, but also methane constitute a greenhouse gas. It can be generated by
anaerobic digestion as bacteria decompose organic wastes and paper, and consists of an almost
equimolar mixture of carbon dioxide and methane. Normally, methane is the prevailing component
in a ration 3/2. For this reason, dry-reforming of methane has gained attention, as it converts a
one-to-one feed mixture of CH4 and CO2 into a one-to-one mixture of H2 and CO at atmospheric
pressure:

CO2 + CH4 2 H2 + 2 CO ∆HR (298 K) = 247 kJ mol−1. (2.5)

For this reactor, several studies have investigated the use of different catalysts, although Ni-
supported catalyst appear to be the most relevant candidates in terms of availability and costs. The
highly endothermic nature of this process forces the system to be operated at high temperatures
(900-1300 K) and at high energy input. At these operation regimes, standard Ni-based catalyst
prove more susceptible to deactivation than noble metal catalysts [33, 34] which, conversely, are
not at hand and costly. In fact, deactivation by coking and cold spots within the catalyst bed
constitute major limitations to the industrialization of this technology [34].

As mentioned, the major limitation constituted by coke deposition in a dry-reforming reactor
could be mitigated by noble metal catalyst formulations. Additional approaches implementing
state-of-the-art reforming catalysts have been proposed. The injection of steam on the catalyst
bed, combined with the partial oxidation contribution due to oxygen or air injection at the catalyst
surface, appeared to be a viable technology option. As a matter of fact, oxygen and steam
contribute to shift the equilibrium of carbon formation reactions towards their reactants:

CO + H2 −−⇀↽−− C + H2O ∆HR (298 K) = −131.4 kJ mol−1, (2.6)

2 CO2 −−⇀↽−− C + O2 ∆HR (298 K) = 393.7 kJ mol−1, (2.7)
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although coke is omnipresent at low temperatures, below 1000 K at low pressures [35]. Tri-
reforming can absorb flue gases containing CO2, H2O, uncombusted CH4, O2, possibly N2, and
convert it into syngas, provided the required integration of reactants. Clearly, other candidate
feedstocks are biogas, and captured carbon dioxide [36]. Tri-reforming is carried out at high
temperatures (1000-1200 K) and low pressures [37], as selectivity towards H2 and CO becomes
relevant in this temperature range or above [38], and the reactions involved proceed with increase
in number of moles. Nevertheless, in industrial practice pressures up to 30 bar are to be considered
[35]. The tubular, fixed-bed catalytic reactor can have a single or multiple injection points axially
[37] to allow for a more uniform axial temperature profile. According to the feed composition, the
reaction may be conducted adiabatically [37, 39, 40] or diabatically: the operation mode is highly
dependent on the reaction conditions, i.e., feed composition, temperature and pressure, due to the
complex interplay between individual the exothermic (water gas-shift, partial or total oxidation)
and endothermic processes involved (steam reforming, dry reforming of methane) [35]. Singha
et al. [41] characterized nanocrystalline Ni-ZrO2 catalysts for tri-reforming, particularly suited
to accept flue gases without the need for previous separation. In the context of partial oxidation,
study by Pantaleo et al. [42] proposes the use of CeO2-supported nickel catalysts: the catalyst
activity and stability reveals to be deeply affected by the crystallite size and interaction between
nickel oxide and ceria. Furthermore, high conversion and selectivity were obtained. The analysis
of a synergistic combination of partial oxidation and dry reforming of methane was explored by
Kang et al. [43]: a non-stoichiometric dry reforming feed-stream (excess methane over carbon
dioxide) is fed to a fixed bed reactor, previously oxidized by air. The subsequent oxidation of
methane accompanies the endothermic dry reforming reaction, with a resulting decrease in energy
demand.

2.4 Water electrolyzer

As reported earlier in the compact review presented on reverse water-gas shift, hydrogen must be
provided in order to reduce carbon dioxide. Green hydrogen is generated entirely by conversion
of renewable power by water electrolysis.

Three are the technologies available: alkaline water electrolysis (AEL), polymer electrolyte mem-
brane (PEM, or PEMEL) and solid oxide electrolyzer cell (SOEC, operated with steam at high
temperature) [44, 45, 46, 47]. PEMEL electrolyzers exploit a proton exchange membrane to
separate anode and cathode, acting as solid acidic electrolyte. On the contrary, an AEL requires a
liquid basic solution as electrolyte. The alkaline electrolysis is a widely established technology,
although mainly operated at steady state. The large ohmic resistances determine relatively low
current densities of 0.2 − 0.4 Acm−2, which makes a traditional AEL a rather bulky device [48]
if compared to PEMEL. If AEL and PEMEL are established technologies, SOEC is still in the de-
velopment phase [49]. This is due to the challenging reaction conditions of SOEC, also called
high-temperature steam electrolysis, as operating temperature range between 700− 900 ◦C. The
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corrosive environment requires proper material development. To attain this temperature range,
a suitable source of waste heat must be available within the plant: high temperature allows to
attain very high stack efficiencies if compared with PEMEL and AEL: nominal stack efficiencies
for AEL and PEMEL are in the range of 70 %, and for SOEC up to 100 % the theoretical efficiency
[47, 50, 46]. On the contrary, PEMEL and AEL are operated at lower temperatures: 40− 90 ◦C
and 20 − 100 ◦C, respectively [46]. Commercial PEMEL systems can operate currently in the
delivery pressure range up to 30− 40 bar [51], although high pressures reduce the electrolyzer
efficiency due to increasing mass losses due to back-permeation of H2 and O2 [52]. Furthermore,
there are prototypes and studies which suggest delivered pressures above 100 bar may be achieved
[51]. This is due to the feature of polymer electrolyte, being able to withstand high pressure
gradients without the need of pumping incoming water to the desired H2 pressure level. Such high
delivery pressures from PEMEL may be attained by electrochemical compression, which comes at
the expenses of the energy requirement but spares in H2 compressor CAPEX [53]. However, this
seems to reduce the yield due to the tendency of H2 to diffuse back to the O2 compartment, thus
increasing the specific power demand in comparison to non-differential systems. Furthermore,
it introduces challenges due to mechanical stress, corrosion, hydrogen embrittlement, operation
complexity and slower dynamic response [49]. Hancke et al. [53] report that, despite the recent
interest and contributions in this field of research, there is still a lack of understanding in PEMEL
differential pressure system performance, which still lags behind in the current market offer. On
the contrary, AEL are limited in the attainable pressure due to the implementation of a porous
membrane: balanced anodic/cathodic pressure operations are required, as higher pressures result
in cross permeation of electrolyte and gases, leading towards inefficiency and potential safety
risks [44, 51]. Therefore, AEL operating pressures can reach up to 30 bar [49]. Similarly, SOEC
performances are reported up to 20− 30 bar [54, 49].

A very relevant aspect is the load range these devices can tolerate, in the perspective of green,
flexible operations. Currently, this value ranges between 5-120 % of a nominal load (PEMEL) or
30-120 % (SOEC), although the spans are expected to expand in the next decades: 5-300 % for
PEMEL and 0-200 % for SOEC [55]. Current and projected minimum part-load for AEL are 25 %
and < 10 %, respectively [49]. Other sources report a range of 10 − 40 % [56], thus setting a
more restricted feasibility windows than PEMEL in flexible operations. Below this range, H2 and
O2 quality reduce significantly due to contamination of the other component, leading into safety
risks.

Cold start-up time may be relevant when considering to ensure the base-load by means of hydrogen
storage tanks. In this scenario, the electrolyzer is shut down when no renewable power is fed.
Unless waste heat is available for preserving the required temperature, AEL and PEMEL require up
to 15 min for start-up, whereas SOEC from 60 min [49].
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2.5 Sustainable feedstock

An alternative source of carbon for the P2X and GtL applications is found in biogas, generated by
anaerobic digestion of bio- and agricultural waste. Digestors are used nowadays to treat industrial
waste water, sewage sludge, agricultural wastes, hence converted into fertilizers. Increasingly,
anaerobic digestion is applied for degrading heavy organic pollutants such as chlorinated com-
pounds [57]. Biogas produced from anaerobic digestion and landfill produces a mixture of methane
and carbon dioxide. The composition of biogas depends on the type of substrate it is provided from.
Landfill gas provides methane in the range of 35-65 % and carbon dioxide of 15-40 %, whereas
biogas from anaerobic digestion provides 60-70 % (CH4) and 30-40 % (CO2), respectively [58].
Raw biogas contains also traces of ammonia, hydrogen sulfide, nitrogen. These components are
contaminants, and constitute an hazard for humans and downstream process systems, i.e., catalyst
poisoning and corrosion. The purification process of biogas is named upgrading. Sometimes,
upgrading indicates the generation of biomethane, cleaned from contaminants and separated from
carbon dioxide. Technologies for the upgrade to biomethane are reviewed in Sun et al. [59],
whereas Abatzoglou et al. [60] reviewed separation methods to remove toxic contaminants (NH3,
H2S, Siloxane). The latter is particularly relevant to this thesis, since the work presented in the
next sections assumes that biogas, pre-purified of its contaminants and consisting of a stream of
carbon dioxide and methane, is fed to the conversion systems. Therefore, purification is decoupled
from the production of syngas.

The purification and desalination of water prior to water electrolysis are imperative steps to
ensure the stability and durability of the process. Typically, deionised water is required. Its
source influences the selection of the purification method [61]. Reverse osmosis (RO) is required
to desalinize seawater, with a power input of 3-6 kWh m−3 [62, 63, 61], the highest among all
purification processes. In addition, a high volume of water is lost during RO, about 35% of the
feed [61]. Unless the plant is located offshore or in proximity of the coastal line, transportation
requires to be accounted for in the balance of plant. On the contrary, surface water does not
always require energy-intensive treatment prior to utilization, although its availability may be
limited and seasonal.

Water electrolysis can provide green hydrogen and oxygen if supplied with renewable power.
The latter is required to sustain total or partial oxidation reactions, as a reactant or in the utility
line as comburent for heat generation purposes. Air normally serves the purposes. Alternatively,
oxycombustion systems make use of pure oxygen. Air involves the introduction of a large amount
of nitrogen, which imposes the selection of larger unit operations. Nitrogen oxides are formed
and must be removed. On the contrary, its absence from the oxidant mixture results in higher
concentrations of carbon dioxide, which facilitates its capture after the condensation of water vapor
[64, 65]. However, the temperatures are higher than those normally attained in air combustion
systems. Therefore, although oxycombustion can run in conventional combustion systems, the
partial recirculation of exhaust gases is required. Steam can be injected for the same purpose
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[65]. Fuel combustion in enriched air can also contributes in simpler carbon capture strategies and
smaller process volumes due to the reduced volume of nitrogen. All this considered, oxycombustion
is an interesting candidate in the framework of sustainable processes, to be preferred as long as
pure oxygen can be provided comparatively inexpensively and sustainably. However, oxygen is
separated from air by means of energy-intensive air separation cryogenic units (ASU). This is not
required for Power-to-X processes, where pure oxygen can be co-generated in the electrolyzer,
provided that its partial pressure at the anode is sufficiently low.

2.6 Separation methods

Raw biogas and syngas mixtures must be purified before undergoing further processing steps
down to the desired product. The chemical species of interest are separated from unreacted carbon
dioxide, methane, water vapor, and from excess hydrogen. Prior to its conversion into syngas,
biogas is purified from catalyst poisons, such as hydrogen sulfide, sulfur oxides, ammonia. In some
cases, bio-methane and carbon dioxide are partially or completely separated from each other. The
separation of a key component from another or more species becomes possible when a driving
force can be exploited, that is, a key property Kk must distinguish the species uniquely:

Kk,α ̸=k =
Kk

Kα ̸=k
>> 1, (2.8)

which indicates that property K for key component k is larger than for any other component α.
The type of key property defines the suitable separation method for the given feed and target
component [66]. Relevant separation methods for mixtures in the gas phase are reported in this
section [67, 66]. In some cases, the task of separating a key component from a mixture can be
performed by more than one separation method.

Adsorption is based on the selective binding of components on the surface of a solid. In physisorp-
tion, the key property is the molecular diameter. Molecules whose diameters are of the same order
of magnitude of the pores on the solid surface are selectively separated from larger components.
On the contrary, chemisorption is based on the chemical affinity between the species of interest and
the solid surface. A high surface area is required to provide the gas phase with a high adsorption
capacity. Equilibrium is established between molecules in gas and in solid phase. Therefore, the
equilibrium constant derived from Langmuir, Freundlich or a BET isotherm is the key property for
this separation method and can provide enough information on the selectivity of the adsorbent
towards the key component of interest.
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In absorption operations, one or more components in a gas mixture are selectively removed by
contact with a liquid phase. As for adsorption, this process may be physical or chemical. The key
property of physical absorption is the relative solubility of the key component with respect to other
species, whereas for chemical absorption the key component must react with the liquid phase. For
physical absorption, Henry’s law is the most used.

Membrane separators allow the selective permeation of one or more species, which migrate
from the retentate to the permeate side. Porous membranes separate according to the size of
the particles, whereas dense (nonporous) membranes exploit the difference in solubility and
mobility of the key component. Composite membranes combine a dense with a porous layer for
the permeation of more than one component. The driving force is the (partial) pressure between
retentate and permeate.

Key property in cryogenic operations is the higher relative volatility of the key component at low
temperatures. Compression stages may be involved, as well as the preliminary purification steps
from components which can freeze along the pipelines.

2.7 Optimization of Power-to-X systems

The multitude of process steps involved in the generation, separation and conditioning of syngas
and in its downstream applications, as well as the system design and operations, invoke the
use of systematic approaches for the determination of the best process alternatives. The desired
solution is related to a specific target that the process should attain, defined by an objective
function, to be minimized, or maximized. The values of the objective function are influenced by
the degrees of freedom of the process. Each process variable is constrained within given ranges, or
bounds. Different variables are related among each other by equality and inequality constraints.
Typical examples of equality constraints are represented by the models of unit operations and
interconnections, whereas inequality constraints identify those portions of the domain where
technologically relevant and mathematically feasible solutions can be attained.

The generic optimization problem reads:

min
x, p

f(x,p)

s.t. h (x,p) = 0,

g (x,p) ≤ 0, ,

LB ≤ x ≤ UB,

(2.9)
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where f , the objective function depending on the system variables (vector x) and the parameters
(vector p), is minimized and is constrained by the process model equations, h, and feasibility
conditions, g. Variables are forced between lower and upper bounds, respectively, LB and UB.

The mathematical formulation for the optimization of a Power-to-X system, or program, may
include integer variables (y) defined over the domain Z.

min
x, y, p

f(x, y,p)

s.t. h (x, y,p) = 0,

g (x, y,p) ≤ 0,

LB ≤ x ≤ UB,

y ∈ Z

(2.10)

A mixed domain identifies mixed-integer optimization problems (MIP). Furthermore, if the op-
timization problem in Equation 2.10 is completely linear, both in its objective function and
constraints, the problem is a linear program (LP or MILP). On the contrary, if at least one equation
is nonlinear, the problem is a nonlinear program (NLP or MINLP). Nonlinear programs may admit
more than one locally optimal solution. Sufficient condition for a global optimal solution are that
the objective function f and inequality constraints g are convex, and that the equality constraints
h are linear [13]. Clearly, a linear or mixed-integer linear problem admits a global optimum.

Mathematical optimization methods are at the core of the CAPE applications introduced in section
1.2 and applied to process synthesis, design, and flexible operations. The following sections
illustrate the fundamental research pillars of these branches and highlight the novel contributions
that the present thesis intends to bring.

2.8 Optimization in process synthesis

Process synthesis is a creative activity that requires the identification of the best candidate among
viable alternative resources and pathways to produce a desired product. At first, a primitive
problem must be formulated based on business opportunities in terms of production scale and
feedstock [68]. Concrete examples are given by the research Question 2 in Section 1.3 for a
retrofitting and new plant synthesis case, respectively. For E-fuels production processes, such as
those considered in this work, the exact identification of the geographical location of the plant may
be not relevant to the primitive problem, since E-fuels such as methanol are essentially hydrogen
carriers and can be produced in remote locations. If so, it is important to identify a class of
locations with some essential feature in common. As for Question 2 and E-fuel projects in general,
cheap renewable power and biogenic carbon must be available, and optionally, access to grid
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electricity. Alternatively, a specific geographical location may be defined from the very beginning
as a business opportunity arises. Plant retrofitting is an example, and the primal problem may be
not too dissimilar from Question 1 of Section 1.3: for instance, the managers of a given steam
reforming facility with access to cheap PPAs from renewable power and to a source of biogenic
carbon dioxide want to leverage public subsidies for the inclusion of green hydrogen production
within the battery limits. These primitive problems have many possible solutions, even though
many candidates can be excluded already in a pre-feasibility analysis after sufficient information
has been gathered. Biegler et al. emphasize the need to perform a thorough search for information
"since a design problem is rarely entirely new" [13]. Although not relevant to the first chapters
of this thesis dedicated to process synthesis, where production scales have been normalized to
generalize the approach, thus focusing on specific, not absolute, energy consumption, information
on the scale of the process driven by market analyses allow to gather correct CAPEX information
from vendors and, where needed, to design the manufacturing processes for the raw materials
[68]. Moreover, considering the real manufacturing scale of a process is required when costs are
determining factors in decision-making, as larger purchase orders come with lower specific costs.
The next step is the identification and evaluation of process alternatives. This approach can be
taken from a base-case simulation, or from a set of pre-postulated competing candidate layouts. In
the former case, a base design can be improved by means of evolutionary methods, which enforce a
sort of sensitivity analysis based on small modifications to the base-case: the initial flowsheet must
be reasonable, as process synthesized by evolutionary methods depend on it, and may be derived
by other methods [69]. The latter case falls in the domain of structural parameter approach, or
superstructure optimization, where all possible interconnections are embedded within a single
optimization problem [69]. Douglas [70] formalized a hierarchical decomposition approach
for process synthesis, where a sequential decision approach is taken to identify the candidate
solution based on experience-driven decisions and heuristics. The decision-sequence prescribes
the definition of feedstocks, products, side-products in a batch or continuous fashion, reactor type,
interconnections and recycles, separators for the given mixtures, and finally heat recovery network.
At each stage, a KPI analysis on plant profitability and based on process simulations determines
whether it is worthy to explore further decision levels. Hierarchical decomposition represents
an alternative to superstructure synthesis. However, a sequential approach based on heuristics
and experience may cut counter-intuitive but relevant solutions out of the search candidates,
often deriving from the integration of different decision levels, such as reactor and separator
sequence, plant and heat integration. On the other hand, a superstructure optimization may
lack of sufficient process details, for instance, in simple linear or quadratic descriptions, or may
present severe convergence issues or local optimality in case high-fidelity nonlinear descriptions are
adopted together with integer variables, thus the need of an appropriate mathematical formulation
depending on the case study and the scope of work. Therefore, efforts have been made to
integrate hierarchical decomposition and mathematical optimization into hybrid approaches, as
by Daichendt and Grossmann [71] and Zhang [72]. Contrarily to superstructure optimization,
where a possibly large but pre-defined set of alternative layouts is set, the so called "ab initio"
approaches aim at combining a number of process units by means of evolutionary programming
with non-linear programming [73]. If on the one hand this approach has the advantage of not
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relying on pre-defined structures, and thus possibly attaining counterintuitive feasible designs, it
does not guarantee convergence due to the combinatorial complexity.

Superstructure-based process synthesis has evolved from the first synthesis-superstructure by
Umeda et al. [74], who postulated a general problem for reactor-distillation sequence based
on shortcut models in continuous variables. This approach developed then for the solution of
subsystems [75], utility and heat-exchange networks [76, 77, 78, 79, 80], separation sequences
[81, 82, 83], and for entire plant layouts. Sargent, Grossmann, Westerberg and Floudas have
been pioneers in the field of process synthesis. Fundamental is the systematic representation
of the system for conceptual design. On this regard, it is important to cite the conceptual
framework illustrated by Yeomans and Grossmann [84]. The authors illustrated the "state-task
network" (STN) representation, relevant to Chapter 4, traditionally split into VTE (variable task-
equipment), if a single equipment can perform several tasks, and OTOE (one task one equipment),
if one equipment can exclusively address a given task. In addition, they discussed the state-
equipment representation (SEN), where all possible unit operations are reported just once and
are interconnected by stream flows through nodes. Such high-level system representations can be
translated into logical statements [85]. The major issue found in the application of mixed integer
programming is the efficient modeling of discrete decisions, were logics could offer an alternate
framework. Generalized disjunctive programming - GDP, first discussed in a contribution by
Raman and Grossmann [86], offers a approach facilitates the representation of discrete decisions.
It combines Boolean logics with continuous variables, where discrete decisions in the continuous
space, e.g., the activation of unit operation A while B and C are not selected, are represented
within disjunctions, whereas logic propositions determine the rules according to which a selection
has been made, e.g., at most one unit is active (A can be active, if B and C are certainly inactive).
A GDP formulation must be translated into a MIP to yield solutions to the synthesis problem, for
instance, the so denominated "big-M" representation. However, the efficiency of this approach
depends on the valid selection of the constant M, which is an additional problem-dependent
parameter to be carefully selected. Furthermore, there may be more efficient formulations of
the GDP-correspondent MIP problem, that is a problem with a tighter relaxation of the mixed-
integer bounds into a continuous formulation called during MINLP iterations. This was shown
in a contribution by Lee and Grossmann, which introduced a different relaxation approach: the
convex-hull of non-linear disjunctions [87]: here, the optimal solution of the relaxation obtained
by convex-hull representation was better than the solution of the relaxed "big-M" formulation due
to a tighter domain of the relaxation, thus improving the convergence efficiency of any suitable
MINLP algorithm.

2.9 Optimization for sizing and control of flexible plants

High level formulations of plant layout alternatives are typical in superstructure optimization
approaches. However, once the promising layout has been identified, a refinement of the modeling
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scheme is required for plant sizing and operations, and distributed models must be adopted
within simulation or optimization frameworks. Typically, plant sizing is attained with sequential
detailes and improvements added to a base-case forward simulation within a simulation software,
as anticipated in Section 1.2. Traditional references for such approaches are found in many
well-known textbooks, such as "Process Design Principles" [68], "Systematic Methods of Chemical
Process Design" [13], and "Analysis, synthesis, and design of chemical processes" [88]. At first,
detailed thermodynamic frameworks need to be specified, and basic mass and energy balances
are determined on input-output boxes invoking full conversion reactors, sharp split separators;
temperatures and pressures are based on bubble and dew points. This first description is based on
actual production levels and give an idea of the required resources and external utilities. Then, the
level of detail is gradually increased. For reactors, the description goes from equilibrium reactors
to ideal reactors, and then distributed models including pressure drop information. Similar for
distillation processes, the first shortcut approaches will be substituted by rigorous models for the
columns with detailed thermodynamics and fluid-dynamics calculations at each tray. Sensitivity
analysis can support in evaluating improved structural and operational variables to attain desired
KPIs. In a sensitivity study, the key inputs were traditionally modified manually. However, current
simulators can perform them automatically within a range of selected values for one or multiple
variables. An alternative to sensitivity analysis is the use of mathematical optimization via non-
linear programming (NLP). This can be performed within a simulation software environment, by
evaluation of the outputs of sequential-modular (SM) forward simulations or in equation-oriented
mode (EO), where all problem equations contribute to the constraints of the NLP in Equation
2.10, the latter being more desirable for large flowsheets with many recycle loops. Alternatively,
the whole process may be modeled in programming languages which provide embedded NLP
solvers, or allow to call for external solvers, with the advantage of having full control on models
and versatility in problem formulation for special classes applications. Chapter 1 introduced the
scenarios evoked by intermittency in the energy source. Clearly, robust design and fast control tools
are needed to face the challenges that variable loads introduce design and control of production
systems.

The dynamic representation of a process is fundamental for the understanding of the modeled
plant and for real-time plant control applications. Introduction Section 1 mentioned the role
of distributed control systems (DCS) in modern system architectures. Also here, mathematical
programming supports decision-making in the conduction of control actions based on dynamic
model outputs, corrected as time proceeds by the incoming values of boundary conditions [89].
Model predictive control (MPC) is a class of such techniques, especially well-suited for complex
multi input-multi output problems [90, 91, 92]. Again, the important feature is the prediction of
future behaviours of the plant as the incoming perturbation assumes a different value, and the
controller outputs correct the system with respect to minimize the difference between the controlled
variables of interest and the setpoint. At each instant of time, calculations are repeated and the
prediction updated based on the current data (moving horizon) [89]. Due to the regular repetition
of the forecast for the control actions, each consisting in the solution of dynamic simulations and
NLP problems, high-performance computers are essential, as well as fast underlying integration
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strategies for the nested forward simulation problem. Parallel computing techniques can exploit
multi-core computing to divide and conquer PDE problems, where time is an essential feature,
such as in live-plant optimally controlled operations and MPC.

Clearly, efficient optimal control approaches must be applied to systems, which were optimally
designed to tolerate swings in the operating modes due to the prevailing contribution of volatile
renewable power. Robustness may be described as "the property of a component to remain healthy
and operable if it is not utilized in a proper way for a certain time" [93], although this implies
that flexible Power-to-X systems have to be operated improperly on a daily or hourly time scale, as
they are affected by the volatility (of cost or availability) of renewable electrical power: what is
noise and disturbance in traditional process engineering becomes the normality in flexible E-fuels
synthesis plants. Therefore, it is critical to identify a robust design early in the project [94]. The
design must be capable of tolerating load fluctuations and deliver the product at the required
quality. Turton et al. [88] indicate that plant operations do not correspond to the conditions
specified in the design due to multiple reasons, such as change in external effects (feed materials,
product specifications and flowrates), equipment replacement or improvement, oversizing of
the units to ensure that typical nominal flowrates can be ensured over time and degradation.
For this reason, performance curves are prepared in order to support the understanding the
unit performances within given ranges. In order to construct the curves, material and energy
balances are used along with design equations. In addition, operability thresholds are added such
as minimum or maximum temperature and velocity along a reactor tube, flooding thresholds
in packed columns, maximum residence time in an oven or reactor to avoid coking/cracking,
etc [88]. Such performance curves are essentially sensitivity analyses based on fixed unit sizes.
As already reported in this section, sensitivities can be converted in model-based optimization
approaches, constrained by the same models and feasibility constraints that allow vendors to
generate the performance curves of their technical proposals, thus allowing the designer to
systematically explore the feasible operation domain while accounting for fixed parameters and
interplay between units simultaneously. Efficiency is also an interesting parameter that may be
inferred from unit provider datasheet at different sizes and embedded in the optimization, such
that inefficient operating modes for the given sizes are penalized.

2.10 Novelty and relevance of this thesis

The process synthesis sections of this paper presented in Chapters 3 and 4 firmly lay their
foundations in the milestones discussed in Section 2.8, bringing in the novelty of a systematic
approach in the field of sustainable syngas production by adapting the state-task network OTOE
representation of sharp split separators with the inclusion of any feasible separation method
for each separation task. Regardless of the technological readiness level (TRL), the feasibility
of a separator is given by the analysis of key chemical or physical property relevant to the
separation technology (relative adsorptivity, permeability, volatility, absorptivity, and kinetic
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diameter). As discussed in Section 1.3, fixed costs are not considered in the analysis to focus on
scientifically relevant aspects such as energetic efficiency, thus maintaining a market-independent
perspective: as already discussed in Section 1.3, capital cost estimates are subject to change due
to market development, e.g., law of supply and demand, policies dictating the price of single unit
components if imported from abroad, readiness level. Therefore, these studies presented aim at
the identification of pathways that are energetically favorable in the context of intermittent cheap
green power by exploitation of suitable objective function formulations. Whenever a large number
of process candidates or scenarios are considered in multi-objective or superstructure optimization,
a high-level mathematical description of single unit operations can still capture the essential
features relevant to the analysis at hand, provided that appropriate modeling assumptions are
adopted. For this reason, Chapters 3 and 4 treat Power-to-X systems from a high level perspective,
where fully linear modeling approaches are involved, with continuous (LP) and mixed-integer
(MILP) variables.

On the contrary, in Chapters 5 and 6 the analysis is reduced to a given process, whose design and
operation mode can be determined by a detailed nonlinear description, resulting in nonlinear
programming problem formulations (NLPs).

Chapter 5 analyzes the application of optimal control to a novel flexible process concept for syngas
production for Fischer-Tropsch. Aim is to stabilize the product over intermittent energy supply and
to test the performance and limitations of a parallel computing approach, although special care
must be posed in the problem formulation, as emerges from the conclusions.

However, the significant time spent by the plant in part-load, as well as the interconnection of
highly electrified processes driven by a limited, fluctuating source of electrical power, require
CAPE approaches meant to simultaneously identify unit sizes and operation set-points, at nominal
and part-loads. Chapter 6 implements multi-period design optimization for the first time on a
realistic description of a fully electrified methanol process, where flexible operations are buffered
by a liquid storage for the mixture methanol-water before distillation. This methodology is
used to compare the profitability of extreme case scenarios: maximum process flexibility up to
liquid methanol/water storage compared to buffering H2 or power (batteries) and steady-state
operations.

This thesis shows that the challenges posed by the intermittency of renewable energy supply
and by alternative feedstocks require an intensive use of computer-aided approaches, where the
novelty is often represented by methodological extensions to adapt to the nature of these cases.
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2.11 Sustainability of the electrical power supply in
optimization

In the first evaluations proposed in this thesis in Chapter 3 and 4, extreme-case scenarios are
assumed for the high-level superstructure analyses based on thermodynamics. It is either implied
that electrical power is provided entirely by carbon-neutral natural resources, or by the combustion
of fossil fuels, e.g., natural gas from the grid, thus associated with a positive carbon footprint. The
first case can be translated into the use of locally generated green electricity, while the second case
can be translated into the supply of grid electricity, only for the 48 % green in the German market
[95], for the 39 % green in Europe on average [96].

When renewable electricity is assumed, combustion steps along the process coordinate are pe-
nalized in favor of highly electrified solutions which make use of renewable power. A fall by
56 %, 48 % and 68 % between 2010 and 2020 in the global averaged levelized cost of electricity
for on-shore, off-shore and concentrated solar renewable power projects, respectively [10], were
reported by IRENA. Therefore in such optimization scenarios, profitability is not being accounted
for. This relies on the fact that the cost of electricity in the future will not be a critical aspect
to consider in screening various processes. Nonetheless, this approach is completed later on in
the dissertation in Chapter 6, where the profitability is included in the comparative analysis of a
flexible plant concept.

2.12 Terminology in this thesis

A clarification is here reported concerning the terminology adopted in this thesis. The use of the
term power in the context of Power-to-X and Power-to-Syngas denotes the conversion of electricity.
However, the same term is used for the physical definition of power, as energy per unit of time. In
this sense, power can be electrical (from electricity) or thermal power (from combustion). The sum
of electrical and thermal power constitutes the total power supply.
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3Retrofitting a steam reforming plant for
sustainable syngas production

3.1 Introduction

The growing trend toward process electrification to reduce carbon dioxide emissions requires
the implementation of novel industrial-scale production pathways that can flexibly adapt to the
intermittent nature of renewable electricity. Retrofitting well-established processes is a prompt
step toward defossilization.

From this perspective, the production of green hydrogen from water electrolysis can support valid
alternatives to state-of-the-art processes such as steam methane reforming, a highly endothermic
process that relies on natural gas to supply the reaction heat and to provide hydrogen. However,
from a thermodynamic perspective, splitting water into its elements H2 and O2 via electrolysis
requires considerably more energy than reducing methane to H2 and CO in a steam reformer,
although an electrolyzer is run mainly in electricity. Energy requirements are discussed in the next
Section 3.2.1.

This chapter proposes a retrofitting case to enable sustainable syngas production, where linear
programming is applied to identify energy or atom efficient reactor-separator configurations and
operations modes. A water electrolyzer and a reverse water-gas shift reactor are added to a
preexisting steam reforming plant to leverage the use of available renewable power and biogas.
The reverse water-gas shift reactor is followed by a superstructure representation of the separation
train, which encompasses multiple attainable routes based on thermodynamics.

This allows to

• lower the H2/CO ratio of steam reforming, too high for most downstream processes as
reported in Table 2.1, without the need to inject carbon dioxide directly in the steam reformer,
which enhances the RWGS reaction contribution in the catalytic bed at the expenses of an
increased rate of fouling [97];

• use renewable energy when externally purchased green electricity is relatively inexpensive if
compared to a reference fossil fuel by running the electrolyzer in combination with RWGS;
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• attain a lower specific thermal energy requirement per syngas produced when renewable
electricity is relatively expensive: the heat of reaction required by RWGS is lower if compared
to SR, and, if combined, both reactors contribute to the production of CO.

Excess hydrogen from steam reforming can substitute energy-intensive green hydrogen for carbon
dioxide reduction in the reverse water-gas shift step whenever cheap renewable power is not
enough or is too expensive to run the electrolyzer.

For the synthesis process, the plant relies on biogas, a mixture of CO2 and CH4, which can
be integrated by an additional stream of biogenic CO2, either provided by the hot utility loop
when excess bio-methane from the synthesis is burned, or delivered by any other external source
outside of the battery limits. However, locally available biomass may be scarce, which potenitally
limits the opportunity to run the process entierly on biogas, also for hot utility generation. As
a consequence, natural gas can be integrated to generate the hot utility for thermal demands.
Therefore, possible limitations in biomass availability require that the carbon economy of the
system is systematically optimized. Renewable power can also be limited due to availability
constraints, thus, grid electricity can be supplied, possibly at a high relative cost.

All this considered, the inclusion of an additional reverse water-gas shift step equipped with a
new efficient separation train may prove beneficial, boosting the plant adaptability potential to
new biogenic feedstock, renewable energy sources and widening the range of attainable product
specifications.

It is assumed that the plant is flexible enough to ensure product specifications by dynamically
adapting the flow patterns and loads to fluctuations in the cost of externally purchased green
electricity and in the cost of the reference fossil fuel for combustion. Although this may constitute
a CAPEX-favorable approach, limitations in load-swing feasibility may require a certain extent of
energy storage. However, this may not be readily appreciated in a preliminary, high-level process
synthesis study, where lumped and equilibrium models cannot capture the actual implications of
flexible operations, object of the second part of this Dissertation.

The next sections are dedicated to the definition of the technological framework to allow for a
combined analysis of the interactions between reactors and separators under different optimization
scenarios. Finally, solutions, discussion and limitations of the study will be reported. Method-
ological aspects proposed in this chapter are elaborated further in Chapter 4, where the modeling
approach is extended beyond to a larger number of reactors and separators for process synthesis
problems.
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3.2 Superstructure of reactor-separator system

3.2.1 Reactors operating conditions, plant feedstock and outlets

The steam reforming of methane (SR) and reverse water-gas shift (RWGS) reactors are modeled as
isothermal equilibrium Gibbs stages at 1200 K, 30 bar, 227 kJ mol−1 and 900 K, 15 bar, 36 kJ mol−1

respectively. The reaction energy requirement is calculated based on the enthalpy difference
between inlets and outlets at the process operating conditions. Carbon dioxide is accounted
for in the equilibrium calculations for steam reforming, which then embeds two independent
stoichiometric relations. For the electrochemical conversion of H2O into H2, an electrical power
input of 385 kJ mol−1

H2 [50] for 60% stack efficiency [98] is accounted for in a low-pressure
electrolyzer at 333 K and atmospheric pressure. Methane is provided by the anaerobic digestion of
biomass (AD), thus separated from an equimolar mixture of CH4 and CO2, biogas, at atmospheric
pressure and temperature.

Figure 3.1.: Schematic representation of the separators involved after each reactor. Temperature and
pressure levels are reported in orange. Abbreviations: electrolyzer (EL), reverse water-gas
shift (RWGS), anaerobic digestion (AD), steam methane reformer (SR).

Figure 3.1 shows the reactor-separator sequences which constrain the optimization problems. Unit
operations and connectivity are described in this section.
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Combustion of CO to lower the syngas ratio is not accounted for. This is due to the fact that the
synthesis of CO costs combustion energy required to sustain endothermic process steps for its
synthesis, and the combustion of CO back to CO2 creates an inefficient loop. Furthermore, it does
not add any value for the generation of H2.

As stated in Section 3.1 and in Table 2.1, syngas can be fed to a number of downstream applications,
each requiring a syngas ratio r = H2/CO comprised within well defined boundaries. Therefore,
syngas ratio conditioning is required and achieved by flowrate-adjustment at the reactors and
electrolyzer. Nevertheless, in this study temperature and pressure of the syngas stream are
not raised to the required values for the designated downstream application. Instead, energy
evaluations are performed exclusively based on the syngas ratio, independently on the targeted
downstream application.

Excess CH4 can leave the plant after compression at 300 bar to be potentially utilized within the
battery limits later on. Excess oxygen undergoes cryogenic storage at 73 K and can be thus sold
as valuable byproduct. Excess carbon dioxide contributes to positive emissions and is subject to
penalization in the optimization framework, as reported in Section 3.4.

3.2.2 Exclusion of the water-gas shift reactor for pure hydrogen
production

The state of the art process to obtain pure H2 after a reforming reactor such as steam reforming
of natural gas is the water-gas shift reactor followed by PSA separation of CO2 [99]. However,
this approach is not considered in this superstructure formulation. In the perspective of green
(i.e. climate-neutral) production systems, resource availability and efficiency play a crucial role.
If so far natural gas or coal has been the primary source of hydrogen atoms, regardless of tight
availability constraints and environmental costs of the footprint associated with the separated
CO2-stream, in the perspective of green production systems biogas must be considered as a locally
limited resource. For this reason, meeting the entire pure H2 demand by feeding only half of its
flow (CH4) to a steam reformer to extract H2 via water-gas shift and create an additional stream
of unused CO2, which adds up to the surplus CO2 from biogas itself, should not be considered a
reasonable process scheme. However, in the broader discussion of availability constraints, these
considerations may change given a specific project location, such that water may be more scarce
than biogas and the entire production must rely on standard methods. However, specific cases
are beyond the scope of this investigation, which assumes that water availability is not a limiting
factor, while atomic efficiency must be considered.
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3.2.3 Feasible separation methods

Feasible separation methods for specific feed mixtures are identified from the literature. In this
and the following chapter, the notation denotes with (A,B,C), the task of separating A from the
incoming mixture (A,B,C) will be denoted with A/(B,C).

Figure 3.2.: Fully connected superstructure. Substance nodes (grey circles) accept feedstock and recycles,
to be delivered to the reactors (ovals). Excess H2, O2 and CH4 are stored (dashed boxes).
Water and syngas (SG) leave the plant as co-product and product, respectively. Acronyms
for process units: electrolyzer (EL), anaerobic digestor (AD), steam reformer (SR), vacuum
pressure swing adsorption (VPSA), water condenser (CD), membrane separator (MS), amine
absorption (AA), cryogenic separator (CR).

Figure 3.2 identifies reactors and separation tasks with an acronym and a sequential number. This
representation is an expansion of Figure 3.1, highlighting process interconnections and nodes.
It must be emphasized that, for this preliminary case-study on retrofitting, the superstructure
permits a single viable separation method for each separation task. An extension of this approach
to multiple separation methods per task is presented in the next chapter on superstructure
optimization.

3.2.4 Steam reforming of methane: separation sequence

This section of the plant is pre-existing and subject to retrofit. Therefore, the separation sequence
that follows SR is predefined and does not present alternative branches: this sequence does not
constitute a superstructure in itself.
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Separation sequences of gas phase mixtures can be negatively affected by the presence of water,
which can condense along the process pathways, leading to clogging. Therefore, most of the
moisture should be removed at the reactor outlet by temperature-driven condensation (CD). For
this reason, SR is followed by water condensation (CD 12) followed by a membrane dehydration
step (MS 13). Afterwards, CH4/(CO,H2) separation is performed by cryogenic condensation (CR
14) [100], possibly followed by recycling of CH4. Lastly, VPSA 15, possibly bypassed, allows for
syngas conditioning.

Biogas provides methane to SR: after anaerobic digestion, it is separated into CH4 and CO2 by
VPSA 11 [101].

3.2.5 RWGS reactor: separation sequences

After condensation (CD 1), the outlet stream from RWGS includes CO, unreacted CO2 and H2,
and traces of H2O, ca. 0.3%vol. High permeability of water is reported in poly-dimethyl siloxane
[102], as well as lower permeabilities for the other components of the mixture [103]. Therefore,
a membrane separator (MS 2) can be implemented for gas dehydration after condensation.
Following the membrane separator for the fine removal of water is a tree of alternatives for syngas
separation and conditioning. Branches can be easily identified in the panel represented in Figure
3.1. The available separation routes are:

1. CO2/(H2,CO) by amine absorption (AA 4) [104] and H2/(CO) (VPSA 5 [105]) and/or
bypass to the product;

2. H2/(CO2,CO) (VPSA 6 [105]) and CO/(CO2) (VPSA 7 [106]);

3. CO/(CO2,H2) (VPSA 9 [107]) followed by CO2/(H2) on activated carbons or by recycle of
the reactants (CO2,H2) (VPSA 10).

Alternatively, after condensation (CD 1) water is not completely removed. Instead, VPSA (3)
selectively separates CO from (CO2,H2,H2O) [107], followed my a polymeric membrane (MS 8
[102]) for the removal of H2O and separator VPSA 10 to entrain CO2.

3.3 Modeling approaches

Reactors and separators are assembled into a single superstructure, where temperature and
pressure levels in each unit are fixed prior to the optimization and are shown in Figure 3.1.
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In the optimization problems formulated in this and the following chapter, the required carbon
uptake is always regulated by a hard constraint that fixes the product stream flow rate across
scenarios, where the composition of H2-to-CO varies.

Chemical component nodes receive and deliver process streams. The reactor outlets are at
their equilibrium compositions. Furthermore, the assumption of sharp-split separators allows to
calculate the flow rate of each process stream as a function of the mole fractions after condensation
at the reactor outlet. A stoichiometric feed is assigned to the reactors. Since no compression is
considered before the water is condensed, the selected pressure level at the reactors also defines the
amount of water fed to the membrane separators. The partial pressure of water in the membrane
separator must be less than its vapor pressure to prevent condensation. The molar fraction of
water condensing in CD 1 and CD 12 is calculated using Raoult’s law for ideal gases (calculation
in Supplementary Section A.1).

For RWGS and SR, the thermal energy requirements are calculated from the reaction enthalpy at
TRWGS and TSR, respectively. Normalized temperature and pressure, i.e., ambient temperature
and pressure, are assigned to the substance-nodes. Therefore, a recycle stream will reach the
ambient conditions before being heated and compressed to the actual requirements at the reactors.
Separation methods such as VPSA and amine absorption comprise sequences of operation and
regeneration steps, each being associated with predefined (T, p) values. (T, p) changes between
consecutive tasks are accomplished by adiabatic compression and heating from external utilities.
Expansion and cooling are not considered in the energy calculations, which justifies the most
conservative scenario setting for externally supplied heat and power. An exception is made for
cryogenic condensation and storage, whose power demand is calculated from the definition of
coefficient of performance (COP), 60% of its ideal value [108]. Furthermore, vacuum is normalized
by adiabatic compression, from 0.2 bar to ambient pressure, before any other compression stage
occurs to attain the required final pressure at the next unit. Pressure drops in the single membrane
module is calculated as 13 % of the feed pressure, and a sequence of 10 stages is assumed.
Permeate pressure is always atmospheric. Lastly, the regeneration heat for an amine scrubber
requires 0.198 MJ mol−1

CO2
and is conducted at 1.5 bar and 393 K [109].

3.4 Optimization problems

The scope of retrofitting a steam reforming plant by adding an electrolyzer and a RWGS reactor,
together with a biogenic feedstock of limited availability, is to attain more sustainable operations.
This can essentially result from

• minimizing the total energy requirement, independently on the source of electricity;
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• maximizing the overall utilization of carbon atoms as feedstock or for utility generation,
thermal and electrical;

• minimizing any surplus in CO2 and CH4 from biogas;

• minimizing biogas utilization, if locally limited;

• minimizing the contribution of endothermic processes, locally for thermal energy inputs and
remotely for any electrical input coming from power-plants.

The contribution of endothermic processes can be quantified by the equivalent amount of CO2

generated within a combustion process. Accounting for natural gas or bio-methane as reference
fuel, it can be assumed that one mole of CH4 yields one mole of CO2. Therefore, dividing the
thermal power

∑
Q̇, given as summation of the single contributors, by the lower heating value of

CH4 (LHVCH4), the corresponding CO2 is obtained:

ṄCO2,th = 1
LHVCH4

∑
Q̇. (3.1)

If a powerplant generates the required electric power to the plant
∑
Ẇ when the renewable power

is scarce, its efficiency ηPP is integrated in the calculation:

ṄCO2,el = 1
LHVCH4

1
ηPP

∑
Ẇ . (3.2)

As reported in the introduction to this chapter, additional makeup biogenic CO2 may be required
and is allowed to the process. Makeup CO2 can also be recycled from the hot utility loop, as long
as exclusively provided from bio-methane, and as fossil carbon is not present in the off-gases.

System configurations that maximize carbon efficiency are those allowing the least surplus of
carbon-containing molecules. Their cumulative contribution is denoted as absolute carbon emission
(CEabs) in molar flowrate, with or without renewable electricity, respectively:
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ṄCE,abs,(∃REN) =
∑

j∈{CH4,CO2}
Ṅj,surplus,system + ṄCO2,th,tot − ṄCO2,th,bio,recycle (3.3)

ṄCE,abs,(∄REN) =
∑

j∈{CH4,CO2}
Ṅj,surplus,system + ṄCO2,th,tot + ṄCO2,el − ṄCO2,th,bio,recycle (3.4)

Equations (3.3,3.4) indicate that excess CO2 and CH4 from the process lines of the synthesis
process (Ṅj,surplus,system) and the CO2 generated in the utility lines from combustion processes and
externally, in a powerplant for electricity generation, contribute to CEabs. However, if bio-CH4 is
burned, it can be recycled as makeup CO2, provided that no natural gas is fueled. Surplus CH4

is what remains from the process lines of the synthesis and from combustion in the utility lines
(locally, for thermal energy, more details in Supplementary Section A.2).

As it is formulated, CEabs is not necessarily an indicator of the actual carbon footprint of the
process, as surplus CH4 and biogenic CO2 from the synthesis possibly contribute, although
normally assumed as carbon-neutral. However, it is a good indicator of resources utilization, as it
allows to lump in the same problem the minimization of CO2 emissions due to energy production,
Equation (3.1) and (3.2), with surplus carbon from the synthesis.

Therefore, minimizing CEabs is an intuitive approach to identifying an efficient process and these
equations will constitute the optimization objective, shortly to be introduced. However, it should
be noted that the negative term ṄCO2,th,bio,recycle in Equations (3.3,3.4) has profound implications.
Essentially, maximizing the recycle of CO2 from the combustion of bio-CH4 as feedstock makes it
the preferred fuel over natural gas and reduces the dependency on an external CO2 stream from
a pipeline or a different process system outside the battery limits. Although this is a legitimate
approach and will be discussed later in this work (Section 3.7), it will always favor topologies
and operation modes that maximize the contribution of endothermic processes, preferably fueled
with bio-CH4, over solutions that maximize the use of electricity. Especially if biogas is locally
limited, using it as a fuel to generate the required amount of CO2 for the synthesis may be less
feasible than integrating an external source of captured CO2 in a highly electrified system. In
other terms, if the negative term is excluded from the objective functions, the minimization of
Equation (3.3) actually favors electricity over combustion, possibly saving biogas, whereas, on the
contrary, combustion will be favored over electricity when Equation (3.3) is minimized due to the
massive penalization of grid electricity (powerplant efficiency is ηPP = 0.34 [110]).

Considering the above, for a first optimization approach, the recycle stream ṄCO2,th,bio,recycle is
excluded from the objective functions of the linear programs. However, for the correct interpre-
tation of results, optimal solutions are post-processed to admit, wherever possible, the biogenic
CO2 waste stream from combustion as feedstock for the synthesis process, along with externally
supplied makeup CO2.
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Three relevant optimization objectives read:

min Ẇ + Q̇ (A)

min ṄCE,abs,(∃REN) + ṄCO2,th,bio,recycle → Ṅ*CE,abs,(∃REN) (B)

min ṄCE,abs,(∄REN) + ṄCO2,th,bio,recycle → Ṅ*CE,abs,(∄REN) (C)

Problem (A) represents the minimization of the total power requirement, with or without renew-
able energy, where no distinction is made between electrical (Ẇ ) and thermal power (Q̇). In
essence, this formulation represents the cost of energy, in case the cost of electricity, even if it is
provided by renewable sources, is comparable to the cost of an external fuel for heat supply. As
earlier stated, neither thermal nor electrical power recovery is considered: gas expansion and
cooling are not accounted for in the objectives. Aim is to identify energy efficient configurations,
regardless of the atom efficiency. Problems (B) and (C) are the minimization of absolute carbon
emissions, when CO2 is generated accounting for a reference fuel (methane) as thermal power
source: electricity can either be fully provided by zero-emissions sources, i.e. solar and wind,
Problem (B), or by the reference powerplant running on natural gas, Problem (C). Formulations (B)
and (C) are intended to emphasize that ṄCO2,th,bio,recycle is excluded from the objective functions,
without affecting the formulation of absolute carbon emissions in molar flows as in Equations
(3.3,3.4), since this term cancels out: the definition of CEabs can be used in its original form for
the interpretation of results. Objective (C) minimizes the electric power demand, while (B) does
not, thus potentially leading to highly electrified topologies at the expenses of the total energy
demand. Although in general (A), (B) and (C) are completely different objectives, it is expected
that (A) and (C) determine similar or identical results if energy efficiency dominates over atom
efficiency, typical of strongly endothermic processes with few process candidates.

3.4.1 The cost of carbon efficiency

The objective functions are combined to define multi-objective optimization tasks, where a pseudo
cost ω represents the relative cost of externally purchased renewable electricity compared to a
reference fossil fuel such as natural gas. The value of ω allows for a generalized OPEX analysis,
while still allowing for the identification of important policy implications on the cost of natural gas
and the impact of purchase agreements for green power (PPAs) on process operations. Therefore,
if available, renewable electricity has no carbon footprint and may be relatively inexpensive ω → 0,
or relatively expensive ω → 1. If green electricity is not available, the optimization scenarios
attribute a carbon footprint to grid electricity, as well as a relative cost ω. If renewable power is
available, the final multi-objective function combines Objective (A) and (B), and reads:
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min
(
Ẇ + Q̇

)
ω +

(
Ṅ*CE,abs,(∃REN)

)
(1− ω) , (A)+(B)

The combination (A)+(B) in a multi-objective optimization program represents the trade-off
between sustainability of renewable electricity and its cost: the minimization of carbon emissions
(ω → 0) may results in high energy requirement, acceptable only if the cost of renewable power is
low. If this is not the case, intermediate configurations for ω → 1 should be enforced.

If renewable power is unavailable, it combines (A) and (C):

min
(
Ẇ + Q̇

)
ω +

(
Ṅ*CE,abs,(∄REN)

)
(1− ω) , (A)+(C)

For each syngas ratio, an optimization problem is solved.
Linear programs were implemented and solved in MATLAB2018b by the dual-simplex algorithm.

3.5 Multi-objective optimization by combination of Objective
(A) and (B): renewable power is available

Figure 3.3 illustrates the results from the combination of Objectives (A), the total energy (y-axis),
and (B), the absolute carbon emissions into a single linear multi-objective optimization problem:
Objective (A)+(B), which accounts for the use of carbon-free renewable electrical power (as
defined in Section 3.4). The x-axis reports net CO2 emissions, as motivated in Section 3.3). The
syngas ratio r = H2/CO is defined in {0, 6}. Brightening tones of blue denote increasing syngas
ratios. For any given syngas ratio, a Pareto-front of four solutions is outlined as the value of
the weight factor ω spans within the range [0, 1]. Each Pareto-optimal solution determines a
well-defined operation and topology of the plant. The extreme solution points coincide with the
minimization of objective (A) (total power, low on the y-axis, pseudo cost ω = 1, in purple) and
(B) (minimum absolute carbon emissions, pseudo cost ω = 0, in green). At ω = 0, solutions
lays vertically on the ordinate axis, indicating that absolute carbon emissions are absent. Total
energy consumptions for setups identified at extreme values of the weight factor ω = {0, 1} differ
by a factor 1.6-1.9. Additionally, two sets of intermediate Pareto-optimal solutions are shown.
The solution highlighted by a dashed red line corresponds to a configuration with a negligible
improve in total energy requirement at substantial larger absolute carbon emissions. Although it
may be tempting to exclude this option from the reasonable candidates, this requires a deeper
analysis, proposed in the upcoming Section 3.5.2 on separation topologies. The remaining solution

3.5 Multi-objective optimization by combination of Objective (A) and (B): renewable power is available 34



indicated by a dashed box differs from the configuration at the minimum total power demand for
syngas ratios equal or greater than 2, whereas they overlap for r = {0, 1} (the darker markers).
For increasing syngas ratios r > 3 towards pure H2 generation, all solutions along the Pareto
front tend to converge to a point of zero net CO2 emissions at a comparable power demand of
0.46 MJ mol−1

syngas. This trend towards zero net CO2 emissions can be motivated by the increasing
dominance of water electrolyzer for pure H2 production.

Figure 3.3.: Renewable electricity is available: multi-objective optimization results combining total energy
and absolute carbon emissions minimization by means of a weight factor ω. At extreme
values of ω, the multi-objective optimization results are indicated with colors, where the
objective function coincides with the minimization of Objective (A) (total energy, for ω = 1,
in purple) and (B) (absolute carbon emissions, for ω = 0, in green), respectively. Different
ω values generate two sets of intermediate solutions (in red and within the black rectangle).
Discretization of ω: 1× 104 points. The H2-to-CO ratio is indicated with r.

In the next sections, system configurations and individual energy demands are being discussed,
primarily focusing on the extreme cases of the Pareto-front, with a comment on the implications
of intermediate set for ω ∈ [0.21, 0.62]. At first, topological results are reported with focus on
the activation and interaction of plant macro-sections, e.g., RWGS and SR reactors with related
separation trains, electrolyzer (EL), and anaerobic digestion (AD) with biogas upgrade. Details on
the topological results for the individual separation trains follow.
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3.5.1 Minimum absolute carbon emissions with renewable power -
Objective (B)

Figure 3.4 reports the breakdown of the total energy demand, electrical and thermal, by single
plant section if the absolute carbon emissions value is to be minimized in presence of renewable
electricity – Objective (B). Therefore, the cumulative energy demands coincide with the solutions
highlighted in green in Figure 3.3. The total energy demand is specific molar (syngas) for
increasing H2-to-CO ratios.

(D) 100%

(D) 100%

(D) 95.5%

(A) 54.8%

(B) 28.4%

(C) 16.8%

(A)   0.6%

(D) 99.4%

Figure 3.4.: Minimum absolute carbon emissions and relatively inexpensive, available renewable power
– Objective (B) (ω = 0): power contributions of reactors, separation sections, and storage
systems for surplus O2, CH4.

Results show that the pre-existing standard steam reforming section is not being operated. In
contrast, the prevailing duty is represented in yellow by the electrolyzer, which can make almost
exclusive use of renewable electricity, with a thermal contribution for pre-heating of 0.6 %. There-
fore, the generation of CO2 from combustion in this step is negligible. The EL unit generates
H2, partly contributing to the outlet syngas stream, but also required for the reduction of CO2 in
the RWGS reactor, whose thermal and electrical duties are reported in blue (reactor) and light
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blue (separation section). Oxygen, the second end of the EL outlets, is then stored as valuable
byproduct (in orange), to be exported or used in other plants in the surroundings. As CO is
exclusively produced by CO2 reduction in the RWGS step, the total energy demand at RWGS
(thermal) drops along the x-axis, as does the CO for lower syngas ratios. Conversely, the energy
demand at EL is essentially constant within the domain, and so is the energy required to store O2:
the overall demand for H2 within the process is unvaried, as it either contributes directly to the
product syngas or it reduces one mole of CO2 to generate one mole of CO.

Figure 3.5.: (A) Relevant specific molar flowrates as a function of the syngas ratio for minimum absolute
carbon emissions in presence of renewable power – Objective (B); (B) feed policies for CH4
(from biogas or from natural gas), and CO2, from biogas or external.

The specific fluxes reported in Figure 3.5(A) confirm that the electrolyzer is operated at a fixed H2

flow for any syngas ratio: the cumulative contributions of H2 flowrates at EL outlet directed to the
product and to the RWGS for CO2 reduction marked with blue squares and circles, respectively,
is unitary. The H2 flow fed to RWGS coincides with the outlet CO to syngas, consistent with the
presence of a recycle stream for unreacted H2 and CO2.

Figure 3.5(B) shows that most of the biogenic carbon required at the product is provided externally.
The admission of biogas is limited by the fact that the selected process is mildly endothermic.
Therefore, its heat demand can be fulfilled by combustion of bio-CH4 before the requirement for
CO2 at the RWGS reactor for CO generation is fulfilled by the remaining bio-CO2, recycled from
bio-CH4 combustion and also provided after biogas upgrade. This is mathematically constrained
by Equation A.3 in the Appendix, also reported here for clarity:

ṄCH4,surplus,burned ≤ ṄCO2,th,tot, (3.5)

which states that the maximum amount of bio-CH4 burned cannot be larger than what is imposed
by the total thermal demand of the system. This finding is consistent with the choice expressed
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in Section 3.4 to exclude the recycle stream of bio-CO2, obtained from the combustion of biogas
for heat generation, from the objective functions. As already discussed, this choice favors highly
electrified processes for the minimum carbon emissions when renewable power is available and
relatively inexpensive, Objective (B), thus identifying configurations which limit the need for
combustion in general, and combustion of bio-CH4 in particular. On the contrary, if the recycle
flow ṄCO2,th,bio,recycle is favored in the target, potentially highly endothermic setups based on the
combustion of bio-CH4 and still zero absolute carbon emissions can be expected, which may or
may not be desirable depending on the availability of biogas and external CO2.

3.5.2 Separation train: optimal topologies - Objective (B)

Figure 3.6 highlights in blue the selected path for pure CO production (r = 0). For other syngas
specifications, the path is highlighted in green. Figure 3.6 and the following illustrations of the
topology selected after RWGS are intended to highlight the selected separators. For this reason,
the product streams are not shown. Instead, Section 3.5.1 reports the actual trend in feedstock
supply and destination of H2 from the electrolyzer. The breakdown of energy demand in the
form of heat and electricity for the RWGS reactor-separation train at different syngas ratios r is
reported in Figure 3.4: the separation train requires mostly electric energy inputs (95 %), due to
the penalization of carbon emissions from combustion for heat generation.

Figure 3.6.: Optimal topology for the separation train (Objective (B)).

As to be expected, path 1-2-4-5 is not selected due to the comparatively higher thermal demand of
the amine absorber. In all selected topologies, the mixture is separated completely, which may not
be desirable from a CAPEX and a total energy perspective. Alternatively, if separator VPSA 9 or
membrane 8 are selected, the binary mixture (H2,CO2) obtained may be entirely recycled back to
the RWGS reactor. Therefore, from a CAPEX and total energy perspective, one of these routes may
be more viable. To inspect this approach, a minor penalization of the thermal energy supply is
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imposed by setting the weight factor ω to 0.01. This is sufficient attain the solutions highlighted in
red in Figure 3.3.

Figure 3.7.: The optimal topology for intermediate Pareto-optimal solutions at ω ∈ [0.01, 0.21] is highlighted
in orange, for any value of the syngas ratio r.

Figure 3.7 highlights the selected separation sequence at ω ∈ [0.01, 0.21]. As previously assumed,
the separation train implies the complete recycle of the binary mixture (H2,CO2) back to the
reactor feed. For this separation path, due to the (marginal) penalization of electricity at this value
of the weight factor ω, the required electrical energy drops to 90.7 %, thus requiring a higher share
of thermal energy if compared with topologies in Figure 3.6. However, this is not the reason for
the significant increase in absolute carbon emissions shown in Figure 3.3, as the thermal energy
requirement of this separation train is a minimal contribution to the overall energy requirement
(Figure 3.8(B))

Figure 3.8.: (A) Feed policies for CH4 (from biogas or from natural gas), and CO2, from biogas or external
at ω ∈ [0.01, 0.21]; (B) energy demand.

3.5 Multi-objective optimization by combination of Objective (A) and (B): renewable power is available 39



Figure 3.8(A) shows that biogas is not admitted as feedstock to the process. On the contrary,
external CO2 makes up for the carbon demand of the process entirely, whereas the heat demands
are completely fulfilled by an additional stream of natural gas. This is now motivated by the
minor penalization of the electrical supply. Since anaerobic digestion and biogas upgrading section
require a small amount of electric power, the optimizer excludes them from the solution, thus
favoring external natural gas to sustain the process.

All this considered, if biogas is available locally, anaerobic digestion should be forced in the solution
pathway to avoid the use of natural gas. However, the energetically most attractive separation
sequence after RWGS is the latter, reported in Figure 3.7.

So far it has been assumed that electric energy is not penalized, due to the fact that renewable
power can be assumed at zero carbon footprint. However, this does not account for the cost of
energy: although comparatively inexpensive where readily available, the price of PPAs varies
according to regional availability and demand. If the renewable power is locally generated, it is
penalized by its levelized cost of energy. The next sections investigate the results of Problem (A),
which weights the electric energy by the same factor as the thermal energy contribution.

3.5.3 Minimum absolute carbon emissions with renewable power -
Objective (A)

Figure 3.9 reports the energy contributions resulting from the minimization of the total energy
demand – Objective (A). Up to a syngas ratio of 3, the stoichiometric outlet of a steam reforming,
the electrolyzer is not operated. Instead, from an energetic perspective it is more convenient
to divide the task of producing CO between steam reforming, highly endothermic but yielding
an excess of H2, and RWGS, the latter lowering the total energy demand due to its moderate
endothermic contribution. In blue, the demand at RWGS is reported. In grey, the contribution of
steam reforming, which continues for syngas ratios above 3. In this region, RWGS is not active:
to attain high syngas ratios it is energetically more convenient to generate the required amoung
of CO via steam reforming, although thermally demanding, than to produce an excess of H2 via
electrolysis for CO2 reduction in the RWGS reactor, although less demanding from the thermal
energy requirement. The benefit of a reduced thermal duty by RWGS operations over SR would
then be lost due to the dramatic increase in electric duty to be supplied by the electrolyzer. As EL
is being operated, excess O2 is stored (the area in orange). The separators require considerably
less energy than the reactors.
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Figure 3.9.: Energy demands for minimum total power – Objective (A) (ω = 1): power contributions of
reactors, separation sections, and storage systems for surplus O2 and CH4.

Relevant trends in H2 production are shown in Figure 3.10(A). Up to a syngas ratio of 3, the whole
H2 requirement in syngas is covered by SR (curve "H2 to Syngas", in green), which also supplies
H2 for the reduction of CO2 in RWGS ("H2 from SR to RWGS"). Above a syngas ratio of 3, the
electrolyzer activates to complement the syngas requirement for H2 together with SR. Therefore,
also in this case the RWGS separation train will have to recycle the binary (H2,CO2) mixture back
to the reactor inlet.
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Figure 3.10.: (A) Molar flowrates of the H2 streams: total H2 from the steam reformer outlet (H2 from
SR), share of H2 from SR fed to the RWGS reactor for CO2 reduction (SR to RWGS), and to
the product stream (SR to Syngas). In green, H2 stream to the product (H2 to Syngas) and
from EL to syngas (blue square markers); (B) CO flowrates to the product (CO to Syngas),
from the reformers outlets to Syngas (CO from SR and RWGS to Syngas); (C) CH4 and CO2
feedstock to the reactors (in tones of green), where excess CH4, if available, can be burned
to produce thermal energy.

The synergy between RWGS and SR can be appreciated in Figure 3.10(B), which reports the
specific flowrates of CO production. Below a target ratio of 3, the flowrate of CO produced by
SR is constant, whereas the contribution of RWGS decreases. As illustrated in Figure 3.10(A), SR
supplies the entire flowrate of H2 required in the syngas stream (light-blue dashed curve, marked
with triangles, and green curve, marked with diamonds), which means that RWGS completely
recycles the unconverted H2 back to its feed. Clearly, above the syngas ratio of 3, the electrolyzer
operates proportionally to the syngas ratio whereas SR adapts to the decreasing trend in CO
contents in the syngas stream.

Figure 3.10(C) reports the feedstock requirements of the process. As no surplus of bio-CH4 is
left after the synthesis that could be used for heat generation purposes, the plant always relies
on natural gas. However, as discussed in the previous Section 3.5.2, this contribution can be
substituted by additional bio-CH4, if enough biomass is available, thus contributing to the required
makeup of CO2 at syngas ratio r = 0. Figure 3.11 shows the contributions to the absolute carbon
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emissions, with a peak at r = 3, corresponding to the maximum utilization of steam reforming. Its
stoichiometric outlets coincide with the syngas ratio: the SR reactor requires the available bio-CH4

as feedstock, therefore additional fuel is required to power the process step. Excess CH4 from the
synthesis in light blue is not shown in the figure. This indicates that CH4 is preferably used for
the synthesis, bringing CO2 into the system in the required biogas stream and resulting in a CO2

surplus from the synthesis steps.

Figure 3.11.: Absolute carbon emissions by contribution. In dark blue, CO2 is produced by combustion
processes for thermal energy generation; an intermediate tone of blue indicates the excess
CO2 from the synthesis, therefore not being reduced to CO. In light blue, CH4 surplus
not utilized in the synthesis which is preferably burned and, if the thermal demand is then
completely fulfilled, the remaining is stored.

In this setup, no appreciable differences are to be reported concerning topology of the separation
system, which correspond to the solution shown in Figure 3.7.
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3.5.4 Intermediate solutions: weight factor within the interval 0.21 -
0.62

Figure 3.12 shows the specific energy contributions for the intermediate Pareto front solutions
reported in Figure 3.3 and highlighted by the black dashed rectangle: for syngas ratios r ≤ 1, no
difference can be observed if compared to solutions at the minimum total energy (Objective (A),
ω = 1). However, r > 1 and for ω ∈ [0.21, 0.62], the electrolyzer starts operating, thus reducing
the carbon emission of the process at the cost of the overall energy demand. However, this
operation mode may prove interesting if profitability and flexibility are accounted for. Operational
implications based on the identified solutions will be further investigated in Section 3.8.

Figure 3.12.: Pareto-optimal solutionss for ω ∈ [0.21, 0.62] and H2-to-CO r > 1. The region r ≤ 1 is labeled
with ≡ ω = 1: for syngas ratios r ≤ 1, results at ω ∈ [0.21, 0.62] coincide with results at ω = 1
(minimum total energy). Therefore, process configurations and related energy demands at
r ≤ 1 are the same for any value of the weight factor ω ≥ 0.21.
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3.6 Multi-objective optimization by combination of Objective
(A) and (B): electricity from powerplant

Figure 3.13 reports the multi-objective solution when renewable energy is not available and grid
electricity is imported instead. In this case, no Pareto-front can be outlined. All solutions for
different values of the weight factor ω coincide due to the fact that configuration at the minimum
total carbon emissions and at the minimum energy coincide. This indicates the strong dominance
of carbon emissions for energy generation over carbon emissions due to an inefficient use of the
feedstock.

Figure 3.13.: Renewable electricity is not available: multi-objective (A)+(C). The Pareto-front is absent,
as the minimization of energy and carbon efficiency identify the same configurations: as
indicated within the figure, results from the minimization of Objective A and C coincide.

Therefore, process topologies and operation regimes coincide with those identified in Section
3.5.3, and the energy requirements for the process sections were already reported in Figure 3.9 for
Objective (A). Solutions in Figure 3.13 correspond to those shown in Figure 3.3 at the minimal
total energy with available renewable power. However, in the newly introduced scenario, the
carbon footprint of grid electricity translates the points along the abscissa towards a region of
higher absolute carbon emissions. Furthermore, for r > 3, solutions in Figure 3.3, Problem (A),
are now not only translated, but also mirrored on the y-axis, attaining larger absolute carbon
emissions for increasing syngas ratios: here, the electrolyzer starts to operate, which increases the
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demand for electric energy, as well as the total energy requirement. The minimum total energy
requirement across different optimization scenarios can be found at syngas ratio r = 3, i.e., the
stoichiometric output of the steam reformer (cf. Section 3.5.3).

The translation along the x-axis can be also understood from Figure 3.14(A), reporting the absolute
carbon emissions by contribution, corresponding to Figure 3.11 for solutions at the minimum
energy in day time, with the addition of the powerplant contribution in dark blue. The cumulative
value of absolute carbon emissions has a positive slope for r ≥ 3, which clarified what already
discussed. Figure 3.14(B) shows that no surplus bio-CH4 is available for combustion, and an
additional fuel is required (biogas, where availability does not set a limitation).

Figure 3.14.: (A) Absolute carbon emissions by contribution. From the darkest tone of blue: CO2 generated
from the combustion of CH4 in a powerplant for electricity generation, CO2 produced by
combustion processes for thermal energy generation, excess CO2 from the synthesis not being
reduced to CO, CH4 surplus not utilized in the synthesis and preferably burned (not present);
(B) combustion of natural gas and of surplus bio-CH4: if biogas availability is constrained,
the plant should resort to natural gas for heat generation. In this case, no surplus CH4 from
the synthesis is available for the purpose of heat generation.

3.6.1 Exclusion of the steam reformer: operating electrolysis and
RWGS with powerplant electricity

Sections 3.5 and 3.5.1 show htat the coupling of an electrolyzer with a RWGS reactor require a
substantial external CO2 intake to operate on renewable power. This configuration maximizes the
use of electricity over combustion and minimizes the use of biogas, provided that an external source
of CO2, possibly of biogenic origin, is available. The implementation of this process must ensure
the use of renewable power. Figure 3.15 reports energy requirement and net CO2-emissions in case
this system were to be implemented as stand-alone process, and for a long-lasting unavailability
of renewable resources. If the process does not have the ability to rely on buffered renewable
electricity, product quality must be ensured at the expense of sustainability, as the process would
rely solely on external energy. As a consequence, the net CO2-emissions pattern is the highest
among those reported, although the total energy requirement remains unvaried and reflects the

3.6 Multi-objective optimization by combination of Objective (A) and (B): electricity from powerplant 46



findings at the Pareto front in Figure 3.3 (green curve), but translating the trend to the positive
side of the x-axis.

Figure 3.15.: Total power demand and net CO2 emission if the most sustainable process solution in
presence of renewable power were to be operated with natural gas-based electricity from
power plant.

3.7 Inclusion in the objective function of the carbon dioxide
stream recycled from combustion outlets

Section 3.4 formulated the optimization problems (A,B,C) without including ṄCO2,th,bio,recycle,
representing the recycle of biogenic CO2 in combustion gases from hot utility generation, into
the objective functions for the minimization of absolute carbon emissions. Aim was to identify
highly electrified solutions when renewable power is available, without favoring the recycle of
bio-CO2 from the combustion off-gases back to the RWGS reactor inlet which, in turn, favors
combustion over electrified processes (cf. Section 3.4). This section reports results obtained from
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the implementation of the actual, net absolute carbon emission value as minimization objective:

min Ẇ + Q̇ (A)

min ṄCE,abs,(∃REN) (B)

min ṄCE,abs,(∄REN) (C)

Solutions previously identified at the minimum energy requirement in the previous sections are
not expected to exhibit any modification, as bio-CH4 was entirely converted into the required CO
in the product stream.

Figure 3.16.: Multi-objective solutions, renewable power is available. Recycle of bio-CO2 from the util-
ity stream is admitted at the reactors feed and favored in the objective function for the
minimization of absolute carbon emissions.

Figure 3.16 reports 3 Pareto-optimal solutions. At positive carbon emissions, they coincide with
the solutions already discussed in detail (cf. Figure 3.3, at ω ≥ 0.21). However, solutions at null
absolute carbon emissions are now considerably less energy demanding. Therefore, only solutions
at CEabs= 0 are being discussed in this Section, whereas figures for CEabs> 0 are reported in the
Supplementary Section A.2.
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Figure 3.17.: Energy (A), CO2 and CH4 demand (B) for the process at minimum absolute carbon emissions
with renewable electricity and inclusion of recycled bio-CO2 from the hot utility within the
objective function.

As shown in Figures 3.17(A,B), the steam reforming is operated, and biogas can entirely fulfill the
heat and product requirements. Here, EL operates for any value of the syngas ratio of the given
set. Even though this configuration requires considerably less energy than the corresponding plant
discussed in Section 3.5.1 and operating EL and RWGS with the exclusion of SR, the latter required
considerably less local biomass, provided that renewable power is not subject to availability
constraints or is substantially inexpensive and a source of CO2 externally supplied is ensured and
price-competitive. If biomass is considerably limited, the current configuration must heavily rely
on natural gas from the grid to ensure a steady syngas supply.

3.8 Conclusions and outlook

The approach presented in this Chapter allows to address the first fundamental research question
presented in Section 1.3: "What is the impact that retrofitting has on the energy consumption of
an existing natural gas reforming plant in the context of flexible plant operations?".

Several operating regimes have been identified for the retrofitting of the steam reforming train.
For syngas ratios r ≤ 1, reverse water-gas shift is always selected. When renewable power is
available and the recycle of CO2 from the combustion of bio-CH4 is not favored in the objective
function minimizing the total carbon emissions, including unreacted CO2 and CH4, and CO2 in the
combustion off-gases, the steam reforming section is not selected and the required H2 is supplied
by an electrolyzer operated at low temperature. This problem formulation identified the most
electrified solutions. However, when the total energy or the total carbon emissions are minimized
and renewable power is not available, steam reforming is always selected at any value of H2-to-CO.
This plant section reduces the duty of the water electrolyzer for supplying the required H2 for CO2

reduction in RWGS and to reach product specifications. The optimal separation train after RWGS
is a sequence of water condensation, membrane separation to complete H2 removal, followed by
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a VPSA which removes CO, and recycle of the binary mixture (CO2,H2) back to reactor inlets
(Figure 3.7). However, two additional separation sequences were identified if electric power is
not penalized in the objective, which should then be included in a profitability analysis once
the location of the project, thus local availability and cost of resources, feedstock, and vendor
information regarding the budget offer of these process units, are identified.

According to the availability of resources, i.e., renewable power and biomass, and costs of the
resources, the selected process topology must be able to switch between different operating points.
In particular, setting a steam reformer in hot standby to ensure the most profitable and sustainable
operations when renewable power is abundant and biomass is scarce (configuration EL+RWGS)
may be not a feasible approach, due to the fact that these plants require to observe a minimum
admissible load, or base-load. However, depending on the circumstances, the plant may be in
this mode for an extended period of time and the steam reformer may be set on standby without
affecting the economics of the project.

Therefore, different steady states for the plant requires that the detailed design ensures feasibility
in any of them, and efficient control strategies must drive the transition. Furthermore, buffering
strategies may be required to ensure that the process runs in the most profitable or safest mode.
This brings back to the fundamental questions proposed in Section 1.3 and addressed later in this
thesis with different CAPE tools.

Although the proposed superstructure proved to be an agile preliminary tool for screening energy
demands and contributions for different renewable electricity scenarios in this retrofit context, it
does not embed an exhaustive selection of possible separators for the given raw syngas mixtures.
The fact that each separation task is here associated with a single, feasible separation method may
exclude non-trivial separation solutions in a more general feasibility analysis of Power-to-Syngas
systems. Furthermore, more reactors can be included in the superstructure to offer a complete
selection of process candidates, not necessarily limited to a retrofit problem of an existing plant
section. The formulation of a larger reactor-separator superstructure requires the definition of a
complexity constraint, which can be used to restrain the number of potentially selected units to a
predefined maximum, thus converting the LP into a MILP problem.

3.9 Chapter summary

In this chapter, an existing steam reforming process is retrofitted with the inclusion of an elec-
trolyzer and a RWGS step followed by a train of possible separators. This modification allows for
the resulting system to be operated more sustainably in presence of renewable power by enhanced
electrification. Linear programming (LP) is used to investigate the potential of flexibly operating
the system under intermittent renewable electrical power. Optimization results identify synergies
between electrolysis, steam reforming of methane and RWGS. Unreacted H2 and CO2 are recycled
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by VPSA after RWGS, whereas CO from RWGS and SR, and H2 from SR and EL leave as syngas.
EL is highly energy-demanding but sustainable if renewable electricity is available and relatively
inexpensive compared to natural gas. On the contrary, this trend is reversed for electricity provided
via power-plant. Therefore, the implementation of EL and RWGS would be unable to ensure a
sustainable production for scenarios where renewable electricity is not sufficiently available, unless
buffering devices or a flexible syngas production process and downstream were involved. In such
cases, process-systems comprising El, RWGS and SR allow for lower CO2 generation levels and
energy demand in that SR can substitute or complement EL as H2 source for RWGS.

3.9 Chapter summary 51



4MILP approach for the analysis and
screening of large Power-to-Syngas
reactor-separator networks

4.1 Introduction and background

Chapter 3 proposed the use of a linear programming approach to determine the energy demand
and carbon footprint of a retrofitted steam reforming plant, in the presence or absence of renewable
energy. This approach is here formalized and extended to a wider range of process candidates.
After reviewing the relevant contributions available in the literature, the methodology developed
for this analysis is outlined. Results show that with biogas and a large availability of renewable
electricity, plant configurations mainly run via electricity, which constitutes up to 97% of the
total power for partial oxidation of methane interacting with water electrolysis. Alternatively,
lower total demands are attained at higher thermal duties when electricity is also penalized: the
endothermic-synthesis reactors are operated. With carbon dioxide as the only feedstock, the
total energy demand substantially increases due to the large consumptions of direct-air capture
(DAC) and water electrolysis, although different DAC technologies or biogenic CO2 sources allow
this process to be fully electrified, as shown in Chapter 3. The resulting topologies always favor
membrane separation, adsorption and, more limitedly, cryogenics over absorption technologies.

As reported in Chapter 2 and summarized in several excellent review articles [111, 112, 113],
many efforts have been devoted to holistic approaches for system analysis based on superstructure
optimization. In the framework of solid and urban waste valorization into H2 and power, several
authors recently dedicated their efforts to propose mathematical programming problems for the
identification of optimal conversion pathways such as gasification, pyrolysis, anaerobic digestion,
and incineration using lumped models and with particular focus on costs and setting primary
importance on the reactive systems chosen from a limited number of alternatives rather than
reactor-separator sequences, critical for the production of high quality precursors for the chemical
synthesis [114, 115]. Another source of thermal energy in the valorized form of bio-fuel is
biomass from microalgae, which was considered in a contribution by Gani’s group on process
synthesis for the maximization of the gross operating margin and minimization of waste streams
via MINLP-based superstructure optimization using lumped models [116]. Again, focus was to
deliver the best reactor configuration, whereas the separation sequence was pre-determined. An
important contribution in the field of syngas production from biomass has been recently given
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by Kenkel et al. [117], who proposed a MILP modeling approach for biomass-to-X processes,
encompassing different electrolyzer types and reactors, also including Fischer-Tropsch (FT) and
methanol synthesis within the battery limits with a simplified heat integration approach. These
superstructures do account for CO2-based FT and methanol synthesis, highly investigated research
topics, but not yet readily implemented on industrial scale. Furthermore, as for the aforementioned
contributions, focus has been given to the reactors, whereas separation methods have been selected
for the given task. A broad literature field deals with the problem of optimal separation networks,
where distillation is predominantly being investigated when superstructure-based optimization
is adopted, and fixed feed compositions are separated into pure products. If multiple inputs to
the separation train are present, they are often treated independently in multiple single-input
sequences [118, 119]. However, an approach which rigorously includes all available separation
methods for a relevant number of candidate reactors for the production of synthetic gas from
biogas is yet to be found in literature.

4.2 Novelty and general system framework

In this chapter, an extension to the methodology based on the state-task network (STN) representa-
tion of one-task-one-equipment (OTOE) is applied to the superstructure very compactly represented
in Figure 4.1. The novelty lies in the fact that several separation methods are formulated for
each separation task. This further branches the search-space, aiming at systematically including
state-of-the-art process candidates, such as amine or methanol scrubbing and cryogenics, with less
established technologies, e.g., the selective adsorption of CO out of a given multicomponent feed
and membrane operations. Another novelty is that the selection of multiple reformers implies
the generation of multiple effluent streams at different temperatures, pressures and compositions,
which need for separation. Unless they are merged with a mixer after pressure normalization, they
may undergo different separation pathways. Therefore, this extended OTOE approach can identify
a separation sequence for each selected reactor, potentially resulting in energy savings that may
justify the CAPEX for additional, smaller separators. However, the integration of integer variables
and logical constraints can force the configurations to have a single separation sequence shared
by multiple reformers. In addition, logical constraints can force the optimizer to select a single
reactor at a time. The approach is described in detail in the next section.

This is then applied to generate and condition the syngas to the state required at the downstream
applications reported once again in Table 4.1, where temperature and pressure of the downstream
process selected from the range in Table 2.1. Although efforts have been made in the simultaneous
layout and heat-integration optimization [120, 121, 122], the latter introduces remarkable
complexity if a rigorous pinch analysis is to be integrated to a very large search space of alternative
layouts. This can be handled subsequently in a more traditional methodological fashion, thus
after the superstructure optimization is performed. For this reason, the current chapter focuses
on layout optimization. In the present contribution, a superstructure optimization approach is

4.2 Novelty and general system framework 53



used to identify which reaction and separation steps should be chosen to produce syngas with
a minimum overall energy demand. Special emphasis is put on differentiating between energy
inputs in the form of heat and electricity. Biogas from anaerobic digestion, water and carbon
dioxide from direct air-capture are considered as renewable raw materials. Essentially, biogas is a
carbon-neutral resource, thus, it does not contribute significantly to the increase in atmospheric
carbon dioxide levels, as reported by Paolini et al. [123]. As chemical reaction steps, water
electrolysis, methane steam reforming, dry reforming, partial oxidation, tri-reforming and reverse
water-gas shift are considered and possible synergies allowed. For the subsequent separation of the
mixtures, both state-of-the-art as well as new and emerging technologies are considered. The aim is
to highlight most promising flowsheets for current and future implementation, for the downstream
applications reported in Table 4.1. As the main efforts are directed towards the identification of
reactor-separator sequences out of an extensive number of process candidates, this implementation
is limited to equilibrium reactors, although it could be extended to different reactor-feed policies
and temperature/pressure leveles if the states at the reactors are discretized.

Table 4.1.: Syngas downstream applications, molar ratios, temperature and pressure requirements. Data
are retrieved and adapted from Table 2.1.

Downstream Application Molar ratio H2/CO (T (K) , p (bar))

Phosgene 0 (323,3)
Monsanto Process 0.01 (473,60)
Hydroformylation 1.1 (428,170)
Iron Ore 1.4 (973,1)
Fischer-Tropsch 1.95 (30,473)
Methanol 2.15 (140,473)

As it will be clarified in the second chapter on flexible process design, the methanol synthesis is
not normally conducted in pure CO but rather with a feed mixture of CO2 and CO to reduce the
exothermicity of H2 reacting in pure CO, thus reducing the thermodynamic limitation by operating
at lower temperatures. Ullmann recommends to refer to a stoichiometric number S slightly above
2 for the definition of feed requirements, where, in molar terms,

S = H2 − CO2
CO + CO2

. (4.1)

If S >> 2, H2 accumulates in the recycle loop, if S ≤ 2, the selectivity is hindered.

However, for the sake of comparability with the other processes, in this study CO2 is not admitted
in the product line, thus S ≡ r = 2.15.
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4.3 System description

Syngas is produced by chemical conversion steps followed by separation and conditioning of the
molar H2/CO ratio. Figure 4.1 represents a simplified flowsheet of the system described in this
Section. Purified biogas (BG) from anaerobic digestion and CO2 from direct air-capture are the
candidate carbon sources.

Figure 4.1.: Illustrative process flowsheet. EL = electrolyzer; RWGS = reverse water-gas-shift reactor; SR
= steam reforming of methane; POX = partial oxidation of methane; DR = dry reforming of
methane; TRI = tri-reforming of methane; TPSA,TSA,VPSA = temperature/pressure/vacuum
swing adsorption; TEG = ethylene glycol absorption; MEA = mono-ethanol amine.

A pool of reactors generates raw syngas from the feedstocks. Biogas purification steps are not
included in the analysis. Nevertheless, a 2-to-3 CO2/CH4 biogas mixture can be fed directly
to dry-reforming (DR) or tri-reforming (TRI), or separated into its components CO2 and CH4,
reactants for reverse water-gas-shift (RWGS), methane steam-reforming (SR) and methane partial
oxidation (POX). In this chapter, a biogas mixture containing 60% of CH4 is selected as trade-off,
given a typical range which spans between 50% and 75% for CH4 and a complementary amount
of CO2. CO2 from direct air capture can be fed to the RWGS reaction. With the exception of
DR, the other chemical reactors require H2O, O2 or H2. Consequently, a make-up stream of
H2O is also allowed which either feeds SR and TRI or is split into pure H2 and O2 via polymer
electrolyte membrane electrolysis (EL). The raw syngas is composed of unreacted components and
side-products. Therefore, recycle and outlet streams are introduced. Excess O2 can be utilized for
the generation of thermal energy by oxy-combustion or released into the atmosphere, although
this aspect is not relevant to the objectives of this study. Unreacted CO2 is also released. However,
such emissions are biogenic due to the selected carbon sources for the process. Excess H2 is
pressurized and stored at 300 bar [124]. EL can provide green H2 directly to the outlet syngas
stream, bypassing the battery of reactors. A surplus CO is not admitted, considering that biogas,
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the only source for carbon to syngas, is a limited resource.
The product separation can be accomplished by a number of state-of-the-art or emerging technolo-
gies. For a single separation task – e.g., separation of component A from an initial mixture ABC –
the superstructure comprises one or more separation methods. As an example, the task of separat-
ing H2 from CO2 can be accomplished by five competing methods: layered bed pressure-swing
adsorption, polymeric membranes, palladium membranes, phisical and chemical scrubbing, as
illustrated in Figure 4.2.

This study is intended to provide a conservative energy analysis of the system. Therefore, electricity
is not recovered by expansion and cooling utility consumption is not accounted for. The power
required for pumping cooling water is assumed to be negligible compared to the major energy
contributions in the system.

Figure 4.2.: Exemplification of separation tasks and methods embedded in the superstructure. For instance,
the task of separating CO2 from H2 can be accomplished by five separation methods: VPSA,
palladium membrane, polymeric membrane, chemical and physical absorption. Temperature
and pressure are adjusted at the feed to each separation method from the previous temperature
and pressure level, i.e., from the previous separator or reactor. Method-specific energy
requirements can be accounted for (red and blue arrow for thermal and electrical input,
respectively).
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4.4 Methods

4.4.1 General modeling assumptions for reactors and separators

Similarly to Chapter 3, energy consumptions and flowrates are specific, therefore based on the
molar flowrate of syngas. Reactor temperature, pressure and feed composition are assigned prior
to optimization, and they are modeled as Gibbs reactors prior to the optimization. In particular,
side reactions contribute defining the outlets from SR, DR and POX. On the contrary, due to the
intrinsic system complexity, representative temperature, pressure, inlet and outlet composition for
TRI are retrieved from literature [125] for a slightly endothermic operating mode. The conversion
of water at EL is assumed as complete.

Sharp-split separators are assumed, where the generic separator is decomposed into one operation
and one regeneration step. Similarly to the reactors, temperature and pressure levels at the
separators are assigned prior to optimization. Streams flowing between two consecutive separators
are penalized due to their energy demand (thermal and electrical contributions). The separators
may be accompanied by specific energy requirements, such as the heat of regeneration for
adsorption beds, cryogenic work, etc. Compression steps are adiabatic, and expansion as well
as cooling do not contribute to the identification of energy demands. Most importantly, the
components approximately should obey the ideal gas law.

The scope of this study is to underline dominant process paths in a topological perspective. For
this reason, the optimization of operating conditions for each process-element is not part of the
analysis.

4.4.2 Modeling of reactors

The complete set of parameters implemented at a reactor-level is reported in Table 4.2. The current
Section discusses the rationale behind its identification.

4.4.3 Mass balances

For the description of the outlet composition of an isothermal system at thermodynamic equilibrium,
it is sufficient to define the following set of algebraic equations, for each given independent
stoichiometric relation j:

fj (T, p, λ) = 0, ∀j ∈ J, (4.2)

where f is a function of the system temperature, pressure and the extent of reaction λj . Hence,
for the RWGS reactor, J = {j | j = {RWGS}}; for SR J = {j | j = {SR.SR,SR.WGS}} and for

4.4 Methods 57



DR J = {j | j = {DR.DR,DR.RWGS}}, where the second entry reflects a given independent
stoichiometric relation (WGS: water-gas shift reaction stoichiometry). The outlet composition can
thus be determined. Given that (T, p) are fixed and that the feed to the reactor is stoichiometric,
the ratio between outlet and inlet flowrates remains constant for any given inlet flowrate. As a
result, the outlet molar flowrate is linearly proportional to the feed flowrate and the compositions
are fixed for all streams.

POX is run within an adiabatic reactor with irreversible reactions of partial and total oxidation:

2 CH4 + O2 2 CO + 4 H2 (4.3)

CH4 + 2 O2 2 H2O + CO2. (4.4)

Due to the adiabatic behavior, Equation set (4.2) is not sufficient to characterize the equilibrium.
For this process-step, T is the outlet temperature which is calculated from the following energy
balance

Ḣin(Tin)− Ḣout(T ) = 0, (4.5)

expressing the conservation of energy in terms of enthalpy change. Furthermore, atomic balances
for the elements saturate the degrees of freedom, leading to the set of equations

fj

(
T, p, Ṅ

)
= 0,∀j ∈ J := {DR,SR}, (4.6)

Ḣin − Ḣout = 0, (4.7)

Ṅi,in − Ṅi = 0, ∀i ∈ I := {C,O,H}, (4.8)

which is solved for T and Ṅ (vector of molar outlet flowrates). Here, C, O, H belong to set I and
denote the chemical elements carbon, oxygen and hydrogen, respectively. As for RWGS, SR and
DR, feed composition, temperature and pressure are fixed and the outlet composition and reactor
temperature can be calculated.

Inlet and outlet composition in TRI are retrieved from a relevant case in Song et al. [125].
For a selected feed composition of CH4 : CO2 : H2O : O2 = 1 : 1 : 1 : 0.1, the paper reports
a syngas ratio H2/CO of 1.48 and equilibrium conversions of 53.1 %, 99.8 % and 26.7 % for
CO2, CH4 and H2O, respectively, at 850 ◦C and 1 atm. Knowing from the rank evaluation of
the stoichiometric matrix (rank 3 and 6 components involved) that the reacting system can be
described by means of 3 independent equilibrium relations (methane dry-reforming TRI.DR,
methane steam-reforming TRI.SR and partial oxidation of methane TRI.POX), the evaluation
of their extent of progression allows to calculate the resulting outlet composition. The extent
of reaction of steam reforming is calculated from the conversion of water. Assuming a unitary
total feed flowrate to the reactor, the extents of the independent reaction j per unit of feed
flowrate shall be denoted by θj . For steam reforming, it reads θTRI.SR = 0.086. Similarly, the total
consumption of O2 defines θTRI.POX = 0.064. Finally, knowing the total conversion of CH4 and
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its consumption in the independent reactions TRI.SR and TRI.POX, it is possible to determine its
consumption due to the dry-reforming contribution (TRI.DR), which coincides with its extent of
progression θTRI.DR = 0.1714. The outlet compositions from TRI and the ratio between inlet and
outlet flowrates are reported in Table 4.2.

4.4.4 Energy balances

The process system includes heated reactors sustaining endothermic processes (RWGS, SR, DR,
TRI) and an adiabatic reactor (POX). In all the cases, preconditioning of the feed streams to
the reactors is performed by compression and pre-heating, thus enabling the internal energy of
reactants to reach the requirements for chemical conversion.
Each heated reactor requires a thermal power input, expressed as linear function of the total feed
flowrate as

∑
j∈J

λj∆Hj(T ) = Ṅin
∑
j∈J

θj∆Hj(T ), (4.9)

where θj is the constant ratio between the extent of reaction j and Ṅin, the feed flowrate. POX
is adiabatic and requires no modeling of excess heat. For TRI, the summation appearing in
the right-hand-side of Equation (4.9) is determined from the standard reaction enthalpy of the
independent reactions – dry reforming (TRI.DR), steam reforming (TRI.SR) and partial oxidation
of methane (TRI.POX) – and from their extent of progression of reaction per unit feed flowrate,
calculated in the previous section, which read:

θTRI.DR∆HTRI.DR + θTRI.SR∆HTRI.SR + θTRI.POX∆HTRI.POX = (4.10)

=0.1714 · 247 kJ mol−1
feed + 0.086 · 206 kJ mol−1

feed + 0.064 ·
(
−35.6 kJ mol−1

feed

)
=

=58 kJ mol−1
feed

The electrolyzer requires power in the form of electrical energy input. As reported in Bensmann et
al. [98], the Gibbs free energy of reaction is equal to the reversible power requirement, which is
divided by an efficiency factor of 72% to obtain the real demand. As for the reactors, EL requires
feed preconditioning to reach the operative temperature at atmospheric pressure.

Reactor specifications are reported in Table 4.2.
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Table 4.2.: Parameters for the description of reactors. θ represents the ratio between extent of reaction and
feed flowrate. Specific heat demand (q̃) and electrical energy demands (w̃) per mole-flowrate
of feed are included.

Reactor Components
Inlet molar
composition %

RWGS H2,CO2,H2O,CO [50 50 0 0]
SR H2,CO2,H2O,CO,CH4 [0 0 50 0 50]
POX H2,CO2,H2O,CO,CH4,O2 [0 0 0 0 66.7 33.3]
DR H2,CO2,H2O,CO,CH4 [0 50 0 0 50]
TRI H2,CO2,H2O,CO,CH4,O2 [0 32.26 32.26 0 32.26 3.22]
EL H2,H2O,O2 [0 100 0]

Reactor Components
Outlet molar
composition %

Molar ratio
outlet:inlet flowrate

RWGS H2,CO2,H2O,CO [27.43 27.43 22.56 22.56] 0
SR H2,CO2,H2O,CO,CH4 [56.18 2.56 11.69 15.31 14.26] 1.55
POX H2,CO2,H2O,CO,CH4,O2 [58.57 1.32 4.33 30.14 5.65 0] 1.80
DR H2,CO2,H2O,CO,CH4 [28.5 10.8 5.4 39.2 16.1] 1.51
TRI H2,CO2,H2O,CO,CH4,O2 [45.3 9.38 14.68 30.6 0.04 0] 1.61
EL H2,H2O,O2 [66.7 0 33.3] 1.5

Reactor T (K) p (bar) q̃
(
kJ mol−1

)
w̃
(
kJ mol−1

)
θj %

RWGS 1000 5 35·θRWGS 0 θRWGS = 22.6

SR 1173 30 227·θSR−33·θWGS 0
θSR = 27.8;
θWGS = 4.0

POX 1328 (in: 773) 30 adiabatic 0 –

DR 1000 5 260·θDR+35·θRWGS 0
θDR = 25.6;
θRWGS = 8.1

TRI 1123 1 58·Ṅin 0 –
EL 333 1 0 327 –

4.4.5 Modeling of separators

An extensive literature survey was conducted to identify unit-specific calculations. Therefore,
the energy requirements are characterized for each specific case, resulting in linear grey-box
models. The superstructure embeds the following families of separation methods: temperature-
and (vacuum) pressure-swing adsoprtion (TSA, VPSA), absorption (glycol, amine, methanol),
membrane separation (polymeric, palladium) and cryogenic operations (chilled methanol, cryo-
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genic distillation). Table 4.4 introduces the set of separators allowed within the control-volume
and their parameters selection.

4.4.6 Mass balances

The sharp-split assumption allows for a linear mathematical description only if the composition
at the beginning of the separation train is fixed. For this reason, the modeling choice of fixing
temperature and pressure at the Gibbs reactors introduced in Section (4.4.1) is justified. This
approach has been adopted in literature [13] for the screening of distillation sequences, while
the current contribution extends the method to a wider choice of separators. The underlying
mathematical formulation reads:

ṄA = Ṅ(A,B,C)
ζA

ζA + ζB + ζC
= Ṅ(A,B,C)ξA/(A,B,C), (4.11)

where a generic component A is ideally separated out of a mixture ABC, and the split factor ξ is
given by the ratio of the mole fractions ζ at the outlet stream of the reactor. The splits modeled
in the framework are listed in Table 4.5, together with the corresponding feasible separation
methods and literature references. It is here stressed that not all of the separation techniques
are at high readiness level. A few separators are considered feasible for specific separation
tasks if characteristic properties, such as kinetic diameter, relative permeability, dew points etc.,
suggest so. Nevertheless, most of the separators are state-of-the-art technologies in industry or in
laboratory-scale applications.
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Table 4.3.: The separation tasks are here sorted by the number of components in the feed, Nspec, and
reactor type. Reactors DR, SR, TRI, POX share the same separation tasks. A single asterisk ∗

indicates the separation tasks whose methods are shared between DR, SR, TRI, POX. Double
asterisk those shared between RWGS and the other reformers ∗∗. The task of separating biogas
into CH4 and CO2 and possibly adopted in the downstream of the reformers DR, SR, TRI, POX,
is indicated by a triple asterisk ∗∗∗. Details on the separation methods available are collected in
Table 4.5.

reactors

Nspec RWGS DR,SR,TRI,POX biogas

5 - (H2,CH4)/(CO2,CO,H2O)∗

(H2)/(CO2,CO,H2O,CH4)∗

(H2O)/(CO2,H2,CO,CH4)∗

-

4 (H2)/(CO2,CO,H2O)
(H2O)/(CO2,H2,CO)
(CO2,H2O)/(H2,CO)

(H2O)/(CO2,CO,CH4)∗

(CH4)/(CO2,CO,H2O)∗

(H2)/(CO2,CO,CH4)∗

(CO)/(CO2,H2,CH4)∗

-

3 (CO)/(CO2,H2O)∗∗

(H2O)/(CO2,CO)∗∗

(CO2)/(H2,CO)
(H2)/(CO2,CO)
(CO)/(CO2,H2)

(CO)/(CO2,H2O)∗,∗∗

(H2O)/(CO2,CO)∗,∗∗

(CO2)/(CO,CH4)∗

(CO)/(CO2,CH4)∗

(CO2)/(H2,CH4)∗

(H2)/(CO2,CH4)∗

-

2 (CO2)/(H2O)∗∗

(CO2)/(CO)∗∗

(H2)/(CO)
(CO2)/(H2)

(CO2)/(H2O)∗,∗∗

(CO2)/(CO)∗,∗∗

(CO2)/(CH4)∗,∗∗∗

(CO)/(CH4)∗

(H2)/(CH4)∗

(CO2)/(CH4)∗∗∗

4.4.7 Energy balances

The generic separator is divided into operation and regeneration step. A membrane separates
the permeate from the retentate stream, a gas-liquid absorption process is followed by stripping
and an adsorption step via VPSA/TSA is periodically switched into regeneration mode by vacuum
generation or heating, respectively. Therefore, each method is associated with two distinct (T, p)
values, respectively for operation (T, p)ops and regeneration (T, p)reg: the feed stream, as well
as the outlet from the operation-step, are at (T, p)ops. In order to model the adjustment of the
internal energy between consecutive separators, heating or cooling, compression or expansion
are considered. For thermal energy calculations, the heat capacity C̃p is calculated as a weighted
average for pure components, accounting for the actual mixture composition and the initial and
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final temperature.
As formerly stated in Section (4.3), power recovery by expansion and cooling are not considered
as long as they occur above the atmospheric conditions (T = 298 K, p = 1 bar). Nevertheless, the
expansion of gas may require inter-heating steps. Similarly, compression may require cooling. The
temperature attained after isentropic transformation is calculated as:

T2,id = T1

p2

p1


R

C̃p
, (4.12)

where R is the universal gas constant. The real temperature is calculated assuming an efficiency
factor of η = 80 %. In agreement with the conservative framework, the power requirement for
compression is over-estimated by a single, isentropic step, as well as the temperature out of
compression and expansion. As an example, whenever a process stream delivers gas to higher
(T, p) values, the pressurization can be deployed to partly satisfy the need for thermal power input.
For an adiabatic compression step, the specific molar electrical work is estimated as:

w̃ =
γ

(γ − 1)RT1


p2

p1


γ − 1
γ
− 1


1
η
, (4.13)

γ = C̃p

C̃v
(4.14)

where η = 0.8 is the efficiency, γ is the ratio of specific heats at constant pressure and constant
volume [126]. Equation (4.13) defines a coefficient which multiplies the gas flowrate, i.e. the
mathematical description is linear. The same formula is adopted to model vacuum operations as
in Grande et al. [126], e.g. vacuum normalization in VPSA, or membrane separators. For the
latter, the pressure in the retentate is assumed to be 20 times higher than in the permeate side,
set at p = 0.1 bar is assumed [127]. In order to describe the energy demand of each separator,
additional, method-specific calculations are included.

The non-ideal coefficient of performance (COP) describes the ratio between the thermal power
absorbed by the refrigerant and the real electrical power required at the compressor in a cryogenic
loop. The definition of COP reads:

COPreal = COPidη =
Q

Wid
η =

TR
ev

TR
cond − TR

ev
η, (4.15)

where Ẇid is the ideal electrical power requirement. In an ideal case, it corresponds to a reverse
Carnot cycle between the cryogenic evaporation temperature of the refrigerant, TR

ev, and the
temperature at which the refrigerant releases its internal energy by condensation, TR

cond. The ideal
COP is corrected by a thermodynamic efficiency factor η of 60 % [108]. Q̇ is the thermal power
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acquired by the refrigerant during cryogenic evaporation and lost by the cooling process fluid in
order to reach the required cryogenic temperature. A proportionality coefficient for the estimation
of the power requirement in cryogenic operations is derived by rearranging Equation 4.15:

w̃ =
1

COPidη
q̃ =

1
η

TR
cond − TR

ev

TR
ev

C̃p (Tamb − Tcryo) . (4.16)

In Equation 4.16, a distinction is made between the cryogenic temperatures Tcryo and TR
ev, the

former being 15 K higher than the latter, thus ensuring the heat transfer.

TSA operations consist of cyclic switch between operation and regeneration at high temperature
of the adsorbent bed. Consequently, the relevant contributions for regenerations are the heat of
desorption for the entrained components Q̇des and the heat input to raise the bed temperature
Q̇bed:

Q̇TSA = Q̇bed + Q̇des = (q̃des + q̃bed) Ṅfeed (4.17)

q̃bed = (Treg − Top)
∑

k⊂K

 1
θi
Ĉp,bed,lMiζi

 , (4.18)

q̃des =
∑

k⊂K

(
q̃∗

des,iζi

)
. (4.19)

For Equation 4.18 and 4.19, sets k and K are introduced:

k ⊂ K, k = {i, l | i = {components adsorbed by adsorbent-type l}, l = {adsorbent-type l}}.
(4.20)

In Equation (4.18), θ−1
i Mi is the molar mass of adsorbent required to adsorb component i, which is

multiplied by the specific heat per unit of mass of adsorbent Ĉp. Furthermore, Mi is the molecular
weight of component i. In Equation (4.19), q̃∗

des,i is the molar heat of desorption for component
i.

Layered-beds are also considered, which necessitates the subscript l and the summation operator
in Equations (4.18) and (4.19).

Gas-liquid absorption processes require high-temperature regeneration. It is often the case that the
absorption operation is performed in pressurized vessels. Unit-specific calculations must account
for the change of the internal energy of the fluid sent to regeneration. The specific thermal power
input reads:

q̃rec = θrecC̃p,entrainer (Treg − Top) , (4.21)

where θrec is the ratio between the flowrate of entrainer required per unit of entrained key
component (circulation rate). The description of amine and glycol absorption resort to Equation

4.4 Methods 64



4.21. The absorption of CO2 in methanol occurs at cryogenic conditions, whereas the regeneration
is operated at ambient temperature. As a consequence, this specific separator is described by the
relations already introduced for cryogenic systems.

Table 4.4.: Separation methods and identifiers adopted in Table 4.5. Deviations from the reported values for
(T (K) , p (bar)) are possibly implemented in the constraints, e.g. membranes for H2 separation
adjacent to the reactor are operated at temperatures higher than 298 K (Pd membrane,
polymeric membrane).

Separator ID
(T, p)op

(K, bar)
(T, p)op

(K, bar)
C̃p,entrainer

J kg−1 K−1
θ

kg kg−1
q̃reg

kJ mol−1 COP ref.

TPSA
(Al2O3+
CuCl/Z)

I (298, 8) (393, 1) Al2O3: 240
CuCl/Z: 240

Al2O3: 5.5
CuCl/Z: 5.5

H2O: 48
CO2: 34
CO: 35
CH4: 11

- [128]

TSA
(Silica Gel)

II (298, 1) (393, 1) silica: 920 silica: 8 H2O: 31 - [128]

TPSA
(Al2O3)

III (298, 8) (393, 1) Al2O3: 240 Al2O3: 5.5 H2O: 48 - [128]

TSA
(ASMS-3A+
CuCl/Z)

IV (298, 8) (393, 1) ASMS-3A: 920
CuCl/Z: 240

ASMS-3A: 8
CuCl/Z: 5.5

H2O: 23
CO2: 23
CO: 35

- [129, 130]

VPSA V (298, 8) (298, 0.1) - - - - -

Membrane
(Polymeric)

VI (298, 2) (298, 0.1) - - - - -

Membrane
(Palladium)

VII (298, 21) (298, 1) - - - - -

Absorption
(Glycol)

VIII (308, 10) (473, 1) TEG: 2225 49 H2O: 320 - [131]

Absorption
(Methanol)

IX (233, 30) (298, 1) - - -
40
(1.2 kJ mol−1)

[132]

Absorption
(Amine)

X (313, 1) (393, 2) MEA: 3325 3.5 CO2: 41 - [104]

Cryogenics
(CH4/CO2)

XI (263, 40) (223, 40) - - -
54
(1.93 kJ mol−1)

[133]

Cryogenics
(CH4/H2)

XII (103, 1) (103, 1) - - -
775
(23 kJ mol−1 ) [132]
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Table 4.5.: Numbered list of splits allowed in the superstructure and available separation methods. (*)
MEDAL™Air Liquide - hydrogen purification; (**) MEDAL™Air Liquide - biogas purification.

(ID) Splits ID available methods references

(1) (H2,CH4)/(CO2,CO,H2O) IV [134, 106, 107]
(2) (H2)/(CO2,CO,H2O,CH4) VII [135, 102]
(3) (H2O)/(CO2,H2,CO,CH4) VI [136, 137, 102, 103]
(4) (H2O)/(CO2,CO,CH4) VI,VIII,II [138, 136, 137, 103, 128]
(5) (CH4)/(CO2,CO,H2O) II [134, 106, 107, 139]
(6) (H2)/(CO2,CO,CH4) V,VI,VII [105, 134, 106, 107, 140, 135, 141, 142], (*)
(7) (CO)/(CO2,H2,CH4) V [134, 106, 107]
(8) (CO2,H2O)/(H2,CO) III,X [141, 104, 143]
(9) (H2O)/(CO2,H2,CO) VI,VIII,II [138, 136, 137, 102, 103, 128]
(10) (H2)/(CO2,CO,H2O) I,VII [144, 135, 141, 139, 142, 128]
(11) (CO)/(CO2,H2O) V [144, 106, 107]
(12) (H2O)/(CO2,CO) VI,VIII,II [138, 136, 137, 102, 103, 128]
(13) (CO2)/(H2,CO) V,IX,X [145, 141, 146, 104, 147, 148, 149, 150], (**)
(14) (H2)/(CO2,CO) VI,V,VII [144, 151, 101, 152, 138, 142, 153], (*)
(15) (CO)/(CO2,H2) V [144, 106, 107]
(16) (CO2)/(CO,CH4) V [154]
(17) (CO2)/(H2,CH4) V [101, 154]
(18) (H2)/(CO2,CH4) V,VII,VI [134, 140, 135, 141, 142, 155, 156], (*)
(19) (CO)/(CO2,CH4) V [144, 106, 107]
(20) (CO)/(CH4) V [134, 106, 107]
(21) (H2)/(CH4) VI,XII,V [140, 146, 157, 150], (*)
(22) (CO2)/(CH4) VI,V,X,XI [141, 104, 154, 133, 158], (**)
(23) (CO2)/(H2O) II,VIII,VI, [138, 136, 159, 137]
(24) (CO2)/(CO) V [160, 144, 134, 106, 107, 146, 154]
(25) (CO2)/(H2) V,X,IX,VI,VII [144, 140, 135, 141, 152, 146, 104, 147, 148, 142], (*), (**)
(26) (CO)/(H2) V,VI,VII [160, 105, 144, 134, 106, 107, 145, 151, 140, 135, 141], (*)

4.5 Modeling of interconnections

This section discusses the conceptual structures which enable to build the final set of problem-
constraints in a mixed-integer linear form.

Methodological details concerning the formulation of interconnection between separation blocks
and substance nodes are specified in the Supplementary Section B.
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4.5.1 Mass and energy balances: mixture block

For a generic mixture ϕ, there are two sets of mass balances:

ξϕ,iṄi −
∑

j

Ṅj,i = 0 ∀i ∈ I, (4.22)

Ṅj −
∑

i

Ṅj,i = 0 ∀j ∈ J. (4.23)

Sets I and J in Equations 4.22 and 4.23 incorporate the feed streams to the separators which
generate and accept ϕ, corresponding to flowrates Ṅi and Ṅj , respectively; ξϕ,i is the split factor
associated with separator i and its outlet mixture ϕ. Parametric coefficients of molar thermal
energy and work (see Section 4.4.5) are multiplied by the corresponding flowrates Ṅj,i of the
separator connecting unit i to j. The linear description of the change in (T, p) between consecutive
separators is formulated as:

Q̇j,i − q̃j,iṄj,i = 0, (4.24)

Ẇj,i − w̃j,iṄj,i = 0, (4.25)

where Q̇j,i and Ẇj,i denote the thermal and electrical power inputs required to shift from separator
i to separator j.
Set Φ (capitalized) is introduced. It encompasses Equations 4.22,4.23,4.24,4.25, related to the
specified mixture ϕ.

Figure 4.3.: Representation of a mixture block delivering mixture ϕ (lowercase) with a single sharp-split
separator.

Figure 4.3 exemplifies concept and nomenclature with a generic quaternary mixture of components
ACDF, generated by separator B/ACDF from mixture ABCFD via stream i = 1 with flowrate
Ṅi=1. Three separators accept mixture ACDF and are fed by streams j = {1, 2, 3} with flowrates
Ṅj={1,2,3}. Flowrates Ṅj={1,2,3},i=1, as well as thermal and electrical power inputs, Q̇j={1,2,3},i=1

and Ẇj={1,2,3},i=1, are associated with the transition from separator B/ACDF to D/ACF (method
1 and 2) and F/ACD. In this specific case and for a given separator j out of the mixture block,
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Equation 4.23 reduces to Ṅj −
∑

i Ṅj,i = Ṅj − Ṅj,i=1 = 0 due to the fact that a single separator
B/ACDF delivers mixture ϕ = ACDF.

Figure 4.4.: Compact representation of a mixture block delivering mixture ϕwith two sharp-split separators.

On the contrary, Figure 4.4 illustrates the case in which a second separator i = 2 delivers
the same mixture ϕ = ACDF. In this case Equation 4.23 reads Ṅj=1 −

∑
i Ṅj=1,i = Ṅj=1 −(

Ṅj=1,i=1 + Ṅj=1,i=2
)

= 0. The additional connecting flowrate Ṅj=1,i=2 allows the definition of
thermal and electrical power requirements associated with the transition from separator E/ACDF
to D/ACF (method 1).

As a given mixture ϕ can be generated by multiple separators in a separation train, the superstruc-
ture is classified as a network representation of the separation process [13].

4.5.2 Motivation for the modeling approach

Separators included in the downstream of different reactors are replicated within the superstruc-
ture. By extension, this applies to entire separation trains whose feed streams share the same
components, although they differ in composition, temperature and pressure. This approach,
exemplified in Figure 4.5(A), differs from a typical formulation of similar optimization problems,
where the superstructure of a sequence of separators is shared between the downstreams of several
reactor candidates, as shown in Figure 4.5(B).
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Figure 4.5.: (A) Superstructure approach adopted in this chapter, where replicas of the downstream
sections are fed by the same components (mixture ϕ) with different composition, pressure
and temperature (ζ, T, p) from reactor R1 and R2, respectively; (B) reference formulation not
replicating the separators.

With the current implementation, redundancies may be present in the solution of the downstream
section. Alternative separation routes for mixtures which share the same components at different
states (composition, temperature and pressure) and flowrates can coexist when more than one
reformer is active at the minimum total energy consumption. This is shown qualitatively in Figure
4.6(A), where red boxes define the optimal separation routes.

Thus, relevant information concerning the preferred type of separation methods selected at the
absolute minimum energy demand can be obtained, regardless of the number of redundant unit
operations presented in the selected flowsheet. A cost-based objective function may possibly
induce the optimizer to select a single separation method for the given split, as explained in
Section B.1.2.

This may however be not the case if the energy savings of operating multiple reactors are
considerable, and in retrofitting problems, where a pre-existing reformer is co-operated with a
newly installed reactor, e.g., SR and RWGS, as proposed in the previous chapter, SR and TRI or
any other combination.

In this analysis, fixed costs are not considered. Instead, dedicated complexity-reduction constraints
can force the solution towards simpler process configurations, thus mimicking the effect of a
cost-based optimization on the plant complexity. Such constraints invoke the binary variables and
belong to the category of logical constraints. Figure 4.6(B) and (C) show an exemplification of
this solution and its equivalent by linear combination of the energy demand (cf. Section B.1.2).
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Figure 4.6.: (A) Qualitative representation of a possible solution from an energy-based objective function,
where different feed states to the separation trains define two redundant units; (B) no
redundant units are allowed in the solution due to the problem formulation; (C) equivalent
representation without redundancies.

4.5.3 Logical constraints

Logical constraints involving binary variables are imposed such that at most one separation method
per task is active:

∑
i∈I

yi − 1 ≤ 0, (4.26)

Ṅi −Myi ≤ 0, ∀i ∈ I, (4.27)

where set I collects the separation methods available for the given task. When the binary variable
yi in Equations 4.26 and 4.27 is zero, the feed flowrate Ṅi to separator i, belonging to the set I of
the available methods for the task, is also zero. On the contrary, if yi = 1 the separator is active.
M is a constant whose value is of the same order of magnitude as the feed flowrate. If the value
of M exceeds the underlying flowrate for several orders of magnitude, numerical issues might be
encountered and the condition of mutual exclusivity among separators may be violated.
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As shown in Section 4.5.2, even though RWGS, SR, POX, DR, TRI could share the same separators,
five distinct separation-trains are implemented, which allows for linearity to be preserved. In case
the selected route for separation strongly depends on the outlet composition from the reactor,
redundancies may occur if more reactors are simultaneously operated. For instance, membrane
and adsorption technologies may entrain the same key component out of a given mixture in
the downstream of two distinct reactors. Therefore, the optimal separation sequence can be
homogenized by introducing complexity-reduction constraints. For each separator j shared among
N different separation-trains, an inequality is implemented:

1
N

∑
i∈I

yi − yCC
j ≤ 0. (4.28)

The new binary variable yCC
j appears in the final inequality constraint which sets the maximum

number of units allowed within the plant Nmax:

∑
j∈J

yCC
j +

∑
k∈K

yk −Nmax ≤ 0. (4.29)

Equation 4.29 combines the binary variables associated to the possibly redundant units, set J , with
the binaries of unique units, set K, i.e., reactors and separators appearing in a single separation
sequence. For Nmax = +∞, unitary binaries can be paired with units whose feed flowrate is
zero. In case constraint 4.29 is active, Nmax ≤ Nunconstrained and the plant is forced towards
higher power requirements. Therefore, each binary variable assumes unitary value only if the
corresponding unit operation is active and Nmax coincides with the actual number of operating
units.

Solutions which do not enforce the complexity constraint Equation 4.29 must present lower
energy requirements if compared to those stemming from constrained configurations. In the next
section, optimization results with unconstrained flowsheet complexity, constrained complexity
with multiple reformers, and constrained complexity with a single active refomer are reported and
compared.

4.5.4 Formulation of the optimization objectives

Similarly to Problem (A) presented in the retrofitting approach in Section 3.4 of this dissertation,
the current problem formulation minimizes the summation of thermal Q̇ and electrical power
inputs Ẇ . In its most general formulation, the electrical power term is multiplied by a weighting
factor ω, comprised between [0, 1]:
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min
Ṅ ,y

(
Q̇+ ωẆ

)
. (4.30)

For decreasing values of ω, the electricity demand becomes less relevant to the objective. This
reflects a transition to plant layouts that favor the use of sustainable, carbon-neutral electrical
power sources. For ω = 0, the process configuration minimizes the thermal inputs regardless of
the cost of electricity. Optimization variables (vectors in bold) are molar flowrates, Ṅ , and binary
variables, in vector y.

In this chapter, topological results and total power consumptions are explored exclusively at the
boundaries of the weighting factor, namely at ω = 1, which defines Problem (A):

min
Ṅ ,y

(
Q̇+ Ẇ

)
, (A)

and ω = 0, which defines Problem (B):

min
Ṅ ,y

(
Q̇
)
. (B)

The minimization of the sum between electrical and thermal energy in Problem (A) stands for
a scenario where electricity is supplied from the grid, in the worst case from the combustion
of fossil fuels. On the contrary, the minimization of the thermal energy identifies the most
electrified and sustainable solution when cheap renewable electricity is supplied from external
sources or produced on-site, although this configuration may come at a high overall energy
demand. As already anticipated in Chapter 3, highly electrified processes at high overall energy
requirement must be stabilized by buffering devices or implemented with flexible plant concepts,
thus compensating for possible drops in renewable energy supply. Otherwise, the plant may then
have to rely on grid supplies, where energy mix in which coal- and gas-fired power plants still play
a significant role when renewables are scarce (Section 2.11).

At first, biogas is considered as the only source of carbon supplied to the plant, optionally separated
into its components CH4 and CO2 by separation task (22) in Table 4.5. Alternatively, only carbon
dioxide is supplied to the system. The energy demand of the direct air capture is added to the
energy demand of the syngas plant in this scenario. Objectives and constraints are linear and
decision variables are continuous or integer. The resulting MILP problems were solved in MATLAB®
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2018b using the function intlinprog. The algorithm solves and tightens LP relaxations before
implementing heuristics and branch-and-bound strategies.

4.6 Feedstock: biogas

Plant topologies obtained for Objective (A) and (B) and unconstrained plant complexity are
reported in Table 4.6 (A) and (B), respectively.

Table 4.6.: Topological results for unconstrained plant complexity, where multiple reformers can be
selected simultaneously and interact with each other. The number of redundant units is derived
according to the criteria presented in Section 4.6.

.

(A) minṄ ,y

(
Q̇+ Ẇ

)
Downstream Reactors Separation Methods Nunits Nredundancies tot. / kJ mol−1

syngas

Phosgene RWGS,DR V,VI 10 2 204

Monsanto RWGS,DR V,VI 10 2 225

Hydroformylation SR,DR,TRI,EL IV,V,VI 12 4 146

Iron Ore SR,DR,TRI,EL V,VI,VII 12 4 124

Fischer Tropsch SR,DR,TRI,EL V,VI 9 1 124

Methanol SR,DR,TRI,EL IV,V,VI 11 3 137

(B) minṄ ,y

(
Q̇
)

Downstream Reactors Separation Methods Nunits Nredundancies tot. (thermal) / kJ mol−1
syngas

Phosgene POX,EL V,VI,XII 7 1 668 (17.3)

Monsanto POX,EL V,VI,XII 7 1 692 (17.2)

Hydroformylation POX,EL V,VI,XII 7 1 338 (8.3)

Iron Ore POX,EL V,VI,XII 7 1 218 (17.5)

Fischer Tropsch POX,EL V,VI,XII 7 1 218 (5.9)

Methanol POX,EL V,VI,XII 7 1 220 (5.5)

The number of units accounts for redundancies in the arrangement of the separation systems.
Polymeric membranes, palladium membranes for selective hydrogen separation and VPSA are
the prevailing separation methods selected in the different downstreams. In addition, a TSA
separator with double active material (ASMS-3A and CuCl) is identified by Objective (A) to
accomplish separation task (1): (H2,CH4)/(CO2,CO,H2O), where (CO2,CO,H2O) is entrained.
At the minimum thermal power supply Objective (B), the only adiabatic system (POX) is selected
in combination with EL. The separation sequences downstream of EL and POX involves always
3 methods: polymeric membrane, VPSA and cryogenics for the separation of methane from
hydrogen.
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The important outcome of this optimization result is that membrane separators and PSA units are
favored over scrubbing. The energy intensive cryogenic separation of methane from H2 requires
comparatively less thermal energy supply: it is always selected in the separation sequence which
follows the partial oxidation reactor (POX), never selected when the total energy is minimized
(A). TSA (sepration method IV) is selected only once for the separation (H2,CH4)/(CO2,CO,H2O)
after dry reforming and steam reforming at the minimum total energy.

The next section indicates how redundancies in the separation sequences are avoided by enforcing
Equation 4.29.

4.6.1 Dealing with redundancies

At the minimum total energy, min
(
Q̇+ Ẇ

)
, and low syngas ratios (phosgene and Monsanto

processes), the optimizer identifies 10 units: RWGS, DR and 8 separators – see Table 4.6(A),
column Nunits. However, Table 4.3 shows that two separators can be shared between the sepa-
ration trains after RWGS and DR: (CO)/(CO2,H2O) followed by (CO2)/(H2O), or alternatively,
(H2O)/(CO2,CO) followed by (CO2)/(CO), as the chemical species involved are shared in the
downstream of the two reactors. Therefore, when defining the maximum number of units allowed
within the plant (Nmax in Equation 4.29), 2 reactors (RWGS and DR), 2 separators shared in
their downstream (as just shown), and 3 additional separators not shared in the downstreams are
considered, which amounts to a total of 4 separators dedicated to a initial mixture of 5 components
(DR) and 3 separators after RWGS for a 4 species mixture. In addition, the plant must have the
option to partially or completely separate biogas into its components by task CO2/CH4. In total, 8
units must be allowed in the solution of constrained plant complexity for a system which allows
the coexistence and interaction of two reformers, RWGS and DR. For all other syngas applications
and for the same Problem (A), SR, DR and TRI are indicated in the solution together with EL
(Table 4.6). These reformers share the same components in their downstreams (Table 4.2). For
this reason, the topological configuration with plant complexity restrained to 3 reformers and an
electrolyzer may involve at most 4 separators for the quinary mixture, one of which serves for
biogas upgrading (task CO2/CH4), for a total of 8 units.

Similarly, when Objective (B) is enforced (maximum electrification), 4 separation tasks are active
after POX. Biogas upgrade involves the use of an additional separator, and electrolysis generates
pure oxygen for POX. Therefore, 7 unit operations are active at the optimum, although the
separation of CO2 from CH4 could be also involved in the downstream of POX, thus reducing the
number of units to 6.

All this considered and based on the number of unit operations reported in the solutions, the
number of redundancies can be identified. The number of units for the unconstrained complexity
scenario Nunits as well as the number of redundant units Nredundancies is collected in Table 4.6.
Therefore, a second optimization run can be started, where Equation 4.29 is now included in the
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set of constraints and Nmax is imposed according to the redundancies, as it has been discussed
in this section. At the optimum, redundancies may still be present due to a new combination of
reactors. In such cases, the procedure must be repeated fixed a new (smaller) value for Nmax.

This iterative process brings to the resulting plant configurations reported in Tables 4.7 and 4.8,
which highlight the separation steps involved in the downstream sequences (numbered according
to Table 4.5) and the method chosen (in roman numbers, recalling Table 4.4).

4.6.2 Coexistent reactors, non-redundant separators. Minimum total
energy

The minimization of the total energy - Problem (A) - with constrained topological complexity leads
to similar results in terms of selected separation methods, as reported in Table 4.7: scrubbing
systems are not part of the solution, whereas VPSA and membrane separators (palladium and
polymeric membrane) prevail. Moreover, for hydroformylation applications, the double-bed TSA
for the simultaneous adsorption of CO2, CO and H2O is selected. With the exclusion of the
hydroformylation application, where biogas is directly fed to the reformers without previous
separation, biogas is always partially upgraded by means of polymeric membranes (method VI).

Table 4.7.: Plant topology and power consumption when more reactor can be simultaneously selected but
redundancies in the separation systems are removed. The total number of units allowed is
iteratively constrained to a maximum Nmax, until the first configuration without redundant
units is identified. The percent value of thermal energy (T%), electrical energy (E%) and the
total energy in kJ mol−1

syngas (tot.) are reported. Biogas is the only feedstock.

(A) minṄ ,y

(
Q̇+ Ẇ

)
Downstream Reactors (Separators) Nunits T % E %

tot.
kJ mol−1

syngas

Phosgene RWGS(9VI,15V,);DR(3VI,6VI,19V,22VI);biogas(22VI) 8 69.8 30.2 209
Monsanto RWGS(9VI,15V,);DR(3VI,6VI,19V,22VI);biogas(22VI) 8 59.8 40.2 239
Hydroformylation DR,SR(1IV,11V,21V,23VI) 6 76.9 23.1 147
Iron Ore EL;DR,SR,TRI(3VI,6VI,19V,22VI);biogas(22VI) 8 75.7 24.3 125
Fischer Tropsch EL;SR,TRI(3VI,7V,18V,22VI);biogas(22VI) 7 63.5 36.5 128
Methanol EL;SR,TRI(3VI,7V,18V,22VI);biogas(22VI) 7 57.0 43.0 139

Among the converters, the electrolyzer represent the largest energy sink (Table 4.4.4). For
this reason, the generation of H2 via electrolysis tends to be limited by the implementation of
endothermic reformers. This is similar to what is proposed in Chapter 3, where for a similar
scenario (renewable electricity is unavailable) excess H2 from an existing steam reforming facility
reduces CO2 in a RWGS reactor and the electrolyzer is not activated. Dry reforming is selected at
lower syngas ratios r ∈ [0, 1.1], whereas steam reforming at higher values r ∈ [1.1, 2.15], as they
deliver a low and high H2/CO ratio of 0.72 and 3.6, respectively. The high thermal duty required
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by SR and DR is then mitigated by the co-selection of less endothermic reformers, which also
serves to reduce the syngas ratio to the required level. At low ratios, RWGS is active to absorb the
excess H2 generated by the dry reformer. At high ratios, TRI is operated, which partly makes use
of the O2 generated by EL.

The total energy demand is not significantly higher than the demand reported for unconstrained
topologies for comparison with Table 4.6. Therefore, solutions with constrained topological
complexities are to be preferred from the perspective of fixed cost economics.

Figure 4.7.: Contributions to the total power requirements for minṄ ,y

(
Q̇+ Ẇ

)
, biogas as feedstock. Plant

complexity is constrained in the separation system, but two or more reformers can be selected
simultaneously and interact at the minimum energy demand. The entry "flowrate" indicates
the summation of feed flowrates to the reactors.

Figure 4.7 reports the different contributions to the total energy demand for the current opti-
mization scenario with constrained topology, where no distinction is made between thermal and
electrical energy supply. Different tones of blue denote the requirements for different plant sections.
In dark blue, the reactor energy supply (reactor), including EL, is based on the equilibrium data
reported in Table 4.4.4; preconditioning allows the feed gas (makeup or recycled) to reach a
suitable state at the reactor inlet. Separation involves all intermediate contributions to switch from
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the outlet state of a separator to the inlet of the following one, as well as the unit-specific energy
demands, as reported comprehensively in Table 4.4. After reaction and separation, the syngas
stream is adjusted to temperature and pressure level required by the downstream application
(adjustment). Any amount of H2 produced and not utilized for the syngas production is stored
at high pressure (300 bar). Topologies at the minimum total energy supply do not allow for
any surplus of H2 to be generated and stored. The resulting interconnections between different
reformers in parallel allow to preserve comparable total energy demands for different syngas ratios
and downstream applications, although it loosely decreases for increasing syngas ratios. As CO
can leave the plant exclusively in the syngas stream, its outlet flowrate is directly proportional
to the overall feed to the refomers and, consequently, to the energy demand of the optimized
topology. The decreasing total flowrate fed to the reactors, EL included, is reported in red markers
in Figure 4.7.

Figure 4.8.: Yield to CO and molar carbon content in the syngas stream. For syngas applications at low
syngas ratios r, RWGS and DR are active. This combination determines the lowest yield and the
highest processed flowrates to the reactors, which justifies the increased energy consumption
for preconditioning of the inlet, as shown in Figure 4.7.
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Furthermore, the combination of RWGS and DR at low syngas ratios has an inferior overall yield
to CO, defined as the ratio between CO in the outlets and the summation of all carbon sources
(CO2 and CH4) in the inlet:

YIELD =
∑

i∈I ṄCO,i,out∑
i∈I

(
ṄCO2,i,in + ṄCH4,i,in

), (4.31)

where I := {RWGS,DR, SR,TRI,POX}. Figure 4.8 shows the yield in function of the downstream
syngas application. The low yield for applications at high CO content in the syngas (phosgene and
Monsanto) partly contributes to the higher flowrates to the reformers, which in turn determine
the significantly higher preconditioning duties at low syngas ratios, shown in Figure 4.7. The
low carbon yield is due to the fact that RWGS is favored from an energy perspective (low in
thermal demand) but, together with DR, requires more CO2 than CH4 as carbon supplier for CO
generation. Since the feedstock is purely biogas, there is a large surplus in bio-CH4 which can be
burned to provide the heat requirement. This aspect is analyzed and discussed in Section 4.6.4 on
heat recovery.

4.6.3 Coexistent reactors, non-redundant separators. Minimum thermal
energy

Problem (B) for the maximum system electrification is now enforced. Preliminary results with
unconstrained complexity identified 7 units, including the POX reformer supplied with pure oxygen
from the electrolyzer. One redundancy can be accounted for, as the separation of a mixture of 5
components can be accomplished by 4 units, one of which serves as biogas upgrader CH4/CO2,
for a total of 6 units including reformer and electrolyzer. The resulting configurations are reported
in Table 4.8.
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Table 4.8.: Plant topology and power consumption when more reactor can be simultaneously selected
but the number of units allowed is iteratively constrained to a maximum Nmax, until the first
configuration without redundant units is identified. The percent value of thermal energy (T%),
electrical energy (E%) and the total energy in kJ mol−1

syngas (tot.) are reported. Biogas is the
only feedstock.

(B) minṄ ,y

(
Q̇
)

Downstream Reactors (Separators) Nunits T % (kJ mol−1
syngas) E %

tot.
kJ mol−1

syngas

Phosgene EL;POX(3VI,6VII,19V,22VI) 6 3.13 (20.0) 96.87 639
Monsanto EL;POX(3VI,6VII,19V,22VI);biogas(22VI) 6 2.98 (19.8) 97.02 665
Hydroformylation EL;POX(3VI,6VII,19V,22VI);biogas(22VI) 6 2.85 (9.52) 97.14 333
Iron Ore EL;POX(3VI,7V,18VI,22VI );biogas(22VI) 6 7.41 (18.37) 92.59 247.8
Fischer Tropsch EL;POX(2VII,4VI,19V,22VI);biogas(22VI) 6 3.38 (6.78) 96.62 200.3
Methanol EL;POX(2VII,4VI,19V,22VI);biogas(22VI) 6 3.0 (6.34) 97 211

The thermal energy consumption reported in parentheses is slightly higher than the same value for
unconstrained complexity in Table 4.6(B) due to the topological constraint on the number of units,
forcing the solution towards higher thermal duties. Nevertheless, with the exception of the iron
ore application, the total energy demand is now lower than in the unconstrained case, although
this is not attributable to the optimization objective or constraints being enforced. The selected
separation methods for this scenario are VPSA and membranes. Biogas is always upgraded by a
membrane separator.

The advantage of operating with lower gas volumes due to the replacement of air with pure oxygen
at the reformer feed is offset by a low atomic efficiency of the Power-to-Syngas process. The syngas
ratio generated by partial oxidation is 1.95, which make higher or equal to the requirement of
target applications. Therefore, EL produces an excess of H2, inversely proportional to the syngas
ratio requirement but always present, as long as the electrolyzer is operated for the generation of
O2. In this process configuration, H2 is essentially a valuable by-product, although the process
is significantly less efficient if the atom efficiency is to be restricted exclusively to syngas, as
introduced in the following definition:

ηatom =
(H + C + O)syngas
(H + C + O)feed

=

(
2ṄH2 + ṄCO + ṄCO

)
syngas((

4ṄCH4 + 2ṄH2O
)

+
(
ṄCH4 + ṄCO2

)
+
(
ṄH2O + 2ṄCO2

))
feed

.

(4.32)

Figure 4.9 shows the values of atom efficiency comparatively for the two problems, (A) and (B).
As explained, the configuration at minimum thermal energy input being discussed in this section,
i.e., when EL is meant exclusively to provide pure O2 to POX, presents lower efficiencies. More
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in general and for any configuration, low molar ratios (H2/CO) in the syngas correspond to low
efficiencies, as the hydrogen fed to the plant is meant to reduce CO2 to CO, or comes with the
carbon carrier CH4 but does not contribute to syngas. For combined POX and EL operations
resulting from Objective (B), the lower atom efficiency in this case is also motivated by the excess
in CO2 from biogas not reduced by the reformer, exclusively fed by CH4 and O2. When DR and
RWGS are operated, i.e., Problem (A) at low syngas ratios, a surplus of CH4 is present. This aspect
is particularly important, as any excess of bio-CH4 can be involved in a broader analysis, where
this carbon neutral fuel can substitute fossil fuels for the energy supply, electrical and thermal.
This is exemplified in Section 4.6.4.
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Figure 4.9.: Atom efficiency for Problem (A) minṄ ,y

(
Q̇+ Ẇ

)
and (B) minṄ ,y

(
Q̇
)

for constrained topo-
logical complexity in the separation train (no redundancy in the separators), where multiple
reformers can be active at the same time (cf. Figure 4.7).

Figure 4.10 reports the specific energy contributions at the maximum electrification (Problem
(B), minṄ ,y Q̇). The atomic inefficiency associated with the excess of H2 translates into a higher
demand for electrical energy at the electrolyzer and for the storage of excess H2, for any syngas
application. Reactor duty in dark blue largely dominates the total energy demand due to the high
volume of O2 and required for partial oxidation: this duty is mainly absorbed by EL.

4.6 Feedstock: biogas 80



Figure 4.10.: Contributions to the total power requirements for minṄ ,y Q̇, biogas as feedstock. Plant
complexity is constrained in the separation system and more reactors can be selected simulta-
neously.

4.6.4 Heat recovery: combustion of excess bio-methane

Biogas is completely or partially upgraded into bio-CH4 and CO2 and used as carbon source for
the syngas. Excess bio-CH4 can be used locally to generate carbon-neutral hot thermal utilities, or
it can be injected into the natural gas grid and contribute in gas-fired power plants to generate
electricity. Therefore, the net (external) thermal energy demand can be determined by subtracting
the combustion duty of excess bio-CH4 from the total demand at the syngas plant. The carbon
footprint of the process can be determined assuming that the heat recovered from excess bio-CH4

is the only carbon-neutral thermal contribution. Any emission of CO2 from the process lines
derives from biogas, thus carbon-neutral, and not accounted for in the balance.
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Figure 4.11.: Net thermal power demand and CO2 generation for the two objectives, minṄ ,y

(
Q̇+ Ẇ

)
and

minṄ ,y Q̇ and constrained complexity with possible interactions among reformers. Biogas is
the only carbon source, and surplus bio-CH4 is optionally burned to recover clean energy.
Electricity is generated in a gas-fired power-plant of 60 % efficiency in a worst-case scenario of
unavailable renewable power. In green, net CO2 generation when the net energy requirement
is negative.

.

Figure 4.11 reports the results of this analysis applied to the constrained complexity analyses
discussed in the previous Sections 4.6.3 and 4.6.2 where, for any topology, including the highly
electrified EL-POX plant configuration (Problem (B), min Q̇), the worst case scenario is presented:
this highly energy demanding process is run with grid electricity, generated externally in a gas-fired
power plant with a heat-to-electricity efficiency of 60 %. Irreversibilities in the generation of hot
utility from bio-CH4 are neglected, and it is implied that the low heating value of bio-CH4 is fully
available as such. The summation of all thermal duties, including the requirement at the gas-fired
power plant for the supply of electricity, are reported on the y-axis. In the figure, a negative specific
thermal energy demand implies that excess bio-methane can exceed the energy requirement at
the syngas plant. This occurs when the syngas ratio required is low (phosgene and Monsanto),
and the plant is run in DR and RWGS, as reported earlier in Section 4.6.3. The green symbols
correspond to this scenario in net CO2 generation, as the combustion of biogas is carbon-neutral
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and cannot determine negative emissions. For different syngas applications, the combustion of
excess bio-methane does not play a relevant role in lowering the overall energy requirement and
CO2 emissions. Clearly, the points belonging to the solution of Problem (B) must coincide: as
reported in the previous section, bio-CH4 is completely utilized in POX and none can be burned.
The overall energy demand in this scenario is five time larger than in the solution of Problem (A).
It follows that such highly electrified process solutions should entirely rely on renewable electricity
to prove sustainable.

4.6.5 Single reformer, non-redundant separators. Minimum total
energy

As reported in Section 4.6.2, the optimizer identified the interplay between different reformers as
optimal solution at the minimum total power demand. The complexity reduction in the separation
sequence discussed in Section 4.6.1 is here extended to the reformers. If the interaction among
reformers proves optimal from an energy perspective, the choice may not prove profitable when
CAPEX is included. This section is intended to present results with an additional constraint on the
number of unit operations involved in the minimization of the total energy - Problem (A).

The complexity constraint sets the plant topology to a maximum of 6 units, which account for 1
reformer, 4 separators (at most, for a mixture of 5 species as resulting from POX, TRI, DR, SR), EL.
Additionally, a new logical constraint forces the choice to a single reformer:

∑
i∈I

yi = 1 (4.33)

with I := {RWGS,TRI,POX,SR,DR}, mutually exclusive units. The solution is reported in Table
4.9. Here the optimal separators are sequences of VPSA and polymeric membranes. Where the
combination of RWGS and DR resulted at low syngas ratios (phosgene and Monsanto), DR is
exclusively selected. For higher ratios, the combination of EL and TRI is selected. At high syngas
ratios, biogas is directly fed to TRI without upgrade, which underlines the reason of interest
towards TRI, as this reformer does not generally need the biogas separation unit.
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Table 4.9.: Plant topology and power consumption for the minimization of the total power demand
(Problem A), biogas as feedstock. When not indicated, biogas is fed without upgrading to
the reactor. In this case, only one reformer can be selected, possibly in conjunction with EL.
Maximum number of units: 6.

(a) minṄ ,y

(
Q̇+ Ẇ

)
Downstream Reactors (Separators) T % E %

tot.
kJ mol−1

syngas

Phosgene DR(3VI,6VI,19V,22VI);biogas(22VI) 70.1 29.9 232
Monsanto DR(3VI,6VI,19V,22VI);biogas(22VI) 61.6 38.4 262
Hydroformylation EL;TRI(3VI,7V,17V,21V) 56 44 188
Iron Ore EL;TRI(3VI,6VI,19V,22VI);biogas(22VI) 72.7 27.3 141
Fischer Tropsch EL;TRI(3VI,7V,17V,21V) 48.3 51.7 156
Methanol EL;TRI(3VI,7V,17V,21V) 38.6 61.4 182

Figure 4.12 shows the energy requirements for these configurations in shades of blue. The selected
reactors are marked in white on the columns. At low syngas ratios, a surplus of H2 is present
and contributes to the energy demand for storage. For syngas ratio requirements above the
ratio generated from the TRI reformer (H2/CO = 1.5), the reactor duty in dark blue increases
proportionally with the flow at EL, which provides with the complementary amount of H2 required
in the final syngas stream. In the same figure, the energy demands related to the current scenario
are compared with the results from allowing multiple reformers to be active simultaneously
without redundancies in the separation sequences, as defined in Section 4.6.2. In the latter case,
the selected reactors are recalled in green frames above the stacked columns.

From the comparative analysis of the two cases it can be seen that the energy requirements at low
syngas ratios (phosgene and Monsanto) exclusively restricted to the reactor-separator sequence
(Figure 4.12) are essentially comparable, although excess H2 produced now by the operations
restricted to the exclusive implementation of DR must be stored, and thus increases the energy
costs. On the contrary for operations non restricted to a single reformer, the RWGS reactor
consumes excess H2 generated in DR, thus lowering the energy requirement at the reactors. For all
other syngas applications, the storage of H2 storage plays no role and the interaction of reformers
may offer more consistent energy savings, standing up to about 20 % of the total energy demand.
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Figure 4.12.: Contributions to the total power requirements for minṄ ,y

(
Q̇+ Ẇ

)
, biogas as feedstock.

The solution is constrained to a single reformer, optionally with EL. In green, the reference
solution for constrained plant complexity (c.c.), where more reformers (m.r., indicated in the
green boxes) can be selected and interact, also reported in Table 4.7, and in Figure 4.7.

4.7 Feedstock: carbon dioxide

So far, biogas has been considered the only source of carbon for the system. The supply of bio-CH4

opened to a complex range of process options in terms of reactors and separators, embedded in a
superstructure and optimized to the minimum energy demand. In this section, CO2 is considered
as the only carbon carrier, which boils down the process options significantly: RWGS is the only
reactor which converts CO2 exclusively, and EL must supply H2. Any amount of O2 surplus can be
safely released to the atmosphere, determining a loss in atomic efficiency. Even if biogas were to
be supplied to RWGS, as analyzed in the previous Chapter 3, the excess bio-CH4 would be enought
to sustain the demand for heat, but not the demand for carbon: an external source of CO2 needed
to be included. Additionally, it is assumed in this analysis that CO2 is captured from air (DAC) by
means of low-temperature (LT) solid sorbent, which performs DAC with a thermal and electrical
power input of 277 kJ mol−1

CO2
(1750 kWh ton−1

CO2
) and 39 kJ mol−1

CO2
(245 kWh ton−1

CO2
), respectively.
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The values are adapted from Fasihi et al. [161]. Table 4.10 shows that the combination of EL
and RWGS, the only technology available for the given feedstock, is followed by combinations
of membranes (polymeric and Pd), and VPSA operations. Being the process topology highly
constrained due to the absence of bio-CH4. Objectives (A) and (B) produce similar results. The
optimum topologies are highly electrified solutions, where the electricity inputs span between
77 % and 91 % of the total energy requirement. If compared with the corresponding configurations
for optimal topologies accepting biogas as feedstock and allowing multiple reformers (Table 4.7),
the power demands are conspicuously larger due to the presence of DAC, whose share spans
between 19 % and 37 % of the total energy requirement of the plant. The DAC technology selected
for this study requires electricity for 12.5 % of its total energy demand [161]. However, this shall
be considered as a high-level reference: many are the DAC technologies on the market, from
fully electrified electrochemical systems, to thermal absorption processes and moisture-swing for
thermal regeneration. A more detailed analysis of potential heat and electrical integration should
be considered according to specific projects and locations.

Table 4.10.: Plant topology and power consumption, divided into thermal percentage (T%), electrical
percentage (E%) and total power for the syngas plant (tot.). Additionally, consumptions for
direct air-capture (DAC) are reported.

(a) minṄ ,y

(
Q̇+ Ẇ

)
Downstream Reactors (Separators) T % E %

tot.
kJ mol−1

syngas

DAC
kJ mol−1

syngas

Phosgene EL;RWGS(9VI,13V,24V) 22.2 77.8 528 316
Monsanto EL;RWGS(9VI,13V,26VII) 21.4 78.6 532 313
Hydroformylation EL;RWGS(9VI,13V,26VII) 12.5 87.5 435 151
Iron Ore EL;RWGS(9VI,13VI,24V) 15.6 84.4 425 132
Fischer Tropsch EL;RWGS(9VI,13V) 9.8 90.2 403 107
Methanol EL;RWGS(9VI,13V) 9.1 90.9 410 101

(b) minṄ ,y Q̇

Downstream Reactors (Separators) T % E %
tot.
kJ mol−1

syngas

DAC
kJ mol−1

syngas

Phosgene EL;RWGS(9VI,15V,25VII) 21.2 78.8 534 316
Monsanto EL;RWGS(9VI,15V,25VII) 19.9 80.1 564 313
Hydroformylation EL;RWGS(9VI,13V,26VII) 12.5 87.5 437 151
Iron Ore EL;RWGS(9VI,13V,26VI) 14.3 85.7 439 132
Fischer Tropsch EL;RWGS(9VI,13V,26V) 9.5 90.5 414 107
Methanol EL;RWGS(9VI,15V,25V) 8.8 91.2 422 101

Figure 4.13 can be considered representative for the solutions of Problem (A) and (B), as the
energy contributions in the two cases are essentially the same. It shows that the energy input at
the reactor section is almost constant for different applications. The slight decrease is due to the
smaller flowrates fed to RWGS for increasing syngas ratios, as the mild endothermicity of RWGS
has a moderate impact on the overall energy demand at the reactors, thus at most 23 % of the
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combined duty of EL and RWGS. As the flowrate of RWGS decreases inversely to the syngas ratio,
so does the preconditioning of its feed stream (lighter blue in the figure). Although the flowrate of
CO2 required at RWGS is inversely proportional to the syngas ratio, as reflected by the trend of
energy demand at the DAC in Table 4.10, the flowrate processed at EL does not vary: it either feed
H2 to RWGS or to the final syngas stream.

Figure 4.13.: Energy demand if exclusively CO2 from DAC is fed to the plant for minṄ ,y

(
Q̇+ Ẇ

)
. A

maximum of 5 units is allowed by complexity contstraint Equation 4.29. The contributions in
this figure do not include DAC energy requirements.

The higher extent of electrification of CO2-based processes over solutions fed by biogas can
be appreciated in Figure 4.14, where the total thermal duties for the two cases are collected.
Topologies accepting biogas as feedstock require a higher thermal duty even at the minimum
total energy as in this case it is shown. Although the combination of RWGS and EL requires a
higher total energy demand, it systematically reports lower thermal requirements, as shown in
Figure 4.14. Exception can be made for low syngas ratio applications, where the combustion of
excess bio-CH4 resulting from the interaction between RWGS and DR (biogas as feedstock) can
sustainably provide the plant with the total energy it requires, as it was shown in Figure 4.11 of
Section 4.6.4.
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Figure 4.14.: Total thermal requirements. Comparison of the interaction between reformers at the mini-
mum total energy, with biogas as feedstock to multiple reformers without redundant sepa-
rators (in green, extracted from the results in Table 4.7) and with direct air-captured CO2
to the combination of EL and RWGS (in blue, from Table 4.10(A)). The latter accounts also
for the thermal input requirement at DAC, which is a conservative assumption: the selected
DAC technology requires a considerable amount of thermal energy, while many DAC systems
proposed on the market can be fully electrified or thermally integrated within the system
with waste heat at low temperatures.

Figure 4.14 shows that although the energy content of a biogas stream is higher than that of a pure
CO2 stream, the thermal energy demand is lower when pure CO2 is fed to the system when total
energy is minimized. This is due to the fact that reducing CO2 in an RWGS reactor (case: feed
CO2) requires less energy than reforming CH4 in steam and dry reforming reactors, as reported in
table 4.7 (case: feed biogas).

The higher energy content of biogas results in a lower thermal energy demand compared to a
pure CO2-fed plant when biogas is fed into an adiabatic partial oxidation reactor. However, this
solution requires the injection of oxygen, which must be provided by an electrolyzer to avoid the
introduction of inert N2 with air into the system, which drives up the electrical energy demand
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and thus the total energy cost of the process. This solution is suboptimal in the context of total
energy minimization, which determined the results shown in Figure 4.14.

4.8 Conclusions and outlook

At low syngas ratios and for pure CO production from biogas (phosgene and Monsanto processes),
the interaction between the reverse water-gas shift reactor and dry-reformer without the contribu-
tion of water electrolysis, identified at the minimum total energy, implies the presence of a stream
of surplus bio-CH4, possibly burned to generate carbon-neutral thermal and electrical energy
(Figure 4.11). If the topology is forced to a single reformer, dry-reforming is selected but a surplus
of H2 is generated and has to be stored. This contributes to a lower atom efficiency towards
syngas and to an increased energy demand, as shown in Figure 4.12. For syngas applications
at higher H2-to-CO ratios, combinations of reformers can ensure energy savings with respect to
single-reformer implementations, where tri-reforming combined with water electrolysis prevails in
the latter scenarios.

At higher syngas ratios however, configurations at the minimum thermal energy and maximum
electrification are obtained when the two ends of an electrolyzer, either pure H2 or O2, are used
in a RWGS reactor (Table 4.10) or in a partial oxidation reformer (Table 4.8), as discussed in
Sections 4.7 and 4.6.3, respectively.

Such highly electrified solutions require large contributions of the electrolyzer with surplus of H2

or O2, if exclusively a partial oxidation reformer or a RWGS reactor were to be installed with the
electrolyzer.

As a matter of fact, the exclusive implementation of one of the two processes, RWGS or partial
oxidation with water electrolysis, determines a low efficiency in the utilization of the power
demand at the electrolyzer for syngas generation, as either a surplus of O2 or H2 is present (Figure
4.9). It should be noted that the tri-reformer can also be operated adiabatically to attain the
correct H2-to-CO ratio for methanol and Fischer-Tropsch applications, resulting in a surplus of H2

as in the case of POX shown in Figure 4.10.

The inefficient utilization of material streams at EL affects the overall system performance, as
this unit operation is the most energy demanding of the entire process. The stoichiometry of
EL indicates that oxygen constitutes 33 % of its outlets, and is completely utilized in POX, which
generates a syngas ratio of 1.95, already suitable for methanol or Fischer-Tropsch synthesis.
Consequently, the H2 stream produced at EL is a valuable byproduct that, howerver, lowers the
Power-to-Syngas efficiency. Similarly, the sole installation of RWGS implies that the whole H2

stream from EL (67 % of its outlets) is used for syngas production as reducing agent in the reactor,
or by direct integration in the product stream, and thus bypassing the plant. In this case, O2
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is a valuable byproduct. Surplus O2 could be fed to the combustion chamber to sustain the
endothermic process steps (RWGS reactor). However, this would still lead to a considerable
surplus of valuable byproduct that may be directly utilized within the plant (Figure 4.15).

Figure 4.15.: Oxygen can be supplied to the oxy-combustion chamber of the RWGS reactor, where heat
is supplied to allow the endothermic reaction to take place (in purple). The remaining O2,
while valuable, has no use in the system (in blue).

For process configurations where the electrical input constitutes a predominant share of the total,
proper flexibility and/or buffering strategies to manage the fluctuating nature of a renewable
power source must be put in place. Design and control methods must then be applied to well
defined syngas applications, stepping down from high-level descriptions of large process networks
to a more accurate description of the single steps involved.

The next chapter illustrates how process flexibility, in conjunction with a certain extent of buffering,
can offer a technical solution to the inefficient utilization of the material streams generated by the
water electrolyzer to generate a syngas to Fischer-Tropsch. In this case, the partial oxidation of
pure bio-methane (POX) is substituted by an analogous tri-reforming reactor operated in adiabatic
mode, where the amount of O2 injected is sufficient to sustain an adiabatic operating regime.

4.9 Chapter summary

In this chapter, a superstructure optimization approach is used to investigate Power-to-Syngas
reactor-separator sequences for the minimum energy requirement, thus allowing to address
the second research question formulated in Section 1.3: "What is the energy consumption of
optimal reactor-separator sequences for the production of syngas from biogas, selected from a
large number of candidates?". Mixed-integer, linear modeling constraints are imposed for two
alternative feedstock scenarios: biogas or CO2 from direct air-capture (LT-solid sorbent). A general
objective function combines thermal and electrical power input linearly. The electrical power
contribution is weighted by a pseudo-price ω ∈ [0, 1]. For ω → 1, electricity is penalized, as it might
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be obtained from non-renewable sources, for instance, generated in power plants run in natural
gas. On the contrary, when ω → 0 the plant is supposed to rely on carbon-free renewable electricity.
The resulting MILP problems are solved for the extreme-case scenarios: Objective (A) for ω = 1
and Objective (B) for ω = 0. Results show that the higher total power demand from enforcing
Objective (B) (renewable power) is compensated by the predominance of the share of electricity,
up to 97 %, possibly increasing after heat integration. Furthermore, topological configurations from
Objective (B) include two reactors for any syngas application, a general EL electrolysis module and
partial oxidation of methane in oxygen, whereas an interaction among different reformers results
with the minimization of the total energy demand as in Objective (A). Surplus bio-CH4 can relieve
the demand for external fossil-based fuel, especially for downstream applications requiring low
syngas ratios at the minimum total energy. Membranes and adsorption-based separators prevail
over absorption and scrubbing methods. Cryogenics possibly result with configurations run in
renewable power. The combination of electrolysis and reverse water-gas shift reactor supplied by
direct air-captured CO2 increases the total power requirements, although the electricity demand
always prevails over the thermal inputs, even accounting for the thermal contribution of a DAC
technology based on thermal regeneration, thus a conservative assumption. At low syngas ratios,
the interaction between dry reforming and the RWGS reactor result in the most energy efficient
and sustainable solution if excess bio-methane is used to provide thermal energy inputs and to
contribute to carbon-neutral electricity. At high syngas ratios, the lowest share of thermal energy is
required when the two outlet streams from the electorlyzer are utilized in a mutually exclusive way,
feeding either H2 to the RWGS reactor, or O2 fed to a partial oxidation reactor, thus determining a
surplus production of valuable electrolyzer products.
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5Process flexibility (I) - Optimal control of
syngas production for Fischer-Tropsch
applications

5.1 Introduction

The high-level analyses proposed in Chapters 3 and 4 approached the systems from a purely
thermodynamic perspective. This allowed the screening of numerous process candidates under
extreme-case scenarios, when either clean, low-cost renewable energy is available, and thus highly
electrified process setups are identified at the minimum thermal power, or when expensive grid
electricity comes at a high environmental cost, e.g., when provided externally from gas-fired power
plants fueled by natural gas. Although this approach consented a numerically cheap evaluation
of the entire system, it did not yet incorporate temporal and spatial coordinates, essential in the
actual process design and operations. The second part of this dissertation is intended to cover
these aspects.

Conclusions of the last Chapter 4 indicated that partial oxidation and reverse water-gas shift
reactor in combination with a water electrolyzer offer high electrification potential, although
an excess production of H2 and O2 introduces an extent of under-utilization of the electrolyzer,
which is the most energy demanding piece of equipment. Unless large battery storage devices
are foreseen in the plant, implementing both partial oxidation and RWGS reactors, where the
electrolyzer supplies with the required stream of H2 and O2, could be a viable approach, provided
that effective control system ensure product specifications under dynamic operations.

Scope of the study presented in this chapter is to illustrate the novel process setup and to identify
relevance and features of an optimal control approach to ensure plant specifications, when the
system is subject to fluctuations in the renewable power.

In the first part, a fluctuating renewable power supply of real time-scale and magnitude is
integrated with a distributed plant model based on the outcomes of Chapter 4. The system is
controlled to meet the desired syngas specifications (productivity and composition) for Fischer-
Tropsch applications.
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After the relevance of fast computations in model-based plant control strategies is discussed, results
from a collaboration with TU-Chemnitz are presented, where Dr. Garmatter set and run optimal
control routines to test the performance and computational speed of parareal, a promising
parallel-in-time integrator, if benchmarked with a reference fine implicit integrator of higher order
running over the same time domain. Results show that, although the parallelization strategy halves
the computational time required, utilizing differential-algebraic equations significantly limits the
attainable computational speed. Therefore, it may be more effective to reformulate the problem as
a ordinary-differential equation set, which implies the introduction of modeling simplifications
and, possibly, minor inconsistencies in the material and momentum balances.

For this chapter, a standard procedure for reactor design, based on individual nominal loads, is
applied. This does not account for the impact that the instability of a renewable power source may
have on the identification of the optimal design of the unit operations involved. This non trivial
task is also influenced by the high level of interconnection between system units, typical within
highly electrified Power-to-X systems meant to absorb peaks and drops in the supply of available
power without any energy surplus. Therefore, the allocation of renewable power within the plant
influences not only the design of process units, but also their operation. Consequently, design,
operations and allocation of fluctuating renewable power must be simultaneously combined
plant-wise within a single optimization problem. All this considered, the second chapter dedicated
to process flexibility combines the aforementioned aspects for the design and setpoints definition
of a flexible Power-to-Syngas process for the synthesis of methanol.

5.2 Plant layout and dynamics

The synthesis of Fischer-Tropsch (FTS) represents a milestone in the production of synthetic
hydrocarbon fuels. It converts a feed stream of syngas with molar ratio H2/CO of 2 into liquid fuels:
olefines and paraffines. The feed stream must be purified of the presence of other components
typically present in crude syngas: H2O, a byproduct of the synthesis, hinders the conversion;
CO2 behaves as an inert component when fed with CO on standard cobalt catalysts, and lowers
selectivity toward long-chain hydrocarbons when hydrogenated directly due to the predominance
of the contribution of methanation [162]; CH4 is essentially an undesired product. In order to
purify the feed, the choice on the separation sequence to be implemented is here identified by
means of the tools developed in Chapter 4. Details on the derivation of the current process layout
are reported in the Supplementary Section C.1.

As concluded in the previous chapter, the use of an electrolyzer reveals highly electrified process
configurations when cheap renewable electricity is available, for instance generated by a wind
farm installed in the vicinity of the chemical facility. In this plant scheme, H2 from the electrolyzer
and CO2 provided by (direct-air) carbon capture, or from biogas, can be converted into syngas
in a non-adiabatic fixed bed reactor (reverse water-gas shift). Its mild endothermicity allows a
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moderate thermal input to support the production of CO. Therefore, among the externally-heated
reforming technologies, a RWGS reactor offers the highest versatility in term of potential carbon
feedstock (biogas, biogenic CO2 or from DAC) and represents, together with an adiabatic partial
oxidation reforming process, the most electrified solution.

However, besides H2, EL generates O2 which can be used to sustain the endothermicity of RWGS
with a clean combustion, facilitating the carbon capture with a more concentrated CO2 in the
exhaust off-gas. However, as reported in Figure 4.15, for a syngas ratio of 2, only 13.5 % of the O2

stream from the electrolyzer is needed for a clean combustion of CH4, whereas the most part of
O2 is not utilized within the process.

The former chapter concluded that a partial oxidation technology could be coupled with RWGS
to allow for a more efficient utilization of the electrolyzer. Two partial oxidation reactors were
included in the superstructure analysis, either fed by pure methane (denoted by POX, or simply
partial oxidation) or by a mixture of biogas and water (tri-reforming, TRI). For TRI, a conservative
assumption related to the energy requirement assumed an understoichiometric feed of O2, not
sufficient to sustain the reforming reactions adiabatically. Therefore, a thermal energy input
was considered. However, when the process is fed by a sufficiently higher flowrate of O2, it can
be run without additional need for fuel. In absence of pure O2, air can be fed to the system,
although a different process design consisting of larger unit operations is preferrable due to its
dilution. Alternatively, air or enriched air fed to a plant designed and optimized for pure O2 would
determine a lower productivity of syngas. TRI is particularly interesting, as it allowes to feed
biogas without the need for previous upgrading separation, whereas partial oxidation requires the
preliminary separation of methane from carbon dioxide. In addition, a lower flowrate of biogas is
required to generate the same amount of CO in that not only CH4, but also CO2 contributes in
the supply of carbon to syngas.

Due to the lower energy demand required to store O2 over H2, and to the fact that a partial
oxidation system can also operate in air or O2-enriched air if the stored O2 drops low, the proposed
Power-to-Syngas process involves the storage of O2. In contrast, the flow rate of H2 fluctuates
according to the trend of the renewable power supply. By means of this buffering scheme, the
RWGS reactor and tri-reformer should be operated dynamically to ensure a stable productivity
and syngas composition, in order to offset the fluctuations of the energy supply.
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Figure 5.1.: Plant layout: the RWGS and TRI reactors produce raw syngas, where H2 and O2 are supplied
via electrolysis, e.g., an efficient SOEC. H2 may be fed to RWGS and/or bypass the reactor to
the syngas product stream whereas excess O2 may be stored in a buffering device. CO2 could
be obtained from biogas using a suitable separation strategy.

Figure 5.1 reports the plant configuration for the synthesis of raw syngas and its purification. Raw
syngas is the mixture produced at junction of the two reactors. The upstream section comprises an
electrolyzer (solid-oxide), the RWGS multitubular reactor and the TRI adiabatic step. Furthermore,
biogas is optionally upgraded in a polymeric membrane. In this layout it is shown that CO2 can be
provided from the upgraded biogas stream, whereas excess CH4 is burned to sustain the reaction.
The additional required CO2 stream can be provided directly from carbon-capture technologies,
e.g., from adjacent production facilities, or from DAC. The utility lines to the combustion chamber
of the RWGS reactor are reported in red. Air, enriched air or pure O2 is combined with CH4 from
the biogas upgrade for combustion. Oxygen is stored, fed to the TRI reactor (black connectors), or
fed to the utility line (red connectors) to support RWGS. The separation sequence after RWGS and
TRI is determined based on the results of a new superstructure optimization, where the total power
is minimized, and the plant is forced to operate exclusively the TRI reactor and an electrolyzer.
This solution suggests the installation of a polymeric membrane dehydrator after the reformer,
separating H2O from H2,CO,CO2, and CH4, followed by a sequence of VPSAs for the sequential
separation of CO and H2, thus integrated into the outlet syngas stream. The last VPSA partly
recycles the binary mixture (CO2,CH4) back to the TRI reactor, and partly feeds with the same
mixture a membrane separator for the biogas upgrade. The same separation sequence can process
the RWGS reactor outlets. Therefore, the total number of unit operations, including reactors,
electrolyzer and separators, is 7, as the plant layout in Figure 5.1 shows.
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The plant is supposed to switch between alternative configurations according to the availability of
renewable power.

Figure 5.2.: Plant operation when electricity is scarce and RWGS is supplied with H2 from EL. Methane
from biogas can provide heat to the RWGS reaction.

Figure 5.2 defines the systems response in a scenario where the renewable power is at peak supply.
In this case, the buffer tank for O2 storage is filled, EL supplies H2 to the RWGS reactor which is
heated by combusted bio-CH4 or biogas.
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Figure 5.3.: Plant operation when electricity is scarce and Tri-reforming is combined with stored O2.

On the contrary, Figure 5.3 illustrates the switch in operating regime when the plant faces a
shortage in renewable power supply. In this case, the storage device releases O2, which feeds the
TRI reactor. EL is not operated.

5.2.1 Plant control

Figure 5.4 recalls the complete plant layout, where the final syngas specifications are reported in
red. The plant must provide a mixture of H2 and CO with a molar ratio of 2, at about 110 ton day−1.
This stream is stably supplied to the Fischer Tropsch reactor downstream. As analyzed in the
previous section, the swing between the operating regimes shown in Figures 5.2 and 5.3 requires
to be optimally controlled. For this reason, this chapter deals with a optimal control approach
restricted to the production section of the plant, identified by the blue box outlined in dashes
in the illustration above. Syngas specitifcations are to be attained directly at the outlets of the
reactors, given a hourly fluctuation in the available renewable electricity supply.
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Figure 5.4.: Plant operation with low electricity input. TRI is sustained via injection of O2 from the
buffering device.

On the basis of the identified process configuration, an optimal control approach based on
parareal, a parallel-in-time integrator, is employed to speed up the expensive evaluations of
distributed reactor model during the solution of the optimization problems. The underlying reactor
models are distributed, and previously optimized for the outlined syngas specifications. The
forward simulation model of the plant mathematically constitutes a solving set of differential
algebraic equations (DAE).

The approach based on parareal, see, e.g., Lions et al. and Baffico et al. [163, 164], aims at
decomposing the global time domain into several smaller domains and, given initial values on
these subdomains, splitting the global problem into local subproblems that can be solved in parallel
in each iteration. The initial values are generated using a cheap but possibly inaccurate coarse-time
integrator, and the subproblems are then solved in parallel using an expensive but accurate fine
time-integrator. The initial values for the next iteration are generated in a correction step using
the information from the fine integrator. The derivatives of the objective function necessary for
the optimization are computed using the continuous adjoint method [165, 166], since the discrete
adjoint method is not available due to the use of parareal as the forward integrator.

In a numerical investigation, the optimal control problem targets the desired syngas ratio and
flowrate over a given time horizon, while the temporal provision of H2 from EL to the plant
fluctuates according to a predefined hourly ramp (Figure 5.5). Results from the parallel integration
are compared with those obtained by use of the same fine integrator which was selected for each
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parareal parallel step. The next section frames the modeling approach and the assumptions
adopted.

Figure 5.5.: Temporal trend of the electricity supply and molar feed flowrate to SOEC.

5.2.2 Pre-definition of the renewable power ramp: case relevance

Identifying dynamics in the incoming renewable power profiles as shown in Figure 5.5, and thus
"hard-coding" them within the modeling system for a significant portion of the temporal domain is
relevant in industrial practice. Flexible processes based on renewable energy, such as concentrated
solar plants, typically rely on weather forecasts on different time scales, such as months, days,
hours. Shorter time spans are typical for receding horizon optimal control, which enables safe
and profitable real-time plant operations. In real-time applications, a good compromise between
fineness of the discretization grid and length of the time scale of the receding domain must
ensure that accurate control decisions are identified in a reasonable time. On the other hand,
optimizations based on longer time-horizons, often embedding uncertainties (robust optimal
control), support strategic plant management decisions based on quantitative information.
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5.3 Modeling assumptions on a plant level

The first important assumption is that dynamics at the separation sequence can be safely neglected,
as the raw syngas mixture collected at the intersection of the two reformers is essentially stable
over time in composition and total flowrate. This shall be verified later on in the evaluation of the
outcomes (cf. Figure 5.7). Therefore, syngas purification is not involved in the optimization nor in
the modeling of the plant, as already anticipated.

Furthermore, Figure 5.4 exclude EL and the O2 storage device from the blue box of the units
considered. As concluded in the previous Chapter 4, water electrolysis absorbs the vast majority of
the overall plant electrical input. It is then safe to assume that the trend of, e.g., wind power is
directly reflected in the flowrate of H2 generated from EL and fed to the plant, either to RWGS
or directly adjusting a low syngas ratio in the outlet stream. Moreover, the EL is ideal in that it
converts its feed of steam completely into H2 and O2.

The storage device is not sized, although the rate of O2 accumulating in this system is formulated
as the difference between O2 from EL feeding TRI and RWGS (shell-side, for heat generation).
The accumulation rate of O2 in the storage is relevant to the estimation of the compression energy
required.

The second feedstock (biogas) is a binary mixture of CH4 and CO2. Biogas may contain traces of
ammonia and hydrogen sulfide which should be removed before any catalytic operation. These
process steps are required. Nevertheless, considering that purification operations would constitute
a decoupled optimization problem from the syngas stabilization, i.e., to minimize the concentration
of catalyst poisons at their outlets, and considering that the time-scale related to the effects of
catalyst deactivation due to poisoning differs from the one related to short-term power fluctuation
here investigated, purified biogas is considered in the control volume of the process system
analyzed in this study. Furthermore, biogas could vary in its CH4 concentration, as it may be
provided by different biomass feedstock over time, or collected within the plant from different
geographical areas in the region. For this reason and for the parametrization of TRI, a lower and
upper bound is considered in order to design the plant for the most suitable biogas composition. In
case this composition were not perfectly aligned with the actual feed gas, the ratio could be easily
adjusted via membrane modules, already implemented to generate a stream of CO2 intended for
RWGS. As a lower bound for the methane concentration in the binary mixture of CO2 and CH4

fed to TRI, 55 % is selected, whereas 75 % is the upper bound, a rather high but possible value, as
reported by the European Biogas Association [167] and by the International Energy Agency [168]
[169].
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5.4 General reactor modeling approach

At first, the reformers are designed at their nominal load to attain the syngas setpoint without
the contribution of the other reactor. Distributed reactor models are introduced, discretized and
solved. While RWGS is simulated, TRI is also optimized to determine the configuration which
maximizes its selectivity.

This section introduces the main governing equations of the reactors as well as further reactor-
specific assumptions. Extensive details regarding the modeling of kinetics and heat transfer can be
found in the supplementary materials – see Supplementary Section C.

Introducing the set of chemical components S := {CO2,H2,CO,H2O,CH4,O2}, the reactors are
described by dynamic, one-dimensional, pseudo-homogeneous material and energy balances. The
material balance for component α in molar formulation reads:

∂ζα

∂t
= −v∂ζα

∂z
+

1− ϵ
ϵ

ρcat

Cgas

(
σα(ζα, T )− ζα

∑
α∈S

σα(ζα, T )
)
, (5.1)

whereby the molar fraction ζα is governed in time and space. Equation (5.1) has to be fulfilled
for all (t, l) ∈ (0, tend] × (0, L), where L > 0 specifies the length of the reactor (z is the axial
coordinate), tend > 0 is the final time (t is the temporal coordinate).

The energy balance is used to derive the following partial differential equation, describing the
change of the temperature in terms of the time and space coordinates:

∂T

∂t
=
−vϵCgasC̃p,gas

∂T

∂z
− 4

U

DT
(T − Text)− (1− ϵ) ρcat

∑
k∈K H̃kRkηk

ϵCgasC̃p,gas + (1− ϵ) ρcatĈp,cat
, (5.2)

defined for all (t, T ) ∈ (0, tend] × (0, Tmax), where axial dispersion is neglected. Equation (5.2)
introduces a summation term defined for the relevant kinetics k ∈ K := {reverse water-gas shift
(RWGS), water-gas shift (WGS), steam-reforming of methane (SR), reverse methantion (RMETH)
and catalytic oxidation of methane (COMB)}. The term σα, concurring to (5.1), is the overall
molar generation rate for the single component α and is function of the local states (ζα, T ). It can
be expanded as:

σα =
∑
k∈K

να,kRkηk. (5.3)
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State-of-the-art kinetics reported by Xu et al. [170] and De Groote et al. [171] are implemented
for TRI. Combustion kinetics within TRI were adapted from [172] by De Smet et al. [28] for
supported Ni catalysts. Effectiveness factors for this heterogeneous model are constant and were
retrieved from De Groote et al. [171]. Reversible kinetics of RWGS were taken from Richardson et
al. [33], thus based on a Rh/γ −Al2O3 catalyst. The effectiveness factor of 0.3 observed by the
authors is also incorporated in the calculations for this contribution. For adiabatic operations, i.e.,
inside the TRI reactor, the overall heat transfer coefficient U is 0, whilst it is U ̸= 0 for the RWGS
mildly-endothermic, multitubular reactor.

The axial mole-averaged interstitial velocity v is defined by a total mass balance in quasi-steady
state assumption. Mole and mass-averaged velocities coincide if dispersion is neglected. Thus, the
molar-based axial velocity defined between the reactor feed (superscript 0) and the generic reactor
section reads

v =
∑

α∈S Ṅα,inMα

CgasAcrossϵ
∑

α∈S ζαMα
. (5.4)

The momentum balance, typically dominated by friction, reduces to the Ergun equation

dp
dz = −

(1− ϵ)2

ϵ3

150v
ϵ (1− ϵ)
D2

cat
µmix + 1.75

1− ϵ
ϵ3

ρgas
v2ϵ2

Dcat

 . (5.5)

The time-dependency of momentum is neglected. Equations (5.1), (5.2), and (5.5) are completed
by Dirichlet-type boundary conditions at each reactor inlet, respectively

ζα (t, z = 0) = ζα,in, T (t, z = 0) = Tin, p (t, z = 0) = pin, (5.6)

where ζα,in, Tin and pin are the molar fraction of component α, temperature and pressure at the
reactor feed, pre-specified and constant over time.

These reactor models are discretized by upwind finite difference method. Therefore, Equation 5.5
is implicit in the pressure, and constitute an algebraic constraint in a DAE system.

5.5 Reactor design

Based on the modeling approach illustrated in Section 5.4, reactor designs for RWGS and TRI
are identified separately, ensuring that the desired productivity of 270 tonCO day−1 and a syngas
ratio of H2/CO = 2, suitable for Fischer-Tropsch synthesis, are attained in each case. The molar
flowrate of syngas is 330 molsyngas s−1 (111 molCO s−1).
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5.5.1 Design of TRI

A preliminary optimization problem is set to identify suitable values of the design parameters that
maximize the selectivity towards syngas. Here, Equations (5.1) and (5.2) are implemented in
their steady-state formulation such that time derivatives vanish. The resulting modeling equations
serve as equality constraints in the following nonlinear programming (NLP) problem:

max
ΦD,TRI

ṄH2 + ṄCO

ṄCH4 + ṄCO2 + ṄH2O

∣∣∣∣∣
out,TRI

s.t. 0 = hTRI(ydiff,TRI(t), yalg,TRI(t))

{ydiff,TRI(t), yalg,TRI(t)} ≤ UB

{ydiff,TRI(t), yalg,TRI(t)} ≥ LB

(5.7)

where vector ΦD,TRI collects the optimization variables: tube length L, tube diameter DT, feed
molar flowrates Ṅα,in (α ∈ S), temperature T0 and pressure p0. Function hTRI(ydiff(t), yalg(t))
consists of the conservation laws in discretized form, and of the Ergun equation.

The syngas composition is bound: H2/CO ∈ [1.95, 2.1]. The productivity of carbon monoxide is
constrained (270 tonCO day−1). Problem parameters, constraints and bounds are defined in Matlab
v2018b, combined with CasADi v3.5.3, a symbolic framework for algorithmic differentiation and
numeric optimization developed by Andersson et al. [173]. The nonlinear program is solved by
IPOPT v3.12.3, running with the linear solver mumps [174]. The solver IPOPT identifies local
optima. Therefore, in order to identify a global solution, optimization variables are randomized
within bounds. Preliminary simulations in steady-state based on the randomized guesses are then
run to provide IPOPT with reasonable initial guesses. Optimal solutions are then compared and the
design set ensuring the best objective is selected. The reactor is discretized with 150 equally-spaced
points. Optimization variables, bounds and optimal values are reported in Table 5.1.

Table 5.1.: List of relevant optimization variables for design problems, bounds, and results for TRI.

Variable LB UB value at optimum unit (SI)

ṄCO2,in 10 70 38.6 mol s−1

ṄH2O,in 10 120 102.7 mol s−1

ṄCH4,in 30 150 115.8 mol s−1

ṄO2,in 5 60 51.9 mol s−1

DT 0.104 1.6 1.6 m
L 0.1 1.1 1.1 m
Tin 700 1050 1050 K
pin 25× 105 40× 105 25× 105 Pa

The selected bounds for the feed pressure to TRI are in line with the findings on the role of
coke formation in catalytic partial oxidation of methane by De Groote et al. [171] and with the
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prevailing literature on partial oxidation and tri-reforming. Above 25 bar and for elevated inlet
temperatures, coke deposition is neglected.

Moreover, the selected lower bound for the feed pressure at TRI, which coincides with its optimal
value reported in Table 5.1, is consistent with the requirement of a typical Fischer-Tropsch synthesis
reactor, i.e., no pressurization is required before this downstream syngas application.

At the best local optimum, the molar selectivity towards H2 and CO as defined in the objective is
2.28. The feed ratio between CH4 and the sum of CO2 and CH4 is 0.75, which corresponds to the
upper bound defined for the molar content of CH4 in this binary mixture, as elaborated in Section
5.3.

Graphical trends at the steady-state are reported, for trireforming and RWGS, in the Supplementary
Section C.5.

5.5.2 Design for RWGS

The set of relevant design parameters and operating conditions is reported in Table 5.2.

Table 5.2.: List of design parameters and nominal operating conditions for RWGS.

Variable value unit (SI)

ṄCO2,in 0.495 mol s−1

ṄH2,in 0.495 mol s−1

DT 0.11 m
L 1.5 m
Ntubes 500 −
Tin 950 K
pin 2× 105 Pa
Tshell,RWGS 1073 K

Accounting for its axial drop, the feed pressure selected is slightly above atmospheric, in agreement
with the range of validation for the kinetic model by Richardson et al. [33]. At the prevailing
temperature, pressure and feed composition, the selected feed and shell-side temperature are high
enough to prevent from a thermodynamically relevant contribution of the methanation reaction,
therefore neglected. The number of spatial discretization points for RWGS simulations and optimal
control is 150.

Assuming that the EL (SOEC) operates at 1073 K, the ideal electrical power demand, which equals
the Gibbs free energy of reaction, is 188 kJ mol−1

H2. Therefore, the nominal flowrate of H2 to
RWGS (247.5 molH2s−1) is ensured if an efficient SOEC is supplied with 46.53 MW. However,
Posdziech et al. [175] identified a SOEC efficiency of 82 %, based on the lower heating-value of
H2 (LHVH2), corresponding to 240 kJ mol−1

H2, which outlines a power demand of 72.4 MW. For

5.5 Reactor design 104



the given operation, a syngas ratio H2/CO of 2 is attained if an integration of 85 molH2 s−1 is
accounted for, which corresponds to an ideal total power demand at SOEC of 62 MW, based on
the Gibbs free energy, and 97 MW, based on the LHVH2 efficiency. CH4 is a candidate fuel to
sustain the heat demand of RWGS, possibly provided from bio-CH4 as carbon-neutral source.
Given that its lower heating value (LHVCH4) is 800 kJ mol−1, an estimate of the required flowrate
is provided by the following calculation, accounting for the reactor discretization (Nz points in
axial coordinate and axial discretization segments of length ∆z):

ṄCH4,RWGS,shell =
1

LHVCH4

Nz ,RWGS∑
i=1

4
Ui

DT
(Text − Ti)

∆z
D2

Tπ

4 Ntubes, (5.8)

resulting in 5.8 mol s−1 of CH4, 5 % of the molar flowrate required for nominal operations of TRI
towards the maximum selectivity to syngas (see Table 5.1). If biogas has a molar concentration
of 60 % in CH4, 9.7 molBG s−1 must be separated. Consequently, nominal RWGS operations
require considerably less CH4 than TRI, the latter virtually demanding no electricity other than
compression duties.

5.5.3 Oxygen utilization

Given that the stoichiometric combustion of 5.8 molCH4 s−1, recommended in Section 5.5.2, re-
quires 11.6 molO2 s−1, nominal RWGS operations generate an excess of 155 molO2 s−1 which can
be buffered to allow for the operation of TRI when renewable electricity is scarce. Assuming
that RWGS (TRI is off) and TRI (RWGS is off) are respectively operated for 50 % of a given
time-horizon, the ratio of O2 generated (not intended for combustion) to O2 fed to TRI (Table
5.1) is 155/52 = 2.98: 1.98 moles of surplus per mole of oxygen fed to TRI. The surplus stored is
possibly further decreased to sustain thermal utility generation within the plant or sold at market
value.

5.6 General plant modeling approach

After discretizing the reactors by equally-spaced finite volumes in the spatial direction and approx-
imating the advection contributions with the upwind scheme, the resulting system of modeling
equations is a semi-explicit differential-algebraic equation (DAE) system of index 1 on the time
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horizon [0, tend]. For readability, vectors and matrices shall be denoted by plain text notation and
introduced as such within the text. Thus, it can be written in the form

ẏdiff(t) = f(t, ydiff(t), yalg(t)),

0 = g(t, ydiff(t), yalg(t)),
(5.9)

where ẏdiff is an abbreviation for dydiff(t)
dt and suitable initial values for (5.9) will be discussed in

Section 5.7. Here:

• ydiff(t) ∈ Rd×[0, tend] collects all differential variables, i.e., all variables that are differentiated
with respect to time. These are the mole fractions coming out of the discretizations inside
the RWGS and TRI reactor.

• yalg(t) ∈ Rq × [0, tend] collects all algebraic variables. These are the pressure values inside
the reactors as well as the outlet molar flowrates from the reactors and the H2-integration
into the plant outlet stream.

• f : R× Rd × Rq → Rd is a function, collecting all differential equations.

• g : R× Rd × Rq → Rq is a function, collecting all algebraic equations.

The discretization scheme for balance equations is backward in space (upwind scheme). Therefore,
the Ergun equation for the pressure profile 5.5 is implicit and algebraic. Further algebraic
contributions are introduced with the optimal control setup in the next section.

5.7 Optimal control for the plant model

The control vector u = (uRWGS, uTRI)⊺ ∈ R2 contains the inlet flowrates to the RWGS and TRI
reactors, where feed compositions, temperature and pressures are fixed at the optimal design
values. These control variables are adjusted to meet the set point at any given time. The inlet
molar flowrate to SOEC, denoted as ṄSOEC,in, is is pre-defined in the model. Therefore, the flow
rate of H2 to be integrated into the product stream is obtained:

ṄH2,int = uRWGS

2 − ṄSOEC,in, (5.10)

where the composition of uRWGS, the total inlet flowrate to RWGS, is an equimolar mixture of
CO2 and H2 as prescribed in Section 5.5.2. Finally, the accumulation of O2 inside the buffer can
be calculated as

ṄO2,buff = ṄSOEC,in
2 − ṄO2,RWGS,shell − ṄO2,TRI,in, (5.11)
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where ṄO2,TRI,in is the mole fraction of O2 in the TRI inlet stream and ṄO2,RWGS,shell is the oxygen
required to burn the required amount of methane calculated in Equation 5.8.

In OCP, control vector u and the EL inlet flowrate ṄSOEC,in are time-dependent functions. As a
result, they are discretized in time such that the amount of control variables scales with the time
steps.

5.7.1 Numerical time integration

The main idea of parareal is to decompose the global time domain [0, tend] into Nt smaller
subdomains. Given initial values on each of these subdomains, the global time-dependent problem
in each iteration of the method splits up into Nt many local problems on these subdomains, which
can then be solved in parallel. The initial values can be generated using a coarse integrator, which
should be cheap but can be inaccurate, and the subproblems are then solved in parallel using a
fine integrator, which has to be accurate and is thus more expensive. Afterwards, the next iterate
of parareal is generated via a correction step, where the fine solutions of the subproblems are
used to correct the coarse sequential integrator.

Introducing the general time grid 0 := t0 < t1 · · · < tNt := tend with variable step sizes hn :=
tn+1− tn, n = 0, . . . Nt−1, G(tn+1, tn, hn, w

k
n) denotes the coarse integrator, that integrates on the

subdomain [tn, tn+1] with step-size hn and provides an inaccurate approximation to w(tn+1), the
solution of (5.9), using the initial values wk

n. Here, k indicates the iteration number of parareal.
The fine integrator has to be more accurate and can thus be more expensive. This can be achieved
by using a higher order integration method or by operating on a refinement of the time grid or a
combination of both. In this study, the fine integrator will always be a higher order method and it
can additionally operate on a refinement of the time grid such that F(tn+1, tn, Rref , w

k
n) denotes

the fine integrator, that integrates on [tn, tn+1] using Rref ∈ N time steps and provides a more
accurate approximation to w(tn+1) using the initial values wk

n. Thus, for Rref = 1 both integrators
use the same grid and for Rref ≥ 2 the fine solver F uses a refined grid. With this notation at hand,
parareal is described in Algorithm 1.
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Algorithm 1 parareal (w0, Nt, K, Rref , εtol, G, F)

1: k = 0, w0
0 = w0

2: for n = 0, . . . , Nt − 1 do
3: w0

n+1 = G(tn+1, tn, hn, w
0
n) ▷ first initial values

4: end for
5: for k = 1, . . . ,Kmax do
6: parfor n = 0, . . . , Nt − 1 do
7: Fk

n+1 = F(tn+1, tn, Rref , w
k
n) ▷ parallel step

8: end parfor
9: for n = 0, . . . , Nt − 1 do

10: wk+1
n+1 = G(tn+1, tn, hn, w

k+1
n ) + Fk

n+1 −Gk
n+1 ▷ correction step

11: end for
12: if

∥∥∥wk+1 − wk
∥∥∥ / ∥∥∥wk

∥∥∥ ≤ εtol then
13: return wk+1

14: end if
15: end for
16: return wK

Algorithm 1 is terminated either after a fixed amount of Kmax ∈ N iterations or as soon as the
relative change in the iterate

∥∥∥wk+1 − wk
∥∥∥ / ∥∥∥wk

∥∥∥ is below some tolerance εtol > 0. Note that in
line 10, the values of the coarse integrator Gk

n+1 = G(tn+,1, tn, hn, w
k
n) have been calculated in the

previous iteration already and thus can be reused. Regarding the integrators, G should be fast but
at the same time an implicit method. The backward (implicit) Euler method is chosen as coarse
integrator, whereas for the fine integrator F a higher order method is required: Lobatto IIIC is
used, of order 4 [176].

5.7.2 Optimization setting and initialization

As reported earlier in Section 5.7, the control vector u (feed streams to the reformers) and the
inlet flowrate to SOEC ṄSOEC,in are time-dependent functions, hence the control dimension p

scales with the number of time steps. In particular, the controls are piecewise constant. On the
contrary, the trend of future renewable power supply is a pre-defined piecewise linear function,
and it is assumed that is directly proportional to the power absorbed by SOEC, and consequently
to its inlet and outlet flowrates. These trends are represented in Figure 5.5.

The fluctuation starts at 94 % of the maximum SOEC power intake required for nominal RWGS
operations, drops to 65 % at the minimum and stabilizes then at 80 %.

OCP is then supposed to stabilize the plant to the desired setpoint for the desired syngas ratio
SRd ∈ R and flowrate SFd ∈ R in the product stream. Introducing the notation for the setpoint as
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SR(t) and SF(t) for syngas ratio and flowrate, respectively, the objective function for the optimal
control problem, constrained by the reactors models previously defined in Section 5.4 (a DAE set),
reads:

min
u(t)∈R2

J2(u(t)) := 1
2

∫ T

0
cSR(SR(t)− SRd)2 + cSF(SF(t)− SFd)2dt. (OCP)

Here, cSR := max{SRd,SFd}
SRd

and cSF := max{SRd,SFd}
SFd

are scaling constants that ensure that both
contributions to the objective function are equally weighted.

Assuming that the plant had benefited from a stable and abundant supply of renewable power,
(OCP) is initialized with the solution of the DAE problem described in Section 5.6. At the beginning
of the time-horizon, the SOEC electrolyzer is supplied with 92 MW, corresponding to a feed of
313 molH2O s−1 (based on the efficiency outlined in Section 5.5.2). At t = 0, the controls are set
to 465 molRWGS,in s−1 and 20 molTRI,in s−1. A time-horizon of 1 h is selected to reflect a realistic
change in availability of renewable resource, e.g., wind power. The number of equidistant steps
hn in the time-grid is set to Nt = 200. The tolerance threshold set for the optimization is 10−3,
whereas the termination of parareal iterations occur at εtol = 10−6 (line 12 in Algorithm 1).

5.7.3 Comparison between parareal and a fine integrator:
computational framework

As anticipated in Section 1.3, aim of this chapter is to identify and test a promising optimal control
strategy, given the implications of renewable intermittency in flexible plant operations. Therefore,
an optimization based on parareal is compared to the same optimization, where DAE integrations
are performed with the fine solver F over the whole refined temporal domain (benchmark case).
Computations are performed on a machine with 60 Intel(R) Xeon(R) CPU E7-4880 v2 @ 2.50GHz
cores. The coarse integration within the parareal scheme (Algorithm 1), as well as the fine
integration in the benchmark case, are running on single core and single thread, whereas 50
cores are used for the parallel step of parareal. The number of cores should scale with the
number of discretization steps Nt set for the coarse solver (G in Algorithm 1), so that each core
can run the fine integration F and perform the parareal iterates on a single coarse step. In this
application, each core operates on 4 coarse integration steps, as Nt/Ncores = 4. Therefore, the
total number of coarse integration steps is 200. To each temporal discretization point of the coarse
grid correspond 2 time-steps of the fine integrator within the parareal loop (Rref = 2 for a total
of 400 fine discretization steps in parareal iterations. As anticipated, for the benchmark case
the fine integrator runs on this refined grid with 400 steps. For the solution of (OCP), Matlab’s
fmincon routine with its SQP solver is called. The necessary derivatives of F̃ are calculated with
ADiMat [177]. The integral in (OCP) is approximated via the trapezoidal rule. Furthermore, the
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tolerance for the Newton-solver inside G (coarse solver) is lifted to 10−4 where the tolerance
inside F (fine solver) is 10−8. This is justified, as the inaccuracy in the Newton method for the
coarse solver obviously decreases its convergence time, although accuracy of the overall parareal
method is ensured by the correction steps. as indicated in Algorithm 1.

5.7.4 Numerical results

The benchmark optimization, which runs exclusively the fine integrator F over the entire temporal
domain, requires 6.56 h, whereas the implementation of parareal determines a speedup of 1.7
and reduces the solution time to 3.85 h. Due to the time-dependent dynamics, parareal requires
2 iterations, although the iteration error in line 12 of Algorithm 1 after the first iteration is on
average very close to the tolerance for parareal iterations (εtol = 10−6). As a consequence to
parallel computations in the parareal loop, the average times spent in the coarse and fine solver
per iteration are 233.46 s and 31.16 s, respectively.

Figure 5.6.: Setpoint attainment with parareal: (A) syngas ratio; (B) flowrate of CO in the syngas stream.

Figures 5.6 show that the setpoints, i.e., syngas composition (A) and flowrate (B), are attained
over the entire time-domain at the optimum. Such trends obtained with parareal are preserved
in the solution from the benchmark optimization running on the fine integrator over the complete
time domain.
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Figure 5.7.: (A) Power demand at SOEC (ẆSOEC), for the compression to the Fischer-Tropsch reactor
requirements (ẆFTS,compr) and to buffer O2 at 300 bar in gaseous form (ẆO2,buff); (B) total
feed flowrate to RWGS and TRI, flowrate for the integration of H2 directly to the syngas stream
(ṄH2,int), accumulation rate of O2 in the buffering device (ṄO2,buff).

Figure 5.7 (A) shows stacked power demand over time in incremental contributions and darker
tones of blue, which justifies the assumption initially made, that the fluctuation in renewable
power directly translates into the trend at the electrolyzer, representing the dominant energy
sink in syngas generation. In light blue, the demand at SOEC is reported (ẆSOEC). The power
required to adapt the gas to FTS requriements (ẆFTS,compr) is then added on top of it. This value
is obtained assuming that the separation system recommended in the layout presented in Figure
5.1 can be neglected and that the raw syngas mixture is fed directly to the FTS. In this scenario,
the duty to attain the required operating pressure in FTS can be approximated as an isothermal
transformation, e.g., at 373 K:

ẆFTS,compr (W) = −
∫ FTS(25 bar)

amb
pdV̇ =

=
(
ṄTRI,in + ṄRWGS,out + ṄH2,int

)
·Rgas · (373 K) · ln

25 bar
1 bar , (5.12)

where it is assumed that the gas is compressed after RWGS, operated at low pressure as reported
in Figure C.2 (C). This duty consitutes about 7 % of the SOEC energy requirement. Furthermore,
the figure reports the additional demand for the compression of excess O2 (ṄO2,buff) to storage
requirement at 300 bar. Once again, the values are obtained from an isothermal formula (5.12),
where the flowrate of O2 is calculated with Equation 5.11:

ẆO2,buff (W) = −
∫ storage(300 bar)

amb
pdV̇ = ṄO2,buff ·Rgas · (373 K) · ln

300 bar
1 bar . (5.13)
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In this scenario setting, the power requirement to store O2 drops from 2.7 % to 2.1 % of the
demand at the highest (at t = 0) and lowest peak in renewable power supply, respectively. Clearly,
a minor power contribution for the storage may translate in a major increase in the fixed costs,
not considered in this first chapter on process flexibility. The drop in percent contribution for the
storage of O2 scales with the accumulation rate of O2 in the buffering device, reported in purple in
Figure 5.7 (B). The moderate swing in the supply of renewable power from a high availability level
(t = 0) is such that oxygen accumulates in the storage throughout the entire temporal domain for
the current scenario of fluctuating electricity. At the minimum power supply and as suggested from
the feed flowrates illustrated in the same figure, TRI contributes for 25 % to the syngas production,
not yet enough for storage release (negative accumulation trend). Furthermore, the power supply
to SOEC, in conjunction with the stabilization effect of OCP on the product stream, determine
other trends in Figure 5.7 (B), which express the feed flowrates to RWGS and TRI (blue and red),
as well as the amount of H2 integrated directly into the product line, in yellow.
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Figure 5.8.: Molar flowrates at the outlet of RWGS (A) and TRI (B) and in the syngas stream (C) over the
time domain at the optimum.

If the trends at reactors outlets change over time as a response to the fluctuating energy supply as
shown in Figures 5.8(A,B), the composition trend in the raw syngas stream is essentially preserved.
In Figure (C), a larger fluctuation in the CO2 flowrate is present, although CH4 and O2 are
essentially converted, H2O is produced in both reactors and thus stable at their interception, and
syngas is stabilized by OCP. A larger drop in available power will mainly reduce the concentration
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of CO2 and increase CH4 to some extent. Essentially, it can be concluded that the separation
system proposed in the layout of Figure 5.1 should be able to tolerate minor changes in composition
over time.

5.8 Conclusions and outlook

Although the comparative test between parareal and fine integrator shows that the former
performs almost double as fast, the computational time of the coarse solver in parareal is a
limiting factor, as the integration of a DAE system is still too expensive, even with a first order
method.

As outlook, debottlenecking strategies expected to significantly reduce the time spent in the coarse
solver should be investigated:

• the analysis of different numerical schemes for a cheaper integration of DAE systems, such
as implicit-explicit integrators (IMEX [178, 179]) ;

• a reformulation of the equations-system, from a DAE into an ODE system;

• the application of model-order reduction (MOR) for the coarse steps, but relying on the full
model for the fine integration.

In this particular case, the nature of this system formulation as a DAE is due to the upwind
discretization scheme for spatial derivatives. If this discretization approach is applied rigorously,
the Ergun Equation 5.5 is implicit in the pressure, which contributes to density and velocity on
the right hand side. This could be relaxed by discretizing this pressure drop equation forward in
space, to allow the explicit formulation of the pressure, and the conversion of the system into an
ordinary differential equation (ODE). Consequently, the evaluation of the coarse step is expected
to be comparatively more efficient. However, it may introduce an inconsistency in mass balances,
whose feasibility needs to be carefully evaluated.

Furthermore, the absolute computational time required for all optimization cases over a single
hour time-span for the specific case (3.85 h with parareal, and 6.56 h with the fine integrator)
are not reasonable if this is the temporal frame of receding horizon in a real-time optimal control
application. However, if on the one hand the optimization time is expected to benefit dramatically
from a reformulation in ODE or with MOR tools, on the other hand, what was commented on in
section 5.2.2 holds true: the trade-off between length of time span and grid finesse must be tuned
on a case-by-case basis, and a coarser grid may still provide acceptable predictions for the required
control actions.
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5.9 Chapter summary

"How does the inherent intermittency of renewable power affect design and operation of a Power-
to-X plant?". This Question 3 from Section 1.3 implies the importance of identifying strategies to
deliver reasonable product specifications, whenever an non-steady input is foreseen. A suitable
plant configuration that fulfills product requirements must be optimally designed and controlled.
In this first chapter on process flexibility, the concept of a Power-to-Syngas plant was taken from
earlier discussions on process synthesis (Chapter 4), based on the idea that both ends of a water
electrolyzer can be used to stabilise the quality of the product stream of a power-to-syngas plant,
targeting the desired syngas flow rate and composition: H2 feeds a RWGS reactor when cheap
renewable energy is abundant, while O2 is stored for later use when renewable energy is scarce
and O2 is fed to a tri-reforming reactor. Given reactor size based on the nominal load, their
distributed models contribute to a DAE formulation of the underlying constraints for an optimal
control problem that targets a syngas H2-to-CO ratio of 2 at a nominal flowrate. This raw syngas
will be processed and purified in downstream process sections. This constitutes a suitable technical
benchmark to test and evaluate a promising numerical approach for optimal control applications.

The performance of parallel computing based on the numerical approach parareal, where
integration results on the overall time span by means of a low-order, thus coarse, numerical
scheme are corrected by the results of a higher order method, performed in parallel on multiple
cores on a finer temporal grid, is compared with the fine integrator operating on the complete
refined time grid. The fine and coarse integrators are of order 4 (Lobatto IIIC) and 1 (Implicit
Euler), respectively. The computational time is reduced by a factor of 1.7 with parareal, although
the gain is significantly limited by the still too expensive coarse integration of this DAE system,
which may be debottlenecked by a different mathematical formulation, as commented in Section
5.8.

From an engineering perspective, the proposed plant concept allows to provide the downstream
Fischer-Tropsch synthesis reactor with a sufficiently stable syngas supply thanks to the utilization
of the O2 stream from the electrolyzer: as shown, the buffering of O2 adds a negligible energy
contribution (2.1% − 2.7%) to the dominant demand of the SOEC electrolyzer (Section 5.7.4).
Nevertheless, wider fluctuations in renewable power supply will force the plant beyond its
operability window, causing unit operations to go out of specification and flow distribution
anomalies in reactors and heat exchangers, especially at very low loads. Typically, licensor set
generous margins for the recommended lower operability threshold, up to 30% of the nominal
load. Consequently, flexibility must be controlled within feasible ranges, either by introducting
buffering devices to preserve a technical lower-bound to the admissible loads, or by resorting to
make-up grid electricity, when required.

But how can this trade-off between buffering and process flexibility addressed in Question 4 of
Section 1.3 be systematically and quantiatively evaluated? As reported earlier in this chapter
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summary, plant sizing was attained by optimizing the reactors separately at the expected nominal
load for the targeted syngas production. However, this approach assumes that optimality shall be
extended at part-load, which may not be true. Furthermore, in the context of highly electrified
plants possibly operating off-grid, the way in which the available renewable power is partitioned
across the system affects process performance and product quality. This is a motivation to apply
rigorous mathematical optimization to the entire interconnected plant, represented by detailed
models (distributed in space if necessary), and taking into account partial loads.

The next chapter proposes the mathematical approach of multi-period design optimization to
identify the optimal size and operation policies for a Power-to-Methanol plant based on detailed,
temporally and spatially distributed equation models, thus ensuring feasibility over a number
of discretized renewable energy loads throughout the year, weighted by their probability of
occurrence. This concludes the analysis of the impact that intermittent renewable power supply
has on design and operations of a plant (Question 3 in Section 1.3). This analysis is based on
profitability, introduced for the first time in this work, as it allows to set a quantitative benchmark
for the closing remarks on Question 4: profitability is a good indicator whether a reference solution
for the flexible case is to be preferred over plant operation stabilized by large, expensive buffering
devices over a given temporal domain.
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6Process flexibility (II) - Multi-period
design optimization of a
Power-to-Methanol Process

6.1 Introduction

Processes for the synthesis of green chemicals must take into account the intermittent nature of
the renewable energy supply (load) in the medium and short term. As reported in the previous
chapters, this aspect influences decision-making tools and results for the identification of candidate
process topologies and operations. However, the implications of different extents of process
flexibility on the detailed system design are yet to be incorporated in this work. It is the aim of
this chapter to fill this gap.

Figure 6.1.: Buffering strategies for a generic Power-to-X (P2X) process determine the extent of process
flexibility involved. Electricity and hydrogen buffering strategies are denoted with B.I and B.II,
respectively (plant design and operations at a single, nominal load). In contrast, the whole
process can be operated flexibly (strategy F).

Figure 6.1 schematically illustrates the type of decisions involved in a preliminary project stage,
where buffering strategies can be implemented along the production path for the conversion of
renewable power, water and a carbon source into a generic valuable chemical component, X. It
is assumed that a renewable energy park provides green electricity to a local Power-to-X facility.

116



In case B.I, a buffer for the storage of electricity is used before any chemical conversion process;
in case B.II, hydrogen is stored after water electrolysis and before the chemical synthesis. The
exact allocation of buffering devices along the process coordinate determines the extent of plant
flexibility, i.e., the plant section which follows the buffer operates in steady state. Consequently,
for case F where no buffers are involved, the P2X process is operated at the maximum flexibility.

Figure 6.2.: (A) Large buffering devices determine a single operation mode at the mean generated power
(buffering scenario B); (B) opening flexibility window with moderate buffering (transition
from buffering scenario B towards the flexible case F). Generated renewable power in blue is
retrieved from actual performance measurements of a wind turbine, where slightly declines
before the cut off velocity is attained (cf. Table D.1).

The effect of implementing large buffering devices for the maximum stabilization of the process is
shown qualitatively in Figure 6.2(A). Here, an unstable power supply is represented in blue. This
is function of the availability of the renewable resource which generates and is expressed, e.g., as
solar radiation or wind velocity. Energy is stored when this generation curve deviates positively
from an average level that coincides with the nominal power demand of the operating chemical
facility, in green. Excess power is then released when the deviation between supply and demand
becomes negative.

For smaller buffering devices, operations at the average generated renewable power can no longer
be ensured. This aspect is shown in Figure 6.2(B). The green patch here defines the flexibility
window, a region delimited by a lower and an upper bound to the power supply that the plant can
attain by adjusting its operating regime. Peak power supplies above the upper bound are stored,
whereas supplies below the lower bound are integrated by the stored power.

Further reductions in the capacity of installed buffering devices result in a wider oscillation
between operating modes, which may lead the system into a region where operations are not
feasible. Therefore, the maximum achievable process flexibility is defined by the lowest power
supply threshold below which the system cannot operate.

This suggests two possible operation strategies:
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1. cyclic and frequent plant shutdowns with loads below the minimum threshold;

2. purchase of external power at reasonable negotiated prices.

Strategy 1. is not considered in this dissertation. It is economically unattractive due to loss
of productivity, and technically demanding, as it implies that frequent and rapid shutdowns of
reactors, compressors and electrolyzers are technically feasible. In addition, a certain amount of
renewable power would not be utilized at low loads below the threshold. Instead, Strategy 2 is
illustrated in Figure 6.3 and quantified in this last chapter dedicated to process flexibility.

Figure 6.3.: Window for maximum plant flexibility. The renewable power generated at low wind velocities
does not guarantee feasible plant operations, which are ensured via integration of external
grid electricity.

Here, the power generated by a renewable resource is entirely absorbed by the chemical plant.
Therefore, the renewable power supplied to the process coincides with the generated renewable
power. Nevertheless, the minimum admissible load for feasible operations is crossed. For this
reason, the curve representing the actual power supply to the process (red markers) coincides with
the generation of renewable power until it stabilizes at the minimum admissible load. This occurs
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when the natural resource only is too scarce to attain the minimum power threshold. Instead, an
additional source must integrate the renewable input locally generated, e.g., from the grid or from
a geographically displaced renewable energy source.

Based on this general background, a decision must be made on the flexibility window that can be
reasonably imposed on the process. A decisive performance indicator which supports the final
choice is profitability, crucial in industrial applications.

For flexible cases, the inherent fluctuations open important questions related to the best can-
didate design which can withstand load changes for the scenarios involved. Single units must
preserve feasibility while the entire plant performs at the maximum profitability. This requires
the implementation of detailed unit models associated with their feasibility constraints within an
optimization framework for the identification of an optimum design. Different operating regimes
and loads must be simultaneously included in the analysis.

Furthermore, any spike in the supply of local renewable electricity must be absorbed within the
plant, e.g., by electrical heat exchangers, compressors, electrolyzers and electrified reactors for
endothermic syntheses. Therefore, the final design of a highly electrified and flexible P2X plant
is influenced by the distribution of the available power between the unit operations involved.
Consequently, the optimization framework also needs to incorporate a description of the overall
interconnected plant.

This chapter provides novel tools to formulate the profitability-based comparison between a
flexible and a single-load design applied to an important syngas application: methanol synthesis.
The tool for a detailed plant design in the flexible case is determined by means of multi-period
optimization. The resulting profit is benchmarked with the reference case offered by the design
of the same plant operated at a single, nominal load, average throughout the year, with large
buffering devices. The outcomes determine a scenario, where the decision should be based on
the price that can be negotiated for the supplementary energy supply at low loads. The proposed
multi-period optimization framework represents a technical novelty, framed in the literature
background presented in the next section.

6.1.1 Scaled profitability

The determination of a levelized cost of methanol is not the objective of the study. In this chapter,
profitability is rather used to determine a methodological comparison between optimization
scenarios. It is assumed that some units are unvaried between cases, such as compressors, electric
heaters, flash drum. Therefore, the capital cost associated with these unit operations does not
contribute to the system as the profit is not absolute but scaled.

6.1 Introduction 119



6.2 Methodological background

Typical optimization techniques for the design of chemical plants with detailed models determine
the size of process units for a single, nominal load. Nevertheless, there is no guarantee that the
identified design is the best solution for loads other than nominal. Instead, dedicated optimization
strategies should be implemented to account for flexible plant operations, where a detailed
description of process units, interconnections and operating windows is incorporated. Furthermore,
Bruns et al. [180] report on the definition and use in literature of the term flexibility, which
has become increasingly important in the context of production processes in recent years, but
lacks a comprehensive categorization. Their conclusions highlight that, although an enormous
methodological development has been attained, literature still lacks the applications to complex
and more realistic problems. Instead, it mainly focuses on quasi-convex feasibility domains, often
far from a reasonable description of real production processes.

Grossmann and Sargent [19] define a problem class for plant design under uncertainty, where the
probability of occurrence is associated to a given set of values of the uncertain parameters. The final
objective function is given by a finite sum of single entries, each weighted by the corresponding
value of probability. The solution of the weighted objective function is then combined with
the nominal design solution, i.e., at the nominal value of the uncertain parameters, to obtain
over-design factors. Nevertheless, the applications are restricted to monotonic equations. The
authors introduce an important distinction between design variables (optimization variables
shared across different sets of uncertain parameters), and control variables (adjusted in light of
the actual prevailing operating conditions). The same group proposed a mixed-integer linear
programming approach (MILP) for the synthesis and design of utility systems based on multi-
period operations [181]. In their case-study, capital and operating costs are minimized in a linear
programming framework. In addition, the correlation between problem size and number of
periods is reported. More recently, Martín [182] proposed the application of multi-period MILP
optimization to a renewables-to-methanol system, where the nonlinearity of detailed models is
decoupled from the design under uncertainty of wind and solar farms. Surrogate models are
incorporated into the final problem formulation, which account for actual patterns of wind and
solar power supply. Furthermore, Peng et al. [183] proposed the application of simplified nonlinear
models for superstructure optimization under intermittency introduced by predefined time series
of renewable power supply. The authors distinguished between operating and design variables,
the former are replicated and the latter are shared across the periods. Operating feasibility was
ensured by the maximum equipment size required for any scenario. This approach is appropriate
if the system does not include a detailed model. For instance, a reactor volume too large for
the input power flowrate could lead to unattainable velocities or temperature hot spots. In a
multi-period optimization application for superstructure networks of heat exchangers, Short et al.
[184] highlighted the need to verify that design results shared among periods are always feasible.
Once again, the authors decoupled detailed model evaluation from multi-period optimization by
means of an iterative procedure. At each iteration of the optimization, the maximum achievable
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size of the unit is selected and its feasibility across periods is checked before proceeding to a new
iteration (decoupled approach).

In general, the implementation of simplified unit models or decoupled approaches in multi-period
optimization frameworks allow to identify optimal solutions that do not guarantee the feasibility
of flexible operations in the plant. More recently, Zimmermann et al. [185] included a detailed
reactor and catalyst particle model within a multi-period approach for synthetic natural gas
generation. In this article, the authors maximized the space-time yield of the methanation reactor
subject to variable feed loads provided by renewable hydrogen. Unlike previous works, a detailed
nonlinear model of the methanation reactor was directly included in the framework of multi-period
design optimization. Therefore, design, catalyst concept and operating strategies for the unit
operation are optimized.

From a methodological perspective, a systematic effort devoted to the simultaneous optimization
of the detailed design and setpoints definition of an entire flexible and highly electrified Power-to-X
and, in particular, methanol synthesis plant is a novel contribution to the existing literature.

6.2.1 The methanol synthesis

Methanol is a relevant key molecule in the chemical industry. Not only is it an important
intermediate for further synthesis of chemicals, such as formaldehyde, acetic acid, and MTBE
[186], but it is also blended with gasoline in internal combustion engines as an octane booster, or
possibly in pure form, as reviewed in Verhelst et al. [187]. Methanol is produced industrially in
large plants and cooled fixed-bed reactors. The conversion of carbon monoxide and carbon dioxide
to methanol is moderately exothermic and proceeds with a decrease in the number of moles:

CO2 + 3 H2 −−⇀↽−− CH3OH + H2O ∆HR(298 K) = −53 kJ mol−1 (6.1)

CO + 2 H2 −−⇀↽−− CH3OH ∆HR(298 K) = −95 kJ mol−1, (6.2)

CO2 + H2 −−⇀↽−− CO + H2O ∆HR(298 K) = 42 kJ mol−1, (6.3)

favored by high pressure and low temperature. As a side reaction, reverse water-gas shift
contributes to the generation of carbon monoxide. Established technologies adopt fixed-/packed-
bed reactors, typically on CuO/ZnO/Al2O3, cooled by boiling steam at a suitable pressure, as
reviewed by Dieterich et al. [188]. An example is the first-stage of the Lurgi technology. Although
these systems benefit from the economy of scale, the size of decentralized plants that take
advantage of locally generated renewable power may be limited due to the area available for the
installation of wind or solar parks. Furthermore, methanol can be easily stored as liquid at room
temperature.
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The next sections are dedicated to the description of the process layout and to the definition of the
optimization setup, functional steps in the determination of modeling constraints and feasibility
ranges.

6.3 Plant layout

Methanol is generated in a production section, followed by its separation from water. Figure
6.4 illustrates fine process details in terms of upstream and production, whereas the following
separation (distillation) section is drafted as a simple input-output block. As a matter of fact, an
unsteady power supply – green box for renewable energy (RE) – is to be absorbed via dynamic
operations within the production section, whereas a separation, i.e., distillation, section can rely
on a nominal feed and energy supply (F). By assumption, the plant relies solely on electricity,
also to supply heat to process flows and conversion processes. For this purpose, electrical heat
exchangers (HE) are implemented.

Figure 6.4.: Overall plant layout for the generation of a binary mixture of methanol and water. The final
distillation section is not highlighted, as it operates independently of the unsteady power
supply.

Figure 6.4 shows the process flow diagram, described in this section. A stream of deionized-
desalinized water (stream 1) is vaporized and heated within HE1 up to the requirements of an
efficient SOEC (solid oxide high-temperature steam electrolyzer), which generates oxygen at the
anode (stream 3) and a mixture of water and hydrogen at the cathode (stream 4). A feed stream
of carbon dioxide (stream 5) is heated in HE2. Its outlet stream 7 combines with stream 8 in mixer
MIX1 (cathode outlets from SOEC) into stream 9 which feeds an adiabatic, single-staged reverse
water-gas shift reactor (RWGS). Stream 8 is downstream of splitter S1, which allows to direct
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stream 4, a mixture of hydrogen and water, either to RWGS (stream 8) or to the methanol loop
(stream 11). As a consequence, if stream 11 is selected, and the bypass stream of carbon dioxide
(stream 6) is selected over stream 5 (makeup carbon dioxide to RWGS), RWGS is bypassed and the
methanol loop is fed exclusively with water, hydrogen and carbon dioxide after mixing. Stream 6 is
fed directly to a compressor train CPR1, after the mixing with stream 15 in MIX3, vapor head of a
knockout drum F1: water, formed in RWGS and possibly unconverted in SOEC, has to be removed
before compression CPR1. Thus, stream 12, composed from stream 11 and stream 10 after mixing
MIX2, is cooled in CL3 and subsequently flashed in F1. Five adiabatic compression stages are
represented compactly by the dashed boxes CPR1 and CPR2 in Figure 6.4, which additionally
include CL1 and CL2 and represent the intermediate coolers, three for each compressor group.
Finally, outlet stream 17 feeds the methanol loop at mixer MIX4. Stream 18 is heated in HE3
to the required feed temperature in the multitubular, steam-cooled methanol reactor (METHL).
Cooler CL4 cools the steam to its boiling point before recirculating in the reactor shell-side. The
hot stream 20 is throttled (TR) and flashed in F2, which separates a cold liquid stream of water
and methanol stream 22 from the gas stream stream 23, optionally purged by splitter S2 into
stream 24, whereas stream 25 is recompressed in CPR2, then recycled as stream 26. In Figure 6.4,
the degrees of freedom of the process are illustrated in red and denoted with small squares on
the flowsheet. They can be sorted into design and operating decision variables. Variables such as
the area of SOEC stacks, number of reactor tubes, as well as tube length, diameter and catalyst
diameter are design decisions. Operating decisions are: flowrates of feed streams to the entire
plant, i.e., stream 1 (water), 5 and 6 (carbon dioxide), the feed states of the reactors, outlet states
of the compressor stages, the (electric) heat exchangers, the discharge pressure of the throttling
valve, the extent of purge from splitter S2 in the methanol loop and the extent of bypass of RWGS
via splitter S1.

6.4 Power supply and optimization setups

The available total electric power Ẇtot is completely absorbed by the methanol plant and dis-
tributed according to the following constraint:

0 = Ẇtot(vwind)−
∑
i∈I

Ẇi(vwind), (AE.Wtot)

where set I includes all power sinks within the upstream-reacting section of the plant, represented
in Figure 6.4. Wind velocity constitutes a yearly time-series. Therefore, its time dependency can
be expressed as vwind = vwind (t). Consequently, the total power absorbed by the methanol plant is
a function of the wind velocity, Ẇtot(vwind), and time, Ẇtot (t). The temporal dependency of the
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total power Ẇtot(t) is not directly translated into dynamic models: for design purposes, dynamic
transitions across periods do not need to be accounted for.

Wind velocities can be grouped into NP sub-domains, where the generic j-th sub-domain reads
(vwind,j−1, vwind,j ] and is associated to a Period, Πj . Over the complete domain, the total power
input is discretized as:

Ẇtot(vwind) =


Ẇtot,1 for vwind ∈ [0, vwind,1]

..

Ẇtot,NP for vwind ∈ (vwind,NP−1, vwind,NP]

(6.4)

The integration of the frequency distribution over a generic sub-domain (vwind,j−1, vwind,j ] provides
with the yearly probability of occurrence of period Πj , and hence the yearly probability of
occurrence of the total power, averaged for the current period, Ẇtot,j . The probability of occurrence
of period Πj is denoted by ωj . In this Power-to-Methanol application, the Weibull distribution of
wind velocities relates with the power curve generated by a wind park, whose rounded power
output is 50 MW (actual output implemented: 50.5 MW) and is supplied by 24 wind turbines of
2.1 MW (nominal output). Data for the power curve are retrieved from a technical sheet – see
Supplementary Section D. The Weibull distribution is generated from a mean wind velocity and
from a shape factor of 2, representing rather variable winds from a scale of 1 (highly variable
winds) to 4 (highly stable winds). The mean wind velocity adopted to define the distribution
is scaled from a value of 4.46 m s−1 at 10 m above the ground (Supplementary Section D), to
8.9 m s−1 at 100 m, with a terrain rugosity factor of 0.3 (intermediate between the extreme values
0.2 and 0.4) applied to an exponential scaling rule: v100 m = v10 m (100 m/10 m)0.3. Details on the
definition of the wind velocity frequency distribution can be found in Gualtieri et al. [189].
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Figure 6.5.: Renewable power generated by the wind park in function of the wind velocity and probability
density function. Periods are denoted by Π, and their probability of occurrence is given as
a percentage value. Horizontal segments represent the mean power supply within a period.
The integration of power from the grid required to ensure feasible operations for period Π1 is
indicated by the red segment. The dashed-dotted orange horizontal line represents the mean
annual power generated (23.5 MW).

Figure 6.5 combines the Weibull distribution with the curve of the generated renewable power in
function of the wind velocity. In addition, it shows how the periods are arranged for the current
case. The first period is comprised between 0 and 6.45 m s−1, the latter value representing the
statistical mode of the Weibull distribution. In this first period, the power supplied by the wind
park is not sufficient to ensure feasible plant operations. Therefore, power from an external
source must be complementarily supplied to attain the minimum amount of power required. This
power input of 12.625 MW, i.e., 25% of the maximum power supply provided by the wind park, is
denoted by a red segment labeled as integration. The last period is defined for the power output of
50 MW, which is the rated power output, i.e., maximum, of the wind park. The remaining periods
are set between 6.45 - 8 , 8 - 10 and 10 - 12 m s−1. Although this subdivision is arbitrary, it can
provide a reasonable representation of the possible scenarios encountered during plant operations.
The maximum number of periods is determined by the computational capacity of the machine

6.4 Power supply and optimization setups 125



on which the optimization is performed and by the problem size, as it scales with the number of
periods.

6.4.1 Design and operating variables

As discussed before, degrees of freedom labeled in red in Figure 6.4 are grouped into two classes
of variables: operating and design variables. Operation variables are function of the loads, i.e.,
they change between periods, whereas the plant design is determined once for all periods. Design
variables are denoted by superscript (π). All degrees of freedom are listed and described in
Table 6.1 with their lower and upper bounds (LB, UB). As an example, the optimizer identifies a
single solution value for D(π)

T,METHL, the diameter of the methanol reactor tubes (design variable),
while it identifies NP solutions (equal to the number of periods) for the cooling temperature Tcool

(operation variable).

Table 6.1.: List of relevant decision variables for design problems and related bounds. Variables shared
among periods are denoted with superscript (π).

Variable LB UB description unit (SI)

A
(π)
SOEC 0.5 19095 area SOEC m2

L
(π)
T,RWGS 0.1 2.1 tube length m

D
(π)
T,RWGS 0.1 2.1 tube diameter m

N
(π)
T,METHL 1 30000 number of tubes −

L
(π)
T,METHL 1 15 tube length m

D
(π)
T,METHL 0.02 0.15 tube diameter m

D
(π)
cat,METHL 0 inf catalyst diameter m

Ṅtot,1 0 inf H2O, feed SOEC mol s−1

Ṅtot,5 0 inf CO2, feed RWGS mol s−1

Ṅtot,6 0 inf CO2, bypass RWGS mol s−1

Tout,HE1 1000 1300 feed temperature, SOEC K
Tout,HE2 298 1010 feed temperature, RWGS K
Tout,HE3 430 520 feed temperature, METHL K

pout(stage),CPR1 1 100 vector of discharge pressures at each stage, CPR1 bar
pout(stage),CPR2 1 100 vector of discharge pressures at each stage, CPR2 bar

pin,SOEC ≡ pin,RWGS 1 5 pressure SOEC, RWGS (feed) bar
pin,METHL 20 100 feed pressure METHL bar
Tcool 480 600 coolant temperature METHL K

S1, S2 0 1 split factor: carbon dioxide to RWGS, purge −
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6.5 Mathematical models of process units

The system is modeled by means of zero- and one-dimensional representations of the process units,
interconnected by node balances. Ideal gas law is adopted in low pressure, high temperature
operations, i.e., from the feedstock to stream 16 entering the first compression sequence CPR1.
Elsewhere, non-ideal gas behavior is described through the Redlich Kwong Soave equation of state
(RKS), i.e., in compressors CPR1, CPR2 and within the methanol loop. The assumption of equal
interactions between different molecules (Lewis-Randal) allows the composition of the gas to be
disregarded when evaluating compressibility factors. This approach has been adopted by Graaf
et al. [190] for the methanol reactor at high temperatures. Mixing rules are added to the RKS
equation of state to model units at high pressure and low temperatures: compressors CPR1 and
CPR2, and the flash separator F2 within the methanol loop. Where Lewis-Randal applies, molar
total concentrations for gas mixtures at high pressure are expressed as:

Cgas =

p
∑

α∈S

 ζα

Zα,gas


RgasT

. (6.5)

Here, partial pressures are corrected by the component-related compressibility factors, Zα,gas,
derived in D.3.6. Compressibility factors for mixtures, involved in the modeling of CPR1, CPR2
and F2, are denoted by Zmix,gas (D.3.7) , Zmix,vapor and Zmix,liquid (D.3.2) for gas, vapor and liquid
mixtures, respectively.

In the following sections, modeling equations will be denoted with AE/ODE.UNIT.NUMBER:
algebraic or differential equation, unit operation, number of the equations, respectively. The
following sections report on the modeling of the main unit operations, the SOEC and the methanol
reactor. For heat exchangers, compressors and flash separators, cf. Supplementary Sections D.2.1,
D.2.2 and D.3.2.

6.5.1 SOEC

The SOEC model is zero-dimensional and retrieves the relevant parameters from Udagawa et al.
[191], reported in detail in D.3.1. The total power input to the stack (ẆSOEC) is expressed as a
function of current density, total area and cell voltage:

0 = −ẆSOEC + Vtot,SOECA
(π)
SOECiSOEC, (AE.SOEC.1)
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where the total voltage Vtot,SOEC is a summation of ideal (Nernst’s) and nonideal contributions
(ohmic losses, concentration overpotentials, cathode and anode activation potential), A(π)

SOEC
is the total area of the SOEC, iSOEC is the current density. To solve the system, the activation
overpotential at the cathode and anode are expressed as constraints. They are nonlinear functions
of exchange current densities iav,cat/an and activation overpotential losses Vact,cat/an at cathode
and anode, and read:

0 = iSOEC + iav,cat (Λ1 exp (Λ2Vact,cat)− Λ3 exp (Λ4Vact,cat)) , (AE.SOEC.2)

0 = iSOEC + iav,an (exp (Λ2Vact,an)− exp (Λ4Vact,an)) , (AE.SOEC.3)

where, for the sake of compactness, the lumping coefficients Λ(1−4) are introduced here and
expanded in the D.3.1. Figure 6.6 (A) reports the polarization curves for the single voltage contri-
butions.

Irreversible losses in the electrolyzer are offset by the endothermic reaction that occurs. Below the
thermoneutral operating point, the energy consumed by the reaction is greater than the energy
dissipated in irreversible losses, causing the temperature to decrease. In this regime, external
thermal energy can be added to the stack. If this can be recovered from the plant itself, the
overall efficiency is increased, although this coupling may not be available at the high operating
temperatures of the electrolyzer. On the contrary, operation above the thermoneutral current
density generates excess heat at high temperature suitable for steam generation [191, 192]. For
steady-state operation, a cooling or heat recovery strategy can be implemented to take advantage
of this system behavior. However, in flexible operation mode and for this particular plant, where
no heat sources at such high temperatures are readily available within the battery limits, it
was decided to opt for an adiabatic SOEC model with a constraint on the absolute temperature
difference between the inlet and product streams. The adiabatic energy balance reads:

0 = −ẆSOEC + Ḣout(Tout)− Ḣin(Tin), (AE.SOEC.4)

where inlet and outlet stream enthalpies Ḣin,out are function of the inlet and outlet temperatures,
respectively. Figure 6.6 (B) shows the outlet temperature, function of the power absorbed. The
difference between the inlet and outlet temperatures of SOEC is conservatively constrained to an
absolute value of 30 K to avoid extreme temperature gradients along the cathode, which could
lead to degradation of the material [193]. The SOEC can operates at a pressure within a feasible
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range of 1 to 5 bar and the ideal gas law applies. The input pressure at RWGS is constrained to the
operating pressure of SOEC, as given in Table 6.1 (pin,SOEC ≡ pin,RWGS).

Figure 6.6.: (A) Cumulative definition of the polarization curves for the given cell parameters at 1023 K,
as reported in D.3.1, from the ideal voltage (in the lightest blue) to the total voltage (in
the darkest blue); (B) definition of the outlet temperature for a feed temperature of 1023 K,
fixed cell parameters (Supplementary Section D.3), an area of 1 m2 and a feed flowrate of
5.5 molH2O s−1, where the blue curve corresponds to endothermic operations, the dark red to
exothermic operations.

6.5.2 Reactors

Tubular reactors are modeled with steady-state, one-dimensional mass and energy balances,
discretized axially by means of the finite-difference upwind scheme with equally spaced nodes.
Gas-phase dispersion is neglected. Therefore, it is sufficient to determine the states at the reactor
inlet to define the axial profiles. This information comes from the upstream units in the process
line. The pressure drop is described by the Ergun equation. Reactor METHL implements three
kinetic contributions [194] related to Equations (6.1 - 6.3) (see D.3.6), whereas the RWGS reactor
implements kinetics proposed first by Xu & Froment [170], where three reactions are involved:
steam reforming, reverse water-gas shift, reverse methanation. For the latter, the chemical relations
read, respectively:

CH4 + H2O −−⇀↽−− CO + 3 H2 ∆HR(298 K) = 205 kJ mol−1 (6.6)

CO2 + H2 −−⇀↽−− CO + H2O ∆HR(298 K) = 42 kJ mol−1, (6.7)

CH4 + 2 H2O −−⇀↽−− CO2 + 4 H2 ∆HR(298 K) = 163 kJ mol−1. (6.8)

The model equations in ordinary differential form in the axial coordinate z (labeled with the
abbreviation ODE) read:
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0 = −vdζα

dz
+

1− ϵ
ϵ

ρcat

Cgas

(
σα − ζα

∑
α∈S

σα

)
, (ODE.RWGS.1, ODE.METHL.1)

0 = −vϵCtotC̃p,gas
dT

dz
+ (1− ϵ) ρcat

∑
α∈S
−H̃ασα, (ODE.RWGS.2)

0 = −vϵCtotC̃p,gas
dT

dz
− 4

U

D
(π)
T,METHL

(T − Tcool) + (1− ϵ) ρcat
∑
α∈S
−H̃ασα, ( ODE.METHL.2)

0 = dp

dz
+

(1− ϵ)
ϵ3

150 v
ϵ (1− ϵ)(

D
(π)
cat,k∈{RWGS,METHL}

)2 µmix + 1.75 ρgas
v2ϵ2

D
(π)
cat,k∈{RWGS,METHL}

 ,
(ODE.RWGS.3, ODE.METHL.3)

where ζα is the mole fraction of component α, ρcat is the catalyst density (1770 kg m−3 for METHL
and 2355 kg m−3 for RWGS), C̃p,gas is the molar specific heat at constant pressure in bulk phase
(molar average at the discretization node), Cgas is the total gas concentration, expressed as
Equation (6.5) for METHL, whereas the ideal gas law applies for RWGS. Furthermore, σα is
the source term related to component α, ϵ is the void fraction (0.4 m3 m−3), v is the interstitial
velocity stemming from the total mass conservation (derived in D.3.9), U is the overall heat
transfer coefficient, H̃α is the component-related enthalpy of formation at system temperature,
µmix the mixture viscosity obtained from the molar weighted average of component-viscosities at
the discretization node.
The maximum pressure drop is set to 5% of the feed pressure. Mixing node MIX1 imposes that the
pressure at the feed to RWGS equals the pressure of SOEC. Furthermore, stream 11 leaving S1
feeds MIX2. An isothermal expansor is implicitely accounted for, as pressure of stream 11 should
equal the pressure at stream 10, calculated from the Ergun equation of the RWGS reactor. The
METHL reactor is discretized with 300 finite difference nodes, whereas the shorter RWGS adiabatic
stage is discretized with 40 nodes (upwind scheme). Therefore, the discretized reactor models
contribute to the final nonlinear set of algebraic constraints.

6.6 Optimization objectives, scenarios and solver

6.6.1 Objective functions

In this study, design and operation of a flexible Power-to-Methanol plant is compared with the
results of a single-period optimization at the yearly-averaged nominal load, achieved by means of
buffering strategies. This comparison is based on profitability, which is an important performance
indicator when investigating industrial applications. Heat integration can help redefine the power
distribution between plant units, thus influencing the resulting values of the optimization variables.
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In addition, the plant can be designed at the maximum Power-to-Methanol efficiency, achievable
regardless of the profit and independent of fixed costs. Based on this, three optimization objectives
are defined:

1. maximum profit for flexible plant operations (multi-period);

2. maximum profit for plant operations in steady-state with large electricity or hydrogen buffers
(single-period);

3. maximum Power-to-Methanol efficiency for steady state operations (single-period).

Objective 1. relating to the multi-period case reads:

max
x(π),x̃

∑
j∈{1,NP}

ωj

Ċ22,CH3OH,Πj −
∑

i∈UNITS
Ċ(π)

i

 , (OBJ.PROFIT.MP)

where j ∈ {1,NP} and Πj identify the period, i ∈ UNITS the installation cost of reactor tubes
and catalyst for METHL and RWGS, and the installation cost of SOEC based on the total power
consumed. Vector x(π) and x̃ include all design and operation variables for all periods, respectively,
where the latter is intended as a collection of vectors for different periods and is indicated by a bar
hat above the symbol. This vector reads:

x̃ = [x̃1, x̃2, .., x̃NP] , (6.9)

where vector x̃j is the set of operation variables and states for the generic j-th period. In addition,
a tilde-hat distinguishes the full set of operation variables from the set of design variables. Heat
exchangers, coolers, flash drums and compressors are assumed to be flexible so that they can
always meet the requirement of each possible operating framework. Therefore, the selection
of these units is independent on the optimization objectives and their costs do not contribute
to OBJ.PROFIT.MP. For the modeling of capital costs of RWGS and METHL (reactor vessels and
tubes), Guthrie and Timmerhaus cost functions are adopted, actualized to 2022 (CEPCI index)
and annualized (fixed cost divided by the expected lifetime). Cost formula and prices follow in the
Supplementary Section D.4.

For the single-period optimization but the same objective function, Objective 2. reads:
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max
x(π),x̃

Ċ22,CH3OH −
∑

i∈UNITS
Ċ(π)

i

 , (OBJ.PROFIT.SP)

where now also operation variables are reported in vector form and the bar hat no longer appears.
Therefore, Objective 3. is equivalent to maximizing the methanol flowrate in stream 22, outlet of
the entire upstream-conversion section of the plant:

max
x(π),x̃

(ηPtCH3OH) = max
x(π),x̃

Ṅ22,CH3OHLHVCH3OH

Ẇtot

 = max
x(π),x̃

(
Ṅ22,CH3OH

)
. (OBJ.EFF.SP)

Objective functions OBJ.PROFIT.MP, OBJ.PROFIT.SP and OBJ.EFF.SP are implemented to explore
promising plant configurations and operational strategies in a rational sequence of case-studies.

6.6.2 Case-studies

Table 6.2.: Summary of the case-studies.

case study objective method heat integration buffering scheme

CASE.FLEX OBJ.PROFIT.MP multi-period no F

CASE.BUFF OBJ.PROFIT.SP single-period no B.I,B.II

CASE.EFF OBJ.EFF.SP single-period no B.I,B.II

CASE.FLEX.HI OBJ.PROFIT.MP multi-period yes F

At first, the design and operations for the maximum profit shall be identified in the context of
buffering scenario F, in which maximum plant flexibility is involved – case-study: CASE.FLEX.
Multi-period optimization is here applied. Thereafter, single-period optimization is applied to
evaluate the buffering strategy B.I (electricity storage) and B.II (hydrogen storage) in case-study
CASE.BUFF. Results of CASE.BUFF and CASE.FLEX are then compared. In CASE.BUFF, the plant
is designed for a power rating of 23.5 MW, obtained by integration of the product between the
probability density function and the power curve in Figure 6.5. In discretized form, it is the
product between the average power delivered by the wind farm at consecutive discretization
points along the abscissa (wind velocity), and the integral probability of occurrence for that
segment, over the entire domain of wind velocities (from 0 m s−1 to 25 m s−1). For the adopted set
of 50 equally-spaced discretization nodes, it reduces to:
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Ẇtot(B.I,B.II) =
∑

i∈{2,50}

(
Ẇtot,i + Ẇtot,i−1

)
(ωi + ωi−1) (vwind,i − vwind,i−1)

4 , (6.10)

where ωi is the value at discretization point i of the probability density function (Figure 6.5), Ẇtot,i

and vwind,i represent, respectively, the power generated by the wind park and the wind velocity. In
Figure 6.5, this annual averaged power supply is identified by the dashed-dotted orange horizontal
line.
The power integrated at period Π1 for flexible operations (B.I) is obtained by subtracting the
weighted integral of the renewable power curve within the period (as shown in Equation (6.10),
between 0 m s−1 and 6.45 m s−1) from the power actually supplied, stable at 25% of the nominal
power supplied by the wind park (discussed at the beginning of Section 6.4).
For this analysis, installation costs of storage devices disregard the actual yearly wind velocity
series: it is assumed that the maximum surplus of renewable energy can be determined by the
longest time spent by the wind park at its nominal (i.e., maximum) power output at 50 MW,
for wind velocities comprised between 12 m s−1 and 25 m s−1. Afterwards, in a new scenario
CASE.EFF, the Power-to-Methanol efficiency maximized for the single period at mean wind velocity
(OBJ.EFF.SP) is compared with the corresponding value obtained in CASE.FLEX. This allows to
indicate how efficiency is lost in the multi-period maximization of the profit (CASE.FLEX). Finally,
the results of CASE.FLEX are reconsidered and compared within the same framework, that is,
multi-period maximization of the profit, with the implementation of heat integration – case-study
CASE.FLEX.HI. Here, the whole amount of thermal power recoverable from cold utilities within
the plant is utilized for the vaporization of water and preheating at the inlet of SOEC. Table 6.2
summarizes relevant aspects related to the four optimization cases just described.

6.6.3 Formulation of multi-period design optimization problem

Modeling constraints, objective functions and scenario settings being introduced (Section 6.5 and
6.6.1, respectively), this section reports the final formulation of the NLP problems in differential
form. Nonlinear problems are denoted by NLP.{FLEX,BUFF,EFF,FLEX.HI}, which translate case-
studies CASE.{FLEX,BUFF,EFF,FLEX.HI} introduced in Section 6.6.2 into mathematical notation.
The NLP associated with the first multi-period optimization scenario (CASE.FLEX) reads:
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max
x(π), x̃

∑
j∈{1,NP}

ωj

Ċ22,CH3OH,Πj −
∑

i∈UNITS
Ċ(π)

i


s.t. AE.Wtot, (NLP.FLEX)

AE.SOEC.(1, 2, 3, 4),

DE.RWGS.(1, 2, 3),DE.METHL.(1, 2, 3),

AE.MIX1,AE.MIX2,AE.MIX3,AE.MIX4,

AE.HE1,AE.HE2,AE.HE3,

AE.CPR1.(1, 2),AE.CPR2.(1, 2),

AE.F1.1,AE.F2.(1, 2, 3)

|Tout,SOEC − Tin,SOEC| ≤ 30 K,

pin,RWGS = pout,SOEC,

pin,(RWGS,METHL)−pout,(RWGS,METHL)/pin,(RWGS,METHL) ≤ 0.05,

0.05 m s−1 ≤ v(RWGS,METHL) ≤ 3 m s−1,

pout,CPR1 = pout,CPR2,

TMETHL ≤ 600 K,

Tout,TR ≥ 230 K,

ζCH4,METHL ≤ 0.01.

{x(π), x̃} ≤ {UB(π), ŨB},

{x(π), x̃} ≥ {LB(π), L̃B},

where bold entries constitute sets of constraints (AE, DE), vectors of system variables, the latter
being denoted by a bar hat if they are not shared across periods, as discussed in Section 6.6.1. Set
AE.Wtot collects replicas of Equation AE.Wtot across periods (AE.Wtot), where the total power is
defined as in Equation (6.4).

The second and third optimization case, CASE.BUFF and CASE.EFF, refer to the same set of
constraints in single-period, with different objective functions, respectively, OBJ.PROFIT.SP and
OBJ.EFF.SP. In single-period optimization, constraints and operation variables are no longer
replicated across periods. The NLPs read:

6.6 Optimization objectives, scenarios and solver 134



max
x(π), x̃

Ċ22,CH3OH −
∑

i∈UNITS
Ċ(π)

i

 and
(
Ṅ22,CH3OH

)
s.t. AE.Wtot, (NLP.BUFF and NLP.EFF)

AE.SOEC.(1, 2, 3, 4),

ODE.RWGS.(1, 2, 3),ODE.METHL.(1, 2, 3),

AE.MIX1,AE.MIX2,AE.MIX3,AE.MIX4,

AE.HE1,AE.HE2,AE.HE3,

AE.CPR1.(1, 2),AE.CPR2.(1, 2),

AE.F1.1,AE.F2.(1, 2, 3)

|Tout,SOEC − Tin,SOEC| ≤ 30 K,

pin,RWGS = pout,SOEC,

pin,(RWGS,METHL)−pout,(RWGS,METHL)/pin,(RWGS,METHL) ≤ 0.05,

0.05 m s−1 ≤ v(RWGS,METHL) ≤ 3 m s−1,

pout,CPR1 = pout,CPR2,

TMETHL ≤ 600 K,

Tout,TR ≥ 230 K,

ζCH4,METHL ≤ 0.01.

{x(π), x̃} ≤ {UB(π), ŨB},

{x(π), x̃} ≥ {LB(π), L̃B}.

The formulation of the last multi-period problem with heat integration, NLP.FLEX.HI, is equivalent
to the formulation of problem NLP.FLEX (multi-period, without heat integration). In addition, the
power recovered from cold utilities is subtracted from the heating duty for HE1, the circulating
heat exchanger SOEC inlet. Therefore, the constraint AE.HE1 for the heat exchanger at the SOEC
inlet, becomes:

0 = ẆHE1 −
[(∫ TSOEC

298 K
C̃p,H2OṄin,H2OdT

)
+ ∆Hev(298 K)−

(
Q̇CL1 + Q̇CL2 + Q̇CL3 + Q̇CL4

)]
,

(6.11)

which includes the sum of all recoverable thermal power output from the plant cooling devices,
CL(1-4). The size of these NLPs is reported in Table 6.3.
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Table 6.3.: Overview of the treated multi-period design optimization problems: number of variables,
constraints and resulting degrees of freedom.

NLP problem variables
equality
constraints

degrees of
freedom

number of variables:
design, operation

number of
periods

NLP.FLEX 13785 13675 110 10, 100 5

NLP.BUFF 2765 2735 30 10, 20 1

NLP.EFF 2765 2735 30 10, 20 1

NLP.FLEX.HI 13785 13675 110 10, 100 5

6.6.4 NLP solver

The system is modeled in MATLAB2018b, which invokes IPOPT [174] via CasADi [195, 173]
v3.5.5 for the solution of large NLPs, running on the linear solver MA97 [196]. Computations are
performed on a Linux machine, processor IntelR CoreTM i7-6700 CPU @ 3.4 GHz , 4 cores, each
provided with 8 GB RAM.

6.7 Optimization results

This section reports and discusses the optimization results obtained from the implementation of
the four NLPs. A quantitative and comprehensive overview of the results of the different scenarios
is reported in Table D.4 and Table D.5, which illustrate the resulting optimal design and operation
variables, costs of the optimized units and revenues. From a topological perspective, RWGS is
excuded from all optimization solutions. In fact, RWGS presents a negligible volume, splitter S1
deviates the whole SOEC outlet away from RWGS, and the feed stream of carbon dioxide bypasses
the reactor. Consequently, split factor S2 enforces a closed recycle loop after METHL due to the fact
that methane, an inert in METHL leading to hold-up to be purged, is not generated by the RWGS
reactor, and that water is largely separated after throttling TR in the low-temperature flash F2.
Furthermore, thermodynamics favor the reverse steam-reforming and methanation contributions
within RWGS at high pressures as they proceed with a decreasing number of moles. For this
reason, the optimal pressure selected at SOEC, and consequently at RWGS being above 4.5 bar,
would enforce the generation of CH4 at the temperature range considered. Although the RWGS
step presents a negligible reacting volume, a stream of carbon monoxide is recirculated within the
closed methanol loop, as discussed later on in the section.
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Figure 6.7.: Optimal P2Methanol plant topology shared by the four optimization cases. RWGS plays a
negligible role, and thus can be bypassed by the process flows. The recycle loop of METHL is
closed.

6.7.1 Results for CASE.FLEX: maximum flexibility without heat
integration

The weighted maximization of the profits determines a process configuration where the methanol
loop is essentially closed and carbon monoxide is recirculated within it. The presence of carbon
monoxide is enforced for kinetic reasons, as it enhances the mass action related to its hydrogenation
towards methanol as in Equation (6.2). At the same time, the reverse water-gas shift reaction
contribution within the methanol reactor regenerates carbon monoxide so that its concentration
along the axis is essentially preserved. This peculiar effect possibly depends on the kinetics
chosen, combined with the minimization objective selected: the optimizier determines that it is
more convenient to run the RWGS internally within the methanol loop, which also contributes
in lowering the reaction temperatures due to the endothermic RWGS contribution. Therefore, a
different catalyst more selective towards CO hydrogenation would enforce an additional RWGS
steps.
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T tube

T coolant

Figure 6.8.: Relevant profiles along the axial coordinate of METHL reactor for different periods for increas-
ing loads, e.g., from Π1 to Π5: temperature and molar fraction profiles, (A) and (B), pressure
and velocity profiles, (C) and (D). Figure (A) reports the cooling temperature level in red,
constant along the axis (boiling water).

Figure 6.9.: Relevant profiles along the axial coordinate of METHL reactor for different periods for increas-
ing loads, e.g., from Π1 to Π5: darkening colors indicate increasing loads.

Figure 6.8 shows relevant trends along the axial coordinate of METHL for the different periods.
Temperature profiles (tube side) and cooling temperatures (shell side) are directly proportional to
the feed flowrates and to the velocity profiles, the latter determining proportional pressure drops.
The feed pressure ranges between 51.1 bar and 56.8 bar. The cooling temperature ranges between
508 K and 536 K. The composition profiles show no qualitative differences for the different periods,
as their trends are essentially preserved. The methanol yield per pass based on carbon dioxide,
thus defined as the ratio between moles of carbon dioxide consumed and moles of methanol
generated in the reactor, is unitary, although CO contributes to the system: this means that CO
is generated from CO2 (RWGS contribution in the first part of the reactor, until the hotspot is
formed), and then it reacts in combination with H2 to produce CH3OH. The conversion of carbon
dioxide and hydrogen per pass range within 20-25% and 17-21%, respectively. The outlet mole
fraction of methanol ranges within 4.4% and 6% and is inversely proportional to the load, which is
justified by the lower residence times at higher feed flowrates. The resulting design for METHL
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consists of a bundle of 508 tubes of length 9.53 m and diameter 5.2 cm, with a total volume of
10.5 m3. The diameter of the catalyst particle is 1/10 of the tube diameter, due to a dedicated
constrain.

SOEC is operated exclusively in the endothermic reaction regime, at the limit of the permitted
temperature drop between inlet and outlet section, 30 K. This value exceeds the temperature
difference range shown in Figure 6.6 (B), as it results from a different area of SOEC and feed
flowrate from the simulation results of the single unit operation. Figure 6.10 shows the direct
proportionality between the resulting current density, voltage, feed temperature and operating
pressure with the corresponding period. In Table D.4, the supply temperature to the SOEC is
equivalently reported as the outlet temperature from the first heat exchanger (Tout,HE1). The
SOEC area is 2155 m2.

Figure 6.10.: This graph represents the current density and voltage resulting from NLP.FLEX. The points
are labeled with the period identifier Πi∈{1,NP}, the feed temperature and the operating
pressure. The temperature drop is always equal to 30 K.

The flash separator F2 separates most of the condensable water and methanol due to the very
low temperatures achievable with throttling, due to the low pressure attained after isenthalpic
expansion of the off-gases from the METHL reactor. The pressure drop at the throttling valve is
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comprised between 54% and 57% of its feed pressure. Figure 6.11 is a logarithmic representation
of the partition of the total power in the plant among the unit operations. Clearly, the largest
duty is reserved for SOEC operations. A large amount of energy is required for steam generation
and preheating in the HE1 heat exchanger for SOEC supply. This bottleneck can be reduced if
heat-integration is enforced with the cold process streams, as proposed for CASE.FLEX.HI.

Figure 6.11.: Distribution of the power supplied within the plant, where the darker the blue, the larger the
total power load to the plant, as illustrated by the arrow.

The achievable product flowrate from the plant ranges between 33 and 127 ton day−1, where
69 ton day−1 is the annual weighted average productivity. Considering a prevailing selling price of
methanol of 580e ton−1, as in the first quarter of 2022 in Germany, the revenue reads as in Figure
6.12 (A), where the dashed horizontal line refers to average revenue (left y-axis) and average
productivity (right y-axis).
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Figure 6.12.: (A) Revenues from the sale of methanol at 580e ton−1. The results for the period and annual
average values are shown as bars and dashed horizontal line, respectively; (B) annualized
and actualized costs of the optimized unit operations (green bars), annual cost of external
power supply to ensure stable plant operations over the period Π1 for different scenarios of
electricity prices: a (20eMWh ), b (200eMWh), c (90eMWh).

Together with the revenues, results identify annualized and actualized installation costs for the
optimized unit operations, represented by the green bars in Figure 6.12 (B) and reported in Table
D.5. The cost of RWGS is negligible, whereas SOEC accounts for the largest contribution. This
also derives from the higher turnover of unit replacement, 2 years, reported in Anghliante et al.
[197].

Below the selected power level associated with Π1 and equivalent to 25% of the maximum power
supply, NLP.FLEX failed to identify a feasible solution. This indicates that, for loads lower than
ẆΠ1 , the constraints cannot be satisfied due to infeasible plant operations. The red bars shown in
Figure 6.12 (B) represent the annual cost of external power, integrated to sustain plant operations
for period Π1 under three distinct pricing scenarios. The reason for different electricity prices
shall be identified in the following Section in the comparative analysis of the current case-study
(integration of external power to the plant) and the results of CASE.BUFF (implementation of
electricity or hydrogen buffering, respectively, B.I and B.II).

6.7.2 Results for CASE.BUFF: steady-state operations without heat
integration

Electricity (B.I) and hydrogen buffers (B.II) must be sized to ensure steady-state plant operations at
the nominal, yearly-averaged power supply of 23.5 MW, despite the fluctuations of the renewable
resource. The actual time series of a renewable power provision would allow for the rigorous
identification of the maximum amount of electricity to be stored and, consequently, the exact size
of buffers. Nevertheless, such level of detail in the sizing procedure is not accounted for, as the
methodology and the quality of the comparison between buffering strategies remains essentially
unchanged. Instead, the size of buffering devices is determined by the maximum time spent by the
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wind park at its maximum power output within a single loading cycle, which is equal to 50 MW,
i.e., 27 MW above the design load for the chemical plant. This information allows to estimate the
maximum energy stored as Estored = 27 MWtbuff , where tbuff spans between 0 h and 24 h. Due to
a further simplification related to hydrogen buffering analysis (strategy B.II), multi-period design
optimization of the sole SOEC unit is neglected, although the electrolyzer should in this case follow
the fluctuating trend of renewable power supply. For simplicity, the unit is set to a single load
throughout the year.
The cost of lithium batteries is 137e kWh−1, as reported in Zakeri et al. [198]. In contrast,
determining the amount of excess energy is not sufficient to estimate the fixed costs related
to the storage of hydrogen. In fact, the surplus is to be shared among three power sinks: the
preconditioning of steam at the SOEC (vaporization and preheating), the SOEC electrolysis itself
and the compression work for the storage of hydrogen at 300 bar. The sum of precondition and
electrolyzer power demand at SOEC is divided by the molar flowrate of hydrogen resulting from
the unit to get λSOEC, which reads:

λSOEC =
ẆHE1 + ẆSOEC

Ṅprod,H2

= 0.3156 MJ mol−1
H2
, (6.12)

essentially constant for different scenarios, as verified from the analysis of results of NLP.FLEX
at different loads. The specific molar compression work to store hydrogen at 300 bar is denoted
by ψcompression,300 bar = 0.019 42 MJ mol−1

H2
. Therefore, the molar flowrate of buffered hydrogen

reads:

Ṅbuff,H2 =
50 MWpeak − 23.5 MWnominal,plant

(λSOEC + ψcompression,300 bar)
. (6.13)

Ultimately, Equation 6.13 defines the amount of hydrogen produced with the maximum excess
power, and accounts for the generation and preheating of steam, the SOEC demand and the
hydrogen compression duty. Thus, it is possible to calculate the moles of hydrogen stored as a
function of the maximum loading time, tbuff :

Nbuff,H2(tbuff) = Ṅbuff,H2tbuff , (6.14)

and on this basis it is possible to calculate compression costs from Timmerhaus (cf. Supplementary
Section D.4) and buffer tank installation costs [199]. The tank installation cost, actualized from
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2013 and annualized, is CH2,tank = 1.3emol−1
H2

. The final cost, which also accounts for the
compressor (the compression power being evaluated as in Equation AE.CPR1.1, AE.CPR2.1, the
cost as shown in D.4.3), reads:

CH2,buff(tbuff) = CH2,tankNH2,buff(tbuff) + CH2,compressor,300 bar. (6.15)

The estimate for the buffering costs given within this framework is shown in Figure 6.13. The
size of the buffer increases linearly with the loading time at a total power input of 50 MW. The
cost of the compressor is independent on the tank size: it exclusively depends on the excess of
power generated by the wind park, constant throughout the domain. The cost of lithium batteries
is dramatically higher than the costs of the hydrogen buffering system.

Figure 6.13.: Investment cost for buffering devices, calculated assuming the time (abscissa) spent by the
wind park at 50 MW, 27 MW higher than the power absorbed by the methanol plant.

Given the trends in Figure 6.13 and the solution of NLP.BUFF, it is possible to determine topology,
investment cost and operating regime of the plant for CASE.BUFF (Tables D.4 and D.5). The
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Power-to-Methanol efficiency, 59.2%, lays between the efficiency at Π2 (59.6%) and Π3 (58.6%) of
CASE.FLEX, reflecting the fact that the nominal load Ẇtot for CASE.BUFF, 23.5 MW, is comprised
between the load at Π2 (18.4 MW) and at at Π3 (33.5 MW) for CASE.FLEX.

The SOEC area (3904 m2) is larger than the one identified in CASE.FLEX (2155 m2), although
operating temperature and pressure (1000 K, 4.31 bar) are comparable with those identified for
Π1 of CASE.FLEX (period at the lowest power supply, where SOEC temperature and pressure
are 1000 K and 4.39 bar, respectively). In contrast, the volume of the METHL for CASE.BUFF
(8.22 m3) is smaller than for CASE.FLEX (10.5 m3), as it does not have to withstand the large peaks
of feed flowrate attained during the high load periods of CASE.FLEX, where pipes with too small a
diameter would lead to excessive pressure drops. Most relevantly, these results offer the tool to
ascertain whether buffering strategy F can be more profitable than steady-state plant operations,
where either electricity or hydrogen are buffered (B.I and B.II in CASE.BUFF). This particular
aspect is dealt with in the next Section.

6.7.3 Role of the external electricity price on the competitiveness of the
flexible process

The analysis is now restricted for a loading time comprised between 12 h and 24 h. Figure 6.14
reports the profits for the three buffering scenarios B.I, B.II, F as a function of the loading time.
Profits are denoted by superscript ∗, as they exclude all process elements that are assumed to
be in common among the three buffering strategies, e.g., wind park, process fluids compressors
(excluding the compressor for the storage of hydrogen), heat exchangers, coolers, piping etc. The
linearly decreasing trends are determined by the increasing sizes of the buffering devices (B.I and
B.II). The green lines (F) are independent on the abscissas and are identified by different letters (a,
b, c), which are related to the red bars in Figure 6.12 (B). These represent three prices of electricity
integrated from external sources (grid) to support plant operations at period Π1 for flexible
plant operations (F). If the external electricity is supplied from a delocalized renewable source at
20eMWh−1, flexible operations result in a more profitable process candidate. Nevertheless, this
price is typical of renewable power plants allocated in the vicinity of the plant, which are therefore
not dependent on the grid infrastructure, which might appear as an overly optimistic perspective.
As for grid electricity, typical prices can reach and exceed 200eMWh−1. In this case, it is clear that
the profits from a strategy based on total flexibility are lower than those from buffering hydrogen,
although this margin decreases as the buffer size increases. In a third framework c, the maximum
electricity price that the company is willing to pay can be outlined against negotiations with the
external electricity supplier, so that the flexible approach can be at least as profitable as strategy
B.II. For this case-study, this price is 90eMWh−1 for 12 h at the peak load.
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Figure 6.14.: Profit∗ versus loading time for the three buffering scenarios. The asterisk indicates that these
values are built upon the optimized units (SOEC, RWGS, METHL), whereas all other process
elements preserve their sizes and costs in the different cases. Profits for lithium batteries and
hydrogen storage are inversely proportional to the size of the buffers. The profitability of the
flexible setup F is highly dependent on the price of external electricity.

6.7.4 Results for CASE.EFF: maximum efficiency for B.I and B.II, no
heat integration

The maximization of Power-to-Methanol efficiency for a plant operated at 23.5 MW – Objective
OBJ.EFF.SP. – results in a gain of 3% over the corresponding value for CASE.BUFF at a significantly
higher investment cost: the sum of actualized and annualized costs for the optimized units,
i.e., SOEC, RWGS, METHL, is 4.6 times higher than in CASE.BUFF, which makes these results
inapplicable.
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6.7.5 Results for CASE.FLEX.HI: maximum profit with heat integration

Heat integration results in a higher Power-to-Methanol efficiency. Figure 6.15 (A) highlights the
period-related gain in efficiency after heat integration: its mean annual value is almost 7% higher
than the corresponding value obtained without heat integration (CASE.FLEX). Heat integration
also results in a higher cost of the optimized units (SOEC, METHL), although revenues are largely
improved. Consequently, the plant configuration with heat integration is more profitable, as shown
in the comparison in Figure 6.15 (B).

Figure 6.15.: (A) Period-related Power-to-Methanol efficiency in light and dark green with and without
heat integration (HI), respectively. Dashed lines depict the annual mean values of efficiency;
(B) comparison between pseudo-profits with and without heat integration, not accounting
for the cost of the external electricity supply at Π1.

6.7.6 Desalination of seawater

Section 6.3 reports on the need fora preconditioned feed stream of water to SOEC. The source
of water supplied to the plant influences the assessment of the overall plant energy requirement.
Simoes et al. [61] examined the energy demands of different water purification technologies. Sea-
water offers an unlimited water supply, although its salinity (about 3.5 %) imposes the installation
of a desalination device (reverse osmosis, RO). Its energy requirement is the highest among the
purification technologies reviewed (3-6 kWh m−3

seawater), and seawater losses occurring along the
process reach up to 40 %.

Since the purified water is collected in storage tanks before being heated in HE1, it is possible
to decouple the energy analysis of a desalination process from the design procedure of a flexible
Power-to-Methanol plant. Similarly to the latter, a flexible desalinator may be assumed, which
thus follows the fluctuations in the renewable power. Alternatively, nominal, yearly-averaged
operations can be ensured by means of a battery for electricity storage.
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The flexible, heat integrated methanol plant (CASE.FLEX.HI) processes a annual average flowrate
of purified water of

∑
j∈{1,NP} ωjṄj,H2O = 84 mol s−1. Accounting for seawater losses (40 %),

salinity (3.5 %) and density (1028 kg m−3), the total volumetric flowrate of processed seawater
amounts to 2.558× 10−3 m3 s−1. Consequently, a RO desalination device requiring 6 kWh m−3

seawater
has to adsorb 55.24 kW and to be dimensioned accordingly. On the contrary, if flexibly operated,
RO would have to withstand a peak power input of 101 kW, relatable with the maximum water
intake for the flexible methanol plant (154 mol s−1).

All this considered, the renewable power plant must ensure the production level by means of an
additional wind turbine generating at least 0.1 MW at nominal regime, a negliglible amount in
comparison with the nominal power supplied to the methanol plant 50 MW.

6.8 Discussion

In the former section, results from the case of total flexibility (CASE.FLEX) were compared with
buffering of electricity and hydrogen for steady-state operations (CASE.BUFF and CASE.EFF) due
to the fact that fixed costs decrease proportionally with the size of buffering devices. As shown,
negotiating on the price of the integrating external electricity supply for the low-load period Π1 is
the key to allow for a potentially competitive flexible process which does not resort to buffering
devices. The relation between costs of different buffering strategies can be visualized qualitatively
in Figure 6.16, where total and buffering costs of a generic P2X process are function of the extent
of its flexibility.
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Figure 6.16.: Qualitative trend of process costs as a function of process flexibility for a generic Power-to-X
system: flexible regime (F), Li-ion batteries and hydrogen buffering (B.I, B.II), semi-flexible
plant (SF). The red line identifies costs in a regime of energy autarchy, where the renewable
power is entirely produced and consumed within the chemical plant. Further to the right,
the plant requires an external power input, as renewable power is not sufficient to support
feasible operations. The costs of buffering devices are reported in blue.

At the origin of the abscissa, the process is operated at a nominal load throughout the year
with large buffers (strategies B.I and B.II) in full energy autarchy, i.e., solely relying on the
renewable power produced within the plant limits. Conversely, at the end of the abscissa, buffering
devices are absent and the total cost is determined by the price of the complementary external
electricity supply (strategy F). From the comparison with the single-period results in B.I and B.II,
the maximum electricity price which plant owners should aim for during negotiations for a flexible,
non buffered plant (F) is identified, as highlighted earlier in Section 6.7.3. If such price were not
to be attained, intermediate solutions with small buffering devices and semi-flexible operations
may be selected. This allows to run the plant with more expensive external electricity integrated
at low-load (period Π1), in partial energy autarchy and semi-flexible plant operations (denoted
in the figure by a green arrow and labeled as strategy SF). The design of the P2X system should
then be repeated for a reduced feasibility gap, implementing once again the multi-period design
optimization approach highlighted in this chapter.
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6.9 General remarks and outlook

The methodology presented in this work on multi-period optimization requires the formulation of
a large NLP problem constrained by a number of replicas of steady-state modeling equations of
the entire P2X production process. Operation variables resulting from the multi-period solution
constitute set-point values which the plant attains to ensure optimal operations for the given
period, i.e., power load. Nevertheless, the current multi-period optimization framework does not
provide any information on how to manage the transition between different loads. Instead, if the
time-scale to attain a new set point is comparable to the time of dynamic effects, an optimal control
approach based on dynamic models should be formulated and solved in order to identify the
fastest transition procedure and control values. Furthermore, a finer discretization of the power
curve reported in Figure 6.5 would allow for a more accurate selection of design variables, as well
as a more thorough overview of the range of set points to be attained during actual operations.
Nonetheless, the number of discretization points is limited by the size of the problem and the
machine used for the computations. A test with a purely parametric objective determined that 12
is the largest attainable number of periods for the given solver and modeling approach, although
optimization results are reported for 5 periods: this allows a more agile workflow, which enables
the NLP to be constructed by the solver in a reasonable time, about 15 min. Model order reduction
(MOR) could allow, in a future application, a better approximation of the power curve by allowing
the addition of more periods, without losing in modeling accuracy.

6.10 Chapter summary

This second chapter on process flexibility completes the discussion which addresses how the
inherent intermittency of renewable power affects design and operation of a power-to-syngas plant
(Cf. Question 3 in Section 1.3). In particular, by means of an effective CAPE tool (multiperiod
design optimization), the chapter explores the profound implications that intermittent renewable
power introduces into the analysis and selection of a suitable plant design in terms of sizing and
operating policies within the feasbility ranges.

A novel multi-period optimization application is proposed to design and operate a flexible, highly
electrified plant for the production of methanol from in-house generated fluctuating wind electricity.
In contrast to the prevailing literature in the field of multi-period optimization of P2X systems,
distributed models and detailed non-ideal gas relations constrain the nonlinear programs, which
thus preserve a high fidelity representation of the system as a whole and ensure the feasibility of
the identified design solutions. The conversion steps involved are SOEC-based water electrolysis,
carbon monoxide generation in a reverse water-gas shift adiabatic reactor, and the methanol
reactor. Side reactions are included in the kinetic models. In addition, two aspects carry significant
consequences in the decision-making: the electrification of the entire process and the general
purpose of P2X systems, which is to store fluctuating energy in chemical bounds without allowing
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surplus energy. These key aspects introduce a relevant extent of interconnection between process
units: they cannot be optimized separately prior to overall plant evaluations. Therefore, all process
elements in the plant are simultaneously incorporated in the design optimization process. At
the same time, process constraints, operation variables and states are replicated for five periods,
approximating the power curve of the renewable power plant on an annual basis.

Firstly, a highly flexible plant designed in compliance with multi-period optimization results can
compensate for the absence of buffering devices, provided that at low loads the process is supplied
with integrated external power. In terms of topology, RWGS is never selected by the optimizer,
although the presence of carbon monoxide in the recycle loop is beneficial to the methanol reaction
kinetics. This is because the RWGS contribution occurs in the methanol synthesis step. Other
kinetics that do not support the RWGS reaction may require this step to be present upstream of
the synthesis reactor. Besides, SOEC operations and steam generation at its feed determine the
highest power demand. Consequently, profitability and Power-to-Methanol efficiency are increased
via heat integration, thus recovering thermal power within the plant.

The resulting process design represents the most cost attractive and technically feasible compromise
across periods, which provides a valid benchmark to single-period optimization solutions. Here,
plant design and operation variables are then identified based on this single yearly-averaged power
supply. Large buffers for the storage of electricity and hydrogen are assumed. This comparison
enables to address the final fundamental Question 4 in Section 1.3 presented in the introduction of
this research work: "what is the trade-off between buffering and process flexibility?". Discussions
highlighted how a highly flexible, non-buffered plant can be competitive with a buffered solution if
the maximum threshold for the price of externally integrated power to sustain the plant base-load
is identified and attained by negotiation. Intermediate process solutions with small buffers and
moderate flexibility may offer interesting process candidates that can be identified using the
same methodology for a narrower feasibility window. Such intermediate solutions are the only
opportunity to benefit from flexible plant operations in remote locations, where grid power is not
accessible and the plant relies exclusively on the local renewable sources, either produced by the
plant itself or purchased by a different supplier which can ensure continuity in the supply.
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7Conclusions and impact of the thesis

The thesis aimed at the performance evaluation of Power-to-Syngas processes, optimized by means
of novel methodological approaches applied to process synthesis, design and operations based on
green feedstock and energy supply. Throughout this work, focus was attributed on the efficient
utilization of energy and resources, whereas fixed costs have been introduced exclusively to
support the methodological development and to formulate high-level statements about system
load flexibility in the final chapter, which is dedicated to plant sizing and buffering policies. Chapter
1 highlighted the importance of computer-aided process engineering to assist decision-making
in the course of a project, from the selection of technologies, to sizing and operation of new
unit operations (retrofitting) or entirely new process systems. Mathematical tools and modeling
approaches need to be adapted or newly developed to meet the needs imposed by the challenges
of limited and fluctuating renewable resources, which are substantiated by the four fundamental
questions formulated in Section 1.3.

To readily meet the emission reduction objectives, existing plant traditionally relying on fossil
resources can be retrofitted to allow for the switch to sustainable feedstock and energy supply. This
is reflected in the first fundamental research question, which sets its objective in the identification
of energy and carbon efficient process topologies of a steam-reforming plant, revamped with a
water electrolyzer and a reverse water-gas shift reactor in the first chapter dedicated to process
synthesis. Degree of freedoms in the separation sequences after RWGS are allowed. Multi-objective
optimizations to minimize total energy and absolute carbon emissions identified Pareto front of
solutions that represent multiple optimal setpoints. The plant can switch from one to the other
depending on the availability of renewable electricity and biogas, provided that load flexibility is
technically feasible within the time window of resource intermittency. In particular, maximum
electrification and minimum biogas utilization are achieved when the reverse water-gas shift
reactor is implemented with the water electrolyzer and in the presence of an external source
of CO2 complementing the biogas supply, while different levels of integration between the pre-
existing steam reforming, reverse water-gas shift and electrolysis ensure lower overall energy
consumption levels, but require significantly more biogas as feedstock and additional biogas or
fossil natural gas to meet the required heat demand. The optimal separation sequence recycles the
binary mixture (CO2,H2) back to the RWGS inlet after condensation, membrane dehydration and
vacuum pressure swing adsorption for the separation of CO. From a methodological perspective,
this separation sequence represents the state-task network approach, where a single separation
method corresponds to a given separation task. However, this selection is not exhaustive, as
alternative separation methods may be available for a single task. This remark is directly translated
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into the second fundamental question expressed in Section 1.3 and addressed in Chapter 4, the
second chapter dedicated to process synthesis, where energy was minimized, assuming that biogas,
a limited resource, should not be used to thermally sustain strongly endothermic processes such
as steam and dry reforming. Here, the total energy (electric and thermal) was minimized in
a scenario where renewable electricity is not available, whereas exclusively thermal energy is
penalized where carbon-free green electricity is supplied. Results show that VPSA, membrane and
cryogenic separators prevail over scrubbing and TSA (selected exclusively for hydroformylation)
in all relevant scenario-settings. Combinations of reformers and electrolysis suggested viable
solutions, where the electrification comes at high energy costs. In particular, partial oxidation
processes normally run in air may be more conveniently fed by pure O2 from water electrolysis,
thus determining lower inert contents in the separation train and downstream conversion processes.
Furthermore, the simultaneous valorization of both outlets of a water electrolyzer suggests a
promising path towards an increased atom efficiency, provided that flexible operations and a
certain extent of buffering is ensured. This approach was investigated under a dynamic scenario
setting in Chapter 5 for the generation of a stream of syngas suitable for the Fischer-Tropsch
synthesis, where a water electrolyzer, RWGS and a tri-reformer operated in adiabatic mode in pure
O2 are implemented.

Chapter 5 belongs to the second part of this thesis dedicated to process flexibility, where the
remaining fundamental questions in Section 1.3 are addressed. How can a highly electrified
system be sized and operated to account for the fluctuations in renewable energy?

The first study in Chapter 5 constituted an engineering benchmark for the performance evaluation
of a fast optimal control approach and hinted at the need of a rigorous design for the plant, ensuring
that feasible operations and optimal performances are attained in load-changing regime. This was
eventually contextualized in Chapter 6 on multi-period design optimization of a flexible Power-
to-Methanol plant. The methodology here presented is an extension of optimization approaches
on simplified plants representations for scheduling problems and for single unit operations, now
proposed for the entire plant. As a matter of fact, an extension of the method to the detailed
representation of the overall system is required to account for the strong interdependency of
different unit operations, a consequence of efficiently distributing the available, intermittent
renewable power between highly electrified units, thus without any surplus.

This identifies the optimal rigorous plant design and set-points for the operations at changing
loading regimes, concluding that the extent of flexibility allowed is not only constrained by
the technical feasible region, but may be further limited by the purchase price of additional
electricity below the minimum admissible load, thus preventing from cyclic plant shutdowns. In
the case study, external electricity should not be purchased at a price higher than 90eMWh−1 to
run a competitive flexible process without buffering devices. This sort of analysis may provide
with reasonable steps for Power-to-X projects in the future, as multi-period optimization could
be implemented for detailed full-plant descriptions, and thus for the systematic exploration of
intermediate flexibility windows at a certain extent of buffering, possibly offering more profitable
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options than in extreme-case scenarios. Such investigations would have to rely on project-related
relevant information, e.g., the actual temporal trend in renewable energy supplies, the limitations
in supply-chain flexibility and locally available feedstock, the detailed models and actual cost
forecast of commercial units involved for the determination of feasible operating regimes.

In conclusion, this thesis has highlighted the profound impact that the nature of renewable
energy has on the way we should synthesize, design and operate chemical plants, and aimed at
contributing to the methodological development of relevant CAPE approaches. The multitude
of process options and the high degree of interconnection that intermittent renewable power
implies introduces the need for holistic approaches in the identification of best process candidates
and in their fine design and operations, respectively. Optimization tools can ensure rational and
feasible solutions in the context of the urgent problems we are called to face nowadays, not only
to promptly retrofit existing processes, but also to identify new, non-intuitive plant concepts and
to design and operate flexible systems.
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AAppendix A
Supplement to Chapter 3

A.1 Equilibrium reactors and condensers

Conversion steps are fed with stoichiometric mixture. The extent of progression at equilibrium is
indicated in percentage (λ, reported on the reaction arrow).
The chemical relation for EL, RWGS and SR read, respectively:

H2O 333 K, 1 bar−−−−−−−→ H2 + 0.5 O2

CO2 + H2
900 K, 15 bar, λ = 39.34 %←−−−−−−−−−−−−−−→ H2O + CO

CH4 + H2O 1200 K, 30 bar, λ = 53.90 %←−−−−−−−−−−−−−−−→ 3 H2 + CO,

The ratio χH2O between the flow rate of condensed water and the feed rate to the condenser
reads:

χH2O = 1− (z − 1) p◦

(p◦ − p) z , (A.1)

where z denotes the molar fraction of water in the feed, p◦ the vapor pressure at the condensation
temperature (ambient), p the preceding reactor pressure.

A.2 Modeling of surplus methane

Surplus CH4 from the system is what remains after the combustion of surplus CH4 from the
process lines (synthesis):

ṄCH4,surplus,system = ṄCH4,surplus,synthesis − ṄCH4,surplus,burned, (A.2)
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CH4 burned shall not exceed CO2 generated by all thermal contributions:

ṄCH4,surplus,burned ≤ ṄCO2,th,tot. (A.3)

Thus, the biogenic CO2 generated from combustion of bio-CH4 can be admitted into the feedstream
node balance as makeup CO2.

A.3 Inclusion in the objective function of CO2 recycling
stream from combustion gases

Figure A.1(A-F) report the whole set of results for the minimization of CEabs, including the
recycle of bio-CO2 from the hot utility exhaust gases back as reactor input. Figures (A,B) at
ω = 0, (C,D) ω = 1, (C,D) at intermediate values of ω. The pseudocost ω has been discretized
with 100 points, in all optimization cases. At the boundaries values of ω which identify a given
process configuration, the discretization grid has been refined to identify possible intermediate
configurations, not found.

(D) 100%

(A) 54.8%

(B) 28.4%

(C) 16.8% (D) 90.7%

(D) 100%

(D) 99.4%(D) 100%

(A) 44.3%

(B) 11.8%

(C) 43.8%
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Figure A.1.: Complete results: minimization of CEabs, including the recycle of bio-CO2 from the hot utility
exhaust gases.
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BAppendix B
Supplement to Chapter 4

B.1 Modeling of interconnections between separators and
component nodes

This supplementary section reports details for the modeling of the superstructure proposed in
Chapter 4.

B.1.1 Interconnection of consecutive mixture blocks

Following the nomenclature introduced in Section 4.5.1, a generic stream j ∈ J1 appearing in
equations set Φ1 for a given mixture ϕ1 is then split in two outlets by the separator it supplies.
These outlets constitute two new mixtures ϕ2 and ϕ3, in turn associated with the sets of equations
Φ2 and Φ3, respectively. The three mixture blocks, ϕ1, ϕ2, ϕ3, must now be interconnected. The
interconnection is ensured by means of two equality constraints, stating that stream Ṅj,ϕ1 leaving
mixture block ϕ1 coincides with feed streams Ṅi=1,ϕ2 and Ṅi=2,ϕ2 feeding mixture blocks ϕ2 and
ϕ3, respectively, where it is implied that the given separator is named i = 1 in mixture block ϕ2

and i = 2 in mixture block ϕ3. The block-connecting constraints read, respectively:

Ṅj,ϕ1 − Ṅi=1,ϕ2 = 0, (B.1)

Ṅj,ϕ1 − Ṅi=2,ϕ3 = 0. (B.2)

Figure B.1 illustrates the case. With such constraints, mass and energy balances related to all
mixtures produced along the separation sequence are thus concatenated.
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Figure B.1.: Compact representation of the interconnection between consecutive mixture blocks. In blue,
the separator which delivers ACF to block ϕ2 and D to block ϕ3.

B.1.2 Replicas of downstream separation systems

Separators involved in the downstream of a number of reformers are replicated in each downstream
sequence within the superstructure. Furthermore, replicas of the same separator do not contribute
within the same mixture block to Equations 4.22,4.23,4.24, and 4.25 belonging to a given mixture-
block set Φ. This is illustrated in panel (A) of Figure B.2, where separator D/ACF is shared between
two separation sequences after reactor R1 and R2.
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Figure B.2.: (A) separator D/ACF is replicated in the downstreams of reactor R1 and R2, not interconnected
by any material stream; (B) if both separators are selected simultaneously by the optimizer,
the resulting energy demand is obtained from the linear combination of single contributions,
and the system is equivalent to a lumped representation.

The forbidden intersection marked in red would convert split factors ξD/(A,C,D,F) and ξC,D,F/(A,C,D,F)

into system variables, function of the extent of mixing at the node indicated by a red arrow. There-
fore, Equation 4.11 becomes nonlinear as the whole optimization set up.

Panel (B) highlights that replicas of the same separator in the superstructure, when simultaneously
selected, approximate the energy demand of a lumped separator by linear combination of single
linear contributions in Equation 4.24 and 4.25:

Q̇D/ACF,lumped =
∑
δ∈∆

q̃D/ACF,δṄD/ACF,δ, (B.3)

ẆD/ACF,lumped =
∑
δ∈∆

w̃D/ACF,δṄD/ACF,δ, (B.4)
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where set ∆ includes all reactor downstreams which share the separator. Additional energy
demands discussed in Section 4.4.7 for the single methods are treated similarly, as they are also
linear functions of the flowrates.

All this considered, although the superstructure of the separation system after each reactor is a
network representation of the candidates, it is formally a tree-representation in terms of reactor-
separator sequences: duplicates of separation trains follow different reactors which produce the
same outlet mixture.

B.1.3 Substance nodes

Figure B.3 is a schematic representation of the substance-node balances at the reactors inlets,
reporting nomenclature and indices for this section. Each chemical component is associated with
a number of nodes that equals the number of reactors included in the superstructure. Reactors
constitute set J . The substance node balance reads:

Ṅi,ext −
∑
j∈J

Ṅmakeup
i,j = 0. (B.5)

Equation B.5 indicates that component i can be delivered to any jth reactor ∈ J by means of
a makeup stream, then preconditioned to attain pressure and temperature requirements at the
reactor. Furthermore, for each reactor j and component i, a constraint is enforced to relate the
feed to recycle and makeup streams:

Ṅmakeup
i,j +

∑
k∈K

Ṅ recycle
i,j,k − Ṅ feed

i,j = 0, (B.6)

where k ∈ K is a generic unit which separates pure i and recycle it back to the reactor feed.
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Figure B.3.: Representation of the substance-node balance associated to component i = CO2 fed to the
overall plant superstructure. Stream Ṅi=CO2,ext is split into streams Ṅmakeup

i=CO2,j={RWGS,TRI,(..)},

each contributing to the feed to reactor j: Ṅ feed
i=CO2,j . Recycle component-streams Ṅ recycle

i,j,k

from the final separators along separation superstructure networks (here S1, S2 and S3) are
also fed to these feed nodes.

B.1.4 Outlet and syngas nodes

As previously discussed in Section 4.3, excess H2 and CH4 can leave the plant after pressurization,
whereas excess CO2, O2 and H2O can be released without any conditioning step. As surplus CO is
not admitted, it is excluded from the set of components possibly released from the plant.
For each component i ̸= CO leaving the plant, a node balance is introduced:

∑
o∈O

Ṅi,o − Ṅi,out = 0, (B.7)

where O is the set of process-units which produce or separate component i, which then leaves the
plant. Similarly, the following syngas node balances are required:

∑
j∈J

ṄCO,syngas,j − ṄCO,syngas = 0, (B.8)

∑
k∈K

ṄH2,syngas,k − ṄH2,syngas = 0, (B.9)

ṄH2,syngas − ψṄCO,syngas = 0, (B.10)
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where, in Equation B.8 and B.9, set J and K group all units which produce or separate pure CO
and H2, respectively.
Finally, Equation B.10 sets the syngas ratio to the desired value for downstream applications.

Figure B.4.: Representation of the outlet node balance for a generic component i ̸= CO and of the syngas
nodes, for H2 and CO. Streams of pure i provided by different units in the superstructure are
collected into the outlet stream Ṅi,out. Similarly, H2 and CO streams from the superstructure
to syngas are collected into ṄH2,syngas and ṄCO,syngas, respectively. References are found in
Equations B.7, B.8 and B.9. The syngas ratio is constrained via Equation B.10.
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CAppendix C
Supplement to Chapter 5

C.1 Process synthesis

Table C.1 reports the topological results obtained by enforcing that the minimum total energy is
resulting from setting a maximum of 9 unit operations: 3 reactors (RWGS, TRI and AD-anaerobic
digester), 4 separators for the downstream of TRI (5 components mixture), at most 3 separators
after RWGS, and one separator for the upgrade of the biogas (CH4,CO2) mixture, possibly shared
with the downstream of TRI, i.e., if one method in the downstream of TRI for the separation task
CO2/CH4 is selected, logical constraints impose that the same will also be selected for biogas
upgrade. Together, they constitute a single unit adding up to at most 9 unit (upper limit set for
the complexity of the plant). Due to the feature of this superstructure optimization method, the
downstream of RWGS and TRI cannot be merged as they do not share the same components in
the feed mixture. Hence, from a methodological perspective, although a 4-components mixture
(RWGS outlet) may share the same species with a 5-component mixture (TRI outlet), and from a
technical perspective a single separator could accept both feeds, these units will be regarded as
standalone systems in the computation of plant complexity, thus contributing to 2 units. Therefore,
results need to be critically evaluated to address additional redundancies.

Table C.1.: Plant topology and power consumption for combined tri-reforming, reverse water-gas shift
reactor and water electrolysis.

(a) minṄ ,y

(
Q̇+ Ẇ

)
Reactor Separators Type

TRI (H2O)/(CO2,H2,CO,CH4) VI (polymeric membrane)
(CO)/(CO2,H2,CH4) V (VPSA)
(H2)/(CO2,CH4) V (VPSA)

AD,TRI (CO2)/(CH4) VI (membrane)
RWGS (H2O)/(CO2,H2,CO) VI (polymeric membrane)

(CO2)/(H2,CO) V (VPSA)
(H2,CO) directly to the product

In Table C.1 it can be noted that membrane separators for dehydration (highlighted in blue)
can be performed in the same unit operation without expecting technical issues. Therefore, the
first separator in RWGS train shall not constitute an additional CAPEX expense. Furthermore,
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the ternary mixture in the retentate of this membrane separator after RWGS can be processed
similarly by the two VPSA in the TRI train, as all components but CH4 are shared. Thus, the PSA
(CO2)/(H2,CO) after RWGS (highlighted in red) is redundant and shall be disregarded from the
final topology presented in Chapter 5. The final topology consisting of 6 units is then reported in
Table C.2.

Table C.2.: Plant topology and power consumption for combined tri-reforming, reverse water-gas shift
reactor and water electrolysis.

(a) minṄ ,y

(
Q̇+ Ẇ

)
Reactor Separators Type

TRI,RWGS (H2O)/(CO2,H2,CO,CH4) VI (polymeric membrane)
(CO)/(CO2,H2,CH4) V (VPSA)
(H2)/(CO2,CH4) V (VPSA)

AD,TRI (CO2)/(CH4) VI (membrane)

C.2 Reaction rates for tri-reforming of methane

The parameters [170] are reported in Table C.3. The governing kinetic expressions are

• DEN =

1 +KCOpCO,bar +KH2pH2,bar +KCH4pCH4,bar +KH2O
xH2O

xH2

,

• RSR = 103 kSR

p2.5
H2,bar

pCH4,barpH2O,bar − p3
H2,bar

pCO,bar

KeqSR


DEN2 ,

• RWGS = 103 kWGS

pH2,bar

pCO,barpH2O,bar − pH2,bar
pCO2,bar

KeqWGS


DEN2 ,

• RRMETH = 103kRMETH

p3.5
H2,bar

pCH4,barp2
H2O,bar−p4

H2,bar

pCO2,bar

KeqRMETH

/DEN2,

• RCOMB =
ka,COMBpCH4,barpO2,bar

(1 +KCH4,COMBpCH4,bar +KO2,COMBpO2,bar)2 +

kb,COMBpCH4,barpO2,bar

(1 +KCH4,COMBpCH4,bar +KO2,COMBpO2,bar)
,

where the kinetics parameters ki and Kj related to reaction and adsorption result from the
following Arrhenius-like relations
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ki = A(ki) exp

−E(ki)
RgasT

 and Kj = A(Kj) exp

−E(Kj)
RgasT

 . (C.1)

Values of coefficients A(ki,Kj) and E(ki,Kj) are listed in Table C.3.

Table C.3.: List of parameters for TRI kinetics: pre-exponential and activation energies.

A(ki)/A(Ki) Value unit (SI) E(ki)/E(Ki) Value unit (SI)

A(kSR) 1.17× 1012 kmol bar0.5 kg−1
cat s−1 E(kSR) 2.40× 105

J mol−1

A(kWGS) 5.43× 102 kmol bar−1 kg−1
cat s−1 E(kWGS) 6.71× 104

A(kRMETH) 2.83× 1011 kmol bar0.5 kg−1
cat s−1 E(kRMETH) 2.44× 105

A(ka,COMB) 8.11× 105 mol bar−2 kg−1
cat s−1 E(ka,COMB) 8.60× 104

A(kb,COMB) 6.82× 105 mol bar−2 kg−1
cat s−1 E(kb,COMB) 8.60× 104

A(KCH4) 6.65× 10−4 bar−1 E(KCH4) −3.83× 104

A(KH2O) 1.75× 105 − E(KH2O) 8.87× 104

A(KCO) 8.23× 10−5 bar−1 E(KCO) −7.07× 104

A(KH2) 6.12× 10−9 bar−1 E(KH2) −8.29× 104

A(KCH4,COMB) 1.26× 10−1 bar−1 E(KCH4,COMB) −2.73× 104

A(KO2,COMB) 7.87× 10−7 bar−1 E(KO2,COMB) −9.28× 104

C.3 Reaction rates for RWGS

RWGS kinetics are adapted from Richardson et al. [33]

DEN = (1 +KCO2pCO2,atm +KH2pH2,atm) (C.2)

and

RRWGS = 103kRWGSKCO2 KH2

pCO2,atmpH2,atm−
pCO,atmpH2O,atm

KeqRWGS

/DEN2, (C.3)

where kinetics parameters ki and Kj related to reaction and adsorption, result from Arrhenius-like
relations

kRWGS = 350 exp

 − 81030
RgasT

 ,KCO2 = 0.5771 exp

 9262
RgasT

 ,KH2 = 1.494 exp

 6025
RgasT

 .
(C.4)

Effectiveness factor is set to 0.3 [33].
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C.4 Overall heat transfer coefficient RWGS

The overall heat transfer coefficient reads

U =

 1
αeff

−1

. (C.5)

The shell-side heat transfer coefficient is not accounted for. Instead, a constant skin temperature is
assumed along the pipe. The definition of αeff for non-adiabatic packed-bed reactors is provided
by Martin et al. [200]

1
αeff

=

 1
αw

+
DT

8Λr

 . (C.6)

Here, αw and Λr are retrieved from [201] and discussed by [202] as well as [200]

αw =


1.3 +

5
DT/dp

 λbed

λmix
+ 0.19

ρgasvϵ
dp

µmix

0.75 µmix
C̃p,gas

λmix

0.33
 λmix

dp
(C.7)

and

Λr =


λbed +

vϵcT C̃p,gasdp

8

2−

1−
2

DT/dp

2



. (C.8)

Embedded in the definition of αw, the heat conductivity across the packed-bed λbed is defined by
the following steps [202]:

• λbed = kbedλmix,

• kbed =
(
1−
√

1− ϵ
)
ϵ


ϵ− 1 +

1
kG

−1

+ krad

+
√

1− ϵ (ϕkp + (1− ϕ) kC),

• ϕ = 0.0077 [−] spheres,
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• kC =
2
N

B (kp + krad − 1)
N2 · kG · kp

log

 kp + krad

B (kG + (1− kG) · (kp + krad))


+
B + 1

2B

krad

kG
−B

1 +
1− kG

kG
krad

− B − 1
N · kG



• krad =
4σSB

2/ϵE − 1t
3
end

dp

λmix
, σSB = 5.67 · 10−8 [W m−2 K−4], ϵE = 0.4 [−], kG = 1 [−],

• B = 1.25

1− ϵ
ϵ

(10/9)

, and kp =
λcat

λmix
.

C.5 Graphical results optimal TRI and RWGS
configurations

Tri-reforming reactor profiles reflect the typical adiabatic operation: non-zero gradients are
reported at the beginning, flattening out to zero once the energy input from the catalyzed
combustion of CH4 is exhausted by the endothermic reactions. The selected NLP formulation and
objective determine a solution for the reactor length at its upper bound, although the gradients
flatten out before its first half. Consequently, the reactor length is reduced by 90 % of the upper
bound, whereas the value of the remaining optimization variables is set to their optimum. Steady-
state simulation profiles are reported in Figure C.1: reforming contributions exploit the heat from
catalyzed combustion within the very first reactor section. After the adiabatic peak, temperature
decreases and stabilizes around 1200 K. The short reactor length determines a negligible pressure
drop, in agreement with Chein et al. [40], and the velocity reflects the temperature profile.
Position and magnitude of the high-temperature peak at the very inlet of the reactor is consistent
with scenarios presented by Chein et al. [40], Aboosadi et al. [39], and Rezaei et al. [37].
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Figure C.1.: TRI temperature (A), composition (B), pressure (C), and velocity profile (D) at steady-state
and nominal flowrate.

For the RWGS reactor, simulation results indicate a single-pass conversion of 44.7 %.

Figure C.2.: RWGS bulk and shell temperature (A), composition (B), pressure (C) and velocity profile (D)
at steady-state nominal flowrate.
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DAppendix D
Supplement to Chapter 6

D.1 Wind park parametrization

D.1.1 Wind turbine power curve

Data for the definition of the power curve generated by the wind park are reported in Table D.1
and retrieved the technical sheet of a 2.1 MW wind turbine [203].

Table D.1.: Data are retrieved from the technical sheet of a wind turbine (2.1 MW S95 Sulzon).

m s−1 3.0 3.5 4.0 4.5 5.0 5.5 6.0 6.5 7.0 7.5
kW 0.0 2.6 52.3 122.5 206.4 304.0 414.9 539.5 683.1 839.2

m s−1 8.0 8.5 9.0 9.5 10.0 10.5 11.0 11.5 12.0 12.5
kW 1010.0 1197.1 1393.2 1592.4 1787.7 1931.2 2016.3 2068.3 2096.4 2109.2

m s−1 13.0 13.5 14.0 14.5 15.0 15.5 16.0 16.5 17.0 17.5
kW 2114 2116.5 2116.2 2116 2115.8 2115 2114.5 2114.2 2113.87 2112.2

m s−1 18.0 18.5 19.0 19.5 20.0 20.5 21.0 21.5 22.0 22.5
kW 2111.2 2110.5 2109.8 2105.5 2104.4 2103.2 2102 2096.4 2092.8 2091.2

m s−1 23.0 23.5 24.0 24.5 25.0
kW 2089.7 2088.2 2086.6 2084.9 2084.9

D.1.2 Monthly wind velocity

The monthly average wind velocity in Magdeburg is retrieved from [204] and reported here:

Table D.2.: Average monthly wind velocities in Magdeburg, Germany.

Jan. Feb. Mar. Apr. May Jun. Jul. Aug. Sep. Oct. Nov. Dec.
km hr−1 19.2 18.5 17.7 15.3 14.2 14.1 14.0 13.9 14.9 15.9 16.9 18.3
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D.2 Mixers, heat exchangers, compressors, flash
separator

D.2.1 Mixers, heat exchangers, compressors

In this section, some of the constraints apply with the same formulation to different unit operations
in the plant. With an abuse of mathematical notation, such constraints shall be "evaluated at"
(vertical bar symbol) the related process elements, whose identifiers are also reported in brackets
on the right.

At each stream junction (MIX) represented in Figure 6.4, an energy balance determines the outlet
temperature:

0 =
∑
i∈I

∑
α∈S

H̃i,αṄi,α −
∑
α∈S

H̃o,αṄo,α

∣∣∣∣∣
MIX(1−4)

(AE.MIX1, AE.MIX2, AE.MIX3, AE.MIX4)

where set I includes all streams entering the node, set S includes all chemical components, and
the index o denotes the outflow. Mixers feed temperatures are not pre-assigned, but result from
the solution of the system.
Electric heat exchangers are modeled as functions of two system variables: the outlet temperature
and the power input. These units are assumed to be extremely efficient. Therefore, all electric
power is converted into thermal energy intended for the process stream. The governing equation
reads:

0 = −ẆHE +
∑
α∈S

(∫ Tout

Tin
C̃p,αṄin,αdT

)∣∣∣∣∣
HE(1−3)

(AE.HE1, AE.HE2, AE.HE3)

with the addition of the latent heat of vaporization of water at 298 K for the case of HE1:
∆Hev(298 K).
Compressors are modeled as a sequence of isentropic compression stages. Two governing equations
express the relation among three system variables: power input, discharge temperatures and
pressure. The first defines the power required by the individual stage of compressor CPR1 and
CPR2:
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0 = −ẆCPR(stage) +
(∑

α∈S
Ṅin,α

)
RgasTinZmix,gas

γav

γav − 1


pout

pin


γav − 1

γav


− 1



∣∣∣∣∣∣∣∣∣∣∣
CPR(1,2)

(AE.CPR1.1, AE.CPR2.1)

where the cubic equation of state is solved analytically for the compressibility factor of the mixture,
Zmix,gas (see D.3.6), and the ratio of the temperature-dependent specific heat capacities at constant
pressure and at constant temperature determines γ at the inlet and at the outlet. The average
value of γ between inlet and outlet stream is denoted as γav. The second relation reads:

0 = Tout − Tin

pout

pin


γav − 1
γav

∣∣∣∣∣∣∣∣∣∣∣
CPR(1,2)

(AE.CPR1.2 AE.CPR2.2)

and binds the temperature and pressure ratios of inlet and outlet flows. Equations (AE.CPR1.1,
AE.CPR2.1) and (AE.MIX1, AE.MIX2, AE.MIX3, AE.MIX4 ) are repeated for the number of com-
pression stages for CPR1 and CPR2.
The intermediate coolers are not modeled directly, since it is assumed that enough cold utility
is available to bring the temperature of the feed to the next compression stage to 298 K. This
decision does not apply to the last compression stage, whose isentropic outlet temperature is
directly exploited by the next process item – heat exchanger HE3.

D.2.2 Flash separators

Flash F1 is run at a pressure range comparable to that of RWGS and SOEC. The preceding cooling
step CL3 allows the temperature to drop to ambient temperature before the separator F1.
The Rachford-Rice equation in ξ, namely, the ratio between vapor and feed flowrates, is imple-
mented to allow partial separation of water from all other components:

0 =
∑
c∈C

ζfeed,c (Kc − 1)
αKc + (1− ξ) +

∑
i∈I zi

ξ

∣∣∣∣∣∣
FR(1,2)

(AE.F1.1, AE.F2.1)
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where set I includes the incondensable components, whereas set C includes exclusively water
(condensable component). Due to the low pressure range, Raoult’s law applies for the determina-
tion of the distribution coefficient Kc.

Flash F2 comes after throttling. The attained pressure level is higher than for F1. Consequently
and also due to the low temperature, mixing rules are applied to RKS. In flash F2, set C includes
water and methanol. For this flash separator, the equilibrium constant Kc results from a direct
approach:

Kc =
Φc,liquid

Φc,vapor
, (D.1)

where the fugacity coefficient for component c in liquid and vapor phase are determined as
reported in D.3.2, Equation (D.7). In addition to the Rachford Rice equation (AE.F2.1), this model
incorporates two cubic equations in the compressibility factor Zmix,vap/liq, one initialized with a
higher value (largest root for vapor phase, unitary), the other with a low value (smaller root for
liquid phase, a positive infinitesimal). They read:

0 = Z3
mix,vap + αmix,vapZ

2
mix,vap + βmix,vapZmix,vap + γmix,vap, (AE.F2.2)

0 = Z3
mix,liq + αmix,liqZ

2
mix,liq + βmix,liqZmix,liq + γmix,liq. (AE.F2.3)

Coefficients for the cubic equations are based on mixing rules and expanded in Supplementary
Section D.3.

D.3 System models parametrization

D.3.1 Modeling of SOEC

Factors in Equation AE.SOEC.2, AE.SOEC.3:

Λ1 =
ζav,H2,TPB

ζav,H2

, Λ2 =
Efaraday

RgasTav
, Λ3 =

ζav,H2O,TPB

ζav,H2O
, Λ4 =

− Efaraday

RgasTav
, (D.2)
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where subscript "av" denotes an average value between inlet and outlet of SOEC, Rgas the universal
gas constant (8.314 J mol−1 K−1), Efaraday the Faraday constant, subscript "TBP" denotes the
concentration at the triple phase boundary. Mole fractions ζav,i∈{H2,H2O} at the cathode read:

ζav,H2 =
Ṅav,H2

Ṅav,H2 + Ṅav,H2O
, ζav,H2O =

Ṅav,H2O

Ṅav,H2 + Ṅav,H2O
. (D.3)

Other terms appearing in Equation D.2 are expanded here:

ζav,H2,TPB = ζav,H2 +
τcat

2EfaradayDeff,catCtot,av
iSOEC, (D.4)

ζav,H2O,TPB = ζav,H2O −
τcat

2EfaradayDeff,catCtot,av
iSOEC, (D.5)

where Ctot,av is the ideal gas average concentration between inlet and outlet of SOEC, τcat is the
cathode thickness (500 × 10−6 m), Deff,cat is the average effective diffusivity coefficient of the
cathode (36.6× 10−6 m−2 s−1).

The total voltage is given by the sum of reversible and irreversible contributions.

V SOEC
tot = Vnernst + Vohm + Vconc + Vact,cat + Vact,an, (D.6)

Vnernst = −
g0

f,H2O(Tin)
2Efaraday

−Rgas
Tav

2Efaraday
ln

 ζav,H2O

ζav,H2ζ
0.5
av,O2

 ,
Vohm = iSOEC

 τcat

σcat
+
τel

σel
+
τan

σan

 ,
Vconc = Rgas

Tav

2Efaraday
ln

ζav,H2,TPB
ζav,H2O

ζav,H2ζav,H2O,TPB



whereas Vact,cat and Vact,an are implicit dependencies of other variables and must be calculated
as NLP constraints, AE.SOEC.2 and AE.SOEC.3. In Equation D.6; Tav is the average temperature
between the inlet and outlet of SOEC, g0

f,H2O(Tin) is the Gibbs free energy of formation of water at
the feed temperature to SOEC; ζav,O2 is the mole fraction of oxygen in the sweep gas (pure, thus
unitary); ζav,H2O and ζav,H2 are average component compositions at the cathode (see Equation
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D.3); τcat, τel and τan are the cathode, the electrolyte and the anode thickness (500 × 10−6 m,
20 × 10−6 m, 50 × 10−6 m, respectively). The cathode electric conductivity, the electrolyte ionic
conductivity and the anode electric conductivity are denoted by σcat, σel and σan (80×103 Ω−1 m−1,
33400 exp (−10300/TS) Ω−1 m−1, 8400 Ω−1 m−1, respectively).

D.3.2 Modeling of flash separator F2 (methanol recycle loop)

Mixture fugacity coefficient Φα,phase∈{vap,liq} for condensable components (α ∈ {H2O,CH3OH})
in liquid and vapor phase read:

Φα,phase = exp

 bα,phase

bmix,phase
(Zmix,phase − 1)− log (|Zmix,phase −BEOS,phase|)− .. (D.7)

AEOS,phase

BEOS,phase

2 ·

√√√√√
 aα,phase

amix,phase


− bα,phase

bmix,phase
log

1 +
BEOS,phase

Zmix,phase


 .

Coefficients for the cubic Equations AE.F2.2, AE.F2.3 (flash in the methanol reactor loop) read:

αmix,phase = −1, (D.8)

βmix,phase = AEOS,phase −BEOS,phase −B2
EOS,phase,

γmix,phase = −AEOS,phaseBEOS,phase,

where

AEOS,phase = amix,phase
p

(RgasT )2, (D.9)

BEOS,phase = bmix,phase
p

(RgasT ),

and, introducing two new indices for components in the mixture i and j to explore binary
interactions,
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amix,phase =
∑
i∈I

∑
j∈J

ζi,j,phaseai,j,phase, (D.10)

bmix,phase =
∑
i∈I

ζi,phasebi,phase,

and

ai,j,phase = √ai,phaseaj,phase (1−Ki,j) , (D.11)

where coefficient Ki,j denote the binary interaction between component i and j and is retrieved
from [205], whereas coefficients ai,phase and bi,phase for a generic pure component i in the phase
read:

aα,phase = 0.42748
(RgasTcritical)2

pcritical
kα, (D.12)

bα,phase = 0.08664
RgasTcritical

pcritical
,

For water and methanol (condensable components) they read: KH2O−H2O = 0, KCH3OH−CH3OH =
0 , KCH3OH−H2O = −0.0789, whereas ki reads

(
1 + S

(
1−

√
(Treduced,α)

))2
, with S = s1 + s2ω +

s3ω
2, ω = − log10 (ppitzer/pcritical) − 1. The pressure utilized for the evaluation of Pitzer’s acentric

factor reads

ppitzer(Pa) = 10(A+B/Tpitzer+Clog10(Tpitzer)+DTpitzer+ET 2
pitzer) 101325

760 Tpitzer = 0.7 · Tcritical. (D.13)

D.3.3 Source term σα in reactor models

The generation of component α in ODE.RWGS.1, ODE.METHL.1 and 3 is expressed by the source
term σα, which reads:
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σα =
∑
k∈K

να,kRk, (D.14)

where the stoichiometric coefficient να,k multiplies the reaction rate of reaction Rk (mol kg−1
cat s−1).

Reaction rates for RWGS and METHL are reported in the following Sections of this Appendix.

D.3.4 Reaction rates for reverse water-gas shift (RWGS)

The parameters are selected from [170] and reported in Table D.3. The governing kinetic
expressions are

DEN =

1 +KCOpCO,bar +KH2pH2,bar +KCH4pCH4,bar +KH2O
xH2O

xH2

 , (D.15)

RSR = 103 kSR

p2.5
H2,bar

pCH4,barpH2O,bar − p3
H2,bar

pCO,bar

Keq,SR


DEN2 ,

RWGS = 103 kWGS

pH2,bar

pCO,barpH2O,bar − pH2,bar
pCO2,bar

Keq,WGS


DEN2 ,

RRMETH = 103kRMETH

p3.5
H2,bar

pCH4,barp
2
H2O,bar − p4

H2,bar
pCO2,bar

Keq,RMET


DEN2 ,

where the kinetics parameters ki and Kj related to reaction and adsorption result from the
following relations

ki = A(ki) exp

−E(ki)
RgasT

 and Kj = A(Kj) exp

−E(Kj)
RgasT

 . (D.16)

Values of coefficients A(ki,Kj) and E(ki,Kj) are listed in Table D.3.
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Table D.3.: List of parameters for RWGS kinetics.

A(ki) andA(Ki) Value unit (SI) E(ki) andE(Ki) Value unit (SI)

A(kSR) 1.17× 1012 kmol bar0.5 kg−1
cat s−1 E(kSR) 2.40× 105

J mol−1

A(kWGS) 5.43× 102 kmol bar−1 kg−1
cat s−1 E(kWGS) 6.71× 104

A(kRMETH) 2.83× 1011 kmol bar0.5 kg−1
cat s−1 E(kRMETH) 2.44× 105

A(KCH4) 6.65× 10−4 bar−1 E(KCH4) −3.83× 104

A(KH2O) 1.75× 105 − E(KH2O) 8.87× 104

A(KCO) 8.23× 10−5 bar−1 E(KCO) −7.07× 104

A(KH2) 6.12× 10−9 bar−1 E(KH2) −8.29× 104

D.3.5 Reaction rates for methanol reactor (METHL)

METHL kinetics are adapted from [194] and determined as mol kg−1
cat s−1.

DEN = (1 +KCOfCO,bar +KCO2fCO2,bar)
[
f0.5

H2 +
(
KH2O/K

0.5
H2

)
fH2O

]
, (D.17)

RCO→CH3OH = kA3KCO

fCO,barf
3/2
H2,bar −

fCH3OH,bar

f0.5
H2,barKeqCO→CH3OH


DEN ,

RRWGS = kB2KCO2

fCO2,barfH2,bar −
fH2O,barfCO,bar

KeqRWGS


DEN ,

RCO2→CH3OH = kC3KCO2

fCO2,barf
3/2
H2,bar −

fCH3OH,barfH2O,bar

f1.5
H2,barKeqCO2→CH3OH


DEN ,

and

kA3 = 2.69× 107 exp

 − 109900
RgasT

 , kB2 = 7.31× 108 exp

 − 123400
RgasT

 , (D.18)

kC3 = 4.36× 102 exp

 − 65200
RgasT

 , KCO = 7.99× 10−7 exp

 58100
RgasT

 ,
KCO2 = 1.02× 10−7 exp

 67400
RgasT

 , KH2O
√
KH2 = 4.13× 10−114 exp

104500
RgasT

 ,
KH2 = 1.494 exp

 6025
RgasT

 .
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Catalyst effectiveness factor is set to 1 for both fixed-bed reactors.

D.3.6 Analytical solution for the compressibility factor in gas phase
(METHL)

RKS is adopted for the modeling of the methanol reactor METHL as recommended in the sources,
where mixing rules are not implemented (Lewis-Randall approximation: real gases as pure
components within a mixture). The reactor operates at gas phase conditions. Therefore, the
analytic solution at each discretization point for the compressibility factor Zα∈S,k∈K,gas, where set
S includes the components, set K the discretization points, reads:

Zα,gas,k = sgn
(
Θ1,(α,k)

)
|Θ1,α,k|

1/3 + sgn (Θ2,α,k) |Θ2,α,k|
1/3 −

αα,k

3 (D.19)

where

Θ1,α,k = −
qα,k

2 +
√
Dα,k (D.20)

Θ2,α,k = −
qα,k

2 −
√
Dα,k

Dα,k =
q2

α,k

4 +
p3

α,k

27

qα,k = 2
α3

α,k

27 − αα,k

βα,k

3 + γα,k

pα,k = βα,k −
α2

α,k

3

where αα,k, βα,k and γα,k are calculated as in D.3.2 in function of aα,k and bα,k for pure components
along the axial coordinate k, therefore without accounting for the mixing rules:

AEOS,α,k = aα,k
pk

(RgasTk)2, (D.21)

BEOS,α,k = bα,k
pk

(RgasTk).
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Reference is found in Rota [206].

The fugacity is obtained multiplying the fugacity coefficient with the partial pressure of component
i at each discretization point k:

fα,k = Φα,kptot,kζα,k (D.22)

and the fugacity coefficient Φα,k for pure components (Lewis Randall approximation of equal
interactions among real components in gas phase) reads:

Φα,k = exp

Zα,gas,k − 1−
AEOS,α,k

BEOS,α,k
log

Zα,gas,k +
BEOS,α,k

Zα,gas,k

− log (Zα,gas,k −BEOS,α,k)

 .
(D.23)

Similarly to αα,k and βα,k, AEOS,α,k and BEOS,α,k rely on pure component calculations.

D.3.7 Analytical solution for the compressibility factor in gas phase
(COMPR)

The compressibility factor is calculated analytically as shown in Appendix D.3.6, with the difference
that coefficients α, β, γ are derived accounting for the mixing rules, as in Equation D.8 in Appendix
D.3.2.

D.3.8 Overall heat transfer coefficient U (METHL)

The overall heat transfer coefficient depending on the axial discretization point along the methanol
reactor reads

U =

 1
αeff

−1

, (D.24)
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where αeff is the effective heat transfer coefficient. Here, the shell-side heat transfer coefficient is
not accounted for. Instead, a constant skin temperature is assumed along the pipe. The definition
of αeff for non-adiabatic packed-bed reactors is provided by Martin and Nilles [200]:

1
αeff

=

 1
αw

+
Dt,METHL

8Λr

 . (D.25)

Here, αw and Λr, respectively, wall heat transfer coefficient and radial heat conductivity, are
retrieved from Bauer et al.[201] and discussed by Tsotsas [202] and Martin and Nilles [200]

αw =


1.3 +

5
DT,METHL/Dcat,METHL

 λbed

λmix
+ 0.19

ρgasvϵ
Dcat,METHL

µmix

0.75 µmix
C̃p,gas

λmix

0.33
 λmix

Dcat,METHL
,

(D.26)

Λr =


λbed +

vϵCtotC̃p,gasDcat,METHL

8

2−

1−
2

DT,METHL/Dcat,METHL

2



. (D.27)
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Embedded in the definition of αw, the heat conductivity across the packed-bed λbed is defined by
the following steps [202]:

λbed = kbedλmix, (D.28)

kbed =
(
1−
√

1− ϵ
)
ϵ


ϵ− 1 +

1
kG

−1

+ krad

+
√

1− ϵ (ϕkp + (1− ϕ) kC) , (D.29)

ϕ = 0.0077 [−] spheres, (D.30)

kC =
2
N

B (kp + krad − 1)
N2 · kG · kP

log

 kp + krad

B (kG + (1− kG) · (kP + krad))


+
B + 1

2B

krad

kG
−B

1 +
1− kG

kG
krad

− B − 1
N · kG

 , (D.31)

krad =
4σSB

2/ϵE − 1T
3Dcat,METHL

λmix
, σSB = 5.67 · 10−8 [W m−2 K−4], ϵE = 0.4 [−], kG = 1 [−],

(D.32)

B = 1.25

1− ϵ
ϵ

(10/9)

, and kp =
λcat

λmix
. (D.33)

N =
1
kG

1 +
krad −B · kG

kp

−B
 1
kG
− 1

1 +
krad

kp

 . (D.34)

For a thorough description of the single coefficients reported above, see sources.

D.3.9 Interstitial velocity for tubular reactors (METHL and RWGS)

The interstitial velocity profile is derived in fulfillment of the total mass balance between inlet and
current section of the reactor tube. At a given section along the reactor tube, interstitial velocity
reads:

v =
∑

α∈S

(
Ṅin,αMα

)
CgasAcrossϵ

∑
α∈S (ζαMα), (D.35)

where Ṅ0,α is the feed flowrate of component α and Mα its molecular weight, Ctot is the total
concentration at the current reactor section defined as in Equation 6.5, Across is the cross sectional
area without voids, ϵ the void fraction, ζα the mole fraction at the point.
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D.4 Cost functions

CEPCI cost indices have been retrieved. They are used to actualize the original cost functions. For
1968, 1987, 2013 and 2022 they are 113.6, 323.8, 567.3 and 906.3, respectively. Sources are
found on websites [207, 208]. Lifetimes for units and components are reported in Table D.5. For
hydrogen compressor, a lifetime of 10 years is assumed.

D.4.1 Tubular reactors

The cost correlation for tubular bundle reactors (METHL) is the same for shell and tubes heat
exchangers and is retrieved from Timmerhaus [209]. It reads:

CMETHL,vessel,$ = 4.9× 103 (0.10764 ·AMETHL,tot)0.68 1.61

2.7 +

 2.7
100

0.07

CEPCI2022

CEPCI1987

 ,
(D.36)

and is defined for stainless steel shell and tubes heat exchangers; AMETHL,tot is the total area of
exchange, from tubes to reactor coolant. The formula is adapted from a graphical diagram, and
converted to use SI units of measurement.
The cost of an adiabatic RWGS stage is given by Guthrie [70] and reads:

CRWGS,vessel,$ = 101.9 (3.28084 ·Dt,RWGS)1.066 (3.28084Lt,RWGS)0.802 (2.18 + 1)

CEPCI2022

CEPCI1968

 ,
(D.37)

defined for carbon steel at low pressure. Both, Equation D.36 and D.37, are expressed in Dollar,
which is converted to Euro according to the prevailing change at the time of the computations
1e/1.05 $. Similarly for all prices adopted in the Contribution.
For RWGS, a standard industrial nickel catalyst on alumina support has been selected. Its estimated
cost: 13 $ kg−1. For the methanol reactor catalyst a price of 45 $ kg−1 is assumed. Both references
are averaged values from online sources [210, 211].
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D.4.2 SOEC

In absence of a reliable cost per unit of SOEC area, a cost per unit of power input is adopted:
0.1253eW−1 [197].

D.4.3 Compressor

The hydrogen compressor installation cost is retrieved from a graphical diagram in Timmerhaus
[209]:

CCPR,H2,$ = 21× 103

ẆCPR

29840

0.8CEPCI2022

CEPCI1987

 1.49. (D.38)
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Table D.4.: Optimization results for the case-studies listed in Table 6.2. Reactor volumes, reported in brackets, are calculated from the results, i.e., they do not
constitute decision variables. The table continues under the thicker dividing-line, where Ṅtot,(1,5,6) represent, respectively, the feed stream of
water, carbon dioxide to RWGS, carbon dioxide to the methanol loop.

case-study Π PCH3OH
Design Variables(π)

A(π)
SOEC L(π)

T,RWGS D(π)
T,RWGS (V(π)

RWGS) N(π)
T,METHL L(π)

T,METHL D(π)
T,METHL (V(π)

METHL)
tonCH3OH day−1 m2 m m m3 − m m m3

CASE.FLEX

1 33.142

2155 1.024 1.00 × 10−1 (8.1 × 10−3) 508 9.537 5.2 × 10−2 (10.471)
2 47.700
3 85.396
4 119.483
5 126.802

annual 69.412

CASE.BUFF
(23.5 MW) 1 60.404 3904 1.254 1.01 × 10−1 (1 × 10−2) 321 13.4 4.9 × 10−2 (8.22)

CASE.EFF
(23.5 MW) 1 63.457 4129 1.7 1.00 × 10−1 (1.32 × 10−2) 3039 15 6.8 × 10−2 (165.9)

CASE.FLEX.HI

1 36.875

2375 1.75 1.00 × 10−1 (1.38 × 10−2) 64 15 1.49 × 10−1 (16.9)
2 52.387
3 94.977
4 132.461
5 140.932

annual 77.042

Π Operation Variables

Ṅtot,(1,5,6) Tout,HE1,2,3 pout,(stage),CPR1 pout,(stage),CPR2 pinSOEC,RWGS pin,METHL Tcool,METHL S1 S2

mol s−1 K bar bar bar bar K − −

CASE.FLEX

1 36.2, 0.014, 12.0 1000, 1001, 478 4.4 (1-4) ,51.1 (5) 23.0 (1-3), 23.1 (4), 51.1 (5) 4.39 51.1 508 3.9 × 10−4 1.3 × 10−4

2 52.2, 0.027, 17.2 1022, 994, 478 4.4 (1-2), 4.5 (3), 4.6 (4) ,51.1 (5) 23.0 (1-2), 23.1 (3-4), 52.4 (5) 4.30 52.4 519 6.0 × 10−4 2.7 × 10−4

3 93.3, 0.026, 30.9 1061, 995, 478 4.6 (1-2), 4.7 (3-4), 54.2 (5) 23.0 (1-4), 54.2 (5) 4.58 54.2 527 3.2 × 10−4 4.8 × 10−5

4 130.5, 0.034, 43.2 1085, 992, 478 4.7 (1), 4.8 (2-3), 4.9 (4), 56.5 (5) 23 (1-4), 56.5 (5) 4.65 56.5 535 3.0 × 10−4 3.0 × 10−5

5 138.5, 0.033, 45.8 1089, 993, 478 4.8 (1-2), 4.9 (3-4), 56.8 (5) 23.0 (1-4), 56.8 (5) 4.75 56.8 536 2.8 × 10−4 7.2 × 10−6

CASE.BUFF
(23.5 MW) 1 66.1, 0.034, 21.8 1000, 992, 477 4.4 (1), 4.6 (2), 4.7 (3), 4.9 (4), 55.8 (5) 23.0 (1), 23.1 (2-4), 55.8 (5) 4.31 55.8 529 6.1 × 10−4 2.8 × 10−4

CASE.EFF
(23.5 MW) 1 69.3, 0.010, 22.9 1000, 1009, 477 5.0 (1-4), 48.0 (5) 23.0 (1-4), 48.0 (5) 4.95 48.0 480 6.8 × 10−5 1.6 × 10−7

CASE.FLEX.HI

1 40.5, 0.044, 13.3 1000, 976, 519 10.1, 17.5, 25.7, 35.0, 49.9 27.1, 31.6, 36.3, 41.4, 49.9 3.09 49.9 492 1.3 × 10−3 8.9 × 10−4

2 57.7, 0.063, 19.0 1020, 858, 519 9.5, 17.2, 25.9, 35.9, 51.4 27.3, 31.9, 36.8, 42.2, 51.4 3.04 51.4 506 1.4 × 10−3 1.1 × 10−3

3 104.3, 0.064, 34.4 1061, 868, 519 10.5, 18.4, 27.1, 37.0, 52.2 27.4, 32.0, 37.1, 42.5, 52.2 3.25 52.2 504 8.0 × 10−4 5.0 × 10−4

4 145.4, 0.070, 47.9 1084, 809, 519 10.8, 18.9, 28.0, 38.4, 53.9 27.6, 32.4, 37.7, 43.4, 53.9 3.32 53.9 511 6.4 × 10−4 3.9 × 10−4

5 154.5, 0.067, 51.0 1089, 864, 519 11.8, 19.8, 28.7, 38.9, 54.0 27.6, 32.4, 37.7, 43.4, 54.0 3.45 54.0 510 5.6 × 10−4 2.7 × 10−4
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Table D.5.: Optimization results. Ċ22,CH3OH annual revenue from selling methanol at 580e ton−1, prevailing price for the first quarter of 2022 in Germany
[212]. Cost Ċ∆

Plant incorporates the process units subject to optimization (SOEC, RWGS, METHL). All costs are annualized, i.e., the absolute cost
divided the expected number of years of operations.

case-study Π Ċ22,CH3OH ηPtCH3OH Ċ∆
Plant

Ċ(π)
SOEC

2 years
Ċ(π)

RWGS
Ċ(π)

METHL

Ċbuffering device
12 h peak(1)

24 h peak(2)

tube
10 years

catalyst
2 years

tube bundle
10 years

catalyst
2 years

Li-ion(a)

10 years
H2tank(b)

10 years

CASE.FLEX

1 7 016 230 60.5%

1 696 183 1 164 294 177 117 134 443 397 152 - -
2 10 098 010 59.6%
3 18 078 350 58.6%
4 25 294 736 57.9%
5 26 844 032 57.8%

annual 14 694 648

CASE.BUFF
(23.5 MW) 1 12 787 612 59.2% 5 882 874(a1)

10 321 674(a2)
2 073 244(b1)

2 526 118(b2) 1 012 730 210 147 119 051 311 936 4 438 800
8 877 600

629 170
1 082 044

CASE.EFF
(23.5 MW) 1 13 433 982 62.2% 12 532 238(a1)

16 971 038(a2)
8 722 608(b1)

9 175 482(b2) 1 062 601 262 192 736 959 6 293 424 4 438 800
8 877 600

629 170
1 082 044

CASE.FLEX.HI

1 7 806 601 67.3%

2 028 551 1 294 898 272 202 91 435 641 744 - -
2 11 090 451 65.5%
3 20 106 823 65.3%
4 28 042 199 64.2%
5 29 835 414 64.3%

annual 16 309 948
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tor requirements (ẆFTS,compr) and to buffer O2 at 300 bar in gaseous form (ẆO2,buff);
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represent, respectively, the feed stream of water, carbon dioxide to RWGS, carbon
dioxide to the methanol loop. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184
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