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Background: Peer influence is a significant determinant in shaping students’ academic performance, yet it is 
often overlooked in traditional educational strategies. The ability to analyze peer influence and collaboration is 
an important piece in personalizing student educational experiences.

Objective: This study aims to investigate how peer interactions can be used to predict students’ achievement 
levels and create clusters based on these predictions. Building on these clusters, a novel AI-driven approach 
is introduced to personalize the learning experiences for each group, providing content aligned with students’ 
predicted achievement levels and ensuring that students receive the right resources throughout their entire 
education.

Methods: Bi-weekly surveys were conducted throughout the academic year with 45 students enrolled in a 
computer science program, where students nominated up to five peers they collaborated with the most. The 
data were used to construct a weighted directed graph (also known as directed network), a type of directed 
graph allowing multiple edges between the same nodes. Centrality measures were calculated from this directed 
graph to classify students into low-achieving and high-achieving groups for two-class classification, and into low-

achieving, high-achieving, and neutral groups for three-class classification. Generative AI was then utilized to 
create tailored learning scenarios for each student cluster. For high achievers, the scenario includes providing 
advanced topics, critical-thinking quizzes and supplementary materials such as research papers and real-world 
projects. For low achievers, these materials include foundational course materials, multiple-choice quizzes and 
supplementary materials like videos and step-by-step visualizations. The neutral group was given the option to 
request specific learning materials and self-assessment quizzes on demand to address their individual learning 
needs.

Results: Eigenvector centrality of the peer collaboration network was identified as the best predictor of student 
achievement. To assess students’ perceived acceptance of the proposed AI-driven personalization, a questionnaire 
was distributed. The responses indicated that students found the idea appealing and believed it could enhance 
their learning experience. Several suggestions for improvement were also provided, which will be used to refine 
the proposed solution in future iterations. Several improvements to the classification mechanism that can enhance 
its accuracy and effectiveness were also identified during the process.

Conclusion: The findings of this research provide educators, administrators, and policymakers with essential 
information that can be used to build targeted interventions and support systems for students early in their studies. 
The findings contribute to the broader discourse on educational strategies, enhancing positive peer interactions 
and developing a learning environment that provides support and motivation to all students.
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1. Introduction

Artificial Intelligence (AI) has offered new opportunities for higher 
education, one of which is an efficient and automated course creation 
mechanism (Khan, 2024). Yet, creating more educational content alone 
is not enough; it is crucial to know for whom the content is created and 
why it is needed.

Conventional teaching methods have mostly focused on the aca-

demic achievements of individual students. Even in group projects, 
schools seek methods to assess each member’s contributions efficiently 
(Alden, 2011). The rise of digital learning platforms provides a distinct 
chance to explore how students interact and collaborate (Timotheou et 
al., 2023). Understanding collaborative patterns is essential for assessing 
student progress, guiding teaching methods, developing course syllabi, 
and fostering a conducive learning environment (Han & Ellis, 2021). 
Student network analysis can identify key individuals among students 
who may be suitable for roles like teaching assistants. It can also help 
detect student isolation and loneliness, allowing educators to prevent 
dropouts and enhance student performance and satisfaction through 
early intervention (Phillips et al., 2022). Such interventions were hard to 
implement because teachers and teaching assistants could devote lim-

ited resources to the individual student. The emergence of generative 
artificial intelligence in the form of large language models (LLMs) will 
enable these interventions to reach a new level of effectiveness. Institu-

tions are employing these technologies to develop role-based learning by 
generating learning materials in different styles (Pesovski et al., 2024c). 
Others have used generative AI to assess and evaluate students as well 
as assist in teaching (Kasneci et al., 2023; Zawacki-Richter et al., 2019). 
Personalized learning is going through its AI/LLM renaissance period, 
with many researchers examining and reporting ways to use such capa-

bilities for a personalized approach to learning (Jauhiainen & Guerra, 
2023; Pataranutaporn et al., 2021; Bernius et al., 2022). The missing 
part that we identified is the answer to the question of how to know 
what kind of materials and help, in general, to provide to each student 
in the effort to offer personalized learning experience. In this paper, we 
propose an approach for early classification of students in either two or 
three clusters and then providing each cluster with different learning 
materials, automatically generated by LLM and tailored to the needs 
of these specific groups of students. The two-way classification cate-

gorizes students into low-achieving and high-achieving groups, while 
the three-way classification adds neutral group. The students were not 
explicitly labeled or informed of their achievement group to avoid po-

tential demotivation. Instead, all students were transparently provided 
with materials that best matched their current learning needs, ensuring 
that the support was perceived as constructive rather than stigmatizing.

The motivation behind our research comes from the necessity to ex-

amine whether if we manage to classify students early in the semester 
into at least two groups (those likely to excel and those likely to struggle 
academically) we can use AI-generated content to support these student 
groups separately. We propose a method by which artificial intelligence 
can be used to assist students with low academic performance in ac-

quiring the knowledge they need to pass exams, while simultaneously 
providing additional learning opportunities to students with excellent 
academic performance in order to reduce boredom in the classroom.

The secondary aim of this paper is to investigate the correlation 
between peer influence and academic performance using a network 
analysis framework to examine the intricate details of student collabora-

tions. The complex dynamics of student interactions and their predictive 
power over academic success are examined by leveraging data from 
regular assignments and bi-weekly surveys of student collaborations. 
Specifically, this part of the research focuses on employing network 
centrality measures to identify influential nodes within the student col-

laboration network and examine how these nodes, indicative of peer 
influence, correlate with academic performance. In doing so, we want 
to provide actionable insights into how educational institutions can use 

the positive aspects of peer influence, mitigate negative effects, and, ul-

timately, develop a supportive and productive learning environment.

Having explained the motivation and current state, this paper ex-

plores the following research questions:

• How can students be classified into high-achieving and low-

achieving clusters early in the study process based on their peer 
collaboration?

• How can AI-generated content and assessments be tailored and 
distributed to these clusters to enhance student motivation and sat-

isfaction?

The paper is organized as follows: the next section is the background 
section, where we examine the existing literature in six distinct subsec-

tions for each related discipline. The data and methods section follows 
where we describe the methodology used in our study as well as the 
data collection process. The results, discussion and conclusion sections 
follow elaborating the novelty of the presented study and the plans for 
future work.

2. Background and related work

The background section is subdivided into six distinct subsections, 
each focusing on key elements relevant to our research. These subsec-

tions offer an overview of the existing literature and research in the 
areas of peer influence, collaborative learning, student classification, 
early identification of students at risk, AI-enhanced personalized educa-

tion and AI-generated learning materials.

2.1. Peer influence

In the literature, student-to-student relations have been a topic of ex-

tensive research for many years. Recently, academic achievement and 
its relationship to peer influence have been the subject of considerable 
scholarly interest. Various studies have provided insights into the mech-

anisms underlying this relationship. In 2013, using empirical evidence 
from students enrolled in a second-level degree course, Celant (2013) 
showed that peer effects are determinants of student performance, with 
the explanatory power of student achievement greater than that of com-

mon regressor techniques. Vitale et al. (2016) showed that student inter-

actions in informal groups, analyzed among participants with an average 
age of 25, are strongly related to performance, while collaboration in 
formal groups instructed by the teacher has no such effect on student 
performance. Molloy et al. (2011) went a step further and examined dif-

ferent types of peer relations among nearly 500 elementary and middle 
school students, finding that distinct relationship types (e.g., recipro-

cated friendships, frequent interactions and shared group membership) 
affected student outcomes in unique ways. Skipper and Keup (2017) in a 
study of over 1200 undergraduate students, found that performance var-

ied depending on group roles, with peer leaders demonstrating higher 
levels of academic understanding. Howard (2004) examined the impact 
of peer pressure on academic performance among adolescents, empha-

sizing the influence of peer groups on individual learning outcomes. 
Her study highlighted the importance of social relationships in shap-

ing academic behaviors and achievement. According to Ryan (2000), 
peer groups have an impact on changes in intrinsic attitudes toward 
school and, also on student performance among adolescents. It has been 
found that associating with friends who have a positive attitude towards 
school increases students’ level of comfort with school while socializing 
with students who have a negative attitude towards school decreases 
it. Brouwer et al. (2022) found that college students are more likely to 
help their friends, and students who help each other in their studies 
are more likely to develop friendships. The higher a student’s academic 
performance, the more often that student is picked as a friend or study 
assistant. These findings are consistent with the study by Lomi et al. 
(2011), which provides evidence of peer effects based on longitudinal 
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data from a cohort of 75 students enrolled in a full-time residential MBA 
program. Golsteyn et al. (2021) conducted their study on a sample of 
over 4000 students enrolled across bachelor’s and master’s degree pro-

grams, demonstrating that peer activities at the beginning of studies 
have a sustained positive impact on student performance throughout 
subsequent semesters.

Jain and Langer (2019), on the other hand, reported findings that an 
increase in closeness centrality negatively reflects on student productiv-

ity as measured by students’ grade point average (GPA). Their research 
focused on postgraduate business studies, where professional goals such 
as executive remuneration, job search, and promotion take precedence 
over academic performance. Peza (2015) researched the pressure in 
peer-group settings among adolescents and found that it decreases aca-

demic motivation in adolescents. Reang and Kaipeng (2022) reason that 
peer collaboration can go both ways, and the teachers should provide 
suitable guidance in order to steer it toward enhanced academic perfor-

mance. Understanding students’ perceptions of collaboration is equally 
crucial as understanding how they interact, especially since Pesovski 
et al. (2023) researched college students and found that student perfor-

mance is significantly impacted by differences in teachers’ and students’ 
perceptions of learning. This emphasis on perception is not new; earlier 
studies by Tavakoli (2009) and van de Watering and van der Rijt (2006) 
also highlighted the importance of aligning instructional approaches 
with students’ perceptions in order to enhance academic outcomes and 
engagement.

These studies highlight the importance of considering peer dynam-

ics in understanding differences in academic performance and design-

ing effective interventions to promote student success. Although there 
is increasing interest in understanding the significance of peer-to-peer 
relations in the learning process, there is a scarcity of studies on the 
correlation between collaboration patterns and academic performance, 
especially in identifying influential individuals within these networks. 
This study addresses this gap by comprehensively examining the rela-

tionships between academic success, peer collaboration, and the devel-

opment of influential individuals within a group of first-year students. 
Teachers can gain highly valuable perspectives by acknowledging and 
comprehending the impact of key individuals in educational commu-

nities. This knowledge encompasses not just the prominent individuals 
themselves but also their impact on the overall learning dynamics of 
the wider group. Equipped with these understandings, educators could 
create and execute specific actions with the goal of using the power of 
these important individuals. In addition, there is increasing recognition 
of the capacity for peer-learning analysis to uncover complex findings 
regarding the emotional and social welfare of students (Thomas et al., 
2020). More precisely, analyzing the relationships between peers can 
provide insights into indications of social isolation or loneliness among 
students (Oakley, 2019; Diehl et al., 2018). Educators might get a use-

ful viewpoint by detecting individuals experiencing marginalization or 
disconnection within the school community. These perspectives are es-

sential because they enable prompt and focused interventions, guaran-

teeing students who are at risk receive the necessary support to succeed 
academically and emotionally.

2.2. Collaborative learning

In modern education, collaborative learning is increasingly utilized 
to cultivate a range of skills, enhance subject knowledge, and elevate stu-

dent engagement. A variety of studies investigating various aspects of 
this pedagogy have emerged. These studies include analysis on the time 
and processes by which collaboration affects results, (Nokes-Malach et 
al., 2015), the most effective strategies for implementing collaborative 
learning across diverse educational settings (Douville & Wood, 2020), 
and the role of technology in facilitating collaborative learning experi-

ences (Jeong & Hmelo-Silver, 2016), among others. Educational prac-

titioners often highlight the positive influence of peer collaboration on 
student achievement (Chandra, 2015).

The study authored by Bouton et al. (2021) examines students’ uti-

lization of social networking technologies (SNTs). It reveals that stu-

dents not only share knowledge through social network tools (SNTs) but 
also perceive this collaboration as beneficial to their learning outcomes. 
Similarly, the study by Serra et al. (2023) introduced Student-Led Tu-

torials, resulting in a 20% increase in course pass rates and improved 
grade distribution.

Some studies have explored students’ preferences in collaborative 
partnerships. Hoffman et al. (2020) examined students’ choices of col-

laborators, revealing a preference for group members, particularly those 
demonstrating higher levels of centrality, success, and commitment. Pul-

gar et al. (2022) looked at how students collaborated in high school 
physics and found that friendships led to better grades than working 
with less familiar peers.

Previous studies have highlighted differing collaboration patterns 
across student groups (Yeh et al., 2018; Feng et al., 2023). Existing 
studies predominantly focus on behavioral disparities rather than stu-

dents’ preferences regarding the gender of their collaborators. Various 
approaches regarding assessment strategies for student collaboration are 
evident in the literature. Student self-reporting is a commonly employed 
method (Kubincová & Kolcak, 2022; Kubincová et al., 2017), offering 
versatility across disciplines and classroom modalities. While some re-

searchers advocate for limiting the number of collaborators (Ellis & Han, 
2021), others impose no such restrictions. Alternative methods include 
analyzing server logs and specialized collaboration software (Leeder & 
Shah, 2016), as well as interviewing teachers to gauge classroom col-

laboration dynamics (Pathak & Intratat, 2012). Real-time experiments, 
such as those conducted by Lazonder (2005), involve measuring stu-

dents’ task completion times individually and in groups, offering insights 
into collaboration dynamics.

2.3. Student classification

Student classification is vital in education to address diverse student 
needs Alam (2023). Researchers have employed various methods for 
this purpose. Mythili and Shanavas (2014) investigated factors such as 
parental education, gender, socioeconomic status, and locality. They ap-

plied different algorithms like “J48”, “Random Forest”, “Multilayer Per-

ceptron”, “IB1”, and “Decision Table” to predict student performance. 
Sunday et al. (2020) analyzed completed assignments, lab work, and 
class attendance, finding class attendance to be the most influential fac-

tor in programming subjects. The “C4.5” algorithm was also noted for 
its effectiveness in student classification (Saheed et al., 2018). Roy and 
Garg (2017) utilized classification algorithms to categorize students into 
groups such as potential dropouts, low-performing students, good stu-

dents who lately deteriorated, and high-achieving students. Dynamic 
Student Classification on Memory Networks (DSCMN) and Deep Knowl-

edge Tracing models have been proposed by Minn et al. (2019) to assess 
students’ knowledge states and predict their performance. These ap-

proaches capture temporal learning abilities and dynamically assign 
students to groups with similar capabilities. Machine learning tech-

niques have also been applied to classify students into different learner 
categories based on cognitive abilities, with the k-Nearest Neighbor-

hood (k-NN) algorithm showing high accuracy in predicting learning 
outcomes (Vital et al., 2020). Molinari et al. (2013) used fuzzy logic 
techniques to classify students and devise individual study plans in e-

learning environments.

Network centrality measurements have also been used to classify 
students into different clusters, especially when collaboration and peer 
learning have already been set in place. A study of PhD students found 
a reversed U-shaped relationship between centrality and academic per-

formance (Zhang et al., 2009). Another study by Vignery and Laurier 
(2020) proposed a methodology for selecting appropriate centrality 
measures for student networks, identifying six latent dimensions of cen-

trality. Further research demonstrated positive impacts of geodesic k-

path and closeness centralities on GPA, along with a positive effect of 
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cluster density on performance (Vignery, 2022). In a physics classroom 
context, centrality was found to be predicted by gender and incoming 
GPA, and was itself a predictor of concept evaluation gain (Williams 
et al., 2015). Eigenvector centrality was used to identify influential 
students in collaborative work, with high eigenvector centrality indi-

cating students who act as information sources (Mansur et al., 2016; 
Pesovski et al., 2024a). These studies highlight the complex relation-

ship between network centrality and student outcomes, suggesting that 
centrality measures beyond the commonly used—degree, closeness, be-

tweenness and eigenvector—may be valuable in understanding student 
networks and their impact on academic performance.

2.4. Early identification of at-risk students

A subset of student classification is identifying students at-risk by 
classifying them as such. Various scholars have highlighted challenges 
related to quality management in detecting at-risk students (Duarte et 
al., 2014; Cohen, 2017; Valentine et al., 2011). Data gathered through 
diverse collaborative learning methodologies can be utilized in models 
for student classification to effectively pinpoint students who are at risk 
of dropping out. Santos and Henriques (2023) have demonstrated the 
robust predictive capabilities of such models, emphasizing the utiliza-

tion of logs from learning management systems (LMSs) for accurate and 
timely identification. Na and Tasir (2017) similarly found that data an-

alytics techniques are proficient in identifying at-risk students. Other 
researchers have employed predictive modeling techniques with no-

table success in detecting at-risk students (Hung et al., 2019; Santos 
et al., 2024). Hlosta et al. (2017) devised a methodology relying solely 
on subject-specific data to train predictive models for student success, 
demonstrating remarkable accuracy.

2.5. AI-enhanced personalized education

Generative AI models are algorithms specifically created to detect 
patterns and rules within their training data and produce new observa-

tions that follow similar rules (Mondal et al., 2023). These algorithms 
have progressed from basic statistical methods like the Naive Bayes clas-

sifier (Ng & Jordan, 2001) to complex deep learning models with billions 
of parameters, such as the Generative Pre-trained Transformer (GPT) or 
Meta’s Llama-2 which are deep learning models that have been trained 
on large volumes of text. These models are mostly used to generate new 
text based on a given prompt. While the research on the use of LLMs in 
education is still relatively new, there is an increasing amount of data 
that suggests that these tools will likely have significant effects on the 
future of education.

One of the hot topics following the mass-availability of generative AI 
is personalized education. The current setting in most educational insti-

tutions is such that groups of tens or hundreds of students follow any 
given course at the same pace, delivered by the same professor with the 
same examples etc. The problem with this approach is that the delivery 
of the material in such a way is suitable only for a certain number of 
students, while it is too fast-paced or too slow-paced for most of them 
(Pritchett & Beatty, 2015; Marzano et al., 2000). Generative AI offers 
a solution for this problem, by enabling tailoring not only the mate-

rials themselves but the delivery method as well to the needs of each 
and every student. Artificial intelligence technologies facilitate adap-

tive content delivery, personalized feedback, or learning resources and 
materials that are aligned with students’ preferences, learning goals, and 
skill levels (Kaswan et al., 2024; Hashim et al., 2022; Jian, 2023). Magh-

sudi et al. (2021) provide an overview of how AI and machine learning 
can enhance personalized education by acquiring student characteris-

tics, recommending content, advising curricula, and connecting learn-

ers. Researchers have also examined the use of artificial intelligence in 
personalized learning, promoting better student outcomes, greater en-

gagement, and improved learning experiences (Harry, 2023; Xu, 2024). 

Recent publications analyze LLM’s ability to provide personalized learn-

ing experiences as a result of their teaching and grading skills (Kasneci 
et al., 2023). Tailoring LLMs also accomplished providing personalized 
feedback on programming questions, according to research by Bernius 
et al. (2022) and Sailer et al. (2023). Feedback from LLMs is gener-

ally well-received and helps learners develop. Lesson creation presents 
new and exciting possibilities (Pesovski et al., 2024b). Jauhiainen and 
Guerra (2023) demonstrate how LLMs may be used to tailor a course to 
diverse audiences’ knowledge levels. Customizable lesson creation en-

ables the emergence of virtual educators that will deliver the learning 
materials in a more engaging way (Pataranutaporn et al., 2021). Ayeni 
et al. (2024) point out that in addition to AI applications for personal-

ized learning, AI also offers intelligent tutoring systems that are based 
on the ability to target particular gaps in learning, amplify concepts, and 
react flexibly to the changing needs of each learner. With regard to the 
application of artificial intelligence in higher education, Putra Pratama 
et al. (2023) investigate the perceptions, obstacles, and choices that stu-

dents anticipate encountering.

2.6. AI-generated learning materials

Generative AI has emerged as an effective means of personalizing 
student learning experiences and tailoring learning materials to indi-

vidual readiness levels Pesovski et al. (2024c). Jauhiainen and Guerra 
(2023) used the content generation capabilities of generative AI to de-

velop multiple iterations of a history course, adapting content to accom-

modate varying levels of student knowledge. The AI-generated lessons 
received positive reactions, with students reporting high levels of enjoy-

ment and improved understanding.

In the field of coding education, Sarsa et al. (2022) found that Large 
Language Models excel at generating introductory programming exer-

cises and providing detailed explanations for code lines. Macneil et al. 
(2022) demonstrated that ChatGPT can comment on code clearly and 
comprehensively. Teye et al. (2024), in their study, compared instructor-

generated and AI-generated learning materials for teaching the prin-

ciples of Universal Design for Learning. The results showed that the 
textual content created by artificial intelligence was highly congruent 
with instructor-created learning content in terms of relevance, com-

prehensibility, and engagement with instruction. However, significant 
differences in syntax and depth were noticed. The study therefore high-

lights the potential of AI as a complementary resource in education.

Denny et al. (2023) observed that students perceived the quality of 
AI-created resources to be of equal quality to those created by their 
peers, suggesting their viability as complementary materials. Rakovac 
Bekes and Galzina (2022) further highlighted the popularity and ac-

ceptability of content, created using intelligent technologies, indicating 
positive acceptance of AI-created materials. Pesovski et al. (2024c) have 
recently published their work in which students receive access to the 
same learning materials delivered in different styles, completely gen-

erated by artificial intelligence, ChatGPT in particular, and completely 
automated. The different styles included ones inspired by pop-culture 
icons like Batman and Wednesday Addams. Their research reports find-

ings that such practice of making different versions of reading materials 
increased the time students spend learning and was positively accepted 
by students.

On the other hand, some studies do not favor AI-generated materi-

als. For example, Darko et al. (2024), in their study compared the design 
quality of ChatGPT- and Google Bard-generated materials with the ma-

terials created by the instructor. They came to the conclusion that AI 
should be used to support instructors’ design of instructional materials, 
but AI-generated materials should not be used on their own. Instead, 
they should be used along with the traditional way of instructional de-

sign.

Chiu et al. (2023) in their systematic literature review explored the 
opportunities and challenges of artificial intelligence in education. They 
identified 13 roles of AI technologies in core educational domains, 7 
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Fig. 1. Visual representation of the steps involved in the study’s methodology. 

educational outcomes, and 10 top challenges. However, they only men-

tioned AI-generated educational materials in the context of teachers’ 
complaints about the single format of content provided by AI agents, 
making it impossible to satisfy efforts to accommodate different learn-

ing styles.

Ahmad et al. (2024) in a comprehensive review discuss the appli-

cations of data-driven artificial intelligence in education. It provides a 
detailed overview of existing tools and applications using AI in areas 
such as student assessment, dropout rates, sentiment analysis, intel-

ligent tutoring systems, and classroom monitoring. However, it only 
categorizes the area of AI-generated learning materials as part of future 
research directions and open issues.

3. Data and methods

The methodology of this study was explicitly designed to address 
the two primary research questions outlined in the introduction: firstly, 
identifying students’ achievement levels early through their patterns 
of peer collaboration; and secondly, tailoring AI-generated educational 
materials and assessments based on these classifications to enhance stu-

dent outcomes.

To answer the first question, we conducted bi-weekly surveys where 
45 students nominated peers with whom they collaborated most closely. 
These nominations were used to build directed weighted graphs rep-

resenting student collaboration patterns. Network centrality measures 
derived from these graphs allowed us to classify students early in their 
studies into high-achieving, low-achieving, and neutral clusters. This 
classification process is critical, as timely identification enables targeted 
interventions, potentially improving student performance.

Addressing the second research question, we proposed a genera-

tive AI workflow integrated with our learning management system that 
generates tailored content and quizzes specifically designed for the iden-

tified student clusters. Low-achieving students received foundational 
materials and quizzes intended to solidify essential concepts, while high-

achieving students received advanced materials, challenging questions 
and supplementary resources to sustain their engagement. Neutral stu-

dents had on-demand access to learning resources.

Finally, the methodology includes evaluating the usefulness of this 
approach through student questionnaires, evaluating their perception 
toward the approach. A visual representation of the methodology is 
given in Fig. 1 and more detailed information about each step follows 
in distinct subsections.

3.1. Surveys

The study’s data was gathered using a customized Learning Manage-

ment System (LMS) used by students at a software engineering college. 
This LMS incorporates distinctive functionality specifically designed for 
this study. The LMS software had a survey system that allowed students 
to assess teachers and subjects. This mechanism was enhanced by adding 
an extra stage, allowing students to nominate each other for collabora-

tion.

Beginning in October 2022, students were invited to participate in a 
bi-weekly survey structured into three distinct parts to capture various 
aspects of their academic experience and interactions. A total of 14 sur-

veys were delivered to the students throughout the academic year. The 
questions presented to students in their original form are shown in Ta-

ble 1. The first part of the survey collected student evaluations of their 
professors using a 5-star scale, based on teaching experiences from the 
previous two weeks. The LMS filtered professors to show only those with 
whom students had direct interactions, ensuring relevant feedback. The 
second part asked students to rate subjects they attended within the 
same period, using the same 5-star scale to capture their engagement 
and interest, allowing for a more personalized assessment of their aca-

demic experience. The final part was designed to map the network of 
student collaborations. Students were presented with a list of all their 
peers within the same cohort, regardless of shared classes or direct aca-

demic interactions. They were instructed to select up to five colleagues 
with whom they had most frequently collaborated or who had been 
most helpful over the past two weeks. The data was stored in format 
from_student_id:to_student_id:timestamp indicating which student gave 
the nomination to which other students. There could be more records 
for the same students on subsequent surveys, meaning if in week 1, 
student A nominated student B, in week 3, student A could again nom-

inate student B. The data is not commutative, meaning that if student 
A nominates student B, it does not necessarily mean that student B will 
nominate student A. Due to the design limitation that student nomi-

nations do not associate the connections with any particular subjects, 
yet they still provide valuable information on the patterns and intensity 
of student collaboration across the program, this step of the survey was 
most important for performing the network analysis on which this study 
is based.
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Table 1
Survey Questions.

Survey part Question formulation

Part 1: Professor evaluation Reflect on the lectures, exercises, and laboratory in the past two weeks. Give a rating based on your experience, their teaching approach and 
knowledge transfer, the methodology and tools they used in their classes, their communication skills, the constructiveness of the feedback they 
give, etc. (1 - much improvement needed, 5 - exquisite teaching approach)

Part 2: Subject evaluation Reflect on the learning outcomes in the past two weeks. Give a rating based on the level of complexity of the subject, the ratio between theory and 
practice, the examples and exercises, the quality of learning materials, etc. (1 - very hard and incomprehensible, 5 - completely comprehensible)

Part 3: Peer nomination Which colleagues did you work most closely with in the past two weeks while learning, doing homework, solving exercises and challenges, etc.?

Fig. 2. Box-plots of the network metrics a)-d) as a function of ground-truth two categories classification. The left box plot in each subplot refers to students classified 
below the median of the total score and the right for the students above the median. The total score is the score each student achieved at the end of the academic 
year.

3.2. Dependent variable, centrality measures and control variables

In the first step of model specification, we generate the categorical 
dependent variable as follows; at the end of the academic year each stu-

dent achieved a certain total score which varies from 0 to 100. This score 
is calculated by multiplying the student’s end-of-year GPA by the num-

ber of subjects they passed. This method ensures that the total score 
reflects not just the average performance in the subjects they passed 
but also the breadth of their academic success. For example, if a stu-

dent passed only one out of ten subjects with a GPA of 8, their score 
would be calculated as 8 (GPA) multiplied by 1 (the number of subjects 
passed), resulting in a total score of 8 out of 100, rather than appearing 
as an 8 out of 10. This approach more accurately represents the stu-

dent’s overall academic achievement for the year. Then, we assign each 
student a ground-truth category according to his quartile membership 
in the empirical total score distribution. In other words, if a student’s 
score is below the first quartile, then that student will be classified as 
a low achiever. Thus, this qualitative variable has three levels, namely: 
Low achiever (below 25%), Neutral (middle 50%) and High achiever 
(top 25%). On the other hand, this procedure is identical to the case of 
two-category classification. As an example, a student is a high achiever 
above the median, and a low achiever otherwise.

In the second step, we include a network centrality measure that is 
calculated from the empirical networks generated from the survey data: 

first, given that a student could choose to collaborate with the same 
peers over multiple surveys, our data contains multiple rows indicat-

ing collaboration between the same students. Thus, when presented in a 
graph structure, we consider a directed weighted graph with the weights 
derived from the frequency of nominations a student received. Next, we 
consider four centrality measures: Degree centrality, Closeness central-

ity, Betweenness centrality and Page-rank (Eigenvector) centrality (Das 
et al., 2018; Freeman, 2002; Bonacich, 2007; Jackson, 2008).

Finally, we also include two control variables that may have an im-

pact on the probability that a student is classified as a low achiever, 
high achiever or neutral. These are gender and admission test scores. 
The latter represents a score that students achieved as part of a test in 
the college admission process.

In terms of outliers detection, we removed a student from the dataset 
if at least one quantitative variable had a standardized z-score, |𝑧| > 3.

3.3. Descriptive analysis

In this section, we present descriptive analysis in order to motivate 
the main statistical analysis. Fig. 2 provides box-plots that depict the 
differences in the magnitudes of the four network centrality measures 
between the students classified below the median of their total score 
(Low achiever) or above the median (High achiever). It can be observed 
that high-achieving students have a consistently higher centrality mea-
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Fig. 3. Box-plots of the network metrics a)-d) as a function of ground-truth three categories classification. The left box plot in each subplot refers to students classified 
below the first quartile of the total score distribution, the second is for the middle 50%, and the rightmost is reserved for the students in the top 25% of the distribution. 
The total score is the score each student achieved at the end of the academic year.

sure statistics compared to the low achievers. However, this is not the 
case for betweenness centrality where the differences are negligible. The 
largest difference between the two groups is for PageRank centrality 
indicating that it may be a good predictor in a model for two-class clas-

sification. In Fig. 3 we show the differences in the network centralities 
when using three-class classification based on students’ quartile mem-

bership in terms of the empirical distribution of the total score variable. 
We can deduce that PageRank centrality is the best factor that discrim-

inates between these three groups, while betweenness centrality is the 
worst for the data in hand. For further analysis in this regard, see Sec. 4, 
the PageRank centrality network in Fig. 5 and the three networks in Ap-

pendix A.

3.4. Model

In order to apply a framework for student classification, we first start 
with the simplest modeling choice, a logistic regression model of the 
form:

𝑝(𝑋;𝑏,𝑊 ) = 𝑒𝑏+𝑊 ⋅𝑋

1 + 𝑒𝑏+𝑊 ⋅𝑋
= 1 

1 + 𝑒−(𝑏+𝑊 ⋅𝑋) (1)

where 𝑋 represents the design matrix consisting of a network centrality 
measure and control variables, 𝑊 are the weights (coefficients) to be es-

timated and 𝑏 is the intercept known as the bias term. The model is based 
on the sigmoid function, 𝜎(𝑥) = [1 − 𝑒−𝑥]−1, which converts continuous 
variables into probability. In our case, we use Eq. (1) to quantify the 
probability that a certain student is a “High achiever” and with comple-

mentary probability 1−𝑝(𝑋;𝑏,𝑊 ) that the student is a “Low achiever”.

In the above case of two categories (binomial logistic regression), the 
classes were labeled as “Low achiever” and “High achiever”, and we had 
two probabilities: the probability that the outcome was in the category 
“High achiever” given by 𝑝(𝑥) and “Low achiever” with 1 − 𝑝(𝑥). How-

ever, in general we can use a generalized classification procedure for 
multiclass problems called Multinomial logistic regression. It is a model 
that is used to predict the probabilities of different possible outcomes 

of a categorically distributed dependent variable as a linear combina-

tion of the predictor variables. In our case, the dependent variable has 
three levels, namely “Low achiever” (bottom 25% of the score distri-

bution), “Neutral” (middle 50%) and “High achiever” (top 25%). The 
log odds here are modeled relative to some baseline level (here we use 
the category “Neutral”). In general, one out of 𝐶 possible outcomes of 
the categorical variable is chosen as a baseline and then the rest 𝐶 − 1
outcomes are individually regressed on the baseline outcome. If the last 
category is chosen as the baseline, then the 𝐶 − 1 regression equations 
are:

ln 𝑃 (𝑌 = 𝑐) 
𝑃 (𝑌 = 𝐶)

= 𝑏𝑐 +𝑊𝑐 ⋅𝑋 (2)

where 𝑐 is some other outcome s.t. 𝑐 < 𝐶 .

Exponentiating both sides and rearranging terms we get:

𝑃 (𝑌 = 𝑐) = 𝑃 (𝑌 = 𝐶) 𝑒𝑏𝑐+𝑊𝑐 ⋅𝑋 (3)

Using the complementary probability for 𝑃 (𝑌 = 𝐶) and substituting 
Eq. (3) for probability of each category 𝑃 (𝑌 = 𝑐), we find:

𝑃 (𝑌 = 𝐶) = 1 −
𝐶−1∑
𝑗=1 

𝑃 (𝑌 = 𝑗) = 1 −
𝐶−1∑
𝑗=1 

𝑃 (𝑌 = 𝐶)𝑒𝑏𝑗+𝑊𝑗 ⋅𝑋

⟹ 𝑃 (𝑌 = 𝐶) = 1 
1 +

∑𝐶−1
𝑗=1 𝑒𝑏𝑗+𝑊𝑗 ⋅𝑋

(4)

Finally, we use this to find the probability for a particular category 
𝑐:

𝑃 (𝑌 = 𝑐) = 𝑒𝑏𝑐+𝑊𝑐 ⋅𝑋

1 +
∑𝐶−1

𝑗=1 𝑒𝑏𝑗+𝑊𝑗 ⋅𝑋
(5)

For more information about the models see (Hosmer et al. (2013); 
Agresti (2012); Venables and Ripley (2013)).
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Fig. 4. Workflow methodology. 

3.5. Personalization

Following the identification of low and high-achieving students 
through network analysis of peer nominations, the following impera-

tive is to address their unique learning needs with customized educa-

tional content. Hence, the following step in our methodology involves 
the design and implementation of AI-driven systems that generate tai-

lored learning materials for the distinct groups. The differentiation in 
educational content aims to improve learning outcomes by addressing 
specifically the needs of each group.

The suggested approach is presented in Fig. 4.

After every class, the professor enters into the LMS the learning 
outcomes from the class. Since the students are already classified into 
high-achieving, low-achieving and neutral clusters on the learning man-

agement system, as discussed previously, an API call to OpenAI is made 
in order to generate appropriate content for both groups. For the low-

achieving group, materials explaining the foundational concepts are 
generated. Mastering these concepts should help these students un-

derstand the subject since they are generated based on the learning 
outcomes entered by the professor. A quiz containing single-choice ques-

tions derived from the generated materials is also generated. OpenAI’s 
API returns JSON result with questions and answers that are stored in 
the existing LMS database and are then distributed to students. For the 
high-achieving group, the call to OpenAI’s API is made with intent to 
generate advanced materials, identify research papers and come up with 
real-world examples. A quiz consisting of both single choice and multi-

ple choice answers is also generated and stored in the LMS’s database. 
Contrary to the quizzes generated for the low-achieving group, these 
quizzes don’t need to contain questions from the generated materials, 
but rather the questions should boost the curiosity and problem solv-

ing skills of the high-achieving students. If the three-fold approach is 
used, with some students classified as neutral, additional steps are in-

cluded. For these students, the LMS system doesn’t automate anything 
but presents on-demand learning materials and quiz creation. If any of 
the students belonging to this group ask for more materials, the LMS 
connects to OpenAI to generate appropriate content and quiz to test the 
knowledge.

3.6. Evaluation of perceived acceptance and anticipated benefits

To evaluate the perceived usefulness and acceptance of the proposed 
approach, a questionnaire was distributed to the participating students 
in this research. The questions are detailed in Table 2. The design of 
this questionnaire was influenced by established educational technol-

ogy acceptance models, particularly drawing from frameworks such as 

Table 2
Questionnaire items evaluating students’ perceived usefulness and accep-

tance.

Question

1. How do you prefer to learn new material?

(options: reading, video, interactive activities, practical exercises, other)

2. How well do you understand the proposed AI-generated materials tool?

(options: 1-5)

3. How useful do you think this tool would be for your studies?

(options: 1-5)

4. How likely are you to use this tool if it were available?

(options: 1-5)

5. To what extent do you believe personalized materials will help you perform 
better academically?

(options: 1-5)

6. What benefits do you anticipate from using this AI tool?

(options: improved understanding of material, better grades, more efficient study 
time, increased motivation, other)

7. What concerns do you have about using this tool?

(options: accuracy of AI-generated content, data privacy, dependency on 
technology, lack of personal interaction)

8. What suggestions do you have for improvement?

(open-ended)

those developed by Teo (2011), which focus on factors influencing the 
acceptance and use of technology in educational contexts. The results 
are discussed in Sec. 4.

4. Results

Fig. 5 shows the network constructed from the responses to Part 
3 from the survey questions shown in Table 1. The node size is pro-

portional to the PageRank (eigenvector) centrality measure, whereas 
color intensity corresponds to the final score the student achieved. As 
previously argued in section 3.3, here we observe that students with 
higher scores are located centrally in the network. The student networks 
for the remaining network centrality measures (degree centrality, be-

tweenness centrality and closeness centrality) are shown in Appendix A. 
Concretely, the graphs corroborate the results obtained through the sim-

ple statistical modeling. For instance, when considering the network in 
terms of betweenness centrality (Fig. A.10), we can conclude that this 
metric does not provide meaningful insights into student performance 
and is not a good predictor for students’ gpa scores (for our dataset) 
because of its weak explanatory power.

Fig. 6 visually summarizes the results for the binomial logistic re-

gression and multinomial logistic regression models, respectively. These 
models utilize degree, closeness, betweenness, and PageRank centrality 
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Fig. 5. A student network. Node color represents their score calculated as the 
product of number of subjects passed and GPA, and the node size is proportional 
to their PageRank centrality (eigenvector centrality).

as the main predictor variables to assess their influence on the outcomes. 
In addition to these centrality measures, all models included control 
variables, such as admission test scores and gender, to ensure the ro-

bustness and accuracy of the findings.

Table 3 shows the results for the two-category classification mod-

els (1-4), contains each network centrality metric separately and also 
includes the two control variables. The network metric is the only in-

dependent variable in models (5-8). The results show that the log odds 
for a student to be classified as a “High achiever” is positively related 
to each centrality measure. The estimated coefficient for Betweenness 
centrality is the only one which is not statistically significant. A simple 
inspection of the lower left subplot in Fig. 6 reveals that this result is 
expected, meaning that betweenness centrality cannot discriminate be-

tween the two groups of students in our dataset. On the other hand, the 
regression coefficients of degree, betweenness and eigenvector central-

ity are statistically significant even after controlling for admission test 
score and gender. The coefficients in the binomial logistic regression 
represent the change in the log odds of the outcome (“High achiever”) 
associated with a one-unit increase in the predictor (independent) vari-

able.

In our case, for every unit change in Page-Rank centrality, the log 
odds of the student being “High achiever” (versus “Low achiever”) in-

creases by 4.2 before and 5.65 after controlling for admission test score 
and gender. We also report Pseudo-𝑅2 as a measure of goodness-of-fit 
which is used when the outcome variable is nominal or ordinal. In par-

ticular, the model that includes PageRank centrality as a predictor, along 
with the control variables, emerges as the best one among those tested. 
This model achieves a Pseudo-𝑅2 value of 0.82, indicating a strong ex-

planatory power when the control variables are included. Even without 
the control variables, the model maintains a high Pseudo-𝑅2 of 0.80, un-

derscoring the significant predictive capacity of PageRank centrality on 
its own. This suggests that students with higher centrality scores are not 
only more connected but also more likely to succeed academically. Fol-

lowing this, the models incorporating closeness and degree centrality as 
predictors also demonstrate considerable effectiveness, with Pseudo-𝑅2

values ranging from 0.48 to 0.66, though the model using PageRank 
centrality remains the most accurate.

We proceed with the multinomial logistic regression model and re-

port the results for each network centrality measure, except for between-

ness centrality due to non-significant results. Tables 4, 5 and 6 report the 
results for three-category classification models for degree, closeness and 
PageRank centrality, respectively, together with the control variables.

As expected, the results show that larger centrality measure (any of 
degree, closeness and eigenvector centrality) leads to a larger probabil-

ity for a student to be classified as an “High achiever”, versus the middle 
50% group (“Neutral”), indicating that students with stronger positions 
in the network tend to achieve higher academic performance. In partic-

ular, the fitted model (see Table 4) for the log-odds of being classified 
as a “High achiever” (versus “Neutral”) when the network predictor is 
the eigenvector (PageRank) centrality, reads:

ln
(
𝑝(‘High achiever’)

𝑝(‘Neutral’) 

)
= −9.78 + 24 ⋅ pagerank+

3.19 ⋅ (gender=m) + 0.15 ⋅ Admission test score

(6)

Fig. 6. Logistic regression results (left), Multinomial logistic regression results (right). 
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Table 3
Logistic regression results.

Model 1 Model 2 Model 3 Model 4 Model 5 Model 6 Model 7 Model 8 
(Intercept) -1.55 -0.23 -1.60 -0.01 -0.1 -0.13 -0.26 0.89 

(1.26) (0.76) (1.41) (1.83) (0.38) (0.32) (0.47) (0.66) 
Degree centrality 2.36 ** 1.85 ** 

(0.90) (0.66) 
Gender (male=1) 1.93 0.12 1.69 2.34 

(1.39) (0.85) (1.48) (2.06) 
Admission test score 0.05 0.28 -0.41 -0.51 

(0.38) (0.37) (0.37) (0.48) 
Betweenness centrality 0.33 0.40 

(0.35) (0.32) 
Closeness centrality 2.93 ** 2.48 *** 

(0.89) (0.74) 
Eigenvector centrality 5.65 *** 4.20 *** 

(1.37) (1.25)

𝑁 45 45 45 45 45 45 45 45 
AIC 46.88 67.79 39.27 27.43 46.11 64.58 37.84 25.39 
BIC 54.11 75.01 46.49 34.66 49.72 68.19 41.45 29.00 
Pseudo 𝑅2 0.54 0.07 0.66 0.82 0.48 0.05 0.62 0.80 

All continuous predictors are standardized.
The brackets contain heteroskedasticity robust standard errors.
*** 𝑝 < 0.001; ** 𝑝 < 0.01; * 𝑝 < 0.05.

Table 4
Multinomial logistic regression results (eigenvector centrality).

log(𝑂𝑅) 𝑆𝐸 95% 𝐶𝐼

Low achievers 
Eigenvector centrality -23 14.1 (-51, 4.5) 
Gender 
F - - -

M 0.41 1.17 (-1.9, 2.7) 
Admission test score 0.07 0.112 (-0.15, 0.29)

High achievers 
Eigenvector centrality 24** 8.67 (6.8, 41) 
Gender 
F - - -

M 3.2 1.91 (-0.55, 6.9) 
Admission test score 0.15 0.137 (-0.12, 0.42)

𝑁 45 
AIC 69.7 
Pseudo 𝑅2 0.46 

*** 𝑝 < 0.001; ** 𝑝 < 0.01; * 𝑝 < 0.05.
OR = Odds Ratio, SE = Standard Error, CI = Confidence Inter-

val.

Table 5
Multinomial logistic regression results (closeness centrality).

log(𝑂𝑅) 𝑆𝐸 95% 𝐶𝐼

Low achievers 
Closeness centrality -13 8.08 (-28, 3.3) 
Gender 
F - - -

M 0.87 1.02 (-1.1, 2.9) 
Admission test score 0.08 0.103 (-0.12, 0.28)

High achievers 
Closeness centrality 37** 12.8 (12, 63) 
Gender 
F - - -

M 2.9* 1.45 (0.06, 5.7) 
Admission test score 0.01 0.117 (-0.22, 0.24)

𝑁 45 
AIC 78.5 
Pseudo 𝑅2 0.37 

*** 𝑝 < 0.001; ** 𝑝 < 0.01; * 𝑝 < 0.05.
OR = Odds Ratio, SE = Standard Error, CI = Confidence In-

terval.

Table 6
Multinomial logistic regression results (degree centrality).

log(𝑂𝑅) 𝑆𝐸 95% 𝐶𝐼

Low achievers 
Degree centrality -6.5 4.17 (-15, 1.7) 
Gender 
F - - -

M 0.49 1.10 (-1.7, 2.6) 
Admission test score 0.05 0.095 (-0.13, 0.24)

High achievers 
Degree centrality 10* 4.17 (1.9, 18) 
Gender 
F - - -

M 2.6* 1.29 (0.04, 5.1) 
Admission test score 0.10 0.102 (-0.10, 0.30)

𝑁 45 
AIC 88 
Pseudo 𝑅2 0.27 

*** 𝑝 < 0.001; ** 𝑝 < 0.01; * 𝑝 < 0.05.
OR = Odds Ratio, SE = Standard Error, CI = Confidence In-

terval.

The estimated coefficient for PageRank is the only significant one 
and is interpreted as follows: a one-unit increase in eigenvector central-

ity is associated with an increase of 24 in the log odds of being an “High 
achiever” versus the group “Neutral”. This suggests that PageRank cen-

trality is a strong predictor of student performance.

On the other hand, the equation for the log odds of “Low achiever” 
versus “Neutral” reads:

ln
(
𝑝(‘Low achiever’)

𝑝(‘Neutral’) 

)
= −0.99 − 23 ⋅ pagerank+

0.41 ⋅ (gender=m) + 0.07 ⋅ Admission test score

(7)

In the above case, there are no statistically significant estimated co-

efficients.

In terms of the remaining models, (see Table 5 and Table 6) for the 
log-odds of “High achiever” (versus “Neutral”) when the network pre-

dictors are Closeness and Degree centrality, respectively, show statistical 
significance of both network metrics. Concretely, the coefficient of close-

ness centrality is significant on level 𝑝 < 0.01 and degree centrality on 
𝑝 < 0.05. In addition, the coefficient for the gender variable (Male=1) 
is positive and statistically significant on level 𝑝 < 0.05 in both models.
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Table 7
Model accuracy.

Two-class Three-class 
Training Test Training Test 

Degree 82% 57% 64% 43% 
Closeness 84% 51% 69% 38% 
Betweenness 60% 55% 42% 38% 
Page-rank 93% 62% 71% 45% 

Statistical analysis was carried out using R version 4.3.1 (The R 
Core Team (2020)) and the nnet (v7.3-19, Venables and Ripley (2013)) 
packages. In particular, for the multinomial logistic model, we used the 
multinom function from the nnet package, and for the binomial logistic 
models, we used the glm function from the stats package.

4.1. Model accuracy

In this section, we evaluate the accuracy of the models by measur-

ing the agreement between the ground-truth classifications of students 
and the classifications predicted by two distinct models. The first model 
is a logistic regression that categorizes students into two groups: low 
achiever and high achiever. The second model is a multinomial lo-

gistic regression, which expands the categorization into three groups: 
low achiever, neutral, and high achiever. The ground-truth classifica-

tions used in the out-of-sample analysis for both the two-category and 
three-category models were determined a priori through a qualitative 
assessment conducted by college professors who closely observed and 
worked with the students throughout the academic year. This approach 
ensures that the ground-truth data is based on informed, expert evalu-

ations of student performance, providing a reliable benchmark against 
which the model predictions can be tested. Comparing model outputs 
to this expert-informed classification offers a meaningful measure of the 
models’ practical value in real educational settings. In particular, we re-

port:

• The classification accuracy relative to the ground truth of the train-

ing set (in sample) which is set according to the quartile member-

ship. Here, we fit two models on the training dataset and then check 
the accuracy with respect to the students’ ground truth in the train-

ing set.

• The performance of the model with respect to the ground-truth cate-

gories in a test set (out of sample). We fit two models on the training 
set and check the accuracy with respect to the ground truth of the 
second-generation students (test set). Note that the training set in 
this part is limited only to the time period that coincides with the 
test set.

• The first two bullet points are repeated for each network centrality 
measure included in the models as an independent variable.

• Temporal analysis of model accuracy.

The accuracy of the models is summarized in Table 7. The best-

performing model is the one with eigenvector centrality (PageRank) as 
a predictor variable. Thus, to further understand the total accuracy in 
detail we report the confusion matrix for each model with eigenvector 
centrality (see Fig. 7).

Finally, the temporal properties of the classifications are of signif-

icant interest. For instance, the time when the classification accuracy 
is maximum or saturates is of great importance because educators can 
take appropriate actions early in the semester to improve the learning 
of all groups. In our case, the temporal accuracy shown in Fig. 8 indi-

cates that the model’s maximum accuracy is reached within the first two 
months of the academic year. This implies that the earliest intervention 
can be implemented within this two-month time frame.

Fig. 7. Confusion matrices (PageRank - Eigenvector centrality). 

4.2. Analysis of questionnaire responses on projected student acceptance

As discussed in the data and methods section, we delivered a ques-

tionnaire to participating students in order to evaluate their perceived 
acceptance of the proposed approach. We were interested in finding 
their preferences and perceptions regarding AI-generated materials and 
the concept of our proposal in general. Prior to completing the question-

naire, students were presented with the functionality of the AI-generated 
materials tool, which involves grouping students into low-achieving and 
high-achieving groups and personalizing their learning materials ac-

cordingly. Following the introduction, a questionnaire was delivered to 
14 student participants to assess their understanding and perceptions of 
the tool.

The results indicate a generally positive reception. The students’ un-

derstanding of the proposed functionality was rated highly, with a mean 
score of 4.5 (SD = 0.65) on a 5-point scale. This suggests that most stu-

dents understand the concept of categorizing learners and personalizing 
materials based on their achievement levels. The perceived usefulness 
of the tool for their studies also received a mean score of 4.5 (SD = 
0.65), indicating that students believe the tool would significantly ben-

efit their academic success. The likelihood of students using the tool was 
even higher, as indicated by a mean score of 4.71 (SD = 0.47), which 
demonstrates the students’ high level of enthusiasm and preparedness 
to include this technology in their learning process.

In addition to the quantitative questions, the students were asked to 
give feedback on the benefits, concerns and suggestions for improving 
the AI-generated materials tool via open-ended questions. The qualita-

tive responses were analyzed to identify commonalities. Students gener-

ally expected the tool to improve their understanding of course material 
and make their study time more efficient. The primary concerns raised 
by students revolved around the “lack of personal interaction”, the “ac-

curacy of AI-generated content” and the potential “dependence on tech-

nology”. These concerns highlight the importance of ensuring that the 
tool complements rather than replaces human interaction in the learning 
process. Students provided several constructive suggestions for improv-

ing the tool, including ensuring that the tool adapts flexibly to changes 
in students’ performance levels. One student mentioned the importance 
of continuous feedback to further refine the tool’s output.
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Fig. 8. In-sample accuracy over time. a) shows the evolution of the accuracy of the simple logistic model with two categories classification. On the other hand (b) 
shows the accuracy over time for the multinomial logit model with three categories. A particular month on the x-axis represents measurements until and including 
that month.

5. Limitations

In this section we focus on the limitations of the employed statistical 
methodology. The first limitation to the generalization of the results 
is the sample size of 45 students (with 14 students participating in 
the qualitative analysis). This number is especially important for the 
case of multinomial logistic regression, where multiple equations are 
involved in the fitting procedure, which requires an even larger sample 
size than binary logistic regression. Also, even though the results for bi-

nomial logistic regression are satisfactory, a potential limitation is the 
fact that a student is “Low achiever” if he or she is below the median, 
and “High achiever” otherwise (in terms of the ground-truth category). 
A more realistic classification would be to consider only those students 
that are below the first quartile as low achievers and high achievers 
those with scores above the third quartile. However, this also requires a 
larger sample size due to the removal of 50% of students located in the 
interquartile range of the score distribution. To avoid this and in par-

ticular to address the issue of misclassification, future research should 
consider implementing control materials for neutral students, for ex-

ample a functionality that offers these students the option to engage 
with two different sets of materials—one designed for low-achieving 
and the other for high-achieving students—and then asking students to 
rate their understanding of each. This strategy could result in deeper in-

sights into their actual proficiency levels and provide additional data 
points, enabling us to refine the classification and ensure more targeted 
interventions for this group.

Second, we classify the students based on their network centrality 
measure derived from their collaborations with other students. One un-

derlying assumption here is that every high-achieving student is central 
in the social network of the college. In reality, this is not the case for in-

troverted high achievers who may falsely appear on the outskirts of the 
graph and will be incorrectly classified as average or low achievers. To 
mitigate this bias, one can control for the Myers-Briggs Type Indicator 
by adding an additional qualitative variable. In addition, we observe in-

flated centrality scores which stem from favoritism based on personal 
relationships between students rather than merit, as expected. In future 
work, one can think of a reasonable control variable that can remedy 
this phenomenon. Furthermore, controlling for students’ previous edu-

cation type or grades is something that is absent in our model, albeit 
we use a proxy for this, namely their score on the admission test. Nev-

ertheless, using a direct measurement of past education could improve 
the model.

Third, the ground-truth category in the training phase is set ac-

cording to a students’ quartile membership in the empirical total score 

distribution (derived from GPA). This approach was chosen to ensure 
equal membership across all groups, but it has limitations due to the 
use of a strict cutoff point, which may inaccurately assign students to 
certain groups as ground-truth. A better alternative is using a qualita-

tive assessment (as we did in the test phase due to non-availability of 
GPA data for the test group) conducted by the professors who closely 
observe and work with the students throughout the academic year.

Finally, the perceived usefulness of the proposed approach to inte-

grating AI into the LMS was tested on a small sample of only 14 students. 
Although the initial results are promising, the small sample size limits 
the generalizability of these findings. Following the implementation of 
the tool, its real-world usage will be closely monitored and assessed, 
with findings to be reported in future studies to evaluate its effective-

ness and practical value.

6. Conclusion and future work

This study demonstrated the potential of using network analysis for 
early classification of students into achievement-level groups based on 
their peer activities and using AI-driven personalization to provide tar-

geted support for these groups. We found that eigenvector centrality was 
the most effective predictor for classifying students into low-achieving, 
high-achieving, and neutral groups, while closeness and degree centrali-

ties were moderately effective, and betweenness centrality proved to be 
a poor predictor of student success. These findings demonstrated that 
peer collaboration data can serve as a powerful tool for predicting aca-

demic outcomes.

Our generative AI-driven approach to providing personalized learn-

ing content at the group level has been well-received by students, 
leading to higher reported motivation and comprehension among both 
low- and high-achieving groups. Notably, the benefits observed do not 
require content personalization at the individual level but can be ef-

fectively realized through targeted content for identified achievement 
clusters.

Furthermore, our analysis suggests an additional potential applica-

tion beyond personalization: the network-based classification could be 
leveraged strategically to disrupt low-performing collaboration circles. 
By intentionally mixing student groups—curricularly through project 
assignments or extra-curricularly via team-building activities—we can 
help break patterns of persistent underachievement and facilitate im-

proved peer interactions. Such an approach may lead to enhanced over-

all student performance and a more balanced peer-learning environ-

ment.
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Fig. A.9. A student network. Node color represents their score calculated as the 
product of number of subjects passed and GPA, and the node size is proportional 
to their degree centrality.

Future work will focus on refining classification mechanisms, con-

trolling for relevant missing factors and validating the effectiveness 
through long-term studies. Although this study identifies early predic-

tors of student achievement and proposes tailored generative-AI educa-

tional materials, future research will include practical implementation 
and longitudinal evaluation. Specifically, upcoming studies will involve 
real-world deployment of these personalized resources, monitoring stu-

dents’ actual engagement, help-seeking behaviors, and measurable im-

provements in their academic performance.
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Appendix A. Network visualizations

In this appendix section we show the networks for the remaining 
centrality measures, namely: degree centrality, betweenness centrality 
and closeness centrality. See Figs. A.9, A.10, A.11. 
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