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Abstract. We consider the motion of an incompressible viscous fluid on
a sphere, incorporating the effects of the Coriolis force. We demonstrate
that global solutions exist for any divergence-free initial condition with
finite kinetic energy. Furthermore, we show that each solution converges
at an exponential rate to a state that is aligned with the rotation of the
sphere.
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1. Introduction

In previous work, we have analyzed a mathematical model that describes the
motion of an incompressible viscous fluid on a compact Riemannian manifold
(M, g). In case M is boundary-less, the motion of the fluid is governed by

⎧
⎪⎨

⎪⎩

� (∂tu + ∇uu) − μs(Δu + Ricu) + gradπ = 0 on M,

div u = 0 on M,

u(0) = u0 on M.

(1.1)

Here, the unknowns are the fluid velocity u and the fluid pressure π. � > 0
is the (constant) density, μs > 0 is the surface shear viscosity. Moreover, ∇uv
denotes the Levi-Civita connection (the covariant derivative) for tangent vector
fields u, v ∈ TM, Δ is the connection Laplacian (the negative of the Bochner
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Laplacian) and Ric is the Ricci curvature of M. In local coordinates, these
operators are expressed by

Δu = gij(∇i∇j − Γk
ij∇k)u, Ricu = Ri

ju
j ∂

∂xi
,

with ∇j = ∇ ∂
∂xj

being covariant derivatives, and where Ric = Ric i
j

∂
∂xi

⊗ dxj

is the Ricci (1, 1)-tensor. More details are given in Appendix A.
In case dimM = 2, the system (1.1) takes on the form

⎧
⎪⎨

⎪⎩

∂tu + ∇uu − μs(Δu + κu) + gradπ = 0 on M,

div u = 0 on M,

u(0) = u0 on M,

(1.2)

where κ is the Gaussian curvature of M. Here and in the sequel, we set � = 1.
It was shown in [18] that any solution of (1.2) with a divergence-free initial
value of finite kinetic energy exists globally and converges exponentially fast
to an equilibrium, that is, to a Killing field. A similar result was obtained in
[17] in case M is a compact manifold with boundary, and Navier boundary
conditions are imposed.

Here we will consider the particular situation where M is a sphere in R
3

of radius a. In this case, the Killing fields of M consist exactly of rotations
about an axis (ω1, ω2, ω3), and the result above then says that any solution
will converge to a steady motion of rotation around such an axis.

As a new ingredient, we will include a Coriolis force on M in this paper.
Here one might think of M being an aqua planet that is completely covered by
a fluid and is rotating about the z-axis.

In geography, the Coriolis force plays an important role in oceanic circu-
lation patterns. The Coriolis force, also known as the Coriolis effect, is an ap-
parent force experienced by objects moving within a rotating reference frame.
This phenomenon arises because of the rotation of the earth and is described
mathematically as a deflection of moving objects relative to the planet’s sur-
face. Although the Coriolis force is not a true force in the sense of a physical
interaction, it is a necessary consideration when analyzing motion in a non-
inertial, rotating frame, such as the earth.

The magnitude of the Coriolis force depends on three factors: the speed of
the moving object, its latitude, and the angular velocity of the earth’s rotation.
In the northern hemisphere, the Coriolis force causes moving objects to deflect
to the right, while in the southern hemisphere, it causes a deflection to the
left. At the equator, the effect is negligible because the rotational velocity is
perpendicular to the direction of motion, whereas it becomes strongest at the
poles.

We will use the following equations to model the effect of the Coriolis
force on the motion of an incompressible fluid u

⎧
⎪⎨

⎪⎩

∂tu + ∇uu − μs(Δu + κu) + Cu + gradπ = 0 on M,

div u = 0 on M,

u(0) = u0 on M,

(1.3)
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where M := S
2
a is the sphere in R

3 of radius a centered at the origin. Here, C
represents the effect of the Coriolis force and is given by

Cu = −2ω cos φKu,

where φ denotes the colatitude and ω is the angular velocity of the rotating
reference frame. The linear operator K : TM → TM, acting on tangential
vector fields, is defined in (general) local coordinates by

Ku = εi
ju

j ∂

∂xi
= gikεkju

j ∂

∂xi
, for u = uj ∂

∂xj
,

where εij are the Levi-Civita symbols, see Appendix C. It will be shown in
the Appendix that K rotates vector fields on the sphere S

2
a counterclockwise

on the sphere about an axis that is normal to the tangent plane at a chosen
point, with outward pointing orientation.

The combined effect of the term (−2ω cos φ)Ku shows that tangent vec-
tors u are deflected to the right on the northern hemisphere (and to the left
on the southern), while this effect vanishes on the equator and is strongest at
the poles, due to the factor cos φ.

In the following, we will derive in a rather informal way a characteri-
zation of all equilibrium states for (1.3). A justification for all the steps and
conclusions can be found in the Appendix, see in particular Appendix B and
Appendix C. We would like to acknowledge that, in addressing the Coriolis
force, we benefited from the insights provided in the very nice paper [16].

Suppose (u, π) is a (sufficiently smooth) equilibrium solution of (1.3).
Multiplying the first equation in (1.3) with u and integrating over M yields

0 =
∫

M

(∇uu − μs(Δu + κu) + Cu + gradπ|u)g dμg = 2μs

∫

|Du|2g dμg,

where we used the metric property of the Levi-Civita connection, div u = 0
and the divergence theorem to conclude that

∫

M

(∇uu|u)g dμg =
1
2

∫

M

∇u(u|u)g dμg = 0,

∫

M

(gradπ|u)g dμg = 0.

In addition, we used that (Cu|u)g = 0. The condition ‖Du‖g = 0 implies
Du = 0, and hence u is a Killing field. This in turn yields

∇uu = −1
2
grad (u|u)g.

Since (Δ + κ)u = 2 divDu, we have (Δ + κ)u = 0 . Therefore, we are left with
the equation

−1
2
grad (u|u)g + Cu + gradπ = 0.

Applying rot (here we follow an argument given in [16]) to this equation and
using the abbreviation f = −2ω cos φ and the fact that rot (gradh) = 0 for any
scalar function h, we infer that

rot (Cu) = div (fK2u) = −div (fu) = −fdiv u + (grad f |u)g = (grad f |u)g = 0.



102 Page 4 of 21 Y. Shao, G. Simonett and M. Wilke NoDEA

Using spherical coordinates, the equation (grad f |u)g = 0 and the fact that u
is a Killing field yields

u = u∗ := c
∂

∂θ
,

where c is a constant and θ denotes the longitude. Here, a brief clarification
seems in order. Since we already know that u is a Killing field, it is smooth
and globally defined on Sa. The computations in the appendix, using spherical
coordinates, yield u = u∗ := c ∂

∂θ . Hence, u corresponds to a rotation about
the z-axis, that is,

u = c e3 × [x, y, z]T, (x, y, z) ∈ Sa.

We will in the sequel use the notation c ∂
∂θ , c ∈ R, to denote the Killing fields

that correspond to rotations about the z-axis.
With this expression for u, we infer that in spherical coordinates

Cu∗ = gradh∗, where h∗ = −a2c ω cos2 φ.

This yields the equilibrium pressure

π∗ =
1
2

(
c2a2 sin2 φ + 2ca2ω cos2 φ

)
,

where c is a constant. In summary, the set E∗ of equilibrium states for (1.3) is
given in spherical coordinates by

E∗ =
{

(u∗, π∗) : u∗ = c
∂

∂θ
, π∗ =

1
2

(
c2a2 sin2 φ + 2ca2c ω cos2 φ

)
}

, (1.4)

where c is a constant.
Here we would like to paraphrase our main result. A more precise statement
is provided in Theorem 3.3.

Theorem 1.1. For every divergence free initial value u0 in L2(M;TM), equa-
tion (1.3) admits a unique global solution u. The solution u(t) converges at an
exponential rate to an equilibrium u∗ = c ∂

∂θ for some c in R in the topology of
H2

2 (M;TM) as t → ∞.

Hence, the Coriolis force eventually aligns each solution to a rotation
about the z-axis. This result seems rather surprising, as any solution will even-
tually line up with a rotation about the z-axis, no matter in what way it starts
out. In our previous paper [13], we had shown that in the absence of the Cori-
olis effect, solutions with initial data in L2 will converge to a rotation about
an axis (ω1, ω2, ω3).

The motion of fluids on a surface (or a manifold) has attracted attention
by many researchers in recent years, see for instance [3,4,6–8,10,13–18] and
the additional references listed in these publications.

The equations in (1.1) are obtained by using purely intrinsic, differential-
geometric expressions for the transport term and the divergence of the de-
formation tensor, see for instance [3,4,17]. Another derivation, which is semi-
intrinsic and is based on fundamental continuum mechanical principles and
uses the Boussinesq-Scriven surface stress tensor, has been given in [7]. The
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same equations were also derived in [8], based on global energy principles. It
has been shown in [13, Proposition A.2] that the resulting models coincide in
case M is an embedded (stationary) hypersurface.

We will analyze the system (1.3) by using methods from semi-group the-
ory, maximal regularity, and interpolation-extrapolation spaces. We would be
remiss not to mention the profound influence Giuseppe Da Prato had on the
development of this area. He was a pioneer, laying the groundwork for many
foundational concepts and advancing the theoretical framework that continues
to shape modern research in this area. In particular, the publication [5] laid
the groundwork for the functional analytic approach to maximal regularity.
In Section 2 we prove that for any initial value u0 ∈ L2,σ(M;TM) there exists
a unique weak solution of (1.3). By means of the theory of critical spaces,
developed e.g. in [12], it is shown that the solution regularizes instantaneously
to a strong Lp-Lq-solution of (1.3). In Section 3 we provide a precise statement
and a proof of Theorem 1.1.

Finally, in appendices A through E we collect and prove results concern-
ing Riemannian manifolds, Killing vector fields, the rotation operator K, the
divergence theorem, the existence of the Helmholtz projection, Korn’s inequal-
ity, and the H∞-calculus.

2. Mathematical approach

To analyze (1.3), we introduce the surface Helmholtz projection, defined by

PHu = u − gradψu, u ∈ Lq(M;TM),

where gradψu ∈ Lq(M;TM) is the unique solution of

(gradψu|gradφ)M = (u|gradφ)M, ∀φ ∈ Ḣ1
q′(M),

cf. Proposition D.2. Here,

(u|v)M :=
∫

M

(u|v)g dμg, (u, v) ∈ Lq(M;TM) × Lq′(M;TM),

denotes the duality pairing between Lq(M;TM) and Lq′(M;TM), where μg is
the volume form induced by g. We note that in case q = 2, the pairing (·|·)M
defines an inner product on L2(M;TM).
With these preparations, we can introduce the function spaces used in this
article

Lq,σ(M;TM) : = PHLq(M;TM)

Hs
q,σ(M;TM) : = Hs

q (M;TM) ∩ Lq,σ(M;TM)

H−s
q,σ(M;TM) : = (Hs

q′,σ(M;TM))′
(2.1)

for −1 ≤ s ≤ 1 and 1 < p, q < ∞, where the respective duality parings

〈·|·〉M : H−s
q,σ(M;TM) × Hs

q′,σ(M;TM) → R,

are induced by (·|·)M. We would like to point out that our definition of the
‘negative’ spaces H−s

q differ from the usual definition in case −s < −1/q′. This
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allows for a more streamlined presentation of our results. Note that

〈u|v〉M = (u|v)M in case (u, v) ∈ Lq(M;TM) × Lq′(M;TM).

Now we can define the surface Stokes operator A : X1 → X0, by

Au := −μsPH(Δu + κu)

with X0 := Lq,σ(M;TM) and X1 := D(A) := H2
q,σ(M;TM).

Equation (1.3) is equivalent to the equation

∂tu + Au + Bu = F (u), u(0) = u0, (2.2)

where
Bu := PHCu, F (u) := PH∇uu, (2.3)

see Remark 2.3. We have the following result.

Theorem 2.1. There exists a number η0 > 0 such that the operator η + A + B
admits a bounded H∞-calculus on X0 with H∞-angle < π/2 for all η > η0.

Proof. As the operator B is a lower order perturbation of the Stokes operator
A the assertion follows from Theorem 3.1.5 and Corollary 3.3.15 in [11]. �
2.1. Weak setting

Here we are interested in studying equation (2.2) in a weak setting, so as to
be able to admit initial data u0 ∈ L2,σ(M, TM). This will be done by casting
(2.2) in an extrapolation setting. Let

A0 = η + A + B, η > η0,

and recall that X0 = Lq,σ(M;TM). By [1, Theorems V.1.5.1 and V.1.5.4], the
pair (X0, A0) generates an interpolation-extrapolation scale (Xα, Aα), α ∈ R,
with respect to the complex interpolation functor. Note that for α ∈ (0, 1), Aα

is the Xα-realization of A0 (the restriction of A0 to Xα) and

Xα = D(Aα
0 ) = [X0,X1]α = H2α

q,σ(M;TM),

since A0 admits a bounded H∞-calculus.
Let X�

0 := (X0)′ and A�
0 := (A0)′ with D(A�

0) =: X�
1. Then (X�

0, A
�
0)

generates an interpolation-extrapolation scale (X�
α, A�

α), the dual scale, and
by [1, Theorem V.1.5.12], it holds that

(Xα)′ = X�
−α and (Aα)′ = A�

−α

for α ∈ R. Choosing α = 1/2 in the scale (Xα, Aα), we obtain an operator

A−1/2 : X1/2 → X−1/2,

where X−1/2 = (X�
1/2)

′ (by reflexivity) and, since also A�
0 has a bounded

H∞-calculus,

X�
1/2 = D((A�

0)
1/2) = [X�

0,X
�
1]1/2 = H1

q′,σ(M;TM),

with q′ = q/(q − 1) being the conjugate exponent to q ∈ (1,∞). Moreover,
we have A−1/2 = (A�

1/2)
′ and A�

1/2 is the restriction of A�
0 to X�

1/2. Thus, the
operator

A−1/2 : X1/2 → X−1/2
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inherits the property of a bounded H∞-calculus with H∞-angle < π/2 from
A0, see Theorem 2.1.

Since A−1/2 is the closure of A0 in X−1/2, it follows that A−1/2u = A0u

for u ∈ X1 = D(A0) = H2
q,σ(M;TM) and thus, for all v ∈ X�

1/2, it holds that

〈A−1/2u, v〉M = (A0u|v)M = 2μs(Du|Dv)M + (Bu|v)M + η(u|v)M,

see Proposition D.1. Using that X1 is dense in X1/2, we obtain the identity

〈A−1/2u, v〉M = 2μs(Du|Dv)M + (Bu|v)M + η(u|v)M,

valid for all (u, v) ∈ X1/2 × X�
1/2. We call the operator Aw : X1/2 → X−1/2,

given by the representation

〈Awu, v〉M = 2μs(Du|Dv)M, (u, v) ∈ X1/2 × X�
1/2,

the weak Stokes operator on M.

Multiplying (2.2) by a function φ ∈ X�
1/2 = H1

q′,σ(M;TM), we obtain the
weak formulation of (1.3)

∂tu + Awu + Bwu = Fw(u), u(0) = u0, (2.4)

in X−1/2, where for all for (u, φ) ∈ H1
q,σ(M;TM) × H1

q′,σ(M;TM)

〈Bwu, φ〉M = (Bu|φ)M, 〈Fw(u), φ〉M = (u ⊗ u�|∇φ)M.

Here we used Proposition D.1. Note that u is a solution of (2.4) if and only if
u solves

∂tu + ηu + Awu + Bwu = Fw(u) + ηu, u(0) = u0, (2.5)
in X−1/2. From the definition of B, it follows that

|(Bu|φ)M| ≤ C‖u‖Lq(M)‖φ‖Lq′ (M),

for all (u, φ) ∈ Lq(M)×Lq′(M), hence Bw ∈ L(Lq,σ(M;TM),X−1/2) is a lower
order perturbation of Aw. We may therefore apply [11, Corollary 3.3.15], to
conclude that for some sufficiently large η0 > 0

η + Aw + Bw ∈ H∞(X−1/2) with H∞-angle < π/2 for all η > η0. (2.6)

We are now ready to state the main result of this paper concerning existence
and uniqueness of solutions for (2.4).

Theorem 2.2. For any u0 ∈ L2,σ(M;TM), problem (2.4) admits a unique so-
lution

u ∈ H1
2 ((0, a),H−1

2,σ(M;TM)) ∩ L2((0, a);H1
2,σ(M;TM))

for some a = a(u0) > 0. The solution exists on a maximal time interval
[0, t+(u0)). In addition, we have

u ∈ C([0, t+);L2,σ(M;TM))

with t+ = t+(u0). Furthermore, each solution satisfies

u ∈ H1
p,loc((0, t+);Lq,σ(M;TM)) ∩ Lp,loc((0, t+);H2

q,σ(M;TM))

for any fixed p, q ∈ (1,∞). Therefore, any solution with initial value u0 ∈
L2,σ(M;TM) regularizes instantaneously and becomes a strong Lp-Lq solution
of (2.2).
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Proof. We will apply Theorem 1.2 in [12] to (2.5) with the choice

Xw
0 = X−1/2 and Xw

1 = X1/2.

For that purpose, we will first characterize some relevant interpolation spaces.
In [13, Section 3.5] we determined the complex interpolation spaces [Xw

0 ,Xw
1 ]θ

as
[Xw

0 ,Xw
1 ]θ = H2θ−1

q,σ (M;TM), θ ∈ (0, 1). (2.7)
Next we show that the nonlinearity Fw

M : Xw
β → Xw

0 is well defined, where
Xw

β := [Xw
0 ,Xw

1 ]β for β ∈ (1/2, 1). By (2.1), (2.7) and Sobolev embedding, we
have

Xw
β ↪→ H2β−1

q (M;TM) ↪→ L2q(M;TM), (2.8)

provided that 2β − 1 ≥ 1
q (recall that dimM = 2). From now on, we assume

2β − 1 = 1
q , which means q > 1 as β < 1. Then, by Hölder’s inequality and

(2.8), we obtain

|〈Fw(u), φ〉M| ≤ ‖u‖2
L2q(M)‖φ‖H1

q′ (M) ≤ C‖u‖2
Xw

β
‖φ‖H1

q′ (M),

showing that

Fw : Xw
β → Xw

0 with ‖Fw
M(u)‖Xw

0
≤ C‖u‖2

Xw
β
.

Thanks to (2.6) we can now employ [12, Theorem 1.2]. Indeed, according to
[12], the critical weight μc and the corresponding critical trace space Xw

γ,μc
in

the weak setting are given by

Xw
γ,μc

= (Xw
0 ,Xw

1 )μc−1/p,p, μc := μw
c = 1/p + 2β − 1 = 1/p + 1/q,

respectively. In the special case p = q = 2, this reduces to μc = 1 and

Xw
γ,μc

= (Xw
0 ,Xw

1 )1/2,2 = [Xw
0 ,Xw

1 ]1/2 = L2,σ(M;TM).

The validity of the second assertion can be seen as in the proof of [18, Theorem
4.5], taking into account that, by Theorem 2.1, the (shifted) operator A + B
in (2.2) has a bounded H∞-calculus in X0 = Lq,σ(M;TM) with H∞-angle
< π/2. �

Remark 2.3. (a) Even though the choice u0 ∈ L2,σ(M;TM) asks for (p, q) =
(2, 2), proving the regularization of solutions requires the H∞-calculus and
estimates for the nonlinearity for q ∈ (1,∞).
(b) Once the solution u is known, the pressure π can be recovered. Indeed,
suppose u solves the equation

∂tu + PH(∇uu − μsΔu + Cu) = 0, t ∈ (0, t+(u0)).

Then by definition of PH ,

PH(∇uu − μsΔu + Cu) = (∇uu − μsΔu + Cu) − gradψv,

where ψv solves

(gradψv|gradφ)M = (v|gradφ)M, φ ∈ Ḣ1
q′(M),

with v = (∇uu−μsΔu+Cu). Setting π = −ψv, we see that (u, π) is a solution
of (1.3).
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3. Global existence and convergence

We remind that

E =
{

c
∂

∂θ
: c ∈ R

}

is the set of all equilibrium velocities for (1.3), respectively (2.2). We have the
following interesting relation.

Lemma 3.1. N(Aw + Bw) = E .

Proof. Pick u ∈ N(Aw + Bw). Then

0 = 〈(Aw + Bw)u|u〉M = (Du|Du)M + (PHCu|u)M = ‖Du‖2
L2(M),

where we employed (D.2), the fact that PHu = u, and (C.1) to conclude

(PHCu|u)g = (Cu|PHu) = (Cu|u)g = 0.

Hence Du = 0, and this shows that u is a Killing field, see (B.2). Let v ∈
H1

2,σ(M;TM) be given. Then we have

0 = 〈(Aw + Bw)u|v〉M = (Du|Dv)M + (PHCu|v)M = (PHCu|v)M.

Since this is true for any v ∈ H1
2,σ(M;TM), by density of H1

2,σ(M;TM) in
L2,σ(M;TM) we infer that PHCu = 0, and hence

Cu = gradh

for some function h. Applying rot to this relation and employing (C.3), (C.4)
yields

rot(Cu) = div (fK2u) = −div (fu) = −(grad f |u)g = 0.

We can now infer from Lemma C.1 that u = c ∂
∂θ

for some c ∈ R , and hence
u ∈ E . This shows that N(Aw + Bw) ⊂ E .
Conversely, suppose that u ∈ E . Then it follows from Lemma C.1 and the
fact u is a Killing vector field that −μsPH(Δu + κu) + PHCu = 0, that is,
(A + B)u = 0. Therefore, (Aw + Bw)u = 0 as well. �

Let u∗ ∈ E be given. Then we consider the evolution equation
{

∂tv + (Aw + Bw)v = Gw
∗ (v), t > 0,

v(0) = v0,
(3.1)

where

〈Gw
∗ (v)|φ〉M = (u∗ ⊗ v� + v ⊗ (u∗)� + v ⊗ v�|∇φ)M

for all φ ∈ H1
2,σ(M;TM). Its strong counterpart is given by

{
∂tv + (A + B)v = G∗(v), t > 0,

v(0) = v0,
(3.2)

where G∗(v) := −PH(∇vu∗ + ∇u∗v + ∇vv).
The relation between Gw

∗ (v) and G∗(v) is justified by (A.3) and Proposition D.1
(b)(ii).
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Suppose u is a solution of (2.4). Then v = u − u∗ satisfies

0 = 〈∂tv + (Aw + Bw)v + (Aw + Bw)u∗ − Gw
∗ (v) − ∇u∗u∗|φ〉M

= 〈∂tv + (Aw + Bw)v − Gw
∗ (v)|φ〉M

for φ ∈ H1
2,σ(M;TM). Here we used Lemma 3.1 to conclude that (Aw+Bw)u∗ =

0 and Lemma B.1 as well as Proposition D.1 to infer

〈∇u∗u∗|φ〉M = (∇u∗u∗|φ)M =
1
2
(grad |u∗|2g |φ)M = 0.

This shows that u is a solution of (2.4) with initial value u0 iff v = u − u∗ is a
solution of (3.1) with initial value v0 = u0 −u∗. An analogous statement holds
for strong solutions.
Hence, it follows from Theorem 2.2 that for every v0 ∈ L2,σ(M;TM), equation
(3.1) admits a unique solution

v ∈ H1
2 ((0, a);H−1

2,σ(M;TM)) ∩ L2((0, a);H1
2,σ(M;TM)) (3.3)

for some a = a(u0) ∈ (0, t+(u0)). The solution exists on a maximal time
interval [0, t+(v0)). In addition, it holds that

v ∈ H1
p,loc((0, t+);Lq,σ(M;TM)) ∩ Lp,loc((0, t+);H2

q,σ(M;TM)) (3.4)

for any fixed p, q ∈ (1,∞), and v also solves (3.2).
With the convention that H0

2,σ(M;TM) := L2,σ(M;TM), we set

V j
2 = {v ∈ Hj

2,σ(M;TM) : (v|z)M = 0 ∀z ∈ E}, j = 0, 1. (3.5)

As E is one-dimensional, V j
2 is a closed subspace of Hj

2,σ(M;TM) and

Hj
2,σ(M;TM) = E ⊕ V j

2 , j = 0, 1, (3.6)

by a similar argument to [18, Remark 4.10(a)].
Next we show that any solution of (3.1) with an initial value v0 ∈

L2,σ(M;TM) orthogonal to E remains orthogonal for all later times. Moreover,
we establish an energy estimate for such solutions.

Proposition 3.2. Given v0 ∈ V 0
2 , let v be the unique solution of (3.1). Then

(a) v(t) ∈ V 1
2 for all t ∈ (0, t+(v0));

(b) there exists a constant C > 0 such that

‖v(t)‖2
L2(M) + C

∫ t

0

‖v(s)‖2
H1

2 (M) ds ≤ ‖v0‖2
L2(M), t ∈ (0, t+(v0)); (3.7)

(c) t+(v0) = +∞. Moreover, there exists a constant α > 0 such that

‖v(t)‖L2(M) ≤ e−αt‖v0‖L2(M), t ≥ 0. (3.8)

Proof. (a) Pick any z ∈ E .
In the sequel, we assume that t ∈ (0, t+(v0)) is fixed, and we then suppress

the time variable and simply write v in lieu of v(t). We have

〈∂tv|z〉M = −〈(Aw + Bw)v|z〉M + 〈Gw
∗ (v)|z〉M. (3.9)
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As solutions immediately regularize, see (3.4), we may replace the weak for-
mulation (3.9) by its strong counterpart

(∂tv|z)M = −((A + B)v|z)M + (G∗(v)|z)M
= −2μs(Dv|Dz)M − (Cv|z)M + (G∗(v)|z)M.

(3.10)

Here we employed (D.2) and the fact that PHz = z to obtain

(Bv|z)M = (PHCv|z)M = (Cv|z)M.

For the same reason, we can conclude that

〈G∗(v)|z〉M = −((∇u∗v|z)M + (∇vu∗|z)M + (∇vv|z)M.

As z is a Killing field, we know that Dz = 0, see (B.2), and hence,

2μs(Dv|Dz)M = 0.

Next we show that (Cv|z)M = 0. Indeed, using (C.2), we have (Cv|z)g =
−(v|Cz)g. As z ∈ E , it follows from Lemma C.1 that Cz = gradh for some
function h. Hence,

(Cv|z)M = −(v|Cz)M = −(v|gradh)M = 0,

where we used (D.1) and the fact that div v = 0 in the last step.
Finally, we claim that (G∗(v)|z)M = 0. To see this, we employ the metric
property of the connection to obtain

(∇u∗v|z)g + (∇vu∗|z)g = ∇u∗(v|z)g + ∇v(u∗|z)g − (v|∇u∗z)g − (u∗|∇vz)g.

Since z is a Killing vector field, we infer that

(v|∇u∗z)g + (u∗|∇vz)g = 0,

see (B.1). Meanwhile, Proposition D.1 implies
∫

M

[∇u∗(v|z)g + ∇v(u∗|z)g] dμg = 0.

Using the metric property once more, we observe that

(∇vv|z)g = ∇v(v|z)g − (v|∇vz)g.

Similar arguments as above yield (∇vv|z)M = 0. In summary, we have shown
that

〈∂tv(t)|z〉M = ∂t(v(t)|z)M = 0, t ∈ (0, t+(v0)).

Hence (v(t)|z)M = 0 and v(t) ∈ V 1
2 for all t ∈ [0, t+(v0)).

(b) Due to (3.4), v is a valid test function in (3.2). Suppressing the time variable
t ∈ (0, t+(v0)) we obtain by analogous arguments as in (3.9) and (3.10)

〈∂tv|v〉M = −2μs(Dv|Dv)M − (Cv|v)M + (G∗(v)|v)M.

It readily follows from (C.1) that (Cv|v)M = 0. Observing that

−(G∗(v)|v)M = (∇u∗v|v)M + (∇vu∗|v)M + (∇vv|v)M

=
1
2
∇u∗ |v|2g + (∇vu∗|v)g +

1
2
∇v|v|2g
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and using the fact that u∗ is a Killing field, div v = div u∗ = 0 in conjunction
with (D.1) implies (G∗(v)|v)M = 0. We thus have

d

dt
‖v(t)‖2

L2(M) = −4μs‖Dv‖2
L2(M) ≤ −C‖v‖2

H1
2 (M), (3.11)

where the last step follows from Korn’s inequality, cf. Lemma D.3. Integrating
both sides with respect to time gives (3.7).

(c) Part (b) shows that

v ∈ L2((0, t+(v0));H1
2,σ(M;TM)).

It follows from [12, Theorem 2.4] that t+(v0) = +∞. An immediate conse-
quence of (3.11) is

d

dt
‖v(t)‖2

L2(M) + C‖v(t)‖2
L2(M) ≤ 0, ∀t > 0.

Solving the above ordinary differential inequality gives (3.8). �

We are in a position to state and prove our main theorem.

Theorem 3.3. (Global existence) For every u0 ∈ L2,σ(M;TM), the unique
solution u to (2.4) with initial value u0

• exists globally and enjoys the regularity properties listed in Theorem 2.2.
• For any fixed q ∈ (1,∞), u converges to the equilibrium

u∗ = PEu0 = c
∂

∂θ

for some c ∈ R in the topology of H2
q,σ(M;TM) at an exponential rate as

t → ∞, where PE denotes the orthogonal projection from L2,σ(M;TM)
onto E.

Proof. In view of (3.6), we can decompose u0 into u0 = u∗ + v0 such that
v0 ∈ V 0

2 . Let v be the (unique) solution to
{

∂tv + (Aw + Bw)v = Gw
∗ (v), t > 0,

v(0) = v0.

By Proposition 3.2, v exists globally. Then it follows from the considerations
preceding this Proposition that

u(t) = u∗ + v(t), t > 0,

is the unique global solution of (2.4) with initial value u0. As was proved in
Proposition 3.2

‖u(t) − u∗‖L2(M) = ‖v(t)‖L2(M) ≤ e−αt‖v0‖L2(M) = e−αt‖u0 − u∗‖L2(M), t > 0,

for some α > 0. The convergence in the stronger topology H2
q,σ(M;TM) can

be proved in the same way as in [18, Theorem 4.9]. �
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Appendix A. Tensor bundles and the Levi-Civita connection

In this subsection, we introduce some concepts and results from differential
geometry that are used throughout the manuscript. Here, we consider the
general situation of an n-dimensional Riemannian manifold.

Let M be a compact, smooth n-dimensional Riemannian manifold without
boundary, n ≥ 2, and let (·|·)g denote the Riemann metric on M. In the
following, we use the same notation as in [2].

TM and T ∗M denote the tangent and the cotangent bundle of M, respec-
tively, and T σ

τ M := TM⊗σ⊗T ∗M⊗τ stands for the (σ, τ)-tensor bundle of M for
σ, τ ∈ N. The notations Γ(M;T σ

τ M) and T σ
τ M stand for the set of all sections

of T σ
τ M and the C∞(M)-module of all smooth sections of T σ

τ M, respectively.
For abbreviation, we put J

σ := {1, 2, . . . , n}σ, and J
τ is defined alike.

Given local coordinates {x1, . . . , xn},

(i) := (i1, · · · , iσ) ∈ J
σ, (j) := (j1, · · · , jτ ) ∈ J

τ ,

we set
∂

∂x(i)
:=

∂

∂xi1
⊗ · · · ⊗ ∂

∂xiσ
, dx(j) := dxj1 ⊗ · · · ⊗ dxjτ .

http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
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Suppose that a ∈ Γ(M;T σ
τ M). The local representation of a with respect to

these coordinates is given by

a = a
(i)
(j)

∂

∂x(i)
⊗ dx(j), with a

(i)
(j) : Uk → K,

where Uk ⊂ M is a coordinate patch.
For s ∈ {1, . . . , σ}, t ∈ {1, . . . , τ} and a ∈ Γ(M;T σ

τ M), Cs
t (a) ∈

Γ(M;T σ−1
τ−1 M) denotes the contraction of a with respect to the (s, t)-position.

This means that in a local representation of a,

a = a
(i1,...,is,...,iσ)
(j1,...,jt,...,jτ )

∂

∂xi1
⊗ · · · ⊗ ∂

∂xis
⊗ · · · ⊗ ∂

∂xiσ

⊗dxj1 ⊗ · · · ⊗ dxjt ⊗ · · · ⊗ dxjτ ,

the terms ∂
∂xis and dxjt are deleted and a

(i1,...,is,...,iσ)
(j1,...,jt,...,jτ ) is replaced by

a
(i1,...,k,...,iσ)
(j1,...,k,...,jτ ), and the sum convention is used for k.

For a ∈ Γ(M;T σ
τ M), τ ≥ 1, a� ∈ Γ(M;T σ+1

τ−1 M) is defined by

a� := g�a := Cσ+2
1 (a ⊗ g∗),

and for a ∈ Γ(M;T σ
τ M), σ ≥ 1, a� ∈ Γ(M;T σ−1

τ+1 M) is defined by

a� := g�a := Cσ
1 (g ⊗ a).

Any S ∈ Γ(M;T 1
1M) induces a linear map from Γ(M;TM) to Γ(M;TM)

by virtue of

Su = (Si
j

∂

∂xi
⊗ dxj)u = Si

ju
j ∂

∂xi
, u = uj ∂

∂xj
∈ Γ(M;TM).

The dual S∗ of S ∈ Γ(M;T 1
1M) is a linear map from Γ(M;T ∗M) to Γ(M;T ∗M),

defined by

S∗α = (Si
jdxj ⊗ ∂

∂xi
)α = Si

jαidxj , α = αidxi ∈ Γ(M;T ∗M).

The adjoint ST of S ∈ Γ(M;T 1
1M) is the linear map from Γ(M;TM) to Γ(M;TM)

defined by ST = g�S∗g�, or more precisely,

STu = g�[S∗(g�u)], u ∈ Γ(M;TM).

It holds that (Su|v)g = (u|ST v)g for tangent fields u, v. In local coordinates,
ST = gi�Sm

� gjm
∂

∂xi ⊗ dxj .

Let ∇ be the Levi-Civita connection on M. For u ∈ C1(M;TM), the
covariant derivative ∇u ∈ C(M;T 1

1M) is given in local coordinates by

∇u = ∇ju ⊗ dxj = (∂ju
i + Γi

jkuk)
∂

∂xi
⊗ dxj =: ui

|j
∂

∂xi
⊗ dxj ,

where u = ui ∂
∂xi , ∇j = ∇ ∂

∂xj
, and Γi

jk are the Christoffel symbols. It follows

that ∇u + [∇u]T is given in local coordinates by

Du := ∇u + [∇u]T =
(
ui

|j + gi�um
|� gjm

) ∂

∂xi
⊗ dxj (A.1)
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and

D(u) := (∇u + [∇u]T)� =
(
gjkui

|k + gikuj
|k

) ∂

∂xi
⊗ ∂

∂xj
. (A.2)

The extension of the Levi-Civita connection on C1(M;T σ
τ M) is again

denoted by ∇ := ∇g. For a ∈ C1(M;T σ
τ M), ∇a ∈ C(M;T σ

τ+1M) is given in
local coordinates by ∇a = ∇ja ⊗ dxj , and

div : C1(M;T σ
τ M) → C(M;T σ−1

τ M), σ ≥ 1,

is the divergence operator, defined by div a = Cσ
τ+1(∇a). In particular,

div u = ui
|i for u = ui ∂

∂xi

and

divS = Sik
|k

∂

∂xi
=

(
∂kSik + Γi

klS
lk + Γk

klS
il
) ∂

∂xi
for S = Sij ∂

∂xi
⊗ ∂

∂xj
.

This implies
div (u ⊗ v) = ∇vu + (div v)u,

where u ⊗ v = uivj ∂
∂xi ⊗ ∂

∂xj . In particular,

div (u ⊗ v) = ∇vu in case div v = 0. (A.3)

The following relation is well-known, see for instance [16, Lemma 2.1],

2 divD(u) = (Δ + Ric )u.

In case dimM = 2, one has

2 divD(u) = (Δ + κ)u,

where κ is the Gaussian curvature of M. For a scalar function h ∈ C1(M;K),
the gradient vector gradh ∈ C(M;TM) is defined by the relation

(gradh|u)g := 〈∇h, u〉g = ∇uh, u ∈ C(M;TM),

where ∇h ∈ C(M;T ∗M) is the covariant derivative of h and 〈·, ·〉g denotes the
duality pairing between TM and T ∗M. In local coordinates, we have

(gradh)i = gij∂jh, 1 ≤ i ≤ n.

Appendix B. Killing fields

A vector field u ∈ C1(M;TM) is called a Killing field if

(∇vu|w)g + (∇wu|v)g = 0, v, w ∈ Γ(M;TM). (B.1)

It is not difficult to see that

u is a Killing vector field ⇐⇒ Du = 0, (B.2)

where Du = ∇u + (∇u)T. If follows from (A.2) that u is a Killing field iff

gjkui
|k + gikuj

|k = 0. (B.3)
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Lemma B.1. Suppose u, v are Killing fields. Then

∇uv + ∇vu = −grad (u|v)g.

In particular, for any Killing field u,

∇uu = −1
2
grad ‖u‖2

g.

Proof. It follows from (B.2) that

∇uv + ∇vu = (∇v)u + (∇u)v = −((∇v)Tu + (∇u)Tv).

According to (A.1),

(∇v)Tu + (∇u)Tv = gi�(um
|� vj + vm

|� uj)gjm
∂

∂xi
.

On the other hand, using the metric property of the connection,

grad (u|v)g = gi�∇�(u|v)g
∂

∂xi
= gi� ((∇�u|v)g + (u|∇�v)g)

∂

∂xi

= gi�(um
|� vj + vm

|� uj)gjm
∂

∂xi
.

Hence the assertion follows. �

Appendix C. The rotation operator K

Here we explicitly assume that dimM = 2. Then the Levi-Civita symbols εij

are defined by

εij =
√

det(g)

⎧
⎪⎨

⎪⎩

1, if (i, j) = (1, 2),
−1, if (i, j) = (2, 1),
0, if i = j.

Suppose u ∈ Γ(M;TM). Then the rotation operator K is defined by

Ku = εk
j uj ∂

∂xk
= gkiεiju

j ∂

∂xk
.

One readily verifies that

(Ku|u)g = 0, u ∈ Γ(M;TM). (C.1)

Hence, u and Ku are orthogonal. One might think of K as rotating vectors by
an angle of 90 degrees. A straightforward computation also shows that

(Ku|v)g = −(u|Kv)g, u, v ∈ Γ(M;TM), (C.2)

and
K2u = −u, u ∈ Γ(M;TM). (C.3)

The vorticity of a vector field is defined by

rotu = div (Ku), u ∈ C1(M;TM). (C.4)

One shows that
rot (gradh) = 0, h ∈ C2(M).
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Suppose M = S
2
a, the round sphere in R

3 of radius a, centered at the origin.
Let

x = a sin φ cos θ, y = a sin φ sin θ, z = a cos φ, θ ∈ [0, 2π), φ ∈ (0, π),

be spherical coordinates for S
2
a. Here, θ corresponds to the latitude and φ to

the co-latitude, respectively, where φ = 0 at the north pole. We then have with
the assignment θ ↔ 1 and φ ↔ 2

[g] = [gij ] =
[

a2 sin2 φ 0
0 a2

]

.

One then readily verifies that

Ku = a2 sin φ

(
1

a2 sin2 φ
uφ ∂

∂θ
− 1

a2
uθ ∂

∂φ

)

, u = uθ ∂

∂θ
+ uφ ∂

∂φ
.

In particular,

K

(
∂

∂θ

)

= − sin φ
∂

∂φ
, K

(
∂

∂φ

)

=
1

sin φ

∂

∂θ
.

Hence, K rotates vectors in a counterclockwise direction: vectors directed east-
ward are turned northward, and vectors directed southward are turned east-
ward.
In spherical coordinates, the Coriolis term C is given by

Cu = −2ω cos φKu = 2a2ω sin φ cos φ

(
−1

a2 sin2 φ
uφ ∂

∂θ
+

1
a2

uθ ∂

∂φ

)

(C.5)

for u = uθ ∂
∂θ + uφ ∂

∂φ . One can now infer that C rotates vectors in a clockwise
direction on the northern hemisphere; that is, vectors are deflected to the right
on the northern hemisphere (and to the left on the southern hemisphere).
Moreover, the effect of C vanishes at the equator and is strongest at the poles.
This precisely captures the effect of the Coriolis force.

Lemma C.1. Suppose u is a Killing field and (grad f |u)g = 0, where f =
−2ω cos φ. Then u = u∗ = c ∂

∂θ , where c is a constant, and

Cu∗ = gradh∗, where h∗ = −a2cω cos2 φ.

Proof. We obtain in spherical coordinates for u = uθ ∂
∂θ + uφ ∂

∂φ

(grad cos φ|u)g = (∂θ cos φ)uθ + (∂φ cos φ)uφ = 0.

This implies u = uθ ∂
∂θ . Since u is a Killing field, we conclude that u = u∗ =

c ∂
∂θ , where c is a constant.

This can, for instance, be derived from (B.3). Indeed, in spherical coor-
dinates we have for the Christoffel symbols

[Γ1
ij ] =

[
0 cot φ

cot φ 0

]

, [Γ2
ij ] =

[
− sin φ cos φ 0

0 0

]

,

where we used the convention θ ↔ 1 and φ ↔ 2. We will now employ (B.3),

gjkui
|k + gikuj

|k = gjk(∂kui + Γi
klu

l) + gik(∂kuj + Γj
klu

l) = 0,
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for the vector field u = u1 ∂
∂x1 = uθ ∂

∂θ . Choosing i = j = 1, we obtain

0 = gjkui
|k + gikuj

|k = 2g11(∂1u
1 + Γ1

11u
1) =

2
a2 sin2 φ

∂θu
θ,

as Γ1
11 = 0. Hence ∂θu

θ = 0. Choosing i = 1 and j = 2, a simple computation
yields

0 = gjkui
|k + gikuj

|k = g22(∂2u
1 + Γ1

21u
1) + g11(∂1u

2 + Γ2
11u

1)

= g22∂2u
1 + (g22Γ1

21 + g11Γ2
11)u

1

=
1
a2

∂φuθ.

Hence, ∂φuθ = 0 as well. This implies uθ = c for some constant c.
Employing (C.5) results in

Cu∗ = 2cω sin φ cos φ
∂

∂φ
.

Choosing h∗ = −a2cω cos2 φ then yields the assertion. �

Appendix D. divergence theorem, Helmholtz projection,
Korn’s inequality

Proposition D.1. (Divergence theorem)
Suppose u, v, w ∈ C(M;TM) and h ∈ C(M) are sufficiently regular. Then

(a)
∫

M

(div u)h dμg = −
∫

M

(u|gradh)g dμg = −
∫

M

∇uh dμg, (D.1)

where μg is the volume element induced by g.
(b) (i) ((Δ + Ric )u|v)M = −2(Du|Dv)M where Du = 1

2 (∇u + [∇u]T) and
Dv is defined analogously.

(ii) (div (u ⊗ v)|w)M = −(u ⊗ v�|∇w)M.

Proof. For a proof, we refer to [17, Lemma B.1] (where a more general sit-
uation involving manifolds with boundaries is considered). Precise regularity
conditions are provided in that reference. �

Proposition D.2. Let 1 < q < ∞. For each u ∈ Lq(M;TM) there exists a
unique solution gradψu ∈ Lq(M;TM) of

(gradψu|gradφ)M = (u|gradφ)M, φ ∈ Ḣ1
q′(M).

The solution satisfies

‖gradψu‖Lq(M) ≤ C‖u‖Lq(M).

Proof. For a proof, we refer to [17, Lemma B.6] (where a more general situation
is considered). �
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If follows that the Helmholtz projection

PHu := u − gradψu : Lq(M;TM) → Lq(M;TM)

is well defined and continuous.
For any u ∈ Lq(M;TM) and v ∈ Lq′(M;TM) it holds

(PHu|v)M = (u − gradψu|v)M = (u|v)M − (gradψu|v)M
= (u|v)M − (gradψu|gradψv)M = (u|v)M − (u|gradψv)M
= (u|PHv)M

(D.2)

as ψu ∈ Ḣ1
q (M) and ψv ∈ Ḣ1

q′(M).

Lemma D.3. (Korn’s inequality) There exists some constant C > 0 such that

‖v‖H1
2 (M) ≤ C‖Dv‖L2(M), v ∈ V 1

2 ,

where V 1
2 is defined in (3.5).

Proof. For a proof, we refer again to [17, Lemma B.2] (where a more general
situation is considered). �

Appendix E. H∞-calculus

For the reader’s convenience, we include here the definition of bounded H∞-
calculus, and we refer to [11] for more details. For θ ∈ (0, π], the open sector
with angle 2θ is denoted by

Σθ := {ω ∈ C \ {0} : | arg ω| < θ}.

Definition E.1. Let X be a complex Banach space, and A be a densely defined
closed linear operator in X with dense range. A is called sectorial if Σθ ⊂
ρ(−A) for some θ > 0 and

sup{‖μ(μ + A)−1‖L(X) : μ ∈ Σθ} < ∞.

The class of sectorial operators in X is denoted by S(X). The spectral angle
φA of A is defined by

φA := inf{φ : Σπ−φ ⊂ ρ(−A), sup
μ∈Σπ−φ

‖μ(μ + A)−1‖L(X) < ∞}.

Let φ ∈ (0, π]. Then

H∞(Σφ) := {f : Σφ → C : f is analytic and ‖f‖∞ < ∞}

and

H0(Σφ) =
{

f ∈ H∞(Σφ) : ∃s > 0, c > 0 s.t. |f(z)| ≤ c
|z|s

1 + |z|2s

}

.
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Definition E.2. Suppose that A ∈ S(X). Then A is said to admit a bounded
H∞-calculus if there are φ > φA and a constant Kφ such that

‖f(A)‖L(X) ≤ Kφ‖f‖∞, f ∈ H0(Σπ−φ). (E.1)

Here

f(A) := − 1
2πi

∫

Γ

(λ + A)−1f(λ) dλ, Γ =

{
−te−iθ for t < 0,

teiθ for t ≥ 0,
(E.2)

is a positively oriented contour for any θ ∈ (0, π − φ). The H∞-angle of A is
defined as

φ∞
A := inf{φ > φA : (E.1) holds}.

References

[1] Amann, H.: Linear and Quasilinear Parabolic Problems, Monographs in Math-
ematics 89. Birkhäuser (1995)
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NoDEA Coriolis-driven fluid motion on spherical surfaces Page 21 of 21 102

[12] Prüss, J., Simonett, G., Wilke, M.: Critical spaces for quasilinear parabolic evolu-
tion equations and applications. J. Differential Equations 264, 2028–2074 (2018)

[13] Prüss, J., Simonett, G., Wilke, M.: On the Navier-Stokes equations on surfaces.
J. Evol. Equ. 21(3), 3153–3179 (2021)

[14] Reusken, A., Zhang, Y.: Numerical simulation of incompressible two-phase flows
with a Boussinesq-Scriven interface stress tensor. Internat. J. Numer. Methods
Fluids 7, 1042–1058 (2013)

[15] Reuther, S., Voigt, A.: Solving the incompressible surface Navier-Stokes equation
by surface elements. Phys. Fluids 30, 012107 (2018)

[16] Samavaki, M., Tuomela, J.: Navier-Stokes equations on Riemannian manifolds.
J. Geom. Phys. 148, 103543, 15 (2020)

[17] Shao, Y., Simonett, G., Wilke, M.: The Navier-Stokes equations on manifolds
with boundary. J. Differential Equations 416(2), 1602–1659 (2025)

[18] Simonett, G., Wilke, M.: H∞–calculus for the surface Stokes operator and ap-
plications. J. Math. Fluid Mech. 24(109), 23 pp (2022)

[19] Taylor, M.E.: Analysis on Morrey spaces and applications to Navier-Stokes and
other evolution equations. Comm. Partial Differential Equations 17, 1407–1456
(1992)

Yuanzhen Shao
Department of Mathematics
The University of Alabama
Tuscaloosa Alabama
USA
e-mail: yshao8@ua.edu

Gieri Simonett
Department of Mathematics
Vanderbilt University
Nashville Tennessee
USA
e-mail: gieri.simonett@vanderbilt.edu

Mathias Wilke
Institut für Mathematik
Martin-Luther-Universität Halle-Wittenberg
Halle (Saale)
Germany
e-mail: mathias.wilke@mathematik.uni-halle.de

Received: 28 December 2024.

Revised: 29 April 2025.

Accepted: 13 July 2025.


	Coriolis-driven fluid motion on spherical surfaces
	Abstract
	1. Introduction
	2. Mathematical approach
	2.1. Weak setting

	3. Global existence and convergence
	Appendix A. Tensor bundles and the Levi-Civita connection
	Appendix B. Killing fields
	Appendix C. The rotation operator K

	Appendix D. divergence theorem, Helmholtz projection, Korn's inequality
	Appendix E. Hinfty-calculus
	References




