FAKULTAT FUR
ELEKTROTECHNIK UND
INFORMATIONSTECHNIK

UNCONSTRAINED RECOGNITION OF OFFLINE ARABIC
HANDWRITING USING GENERATIVE AND
DISCRIMINATIVE CLASSIFICATION MODELS

Dissertation

zur Erlangung des akademischen Grades

Doktoringenieur

(Dr.-Ing.)

von M.Sc. Moftah M. Elzobi

geb. am 30. Dezember 1970 in Kairo, Agypten

genehmigt durch die Fakultat fiir Elektrotechnik und Informationstechnik

der Otto-von-Guericke-Universitit Magdeburg

Gutachter:
Prof. Dr.-Ing. habil. Ayoub Al-Hamadi
Prof. Dr.-Ing. Abbas Omar
Prof. Dr. Aly Farag

Promotionskolloquium am: 28. Mérz 2017






Acknowledgements

I would like to thank my supervisor Prof. Dr.-Ing. habil. Ayoub Al-Hamadi for his
guidance and relentless support over the course of this PhD. His commitment of
research inspires me over all these years and motivates me to do my best.

I am grateful to Prof. Dr. A. Omar and Prof. Dr. A. A. Farag for accepting to review
my thesis. I would like to thank my colleagues in NIT research group for their
countless stimulating conversation and invaluable technical advices. Special thanks

to my family for their infinite support and understanding.

ii






Abstract

Despite extensive research conducted over the past three decades, a fact-proof
solution to the problem of offline Arabic handwriting is still elusive. Moreover,
most of the current solutions that are usually specific to a particular personal
handwriting or to a certain font, deliver recognition results that are fraught with
problems and errors. As a consequence, the development of efficient OCR software
that is capable of transcribing Arabic handwriting into a searchable text is still an
active area of research. On the other hand, in the current digital age, it is evident
that information resources that are not properly digitized will simply become
inaccessible. The main objective of our research, in this thesis is to investigate and
develop effective recognition approaches for offline Arabic handwriting that are

applicable in unconstrained OCR’s environments.

Furthermore, we contend that carefully designed and adequately annotated
datasets are a vital prerequisite for any unconstrained OCR’s solutions. There-
fore, we have developed IESK-arDB, a new multi-purpose Arabic handwriting
database. It is publicly available and contains more than 6000 word images each
groundtruthed with segmentation information, and 285 pages of 14th century histor-
ical manuscripts that are transcribed into text files, and a page-by-page line-by-line

alignment is enforced. A letter frequency has analysis showed that the database
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exhibits letter frequencies very similar to that of large corpora of digital text, which
proves the database usefulness. Additionally, and since manually creating hand-
writing databases is a cost and time prohibitive process, a handwriting synthesis
approach is proposed. And about 28000 online handwritten letter samples are
collected from several writers and used to build 100 Active Shape Models (ASM).
ASMs are then used to generate unique letter representations in order to simulate
the various handwriting styles. The developed system is used to create more than

12000 synthesized samples that have been added to the database.

It has been concluded that handwritten word segmentation is a fundamental
step in building any general purposes OCR system. Hence, one of our contributions
in this thesis is the proposal of a new topological segmentation methodology. It
starts by performing a connected-component analysis in order to resolve sub-
words overlapping. Then, topological feature based segmentation is carried out
to split the word into a set of presumed letters. The proposed approach has been
successfully tested on IESK-arDB and IFN-ENIT databases, aching very promising
results that indicate the efficiency of the suggested approach. Informative and
non-redundant features, typically, facilitate the subsequent recognition process.
In this thesis, we propose a robust yet simple approach for extracting two sets
of shape descriptor features that have a number of desirable characteristics, e.g.
less expensive in extraction and in processing, efficiently capture letter global
shape characteristics, invariant to stroke width and less sensitive to handwriting
distortions (e.g. skew and slant). It has even been argued that recognition is one of
the most essential phases in any OCR system. Generally speaking, there is a wide
spectrum of current solutions for this problem. Those solutions can be probabilistic,
non-probabilistic, or may adopt generative or discriminative modeling approach.
Unlike the mainstream approaches addressing the problem, in this dissertation,
tirstly, we propose a generative HMMs based approach that is built on top of an

explicit segmentation module. Thanks to a threshold model that is constructed
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by ergodically connecting all letters models, the suggested approach is capable to
detect false segmentation and non-letter segments. The approach is validated on
two different databases with satisfactory results. Furthermore, and because of the
strong performance that the discriminative CRFs and its extension HCRFs recently
showed in several pattern recognition fields. We introduced those two approaches
to the problem of offline Arabic handwriting recognition. For training, testing,
and performance comparison purposes of all proposed recognition approaches
the IESK-arDB and IFN-ENIT databases are used. The achieved results indicate
the superiority of discriminative approaches, where HCRFs achieved the best

performance followed by CRFs.







Zusammenfassung

Trotz mehr als zwei Jahrzehnten intensiver Forschung im Gebiet der arabischen
Offline-Handschrifterkennung, steht eine zufriedenstellende Losung bisher noch
immer aus. Sogar spezifische Ansitze fiir einzelne Schreiber oder bestimmte Schrift-
arten sind problematisch und fehlerbehaftet. Bis heute existiert daher keine OCR-
Software, welche es ermoglichen wiirde, arabische Handschrift zuverldssig in di-
gitalen Text zu tiberfithren. Andererseits ist es im Kontext des digitalen Zeitalters
ersichtlich, dass nicht angemessen digitalisierte Quellen zunehmend unzugénglich
werden. Der wesentliche, in dieser Dissertation zusammengefasste Forschungs-
schwerpunkt besteht in der Erforschung und Entwicklung von effektiven Ansédtzen
zur Offline-Erkennung arabischer Handschrift fiir den Einsatz in allgemeinen OCR-
Umgebungen. Sorgfiltig konzeptionierte und addquat annotierte Datensammlun-
gen sind typischerweise Voraussetzung fiir effiziente, allgemeine OCR-Losungen.
Daher haben wir die IESK-arDB entwickelt, eine neue Vielzweck-Datenbank ara-
bischer Handschrift. Die Datenbank ist frei verfiigbar und umfasst tiber 6.000
Abbildungen von Wortern sowie der zur Validierung von Vorverarbeitung, Seg-
mentierung und Erkennung erforderlichen Grundwahrheiten. Weiterhin sind 285
Seiten historischer Dokumente aus dem 14. Jahrhundert beinhaltet, denen aus

Unicode-Textseiten bestehende, zeilengetreue Grundwahrheiten beiliegen. Durch
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Analyse der Buchstabenhdufigkeit wurde gezeigt, dass die Haufigkeiten der Buch-
staben der IESK-arDB jener umfassender digitaler Textdatenbanken entspricht, und
somit niitzlich fiir allgemeine Anwendungszwecke ist. Aufgrund der mit manuell
erstellten Datenbanken verbundenen Kosten, wird ein Ansatz zur Synthese von
Handschrift vorgestellt. Um die 28.000 handschriftlichen Online-Buchstabenproben
wurden von verschiedenen Schreibern gesammelt und verwendet, um tiber 100
Active-Shape-Models (ASMs) zu erstellen. Die ASMs werden benétigt, um unikale
Buchstabenreprasentationen zur Simulation verschiedener Schreibstile zu generie-
ren. Das entwickelte System wurde eingesetzt, um {iber 12.000 synthetische Proben

zu erstellen, welche zur Datenbank hinzugefiigt wurden.

Segmentierung handschriftlicher Worter ist ein fundamentaler Schritt beim Er-
stellen aller OCR Systeme, die fiir allgemeine Zwecke eingesetzt werden sollen.
Daher stellen wir als wesentlichen Beitrag zur Forschung eine topologiebasierte Seg-
mentierungsmethode vor. Zunédchst wird durch eine Analyse zusammenhédngender
Komponenten das Problem tiiberlappender Unterworter gelost. Anschliefsend wird,
basierend auf topologischen Merkmalen, eine Segmentierung des Wortes in Buchsta-
ben durchgefiihrt. Dieser Ansatz wurde mit vielversprechenden, auf seine Effizienz
hinweisenden Ergebnissen an der IESK-arDB- sowie der IFN-ENIT-Datenbank ge-
testet. Informative, nichtredundante Merkmale begiinstigen typischerweise den
anschlieenden Erkennungsprozess. In dieser Dissertation wird ein robuster aber
dennoch einfach gehaltener Ansatz zur Extraktion zweier Shape Deskriptoren
vorgestellt. Diese weisen eine Reihe erwiinschter Eigenschaften auf. So lassen sie
sich z.B. mit geringem Aufwand extrahieren und verarbeiten und sind, da die
globale Buchstabengestalt erfasst wird, invariant gegeniiber der Strichdicke sowie
weniger empfindlich gegeniiber in Handschrift auftretenden Deformationen wie

Schriftneigung oder -schrége.

Erkennung stellt offenkundig eine der wichtigsten Phasen jedes OCR Systems
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dar. Allgemein steht ein weites Spektrum verschiedener probabilistischer und nicht-
probabilistischer — auf generativen oder diskriminativen Modellen basierender —
Losungsansitze zur Verfiigung. Im Gegensatz zu den géngigen Losungsdtzen wird
in dieser Dissertation erstmal ein generativer Hidden-Markov-Model (HMM) ba-
sierter Ansatz vorgeschlagen, der an ein Modul expliziter Segmentierung anschliefst.
Ein Schwellwert-Modell, konstruiert durch ergodische Verkniipfung aller Buchsta-
benmodelle, ermoglicht es, Segmentierungsfehler und nicht Buchstaben Segmente
zu detektieren. Der Ansatz wurde anhand zweier Datenbanken mit zufrieden-
stellenden Ergebnissen validiert. Ein weiterer Ansatz basiert auf diskriminativen
Conditional-Random-Fields (CRFs), die neuerdings eine hohe Performanz in diver-
sen Bereichen der Mustererkennung erzielen. Beide Ansédtze werden hinsichtlich
ihres Einsatzes fiir arabische Handschrifterkennung untersucht. Zum Trainieren,
Testen und zum Vergleichen der Performanz von CRFs, HCRFs und HMMs wurden
die IESK-arDB sowie die IFN-ENIT Datenbanken eingesetzt. Die Ergebnisse weisen
auf die Uberlegenheit der diskriminativen Ansitze hin, wobei HCRFs gefolgt von

CRFs die beste Performanz aufweisen.
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CHAPTER 1

Introduction

N the current digital age, people expect that information resources (modern or
historic) are digitally available and can be fast and easily accessed. Resources
that are not properly converted into a machine-readable text (e.g., Unicode or

ASCII formats) will soon become obsolete or even inaccessible. This would imply a
significant loss of an important and huge amount of human cultural memory.
Despite the enormous advances in computing power, paper-and-pen handwrit-
ing has been (and still is) one of the main approaches for preserving and collecting
information. In the 1970s, George Pake the founder and the executive head of Re-
search and Development (R&D) at Xerox corporation (and many others) predicted
that offices will be paperless by 1995. Obviously, the current 21st-century office
life is contradicting such prediction. In a well-known book, published in 2003,
Sellen et al. [T} argue that paper-and-pen will continue to play an important role
in offices, and they recommend related research efforts to be focused to solutions
that make optimal use of written/printed paper and electronic document tools.
In this context, the term Optical Character Recognition (OCR) is coined to refer

to the process of converting images of handwritten, typewritten, or printed text

YThe Myth of the Paperless Office [6]
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into a machine-readable text. For type-written and printed Latin based scripts,
research reached a point where OCR software solutions are now everywhere, with
accuracy rates exceeding 99%. Hence, it is considered as a solved problem by many
researchers. However, Latin based cursive handwriting is still an open topic for
research.

In comparison to Latin based scripts, Arabic alphabet based scripts which are the
focus of this thesis, the OCRs research has started relatively recently and advances
slowly, and hence it is still an open and challenging field of research for both
printed and handwritten text. Considering the fact that solving the OCRs problem
of printed Arabic text is, typically, a by-product of solving the more challenging
problem of Arabic handwriting OCR. The main objective of this work will be to

investigate and propose an OCR’s solution for Offline Arabic handwriting.

1.1 Arabic Handwriting Characteristics

Arabic is a unicase alphabet that includes 30 letters, 28 basic and two additional
contextual variants of two basic letters (TaMarbuta § and AlifMaksura ). As a
result of adopting the alphabet to write other languages e.g., Persian, Urdu, Kurd,
etc., the standard alphabet is modified by omitting and adding letters to represent
vowels specific to each language. Many letters share the same main part (RASM)
(e.g., w, &, &), hence, dots are extensively used to distinguish one letter from the
other, where the number and the position (i.e. above, under, or inside) of dots make
the difference. In the standard alphabet, ten letters come with one dot, three with
two dots, and two with three dots. Typically, Arabic letters are written right-to-
left, ascending or descending from a clear baseline, and written cursively in both
handwritten and in printed writing. Except six letters, Arabic letters appear in four
different forms (Begin, Middle, End, and Isolated) according to their positions in

a word. Furthermore, the same letter can have a completely different appearance
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depending on its position (see the letter ”¢” pronounced as “He” in Table . The
other six letters can be connected to the preceding letter only, therefore they appear
only in two different forms, namely, End and Isolated forms. As consequence,
a word will be splitted into two or more parts (i.e. sub-word) whenever any of
these six letters occurs within it. This phenomenon is specific to Arabic alphabet
based scripts, and often causes word segmentation problems, such as sub-words
overlapping and word - sub-word confusionf}

Table 1.1. Standard Arabic Alphabet

I E M B H I E M B
Alif V| Taa L L L L
Ba o o« . Dha L L L L
Ta o < I 37 Ayn ¢ & = f
Tha & & % 3 Ghayn C & £
Jim C c > > Fa o2 a @
Ha » »~» =~ = Qaf G 5 & 3
Kha e > = Kaf 4 & K 7
Dal > A Lam J J )
Thal 3 X Mim P e A
Ra o Nun O o o~ 4
Zai 3 5 He 0 4 4 A
Sin o o Waw 5 s
Shin 4 & & 4 Ya S s & 2
Sad o = - « | TaMarbuta o i
Dhad > 2 .= . || AlifMaksura (s

Ligatures in Arabic based scripts are frequently used, where a ligature is formed
when two or even three consecutive letters are vertically connected. Only one
ligature is mandatory ¥ (Lam (} + | Alif ) and usually treated as an additional letter.

Other ligatures, such as the combination of =, ( ,and (l are optional and occur only

2White—spaces can occur inside the same word, as well as, between different words.
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as a result of the used font and /or the personal handwriting style. Table [I.1llists

letters of the standard Arabic alphabet along with their different forms.

1.2 Motivations and Applications

The major impediment in large-scale business application is how to digitize type-
written, printed or handwritten data embedded in hard copy documents. The tra-
ditional way to overcome these obstacles is to manually transcript each document
image, which seems to be expensive, repetitive, and time consuming. Alterna-
tively, OCR is proved to be a practical and reasonable solution to generate digital

redundancies of the hard documents.

As an example of the urgent need for Arabic alphabet based OCR is the case
of the Ottoman Archives. These Archives are estimated to contain more than 150
million documents, which hold invaluable information about the history of current
39 independent states that emerged from the Ottoman Empire. This information
is still fundamental for present issues like treaties, border disputes, inheritance,
court documents, land deeds, applicable laws, historical demographics, etc. Until
1928, the Arabic alphabet based Ottoman Turkish was the official script of both the
archives and the empire, then replaced with Latin-based Turkish alphabet. Up to
today, people who can read Ottoman Turkish are limited to a very few numbers of
historians and theologians [7]. In this particular case, an efficient OCR solution is
a necessary, not only to preserve, easily access, and mine the information of such
priceless historical resources, but also to transliterate the Ottoman Turkish resources
into modern Turkish or any other language, which is a cost and time efficient
alternative. In general and regardless of the underlying script, when developing an
OCR system there are two possible approaches, namely, task-specific or general-
purposes. Task-specific OCR systems find application in various domains such as,

banking, postal, insurance, etc. On the other hand, general-purpose OCR systems
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are typically needed when the task requires processing document images that
contain unconstrained text, e.g., pages of newspapers, business letters, pages of
handwriting, copies of historical manuscripts, etc. Lexicon-based task-specific OCR
solutions have been successfully applied to a certain extent to Arabic based scripts.
However, such solutions are inadequate or even unusable in large vocabulary or
vocabulary-independent application environments. To develop a general propose
(vocabulary-independent) OCR system, we claim that the segmentation step is of
prime importance [8,9]. Such a fact has motivated the development of this work, in
which segmentation based recognition approaches for offline Arabic handwriting

are proposed.

1.3 Goals and Contributions

The main objective of this work is to investigate and develop efficient approaches
for the recognition of offline Arabic handwriting. The proposed methods should be
highly invariant to personal writing styles, the used font, and document type (mod-
ern or historical handwriting). Moreover, the suggested OCR solutions should be
robust against geometric distortions (e.g., scaling, translation, etc.) and handwriting
specifics (e.g. , skew, slant, etc.). The following are the main research contributions

of this dissertation:

e Considering the vital importance of databases for developing and validat-
ing related algorithms, we create our own IESK-arDB database. To the best
of our knowledge, we believe that the database is the first of its kind that
comes equipped with segmentation information. It contains images of single
handwritten words, pages of modern Arabic handwriting, and pages of hand-
written historical manuscripts. All of images are adequately and properly
ground-truthed. Furthermore, in order to avoid the expensive process of

manually generating handwriting samples, we proposed a novel and effective
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Active Shapes Model (ASM) based approach to synthesize Arabic handwriting.
Using this approach, a large number of sample images of synthesized pages

of text and synthesized single words are added to the IESK-arDB database.

e Correction of skew and slant of handwritten words typically enhances the
performance of subsequent processes. We proposed a simple yet effective
method that combines the advantages of two well-known techniques for the
normalization of the skew and the slant. Moreover, sub-words overlapping is
an Arabic script specific issue that has been addressed in our research and a

proper solution is presented.

o Text lines segmentation is an inevitable process in any OCR system. Our work
contributed to this research topic by proposing an efficient method that can
be applied on modern as well as on historical handwriting documents. The
method proved to be remarkably robust against several kinds of handwriting
specific distortions, e.g., touching and overlapping of ascenders and descen-
ders, global and local skewness of text lines, and the extensive use of dots and
diacritics in case of Arabic historical manuscripts. Segmentation of handwrit-
ten words into letters is the main bottleneck that hinders an unconstrained
OCR solution. Therefore, having a solution for this problem would be a great
step forward in the field. In our work, we developed a topological features
based approach for segmentation of handwritten Arabic words. The proposed
approach has been successfully tested on two different databases and results

were very promising, indicating the efficiency of the suggested approach.

e A new set of features that are less expensive to extract, invariant to stroke
width, less sensitive to different distortions, capable of capturing distinctive
shape characteristics, and easy to convert to a sequence, are proposed and

used for recognition.
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e For the recognition task, we firstly proposed generative Hidden Markov
Models (HMMs) equipped with an adaptive threshold model designed to
cope with any possible meaningless shapes probably occurring as a result
of segmentation errors. Secondly, to investigate the performance of the dis-
criminative Conditional Random fields (CRFs) and the Hidden Conditional
Random fields (HCRFs), to our knowledge, we are the first to introduce CRFs
and HCRFs classifiers for the recognition of Arabic handwriting. Finally, the
performances of HMMs, CRFs, and HCRFs are fully (separately and com-
bined) evaluated; the strengths and weakness of each approach are discussed,

and recommendations for possible future application of each are also given.

1.4 Previous Work

In this section, we briefly survey the most related research works addressing the
main relevant sub-problems, namely, the demand for carefully designed and well
articulated datasets, the handwritten words segmentation, and finally the offline

handwriting recognition issue.

1.4.1 Databases for Arabic Handwriting

In the recent literature, there are multiple research works which make use of sev-
eral off-line Arabic text databases. Table summarizes most of the published
databases that support Arabic OCR research. The most common database in the
tield of off-line Arabic handwriting recognition is the IFN/ENIT database, which
contains exclusively tunisian town/village names. The database was created by
the Institute of Communication Technology (IFN) at Technical University Braun-
schweig in Germany and the Ecole Nationale d’'Ingénieurs de Tunis (ENIT) in
Tunisia [10]. It has been reported that 411 writers have participated in generation of

26459 handwritten tunisian town/village names. The database is freely available at
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www.ifnenit.com. The word images come with automatically generated ground-
truth information, such as Baseline coordinates, number of sub-words, number of
characters, etc. It contains no information about character borders or sub-word
borders that can be helpful in facilitating the training and validation processes
of any segmentation-base recognition approach. In the Center of Excellence for
Document Analysis and Recognition (CEDAR) 10 persons participated in creation
of an Arabic database by writing 10 different page of text each. Every page com-
promises approximately 150-200 word. In total, the database contains 20,000 word
images [11]. Currently, this database is not available online.

In [12]], a database for off-line Arabic handwriting (AHDB) is presented. Samples
are collected from 100 writers. The database contains words used in writing bank
legal amounts, the most popular arabic words, and freely available handwritten
pages of text. Even though it has been reported that the database is freely available
it can not be found on the Internet. Another database of handwritten checks
(CENPARMI) is introduced in [13]. It consists basically of 3000 check images. From
which 29,498 sub-word images, 15,175 digit images, and 2,499 legal amount images
are extracted and labeled. The database is designed to facilitate automatic check
reading research for the banking and finance applications. The database is freely
available. The Applied Media Analysis (AMA) developed an Arabic handwritten
full page dataset. It contains a set of 5000 pages of handwritten text, transcribed
by 49 different writers from six different countries. The collection contains various
document types including, forms, memos, poems, diagrams, and number lists in
both Arabic and Indic digits. The dataset is available and can be downloaded at
charge [14].

Compared to offline handwriting, databases for type-written and printed text
are larger in size and more comprehensive, since the process of collecting or pro-
ducing such text can be easily automated. A large-scale database called APTI, is

synthetically generated for Arabic Printed words. The database is extracted from


www.ifnenit.com
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Table 1.2. Arabic and Farsi most commonly used databases.

Database Availability Size Purpose
Freely available | 26,459 tunisian city | Off-line hand-
TFN/ENIT names writing.
| Not available 100 pages of text, | Off-line hand-
CEDAR Arabic each comprises 150-| writing.
dataset 200 word
Off-line hand-
AHDB Not available Not reported writing
Off-line hand-
CENPARMI Available 29,498 subwords, | written legal
15,175 digits, and | mounts  and
2,499 digits bank checks.
Arabic- Partially avail-| 5000  handwritten | Off-line hand-
Handwritten able pages writing
1.0
Arabic printed
APTI Available 45,313,600 word im- | words.
ages
Typewritten
ERIM Not available 750 pages of text and printed
text.
Arabic
IBN SINA Available more than 1000 Sub- Manuscript.
words
Farsi Handwrit-
IfN /Farsi Available 7271 word images ing.
Farsi Handwrit-
FHT Available 1000 form images ing.

lixicons and contains 45,313,600 single word. It consists of more than 250 million
characters, in 10 different fonts, 10 font sizes and 4 font styles [15]. The database is
available through the web site (https://diuf.unifr.ch/diva/APTI) of DIVA group at
the University of Fribourg, Switzerland. A database for machine printed Arabic
text consists of 750 pages is created by the Environmental Research Institute of
Michigan (ERIM). Images with different quality degrees are extracted from books
and magazines typed in different font types and sizes [16]. The database is currently

inaccessible.
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Farrahi and Chariet in [17], illustrate the process of creating IBN SINA database.
The database contains 1000 Arabic sub-words extracted from 50 folios of a historical
Arabic handwritten manuscript. It is freely available for download, with sub-word
images and their corresponding ground-truth information stored as ”.MAT" files.

The alphabet and the writing styles of both Arabic and Farsi scripts are almost
the same, hence OCR techniques or databases developed for one script can be
used for the other. A database for Farsi handwriting called IfN/Farsi is presented
in [18]. The database is developed in the same way as of the above-mentioned
IFN/ENIT database. It contains 7.271 binary images of handwritten samples for
Iranian province/city names, where data are collected from 600 writers [}

Another database for Farsi handwritten text is illustrated in [19]]. The database
called FHT, it contains 1000 forms filled out with passages of handwritten text.
About 250 writers from different ages and education levels are participated in creat-
ing the database. The ground truth is a digital text correspond to the handwritten

samples. To obtain this database, authors should be contacted.

1.4.2 Handwriting Segmentation

While the bulk of related literature did not report the results of segmentation
separated from the recognition results, there are few numbers of research works
dedicated only to the segmentation of Arabic handwriting [5,9,20]. In the following,
we will briefly review the most important related literature, starting by works,
in which, the segmentation is strongly linked to recognition. The last two works
are samples of methods that focus mainly on the problem of Arabic handwriting
segmentation.

One of the earliest segmentation-based approaches as suggested for the recog-
nition of Arabic handwritten text, is the one proposed by Almullim and Yam-

aguchi [21]. In this approach, words are over-segmented into their basic strokes,

3The IfN/Farsi database can be easily obtained at no charge by contacting the authors.
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where a stroke is the curve between any two structure points (end points or branch
points). Each stroke is then classified to one of five groups according to its shape.
Two of these groups contain what is called secondary strokes, and the other three
groups contain primary strokes. Furthermore, a set of heuristics is proposed to
assign secondaries to their primary strokes, to construct the corresponding character.
No segmentation results are reported, while the reported recognition rate is 81.25%.

In [22], Bushofa and Spann propose a segmentation-based recognition method-
ology for off-line printed Arabic text. The segmentation algorithm starts by locating
the text baseline. Having the baseline discovered, a fixed size window is used
along the baseline to search for specific types of angles that are expected to be
formed when letters joined together. Multiple heuristic rules are used to confirm
the segmentation results. Finally, features are extracted and a decision tree based
classifier is used for recognition. A recognition rate of 94.17% is reported.

In an attempt to avoid over-segmentation, Atici and Yarman-Vural [23] pro-
posed an analytical segmentation approach for type-written Arabic text, which
attempts to extract the whole stroke that represents the character by means of the
so-called Character Key Feature Set (i.e., End-Points, Branch-Points, Loop-Points
and Dot-Points) from the word thinned image. First, the minima and maxima of
the thinned image are calculated, then the so called Key Features Segments (KFSg)
are determined. Secondly, A set of heuristic rules that employ KF set, are applied
on the set of the minima in order to elect cut candidates among them. A set of chain
code features are extracted and a HMMs based classifier is used for recognition.
Authors reported a recognition rate of 96%.

Abuhaiba et al. [24] presented a recognition system for off-line Arabic hand-
written text. Their system is a segmentation-based approach, in which thinned
and smoothed images of the strokes (sub-word) are processed and converted into
1D representations called direct straight-line approximation. The representation

is processed further to produce a loop-less graph called the reduced graph, where
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loops replaced by vertices. Ultimately, the reduced graph representation is seg-
mented into tokens that are fed to a fuzzy sequential machine for recognition. As a
sub-word (without segmentation) recognizer, the proposed system achieved 55.4%
recognition rate. When segmentation is involved, the recognition rate degrades to
51.1%.

Lorigo and Govindaraju [9] propose an algorithm for segmentation of hand-
written Arabic text. The algorithm integrated a gradient based, and down-up
based techniques to detect all possible break-points. Then by exploiting a prior
knowledge of letter shapes, all inaccurate candidates are filtered out. When testing
the algorithm on a set of 200 images, a successful segmentation rate of 92.3% is
reported.

In [5], Xiu et al. proposed probabilistic segmentation model, in which a tentative,
contour-based over-segmentation is first performed on the text image. As a result, a
set of what so-called graphemes is produced. The approach differentiates among
three types of graphemes. The confidence of each character is calculated according
to the probabilistic model, respecting other factors e.g., recognition output, geomet-
ric confidence and logical constraint. The authors tested their proposed approach

on five different test sets, achieving 59.2% success rate.

1.4.3 Handwriting Recognition

This subsection will review the literature of recognition approaches that are compa-
rable to the three different approaches proposed in this thesis, namely, the HMMs,
CRFs, and HCRFs. Approaches that use HMMs to handle the considered problem
has appeared at the beginning of the last decade. By integrating a right-to-left dis-
crete HMM and Kohonen self-organizing map for features quantization, Dehghan
et al. [25] were the pioneers in demonstrating the feasibility of applying HMMs
for a holistic recognition of off-line Farsi and Arabic handwriting. Experiments

were conducted on a database of Iranian cities names, and a sliding-window based
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feature vectors are constructed from histograms of chain-code of contour directions.
The reported accuracy rate of the approach is 65%. Pechwitz and Maergner [26]
used 1-D semi-continues-HMMs based approach for the recognition of handwritten
words, where a sliding window based feature vectors are extracted from normalized
gray word images. Before passing features to HMMSs, a Loeve-Karhunen transform
is used to reduce dimensionality. The IFN/ENIT database is used for training and
testing, and a maximum recognition rate of 89% is reported. For the recognition of
off-line Arabic handwritten words, Al-Hajj et al. [27] proposed a combination of
three right-to-left HMMs classifiers. Each classifier was constructed upon specific
sliding window orientation to overcome the major substantial problems of offline
handwriting such as, inclination, overlap, and shifted position of diacritics. Training
and testing are conducted on the IFN/ENIT database, and the overall recognition
decision is made by experimenting different combination techniques (i.e., sum rule,
majority vote rule, and neural networks-based combination) among the results of
three classifiers. The best recognition rate achieved is 90%, when a combination
of neural networks is chosen. Dreuw et al. [28]] proposed discriminatively trained
HMNMs for recognition of Arabic and Latin offline handwritten words. Instead of
the popular expectation maximization (EM) training technique, authors suggested
maximum mutual information (MMI) and minimum phone error (MPE) to train
holistic models. The Arabic IFN/ENIT and the English IAM databases are used to
evaluate the approach, where error-rates are reduced by 33% and 25% respectively,

compared to the EM.

Motivated by the successful application of CRFs and HCRFs in a number of
tields such as, natural language processing, bioinformatics, and etc., several works,
recently, suggest the use of CRFs for the recognition of offline Chinese and Latin
handwritings. To the best of our knowledge, we are the first [29] to introduce CRFs
and HCRFs to the recognition of Arabic handwriting. Zhou et al. [30] propose

a method for the recognition of Chinese/Japanese text based on semi-Markov
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CRFs. They start by defining a semi-CRFs on a lattice of all possible segmentation-
recognition hypotheses of a string to directly estimate their posteriori probabilities.
CRFs feature functions are defined on top of geometric and linguistic information of
character recognition, and negative log-likelihood is used for optimizing the model
parameters. At the level of characters, recognition rates of 95.20% and 95.44% are
achieved for Chinese and Japanese respectively. In their early related work, Feng et
al. [31], explore and compare the performance of CRFs and HMMs for the task of
word recognition in historical handwritten documents. A set of discrete features
is extracted from 20 pages of George Washingtons manuscripts and used to train
and evaluate the CRFs- as well as HMMs based classifiers. They conducted several
experiments using different beam search methods in order to speed up the training
process of CRFs classifier, and they have proved that CRFs is superior to HMMs.
However, to boost performance, they found out it is necessary to reduce the state
space by applying CRFs at the characters’ level, which we adopted in our proposed

approaches.

1.5 Overview of the Manuscript

This section provides an overview of the remainder of this thesis that is organized
around five major chapters excluding this introductory chapter and the conclusion.
In addition, there is an appendix accompanying the five chapters that contains
tables, charts and graphics. The following chapter, introduces the fundamentals
and theory that underpin OCR in general. Then, the main contributions of the thesis
are described and discussed in detail within the scope of Chapters Three, Four, Five,
and Six. In the seventh and last chapter, several conclusions are drawn and future

perspectives are envisaged.

e Chapter 2| describes the necessary fundamentals of OCR for handwriting,

and illustrates the theoretical basics of methodologies that have been used
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throughout this work. It begins by highlighting the differences between of-
fline and online handwriting and explains the holistic and analytic processing
approaches. Besides the pre-processing steps necessary for handwriting pro-
cessing, the theory of the generative HMMSs and the discriminative CRFs and
HCRFs are also discussed.

e Chapter 3|starts by giving an overview of the IESK-arDB database, where
the details of data acquisition, samples annotation, and frequency analysis
processes are respectively given. The second part of the chapter is dedicated
to describe the ASM based handwriting synthesis method, where the details
of the data collection process, the used equipments, and the letters as well as

words synthesizing processes are illustrated.

e Chapter[4focuses mainly on the handwriting segmentation problem. Firstly,
the proposed solution for the problem of text line segmentation is fully dis-
cussed, and the claimed effectiveness compared to other approaches is justi-
tied. Secondly, the suggested dual-phase segmentation method that begins
with handwriting specific per-processing such skew correction and sub-words
overlapping is presented. Then, the process of generating candidates for seg-
mentation of handwritten word and the used heuristic rules for segmentation

are described in detail.

e Chapter [5| is dedicated to introduce probabilistic based classification ap-
proaches suitable for labeling sequences of features. Two sets of sequential
features describing the shape of the segmented unit along two different direc-
tions, namely, clockwise and counter clockwise, are extracted and used to train
the purposed classifiers. The first adopted approach is a generative HMMs,
that is built directly on top of an explicit segmentation module. The second
and the third recognition approaches are the discriminative CRFs and its

extension HCRFs. Moreover, the chapter demonstrates how confidence values
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are computed and attached to the recognition results of the three classifiers to

explain how reliable the obtained results are.

e Chapter[p|summarizes and discusses the experimental results obtained from
the various solutions suggested in this dissertation. Modern and historical
samples drawn from IESK-arDB and AHDB databases are used to tune and
evaluate the text line segmentation approach. The IFN-ENIT and IESK-arDB
databases are used to assess the performance of sub-words overlapping and
the word segmentation approaches. A pixel-matching based metric is adopted
in the assessment, and different kinds of achieved rates and occurred errors
are documented. As for recognition, all models are built using samples from
IESK-arDB. In order to test the reliability of the adopted classifiers, additional
experiments are conducted using unseen samples from the IFN-ENIT database.

Finally, the chapter outlines several recommendations for future applications

of the three classification methods (i.e., HMMSs, CRFs, and HCRFs).



CHAPTER 2

Fundamentals of Offline Handwriting Recognition

HE objectives of this chapter are, firstly, to describe the necessary fundamen-
tals of offline optical handwriting recognition, and secondly to illustrate
the theoretical basics of methodologies that have been used throughout

this work. We believe that this chapter is essential for readers in order to evaluate
the task, clarify terminologies, comprehend methodologies, and eventually appreci-
ate results. To avoid any confusion, the chapter starts by explaining the difference
between the offline and the online handwriting signals. Since offline handwriting
recognition is the main theme of this thesis, the differences between the two main
paradigms (i.e. analytic and holistic) of processing the offline handwriting signals
are explicitly stated. Moreover, the signal acquisition systems and their various
setups as well as the signal interpretations are discussed.

Before any recognition process can take place, it should be preceded by proper
document image enhancement and preprocessing procedures, e.g., image thresh-
olding, stroke thinning, outcropping pixels removal, etc. Section 2.3 presents the
theoretical basics of the used techniques. Specific approaches have been used to
handle handwriting artifacts such as skew and slant. These approaches are illus-
trated and their pros and cons are explained. Segmentation is an inevitable process
in any unconstrained handwriting recognition system, hence Section [2.4{ provides
an overview of the segmentation of offline Arabic handwriting and emphasizes its

importance within the context of our thesis.

17



2.1. Methodologies of Handwriting Processing 18

Obviously, classification is one of the most essential and important phases in any
recognition system. In general, there is a wide spectrum of solutions for the problem
of classification. These solutions can be probabilistic, non-probabilistic, or may
adopt generative or discriminative modeling approach. By analyzing the perfor-
mance of three popular candidates, our work tries to highlight their strengths and
drawbacks in terms of training costs and recognition results. Hence, in Section
the theoretical foundations of the generative Hidden Markov Models (HMMs) and
the discriminative Conditional Random Fields (CRFs) are fully presented, and their

application for handwriting recognition is briefly pointed out.

In the rest of this thesis, terms pair such as (“letter” and ”character”), (“label”

and “class), and ( “sub-word” and "part of word (PAW)”) are used interchangeably.

2.1 Methodologies of Handwriting Processing

Handwriting signal can be captured by scanning the image of the writing, or it
can be extracted as the text is written using a special pen. These two different
methods of signal acquisition generate two different representations of the hand-
writing (i.e., offline and online, respectively). Moreover, a handwritten word is
typically processed as a whole (holistic), or as fragments (analytic) after a segmen-
tation process. This section begins by explain the differences between online and
offline handwriting, and then compares the analytic and the holistic recognition

approaches.

2.1.1 Online and Offline Handwriting

According to the signal extraction process, there are two types of handwriting
recognition approaches, namely online recognition and offline recognition. The
signal of online handwriting is usually acquired during the writing with a special
electronic styli on PDAs, tablet PCs, smart phones, infrared sensed white-boards,
etc. The movement of the styli generates temporal sequences of coordinates that

represents handwritten strokes (a stroke is the trajectory from a pen-down to a

pen-up).
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(b)

FIG. 2.1. Online and offline handwriting: (a) trajectory of online Arabic handwritten word,
where numbers indicate the sequence and red arrows show the direction of writing, (b) an
image of offline handwritten Arabic word.

This temporal information along the strokes trajectories help reduce the hand-
writing signal into a 1-D ordered vector of (x, y) coordinates, which in turn signifi-
cantly eases the problem of handwritten word’s segmentation into their constituent
letters. In case of offline handwriting recognition, the signal representing the hand-
written text is captured by scanning a previously handwritten or printed text, thus
lacking any additional temporal or dynamic information. Moreover, the offline
handwriting signal is only represented through a 2-D array of pixel values.

Generally speaking, the online handwriting recognition problem is proved to
be less complex to be solved than that of the offline, due to the attached temporal
information [32]. FIG. (a) and (b), show two samples for online and offline

handwritten word respectively.

2.1.2 Analytic vs. Holistic Recognition

Analytic recognition includes all approaches that perform explicit|'|or implicit
segmentation of handwritten words (into letters or primitives) prior to recognition
[1]. The main advantage of such paradigms is their capability to cope with the high
variability nature of the problem. The disadvantage, however, is the complexity and
the error-prone characteristics of the segmentation process, which are attributed
to the unconstrained nature of handwritten text. Difficulties such as diversity of

character patterns, ambiguity and illegibility of characters, and overlapping of

'Explicit segmentation approach performs an exhaustive search for potential segmentation points
at character boundaries.

2 An implicit approach segments (indiscriminately) a handwritten word into a sequence of equal-
width frames.
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FIG. 2.2. The typical structure of the holistic and analytic recognition of offline handwriting.

characters within a word complicated the task of developing unconstrained and
efficient segmentation algorithms. Until the date of writing this thesis, a robust
segmentation based handwriting recognition system is still an elusive research
challenge. Holistic recognition as its name implies, covers all approaches that
are treating each word image as single entity from which features are extracted.
Even though such approaches prove to be successful in some application areas,
they are completely lexicon dependent and incapable to serve in an unconstrained
environment. Nowadays, optical character recognition systems built upon holistic
approaches are put successfully into service in a number of application areas, such
as, automatic reading of postal addresses, bank checks processing, forms processing,
etc. [33,34]. The reason why such systems cannot efficiently cover the wide spectrum
of application areas, is due to the fact that such systems are completely avoiding
character segmentation, which is an intuitively prerequisite operation to reduce
the infinite domain of possible words into a limited number of classes (graphemes
or characters) that can be accommodated and processed further [9,35]. FIG.

illustrates the adapted recognition methodologies in both cases.

2.2 Data Acquisition for Offline Handwriting Recog-
nition

The very first step in handwriting recognition is to convert the handwritten text into
a digital form. There are various types of digitizing devices, where the choice of the
appropriate one is usually subject to the nature of the handwriting (online or offline).
For online handwriting, signal is often obtained during the writing process, either

through the detection of the styli movement on touch sensitive surfaces, processing
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of a light beam transmitted by an infrared pen, or by extracting the trajectory of a

hand/finger that is writing in a video sequence [36].

In case of offline handwriting recognition, which is the main theme of this thesis,
the signal is captured by scanning written, typewritten, or printed text that has been
previously written on traditional writing mediums such as paper, canvas, leather,
etc. Offline text recognition has a wide scope of application areas; starting from
tabular form and bank cheque processing, postal code reading, to the recognition
of historical manuscripts. Scanning process starts usually by steadily moving a
source of light across the document, meanwhile a system of mirrors and lens is
used to direct the reflected light on an array of tiny light-sensitive diodes called
CCD (Charge-Coupled Devices). Diodes convert photons (light) into electrons
(electrical charge), where the amount of the electrical charge is proportional to the
light brightness that hit the diode.

Among others factors, optical resolution and color depth are the most important
and accordingly the required scanners vary widely. Roughly speaking, resolution
is the quantity of details an image has, which is often measured in dpi (dot per
inch) or ppi (pixel per inch). The horizontal resolution (x-axis) are determined by
the number of diodes along a single row of CCD, whilst the vertical resolution
(y-axis) is determined by the step size of the scanner stepper motor. The color-depth
or bit- depth term refers to the number of different colors a scanner may support,
which resulted from the color quantization process. As an example, an 8-bit depth
scanner will support up to 256 color levels, while 24-bit depth scanner support
nearly 17 million different colors. Modern scanners usually enable a very high
optical resolution (not interpolated) such as 9600 x 9600 dpi, and supporting up to
48 color-depth. A good-quality handwriting scanning with a reasonable file size is
usually achieved with a resolution between 300 dpi to 600 dpi and a color-depth of
8 bits. For the purpose of document scanning, there are mainly two different types
of scanners, namely flatbed scanner (see FIG. (a)) and overhead or top-view
scanner (see FIG.[2.3|(b)).

The former is the most widespread since they are versatile, handy and relatively
cost-effective; nevertheless, they are inappropriate for fragile documents and book
scanning, due to the fact that objects have to be pressed and detached (in case of

a bound document), which may lead to disfiguration of the originals. To prevent
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(a) (b)

FIG. 2.3. The most popular document scanning configurations: (a) Flatbed scanner, (b)
overhead scanner [1].

damaging valuable documents and enable effective book scanning, the latter type
of scanners has been developed through the last decade. In the overhead scanners,
the source of light and the CCDs (or a camera-system) are attached to an overhead

arm by which a copy of the document can be captured from a distance.

2.3 Document Image Pre-processing Techniques

This section will describe some image pre-processing techniques that are considered
as prerequisites for any further document image manipulation. Most often docu-
ments scanned in grayscale; hence the first step is to separate foreground pixels
from the background, which is called binarization. Furthermore, to minimize the
number of pixels to the minimum necessary for processing, a so-called thinning
or skeletonization process is needed. Ultimately, the binarization and thinning
processes may result in noisy and outcropping pixels, respectively, that need to be

dealt with.

2.3.1 Image Binarization

Thresholding of grayscale images (binarization), i .e. the separation of foreground

pixels (the writing) from the background, is a necessary first step before further
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analysis. A popular and straightforward approach for image thresholding is to
use an intensity value in pixel classification, assuming sufficient difference in pixel
intensities. According to this approach, a pixel is classified as foreground pixel if its
intensity value is smaller than the threshold value, otherwise it will be considered
as background pixel [37].

Threshold based approaches can be categorized into two main categories; namely
global threshold based approaches and local threshold based approaches. In the
global threshold methods, a unique (global) threshold value is calculated from
the entire image intensity values, whereas in the local based methods, a threshold
is estimated for each pixel in the image according to local information extracted
from the pixel neighborhood. Typically, a histogramf| constructed from the pixel
gray values is used to estimate the global threshold value in the former category.
Intuitively, such a histogram describes the gray values distribution over the entire
image. For each gray level i, P, denotes the probability density function of i level,
where >~ | P, = 1 and n + 1 is the number of the gray levels.

In a gray level document image, the pixel intensities are most often cluster
around two well-separated values resulting in the so-called bi-modal histogram.
In order to find the threshold value that optimally separates the two modes, there
are several proposed approaches [38]. The most common of them is the popular
global Otsu approach [39]. In this approach, the optimal threshold value that
minimizes the sum of the weighted variances (within-class variance) of both modes
is calculated. Firstly, an initial guess ¢ for the threshold value is assumed, whereby
i < t are pixels of one class and ¢ > t are the pixels of the other (foreground and
background pixels). The corresponding variance weights ¢ are then estimated using

the sum of the relative probability P; as follows.

¢ N
at)=> P, @)=Y P (2.1)
i=1 1=t+1
Using Eq.(2.1), the means of both classes can be calculated from Eq.(2.2)
¢ N .
1P 1P

t) = — t) = — 2.2
/vbl( ) ;ql(t) /~L2< ) ,L-_Zt_;l q2(t) ( )

3A graph showing the number of pixels in an image at each different intensity value found in
that image.
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furthermore, the correspondence variances are also calculated using Eq.(2.3)

t N

) = Sl - mOP s, )= 3 i — m(t)]?

i=1 a(t) i=t+1 ¢2(t)

(2.3)

Otsu’s approach suggests that, an optimal threshold # that separates the two classes
from each other can be approximated by minimizing the sum of the weighted

classes variances o2 (t), and Eq.(2.4) stated the proposed formula.

t = argmin{oy, (t) = 1(£)o1 (1) + a2(t)o3(¢))}- (2.4)

One of the several problems that may impair performance in global approaches
(more often in document scanning), is the variation in contrast and/or presence of
illumination across the image. In such cases, binarization using a local threshold
is more efficient [40]. That is, instead of a unique global threshold a dynamic or
adaptive threshold is calculated for each pixel from its neighborhood. A popular
adaptive binarization method has been proposed by Niblack [41]. In this approach,
the mean y and the standard deviation o of intensities of a local squared window

of neighboring pixels centered at the considered pixel are used to estimate a local
threshold t(z,y) at (z,y) as in Eq.(2.5)

t(x,y) = p(w,y) + ko(z,y). (2.5)

Where £ is an adaptation parameter and its values are determined by the charac-
teristics of the underling image. In case of document images with black text and
relatively small number of foreground pixels compared to background pixels, small
negative values are chosen, so that the threshold value bias is in favor of small
intensity values.

FIG]2.4, shows examples of the results of the global based Otsu approach as
well as the results of the local based approach of Niblack. As seen in this figure,
local based approaches demonstrate a better performance (FIG2.4(c)) as compared
to global approaches (FIG (b)), when the document images (FIG (a)) are
degraded or contains considerable noisy pixel§’] When, however, the contrast
distribution in the input images is uniform (FIG (d)), global based methods
(FIG[2.4|(e)) outperform local based one (FIG[2.4/(f)).

% There are many pixels that cannot be easily classified as foreground or background



2.3. Document Image Pre-processing Techniques 25

4 '*L-'-U‘Lr' L‘J_J-Lbul-s G
{#:, .I,‘,jlij“ Ivf;.»-iyﬁﬂrok ?:‘JLM (w,ﬂ )ﬁ L:trf;i“&r‘ré ,«'J'LLT‘L*
“c”“* i ““"“”U‘““*“é' ‘ i rrOE »&w'yf‘ s
&r% 1554 2%, ::WJ‘ZA’ Y culadtaleZasy iyl ﬁ’u‘ ueipld f" r\/’u.«-".«.ls
el o "ﬁ“’”"%" Iilacles o0 sV il
J_le"‘ A ‘”L'""ZM/A ’“{ Falrg ﬂ JEISN bul, gwl /dw;m
S A Ualazls a‘l.)r!;waisa,d) —‘”J;:i\.u, TR )%\w
AL e G dﬁcs;ww?&«A'@ezﬂis»muﬁwh#‘,
o i oo S b VR e e
Al U O RPIATRI
~Lycig H’ V@ff w.\u«_\.t.w&_e.xj ‘B’ﬂ&f, {qulﬁb LLlye!
Jb" [" MR www&w AEAN
L;n Jt-{\;,udm)ﬁuh_,_,a_;w,\) P ; g i
““’g,h—"‘J‘ l /“’,*[‘*‘u‘ts“u‘éu' o bealiey e il
SRl Ul ) !4:1! ;..RJL‘} ot
lel;.aLHh_,.u L‘Tzu 74 b—Jl;uLH‘UJ;Lvu" 22,
Y%;;L,j” gLl -\le.. uw«mut....yuuuw :IL I

S e ch) J% U‘ y ,...:U' . & J
rma.dx,)uuw'«twwl ,_.u 'J,a.' e m ]

% Bl el E\’u@?’:f PERE ‘w,_*ru.,;«
e f‘--b’“ kel Satly AL f‘él:@lj‘fl,.b:u :Lal‘i_.au kz«,x(u e
‘@"'m % Lﬂl yb\ﬁwbmwa ‘L\YAPM,V‘)A. Lﬂlu_,«b\}u,du[,w M :/

R L T R P M e
g e L»dffd 5 ”’Jﬁf
‘“%ﬁ(,&“u»!‘%uuﬁuf»&bﬁi‘ "Ts

(©

o]

(d) (e) (f)

FIG. 2.4. Local vs. global binarization approaches: (a) A degraded manuscript image,
(b) result of Otsu global based binarization approach, (c) result of Niblack local based
binarization approach, (d) handwritten word image with a uniform background, (e) result
of global approach, (f) result of local approach.

2.3.2 Thinning

Essentially, thinning is a pre-processing morphologic operation that is performed to
delete a set of selected foreground pixels in binarized images [42]. Hence, to reduce
the amount of information to be processed to the minimum necessary for processing.
Furthermore, to ease extraction of structural features (e.g. cross points, end points,
loops, etc.), thinning operation is applied on the document images. In general, all
thinning algorithms usually fall under one of two main categories namely iterative
and non-iterative. Intuitively, iterative algorithms are more expensive in terms
of computation costs; however, they achieve far better results compared to non-
iterative [43,/44]. Regardless of the followed approach, any handwriting thinning

algorithm should meet the following requirements:

(i) All strokes in the output images should be of one-pixel width.
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(ii) The topological structure and connectivity of the original image should be

preserved in the thinned version.

(iii) The result should be stable, so upon repeating the algorithm on the same input

image, the result is expected not to changed.

(iv) Thinned strokes should be approximation (at least) of medial-axis of original

storks.

2.3.2.1 Iterative Thinning Approaches

Iterative thinning can be performed using morphological operators like Erosion
and Dilation, where the ultimate goal is to detect specific forms inside the binary
image using what so-called Hit-Miss-Maskes. According to the searched form,
a Hit-Miss-Mask is defined and applied on every pixel in the binary image. A
pixel is inserted in the result image only when all values of the mask and the
original image are matching.The two most famous examples of these approaches
are the popular Zhang-Suen algorithm [45] and the Stentiford algorithm [46]. In
the former algorithm, image pixels subject to deletion are only tested against its
eight neighbor pixels and against the result of the previous iteration. Such a trait
allows to implement the algorithm in parallel across multiple processors, which in
turn proved to be more efficient compared to sequential implementation. Stentiford
thinning algorithm is another parallel template based algorithm, that starts by a
preprocessing stage to minimize artifacts, removing isolated spots, and emphasizing
acute angles. Then, a set of four 3 x 3 Hit-Miss-Masks are designed and used to scan
the image from left to right and from top to bottom. A heuristic based procedure is
then used to determine pixel candidates for deletion. FIG2.5shows the thinning

results of both algorithms on a sample binary word image.

2.3.2.2 Non-iterative Thinning Approaches

In order to reduce the computational costs associated with the widespread iterative
based algorithms, non-iterative and pixel independent thinning algorithms are de-
signed and implemented [42]. The main idea behind most non-iterative algorithms
is to accurately generate a median line of a stroke in only one pass rather than

iterative raster scan of the entire image. Several approaches using techniques such
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FIG. 2.5. Thinning of word image: (a) The source binary image, (b) result of Stentiford
algorithm and, (c) results of Zhang-Suen algorithm.

as the medial axis transform, distance transform, or contour following are proposed
to perform the task [44,47]. The non-iterative approaches are much faster than their

iterative counterparts, but their result is less accurate.

2.3.3 Noise Suppression and Smoothing

Noise is usually the result of errors that may occur during the extraction process.
Several approaches have been proposed to enhance the resolution and eliminate
noise in gray images. Those approaches can be basically classified into linear and
non-linear approaches [48,49]. A popular linear approach is the Gussian filter,
which uses the 2D Gaussian kernel defined in Eq.(2.6).

9(z,y) = L @)/, (2.6)

2mo?

A 2D Gussian filtering operation can be performed using a two 1D Gussians,
by first applying a 1D Gussian, then applying the same Gussian on the transposed
result and finally transpose the last result. This property significantly speeds up
performance and saves computational resources. A disadvantage of linear filtering,
in general, is the blurring of edges. Non-liner approaches are designed to remove
noise while preserving edges. As an example of such approaches is the median
tilter that works by running a window of neighbors through the image, entry by
entry, replacing the central values by the neighbors median values [50,51]. In binary
images, and as a result of binarization and normalization processes, noise may take

the form of randomly distributed pixels being set to black or white, out-cropping
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pixels that may protrude from the main stroke, small holes inside strokes, and/or

small isolated pixel areas.

To eliminate such artifacts, a two fundamental template based morphological
operations, namely erosion and dilation (or a combination of them) are usually
used [52]. Given a binary image / that is to be eroded, an erosion operator also
needs as input a matrix M of zeros and ones called the structuring element. M can
be of any size smaller than the size of I and the arrangement of zeros and ones in M
specify its shape and the needed effect. Furthermore, for each M, one of its pixels is
considered as its center. To erode I, the structuring element M is centered upon each
foreground pixel in the image, if any pixel in M has a background match in /, the
pixel in I corresponding to the M centroid pixel is deleted. Thus, erosion shrinks
the area of foreground components by removing the foreground boundary pixels
and increasing the size of background holes within foreground area. On the other
hand, since dilation has exactly the reverse effect of erosion, it is straightforwardly
defined as an erosion operation of background rather than of foreground pixels.
Dilation works by adding pixels into outer as well as inner boundaries resulting in

smaller in-between gaps and filling up in-between holes.

In the literature symbols © and @ are used to denote erosion and dilation opera-
tions respectively. Accordingly, the expression I = I & M, formulate the erosion
of a binary image I using the structuring element M and [ is the returned eroded
binary image. Likewise, @ is used to designate the dilation operator. Furthermore,
erosion and dilation can be combined together to form more complex morpholog-
ical operations. The so-called opening and closing are two of the most common
used morphological operations which consist of a sequence of erosion and dila-
tion [53,54]. Opening is the dilation of an eroded binary image I using the same
structuring element M. It eliminates small foreground areas that are smaller in size

than the structuring element while preserving the stroke width.

FIG. 2.6(b) shows that the open operation completely removes noisy pixels
(being shown circled in yellow on the source image). Closing, on the other hand,
is constructed by applying first dilation on the image I followed by an erosion.
FIG. 2.6(c) demonstrates the capability of the closing operation in bridging gabs,
solidify boundaries, and filling small holes (being shown circled in red on the source

image). The mathematical notations of opening and closing are shown in Eq.(2.7)
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(0

FIG. 2.6. Word image preprocessing using closing and opening operations: (a) The noisy
source image, (b) result of opening operation and, (c) result of closing operation.

and Eq.([2.8), respectively, as follows.
IoM=(IeM)®M Opening, (2.7)

ITeM=(I®M)oM Closing. (2.8)

2.3.4 Baseline Estimation and Skew Correction

In horizontally written scripts (e.g. Latin, Arabic, etc.), words usually written
around a horizontal imaginary line called baseline (see the blue line in FIG.[2.7).
As a result of the scanning process or the personal writing style, the image of the
handwritten word or the entire page of handwriting may appear rotated with
respect to the horizontal (e.g., the baseline is diverged from the x-axis), this artifact
is often referred to as the text/word skew. Accurately detecting the baseline and
subsequently correcting the page or the word skew are proven of vital importance
for the performance of the following phases of character recognition process [55].
In case of Arabic alphabet based scripts, characters are usually rising or de-
scending from a base stroke parallel to the horizontal, such a fact affects positively
the detection of baseline, in a way, that even simple baseline detection methods
may yield quit satisfactory results comparing to apply the same methods on other
scripts [20]. As an example, FIG2.7 (a) illustrates a skewed handwritten Arabic
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(b)

FIG. 2.7. Skew correction based on the image profile: (a) A skewed handwritten word
and its corresponding projection profile, (b) The skew free version and its corresponding
projection profile. The blue line is the handwriting base line and the red line is an imaginary
line intersecting the peak of the profile.

word and its corresponding horizontal profile histogram, where the horizontal line
that is passing through the histogram peak (the red dashed line in FIG2.7(a) ) is not
in parallel with its downward sloping baseline. Broadly speaking, and regardless of
the used writing script, various baseline detection techniques have been reported
in the literature each has its pros and cons. In the following, we briefly describe the

basic of some of the most commonly used techniques.

2.3.4.1 Profile based Methods

Projection profile based is the simplest principle for baseline estimation and skew
correction [56]. The technique, typically, uses a projection function that projects the
word or the line of text pixels along parallel lines into an accumulator array. The
accumulator array is partitioned into fixed height bins. The angle of projection is,
usually, varied within a limited angular search interval (e.g., £45), and a projection
is done for each angle. This process creates a sequence of accumulator arrays corre-
sponding to the search angles. Then an optimization function is used to calculate
the alignment premium for each accumulator array. The angle corresponding to

the accumulator array that maximizes the alignment premium is then given as the
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FIG. 2.8. Skew correction based on HT: (a) a skewed handwritten word, (b) the correspond-
ing Hough space, (c) the estimated baseline.

skew estimation [1,/57]]. After applying a profile based correction on the handwrit-
ten word in FIG. (a), FIG. (b) shows the skew free handwritten word and
the equivalent profile histogram. Note that the horizontal line across the profile
histogram peak (i.e., the red dashed line) is parallel to the word baseline. Even
though, profile histogram based methods perform well better on lines of text and
on elongated words, however, they are inappropriate in case of short and isolated

words where other methods showed better performance s [58,59].

2.3.4.2 Hough Transform based Methods

Hough transform (HT) based methods are another popular alternative to detect the
word’s baseline and correct its skewness. Basically, this technique is employed to
detect simple shapes like a line, circle or ellipse. The idea is to parameterize the
candidate shape first, then perform a voting procedure among image data points
over the candidate shape [60]. The main advantages of HT are, firstly, it tolerates
gabs that may occur inside a word (in case of Arabic script) or along a line of text
among words; secondly, it is robust to noise and partial occlusion. According to the
above-mentioned definition of the baseline and by using HT, the baseline estimation
process can be seen as equivalent to the process of finding the line that intersects
the maximum numbers of pixels in the image. Instead of looking for data points
that constitute a line in the image space, HT uses the straight line parameters, i.e.,
the slope m and the intercept b to discover candidate lines. Usually, a straight line is

annotated as y = bx + m, which is characterized as (m, b) point in Cartesian space,
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FIG. 2.9. Slant correction: (a) A slanted handwritten word and its profile histogram, (b) the
slant-free version and the corresponding profile histogram.

(a)

or preferably as (p, §) point in the polar parameters space. Hence, every point in the
image space is corresponding to a line in the parameters space and vice versa. The
point (j, ) where the maximum number of lines intersect is ultimately considered
as the baseline. Drawbacks associated with HT are mainly the high computational
cost of the voting scheme, and the relatively high-sensitivity to outlier pixels [61,/62].
The baseline of the word in FIG. [2.§| (a) is identified first as a point (circled in red) in
the Hough space in FIG2.§| (b), which is corresponding to the longest line segment
in the image highlighted in green in FIG.[2.8|(c).

2.3.5 Slant Correction

Slant angle is the angle made by the vertical strokes with the absolute vertical
direction. In order to reduce variability within handwritten character classes, it
is necessary to normalize slant variations [34]. Intuitively, slant correction im-
proves accuracy in case of explicit segmentation based recognition approaches, by
increasing spaces between vertical strokes, which in turn significantly eases the
challenging segmentation process. As for implicit segmentation based approaches,
where features are extracted from a vertical projection histogram, slant correction
is found to be a necessary procedure to avoid the overlap of characters with their
direct neighbors [63]. FIG2.9|(a) and (b) show the slanted and the slant-free version
of a handwritten word, FIG[2.9|(c) and (d) depict their vertical profiles, respectively.
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To correct the slant, shear transform is usually used, which is defined in terms of
an estimated slant angle a and the (z, y) pixels coordinates. Each pixel in the image

space is horizontally mapped to a new coordinates (z, ) in the slant-free image

space according to Eq.(2.9)
=z —y.tan(a), Y=y (2.9)

Often slant angle estimation is performed in two steps. Firstly, and due to the
fact that slant is defined as the angle between the non-horizontal strokes and the
vertical, the non-horizontal strokes are extracted. Secondly, the angle between each
stroke and the vertical axis is calculated [43]. A popular approach for non-horizontal
strokes extraction is detailed in [8]. It starts by calculating the horizontal gradient
image [ = 91 | then proceeds with binarizing and morphologically processing the
result I to get rid of small pixel areas and outliers. Estimation of slant angle is then
performed using the output image of the non-horizontal strokes only. The reasons
behind choosing the horizontal gradient image for calculation are; firstly, vertical
strokes will be emphasized at the expense of horizontal ones. Secondly, computa-
tional cost will be reduced, since relatively fewer pixels need to be processed.

For the estimation of the slant angle, profile based methods are most widely
adopted due to their simplicity [59]. The basic idea of these methods is to shear
the image at a discrete number of angles, usually in the range [+£45] around the
vertical direction. Then, at each shearing angle, the vertical projection histogram H

is calculated, as follows,
M

H(#; o) = Zé(fh?jk) (2.10)

k=1
where M is the number of rows in the images.

Within each histogram, a variation analysis between consecutive bins is per-
formed according to the following equation:

N-1

Ala) = > [H(d; ) — H(dr1;0))? (2.11)

1=0
where N is the number of histogram bins.
Finally, the angle corresponding to the histogram with maximum variation is

considered the estimated slant angle:

¢ = argmax V(«). (2.12)
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Alternatively, chain code can be used to estimate the average slant angle, which
tends to be less expensive compared to profile based approaches [64]. A straight-
forward method proposed in [2]], in which a 3-bins histograms of chain code is
calculated. Each bin corresponding to one of three different angles, namely 45°, 90°,
and 135°. Additionally, let n,n,, and n3 be the number of chain code elements at
the different angles, as illustrated in FIG. The slant angle is then calculated as

follows,
1 ny —ns

a=tan H(——2 (2.13)
N1+ No + N3

ns n

A
v
S
S

ny+ny+ns

FIG. 2.10. Average slant angle estimation using chain code sequence [2].

2.3.6 Image Size Normalization for Handwriting

Size normalization of the handwriting images is considered to be of crucial im-
portance for the subsequent feature extraction process. It is used to reduce the
with-in class variation and hence enhances the recognition results. Its basic idea is
to map the handwriting images (of various size) into a squared standard plane of
size N x N, where N = 32 or N = 64 are the most common used values. Size nor-
malization algorithms should preserve the aspect ratio of the input image in order
to alleviate distortion in the output image. According to [1,/65], the input image

aspect ratio R, and the normalized image aspect ratio R, are defined according to
Eq.(2.14).

min(Wl,Hl) . min(Wg,Hg)
maX(Wl, Hl) ’ 2 maX(WQ, HQ)
where the pairs (IW;, H;) and (W5, H,) are the width and height of the input image

R, = (2.14)

and the normalized image, respectively. In general, to copy a pixel value from the
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input plane to the output plane, the corresponding coordinates in the output plane
must be first calculated. Thus, forward mapping or backward mapping are usually
employed to achieve this task. For each pixel in the input plane, Forward mapping
is used to compute a new coordinates in the output plane and copies the pixel value
to it. Backward mapping, on the other hand, iterates over each pixel in the output
plane and calculates the position in the input plane from which the new pixel value
must be drawn.

A common size normalization technique is the aspect ratio adaptive normaliza-
tion (ARAN) [66]], in which the aspect ratio R, of the output image is adaptively
computed using the aspect ratio of the input image R;. For the mapping of R, to
R, multiple linear and non-linear mapping functions (e.g., Ry = Ry, Ry = VRy,or
Ry = \/sin(ZRy)) are proposed. In ARAN, the normalized image is first copied into
a tentative plane of size W, x H,, then the tentative plane is shifted to overlap the
standard plane by aligning boundaries or centroid.

Alternatively, image moment based approach is used for the image size normal-
ization task. It starts by calculating the centroid (x., y.) of the original image I(z, y)
using to Eq.

Te = mlO/m007 Ye = m01/m00, (2-15)

where m,, = >, > 2Py?I(x,y) is denoting any geometric moments. Further, the

pair (Wy, H,) is given as follows

Wi = av/pao/moo,  Hi = ar/ poz/moo, (2.16)

where p,, = 32, >, ( — 2)"(y — y.)"I(z,y) denotes the central moments and a
denotes a coefficient that experimentally set to a = 4. Given W, and H;, R, is
calculated according to Eq.(2.14), and R, is computed in terms of R, by using one
of the aforementioned mapping functions. Finally, forward or backward mapping
is applied on pixels coordinates and the centroid of the normalized image is aligned

to the center of the standard plane.

24 Segmentation

Segmentation is defined as the process of identifying the borders of basic elements

in the signal [32]]. In document analysis, segmentation is aimed at extracting lines
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of text from a page image, obtaining words from a line of text, spotting characters’
borders in a word, or even identify a stroke in a character. It is considered as a
prerequisite process for subsequent features extraction and classification processes,
by many automatic handwriting recognition systems. Typically, systems are cat-
egorized based on the type of the adopted segmentation methodology. There are
two different segmentation methodologies, i.e., explicit and implicit segmentation.
Before feature extraction, explicit segmentation breaks the handwritten words or
strings into a series of segments representing their constituent characters. Then,
features are extracted from each segment, and eventually recognized. Instead of
trying to explicitly segment each string into a number of segments, assuming that
each segment can be later related to a character class, in the implicit based approach,
segmentation and recognition are both integrated in one process. Moreover, each
pixel column is considered as a potential candidate cut. Thus, by performing an
over-segmentation, we end up with several segmentation hypotheses, the best of
them is chosen based on the recognition results [20,/67]]. In the following sections,
and instead of addressing the broad handwriting segmentation problems (e.g.,
pages into line of text, and line of text into words), we will focus on the problem of

handwritten words segmentation.

241 Explicit Segmentation

As previously stated, the ultimate objective of explicit segmentation is to split the
underlying image into segments that can be assigned in one-to-one classification to
pre-built models for letters. In addition to the difficulty of the explicit segmentation
task, the main drawback of recognition using explicit segmentation is the inability
of employing the contextual information (e.g., related lexicons, the language model)
to improve the final recognition results. Methods addressing this problem can be
conceptually divided into two distinct categories: vertical projection analysis based
methods, and contour analysis based methods [68]. Under the former category, falls
all approaches that perform analysis of the vertical projection of the handwritten
word images. These approaches assume that valleys in the projection are most
likely corresponding to border areas between letters. Heuristic rules are usually
used to elect the optimal threshold point in the valley that is most likely separate

two letters.
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In general, such approaches require very well written samples to provide sat-
isfactory results. In case of Arabic alphabet based scripts, these approaches show
weak performances [8], since valleys appear inside the main stroke of many letters
resulting of splitting the letter into two or more segments. Approaches fall into the

second category are based on the analysis of the handwritten word’s contour [69].

By tracing the contour, all points laying between subsequent (spatial) maxima
and minima (or vice versa) are marked as potential segmentation points. A set of
heuristics formulated over topological features are then used to choose the most
probable cutting points. Prior estimation of the numbers of letters in the word, skew
correction, as well as normalization of the slant, are all considered as main factors
that affect the performance. For the sake of reliable recognition results, explicit
segmentation algorithms still need more efforts to overcome several challenging
issues. A less demanding segmentation strategy to follow would be the implicit

segmentation which will be detailed in the following section.

2.4.2 Implicit Segmentation

Implicit segmentation is usually followed to avoid two types of obstacles. Firstly, the
complexity and the error-prone nature of the explicit segmentation, and secondly,
the dependency on application areas specific lexicons, which ultimately limit the
flexibility of the recognition systems. To evade the prior and definitive segmentation
decisions, and in meantime retain the flexibility of explicit segmentation based
approaches, segmentation and recognition processes should be fully integrated
[70,|71]. Segmentation methods adopting such a paradigm are called implicit
segmentation based recognition or recognition-based segmentation. A common and

simple approach for implicit segmentation is the sliding-window based technique.

The basic idea here is to slide a window of a given width along the text line
from left to right or vice versa, based on the written script. By varying the window
width and the sliding step size, multiple sequences of temporal segmentation are
produced. Then, sequences are evaluated based on the recognition results. Where
recognition is typically carried out using the well known hidden Markov models,

due to their efficiency in modeling of sequences.
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2.5 Generative and Discriminative Recognition

Typically, the objective of the recognition process is to predict the most probable
value of a vector of labels y for which the value of a vector x of input features should
be assigned. Basically, offline handwriting recognition problem is a classification
problem and there are many different modeling approaches for the solution. These
approaches can be categorized into two main categories, namely, generative and dis-
criminative [72]. FIGR.11] illustrates the fundamental computation characteristics
of both categories.

According to the first category, we start first by calculating the joint distribution
p(x,y) and then a new value of the observed data x is assigned to the most likely
label y by estimating the conditional probability p(y|x) using the popular Bayes
rule. Recognition approaches that fall under this category are called generative
approaches, as modeling the joint probability allows the generation of synthetic
instance of vector x. Generative recognition models [73,74], usually exhibit several

advantages such as:

(i) Their capability of handling missing data, since they attempt to model the

distribution of the observed data.

(ii) Instead of adhering to a complete supervised learning approach, generative
based models can switch to a semi-supervised learning strategy such that
labeled training data and unlabeled training data can be exploited in the

training process.

(iii) Classes are modeled individually, that facilitates the process of updating the

model in case of detecting any new changes in the underlying distribution.

(iv) Given that they are built by modeling the distribution of the data, generative
models tend to be less sensitive to outliers and in the same time relatively

robust against the over-fitting problem’|

>Over-fitting occurs when the model describes perfectly the training data (including random
error or noise ) and fails to generalize. Models with too many parameters relative to the number of
observations, are more prone to such a problem.
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FIG. 2.11. Generative vs Discriminative models: (a) The basic probabilistic structure of
generative models, (b) The basic probabilistic structure of discriminative models.

The major disadvantage of generative models, however, is their tendency to
focus on modeling the data distributions rather than directly discovering the bound-
aries that separate classes within the data, thus further computation costs are
necessary. Moreover, the recognition performance of generative models is tightly
related to the data actual distribution that is proved to be difficult to be accurately
captured in any model. Finally, and as common characteristic among generative
models, it is noticed that the misclassification rate is relatively proportional to
the growth in data size. Some common examples of the most popular generative
based models are Naive Bayes, Gaussians Mixtures, and HMMs [75]. Approaches
falling under the discriminative category can be further categorized into two cate-
gories such as, probabilistic based and non- probabilistic based. According to the
probabilistic based approaches (e.g., Logistic regression, and CRFs, and instead of
attempting to model the entire data (like in generative models ), the focus here is
to directly model the posterior probability p(y|x) using a parametric model, where
the parameter values are learned from the training data. Non-probabilistic discrim-
inative approaches (e.g., Support vector machines (SVM), and Traditional neural
networks (ANN)), on the other hand, directly learn the mappings from the training
data points to the class labels.

In general, the strength of the discriminative based approaches stems from the
fact that such models are solely focusing on the task of modeling the boundaries
between data points, which boost the performance of discriminative based classi-
tiers compared to their generative counterparts. Furthermore, it is stated in [76]]
that discriminative classifiers are outperform generative ones on large training

sets. Roughly speaking, even though generative and discriminative approaches
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have different characteristics, however, it is reported in several published works
(e.g., logistic regression and Naive Bayes) that they have complementary advan-
tages and disadvantages in performance. One of the main contribution in this
thesis is to investigate the two alternative learning methodologies on the offline
Arabic handwriting problem, by comparing the performance of three different can-
didates namely HMMs for generative model, CRFs for fully-observed probabilistic
discriminative model, and Hidden-state Conditional Random Fields (HCRFs) for
probabilistic discriminative based model with hidden states. In the following sec-
tions the theoretical bases of the generative HMMs as well as the discriminative
CRFs will be discussed.

2.5.1 Hidden Markov Models (HMMs)

HMMs is the most widely used statistical based classifier for observation sequences
of variable length. Inspired by the successful application of HMMs in the field of
automatic speech recognition, nowadays, many approaches propose HMMs for the
problem of offline handwriting recognition. In coming subsections, we will detail
the most important HMMs modeling aspects as well as the fundamental application
concepts. Furthermore, the three model’s basic tasks, namely evaluation, decoding,
and training will be explained. Furthermore, it is worth pointing out that our

notations are mainly inspired by the works presented in references [43,77,78].

2.5.1.1 HMMs Basic Definitions

A discrete statistical process g is a sequence of random variables, where each may

have any value from an infinite set of states S = {s1, s2, .., Sy }

q9=4q1,492,--,qs, q € S. (2].7)

Where the parameter ¢ of the statistical process may represent a time point. If the
process q satisfies the Markov property, which states that the value of the current

state ¢, = s, is depending on the value of the predecessor state ¢;_; = s; only,
P(q; = 5j|C_It—1 = 5;,...q0 = 5p) = P(q; = 5j|CIt—1 = 5;), (2.18)

and if q is a stationary process which implies the process statistical properties do

not vary with time, then we call ¢ a homogeneous Markov chain.
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Additionally, the conditional probabilities P(¢; = sj|¢—1 = s;) are termed transi-
tional probabilities since they represent the probability that a random variable ¢ in
time ¢ takes the value s;, where in a previous time ¢t — 1 its value was s;.

For each homogeneous Markov chain, a quadratic NV x N matrix of transition

probabilities is constructed with the following equation:

N
A= [aij], where Q5 = P(qt = Sj|qt,1 = Si), ;i > 0 s and ZCLZ']' =1. (219)
j=1

To initialize the Markov chain, a vector m containing the initial probabilities is

introduced:

N
™ = (7T1, ...,7TN), T = P(ql = Si), where Zﬂ'l' =1. (220)

1=1
Parameters m and A fully capture the Markov chain characteristics which is regarded
as the first phase of a two-phase hidden Markov models classifier. The second phase
of an HMMs, is a process of generating emission probabilities in accordance to
the current state. In an HMMs only the sequence of emissions probabilities is
observable, while the sequence of states the model goes through to generate the
emissions is hidden. Note that the term “hidden” refers to this peculiarity. Usually
an emission sequence represents either symbols of a finite set, of vectors of D-
dimensional vector space. Usually an emission sequence O = oy, ..., op represents
either symbols of a finite categorical set v, € {vy,...,vp}, or vectors z € RP of
D-dimensional vector space. In the former case HMMs called discrete HMMs, and

the corresponding emission probabilities are arranged in a N x D matrix:
N
B = [bj|, where bj, = P(o; = vi|q: = s;), bjr, =0, and ijk =1. (2.21)
k=1

For the second case, typical, emission values are generated from a continuous
density distribution and the corresponding emission probabilities are estimated, as
follows,

B = [b;], where bj(z) = P(o; =z|q: = sj), b; >0, and / bj(x)dx =1. (2.22)

RD
From the above discussion and for more convenience, HMMs is typically defined

compactly in term of its basic probability measures, i.e. A, B, and 7 as :

A= (m A B) (2.23)
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(a) (b)

FIG. 2.12. Variations in length and handwriting of two samples of the same words. Feature
vectors are usually extracted from multiple vertical stripes along the word image.

2.5.1.2 HMMs Modeling for Handwriting

For handwriting recognition, FIG illustrates the variation of two handwritten
samples of the same word, where the font as well as the distances between letters
are different. Consequently, even though both samples are of the same word, the
corresponding feature vectors extracted will be of different lengths. To accommo-
date and model such variability, FIG. (as an example) suggests an HMM model
that can sufficiently model the word samples. The depicted HMM model composed
of seven states equivalent to the number of letters in the “to be modeled” word.
According to this model, each state has a two different transition probabilities one
to represent a self-transition (return to the current state), and the other representing
transition to the next state. Accordingly, the variability in length of handwritten
words (as a result of variations in lengths of spaces and KASHIDA between letters)
can be modeled through state self-transitions, and different letters that constitute a

word will be modeled using the transitions to the next state.
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FIG. 2.13. A possible modeling of the handwritten word (two images of the same word) in

FIG. using HMMs.
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2.5.1.3 HMMs Topologies

A very important issue in building an HMM based model, is the choice of the model
topology, i.e., the way in which model states are connected to each other. As a
consequence to the choice of the topology, the shape of the transition matrix A will
be formed accordingly. For HMMs there are three popular topologies, in the first
topology, the model states are fully connected. Where every state of the model can
be reached from every other state. Such topology is called ergodic, and offers the
highest degree of model flexibility, where each element a;; in the corresponding

transition matrix A is nonzero value.

a(li a2 S
/_\ O
S1 azi S

/ :

a32

asy |a13 42| A24

FIG. 2.14. Schematic representation of different HMMs topologies: (a) connection structure
of an ergodic model, (b) Left-to-Right (Bakis) model, and (c) linear (banded ) model.

An example for a fully-connected topology (ergodic), an HMMs model of N=
4 states is illustrated in FIG. (a), and the equivalent states transition matrix is
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given by equation Eq. (2.24).

11 Q12 @13 A4
Q21 Q22 A23 A4
A= (2.24)

31 Q32 a3z A34

Q41 Q42 Q43 Q44

A less flexible modeling topology is the so called Left-Right or Bakis model. Ac-
cording to this topology, models can only have transitions to the following states as
well as to the state itself. The topology is shown in FIG. (b) and the equivalent
transition matrix is given in Eq.(2.25)

11 Q12 a3z Aaiq
0 Q22 Q23 Q24
A= (2.25)

0 0 a3z amu
0 0 0 g4

The last and the simplest model topology is the so called linear or left-to-right
banded model; this topology stated that models have only transitions to the respec-
tive next state and to the current state. FIG. (c) shows the linear model and Eq.
gives the topology corresponding transition matrix.

A= (2.26)

To sum up, it is worth mentioning that the choice of the model topology is a trade-
off issue between the model flexibility and the model calculation costs. Since the
degree of the model connectively is proportional to the number of state transitions,

implying expensive training and decoding computation cost.

2.5.1.4 The Three Classic HMMs Problems

When applied to real-world classification problem tasks, there are three different
kinds of problems that may encounter an HMMs based model and hence should be

dealt with. Those problems are :
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(i) Evaluation problem: Given the observation sequence O and the model pa-
rameter A, how probable that O is produced by A or P(O|A)?
Solving this problem makes it possible to pick the model that best match O, or
even better, scoring multiple models according to their degrees of matching to

0.

(ii) Decoding problem: Given the observation sequence O and the model pa-
rameter A, how to determine the best path through X that generates O =
{01, 09, ..., or } with maximum likelihood?

Possible application could be to learn the model structure, in order to estimate
the optimal state sequences for handwritten word in a handwriting recognition

system.

(iii) Training problem: Given the observation sequence O, how to adjust and
re-estimate the model parameters (m, A, B) to maximize P(O|\)?
In this case, O is typically called training sequence where it is used to optimize
the model parameters to best describe the observations generation process,

i.e., modeling the real-world classification problems.

In the following, we will discuss the proposed solutions of the three problems.

Evaluation Problem
As explained above, the classification decision is usually a function of the condi-
tional probability P(O|X). Using dynamic programming, the calculation of this
probability can be performed efficiently, i.e., costs is kept linear in the length of
the observation sequence. For the calculation, we either use the so called forward
probabilities.

a(j) = P01, 02, ...,01, g = Sj|A) (2.27)

or alternatively, the so called backward probabilities
Bt(]) :P(Ot+17027"'7OT|qt :Sij) (228)

The forward probability a;(j) define the probability of observing the partial se-
quence o1, 02, ..., 0; at time ¢ in state s;. Analogous to the forward probability, but

just in the other direction, backward probability 3;(j) denotes the probability of
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observing the partial sequence 0,1, 09, ..., or at time ¢ + 1, where the current time
and state are ¢ and s; respectively. As a result of the aforementioned definitions,

P(O|)) can be estimated as :

P(O[X) = Zat )Bi(i) (2.29)

Based on the Markov property of a stochastic process (mentioned in Section[2.5.1.)),
both a;(j) and f;(j) can be recursively estimated using their corresponding previous
values. To start the calculation process the forward variable « is initialized as
follows:

ay(i) = m;b;(01), (2.30)

while backward variable [ is initialized as:

Br(j) =1 (2.31)

After initialization, a recursive calculation process is then performed to estimate the

forward probabilities for the subsequent time points according to:

N
a1 (§) = ) on(i) - ag] - bj(or4), 1<t<T—1 (2.32)

=1
Similarly, the calculations of the backward probabilities are recursively performed
according to the following equation:

N

@,(1) = Zaijbj(0t+1)ﬁt+1(j)a I'-1>t>1. (2-33)

j=1
Eventually, the required conditional probability can be estimated either by using

the forward probabilities,
P(O[\) = Z (i (2.34)

or alternatively, by using the backward probablhtles,

P(O|)) = ij 01)51(j (2.35)

Both calculations are equivalent; the only difference is in the direction of the recur-

sion process.
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Decoding Problem
The objective of the decoding task is to identify the HMMs internal path with the
heights probability, i.e., estimating the state sequence that maximizes the probability,
P(0,q\)

P(qlO,A) = —=+= 2.36
Given the model A and an observation sequence O, and since the denominator in the
above formula is independent of the searched optimal state sequence ¢*, therefore
¢* can be formulated as following:

q¢* = argmax P(O, q|\) (2.37)

q

Similar to the estimation of the forward probabilities, dynamic programming can
also be employed here for the estimation of the optimal state sequence, but instead
of summing over transitions of states, we compute the maximum. To denote the

maximum probability of generating the observation sequence o1, 05, , 0; along the

optimal path at time ¢ and state s;, the quantity (i) is defined as:

’19,5(2) = max P(017 <0ty 41y - Ge—1, G = Sl‘A) (238)

qi,--qt—1
Additionally, to save all arguments that maximized Eq.(2.38) for each ¢ and i, a
backtracking matrix 9(j) is constructed, from which the optimal state sequence
will be retrieved. Typically, the complete solution for this problem is a dynamic
programming and known as Viterbi algorithm. The main steps of the Viterbi

algorithm can be illustrated as follows,

(i) Initialization: At the beginning of the algorithm, i.e. t=1, J;(j) and ¥(j) are

assigned initial values as follows,

191(]) = ijj(ol) and ’l,bl(j) = 07 V] . j = 1, N
(ii) Recursion: For Vt:t=1,..,T —landVj:j =1,.., N, the probability for

the next time point is recursively calculated by the following formula,

Vis1(J) = m?X{ﬁt<i)aij}bj(0t+l> and ¥41(j) = arg max V(i) ay

1

(iii) Termination: All computation are achieved upon the estimation of

P(0,q*|A) = maxdr(i) and ¢ = argmax (i)

7
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(iv) Path backtracking: Using the backtracking matrix ¢,(j) and beginning from
the optimal path of the end state ¢}, each relative optimal path can be esti-

mated, as follows,

¢ = Yo (dre):

In addition to the above basic steps, and in order to reduce the algorithm quadratic
complexityf] search space reduction techniques are usually adopted to speed up

the algorithm performance.

Training Problem

The problem that should be solved here is given a set of training sequences, how
to automatically adjust HMMs parameters A = (w, A, B) to maximize the proba-
bility of generating those sequences? Since there is no analytical solution for this
problem, an iterative approach is adopted. Using the training set, the method
starts with an initial model A° and then iteratively computes a set of improved
models A', A2, ... . The mostly popular technique used is the so-called Baum-Welch
algorithm (BW), which is basically a variation of the generalized expectation max-
imization algorithm. As an optimization criteria for the HMMs parameters, BW
uses the conditional probability P(O|)), where any improved model A= (&t,A,B)
should satisfy P(O|X) > P(O|))). To calculate the optimal path, BW basically
uses the forward «(j) and backward f;(j) probabilities from the evaluation phase.
These two variables are, in turn, used to define two additional variables that help
mathematically explain the algorithm. Where (7, j) represents the transition pos-
terior probability of s, — s;, for a given observation sequence O, a model A, and

at time ¢,

_ P(q = si, @1 = Sj,O|A)
P(OA)
_ at(i)aijbj(ot-&-l)ﬁt—i-l(j).
Zﬁil () By (i)

Furthermore the variable +;(i) is also introduced to represent the probability of

%(i;j) = P(Qt = S, qQt+1 = 5j|07>‘>
(2.39)

being in the state s; at time ¢,

N

(i) = P(g = s:|0,0) = > (i, 5). (2.40)

j=1

®In the recursion phase, each step needs N2 maximizations to evaluate the local optimal path.
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Given the definitions in Eq.(2.39) and Eq. (2.40), it is possible now to estimate
the initial probabilities #, the transition probabilities A, and also the emission

probabilities (in case of discrete HMMs) B for the improved model A, as follows
i = P(q = $i|O0,X) = (). (2.41)

The expected state transition probabilities are computed by summing over each
state transition probability, then normalizing the output by the total number of

outgoing transition from the state,

o X Pl =sian = 5100 _ S5 (i)
j TP =sI0) Sl

Estimations of the discrete observation probabilities are similarly performed, by

(2.42)

summing the number of observing a symbol for a given state and normalizing the

result by the total number of emission generated in the same state.

[),k _ Zthl P(g; = sj,00 = v;|O, A) _ Zt:ot:'uk ()
’ Z?:l P(qt = $j|07)‘) Zle 'Yt(j)

Finally, it is useful to mention that we limited the above discussion to the standard

(2.43)

or discrete HMMs (since it is related to this work), continuous HMMs or continues

HMMs are not considered; we refer the interested reader to [43,[79]] for detalils.

2.5.2 Conditional Random Fields CRFs

In the previous subsection, we have presented the basics of HMMs as a candidate
for generative based classification approaches. This subsection will briefly discuss
the fundamentals of a discriminative probabilistic classifier, namely, the Conditional
Random Fields (CRFs) [80,81]]. CRFs are undirected graphical models which are
particularly well suited for labeling sequential data, they are discriminative models
since they are directly modeling the conditional distribution P(S|0) of a set of
labels (states) S given a sequence of observation O [82]. For the Arabic handwriting
classification task, we assigned each letter basic shape to a single label, e.i, a letter
BAA (o), for example, has four different labels corresponding to its different basic
shapes (U , -, w~, =). And observations are sequences of shape descriptive
features that are extracted from the segmented letter which will be detialed in
Chapter[p] The CRFs model can be thought of as an undirected graph that composed
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of two parallel chains of random variables, the first is depicting the state sequence
S, while the other represents the observed (output) sequence O. FIG. shows

an example of a first order CRFs where label sequence forms a chain.

FIG. 2.15. A first order CRFs.Top are the states sequence and bottom are observation
sequence. Dotted lines indicate connections between the observation and every other
state [3].

As previously mentioned that CRFs are basically undirected graphical model,
hence their probability distribution is calculated as a globally normalized product
of feature transition functions over the labels and the observation sequence/| The
CRFs that we adopted is involving transition feature functions that operates on
adjacent label s,_; and s;. Accordingly, the probability of label sequence S for a

given observation sequence O, is estimated as:

po(S]0) =

ZQEO) exp (Z Fy(si-1,5,0,1)) (2.44)

where Z4(0) is a global normalized factor given by:

Zp(0) = Z exp (Z Fy(si-1, 5,0, z)) (2.45)
s i=1

and parameter 6 = (w1, wa, ..., Wn,; fi1, H2, ---, [N, ) Tepresents weight values learned
from the training data, N refers to the number of transition feature functions, N, is
the number of state feature functions and n is the length of the observation sequence
O. Furthermore, the feature function Fjy is defined over a pair of states (s;, s;—1) and

an observation sequence O as follows:

Fy(si-1,5,0,1) = > _wytp(sio1,5i,0,0) + Y pigr(si, 0, 4) (2.46)
f g

"Feature function is represented in an exponential form to ensure positivity.
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where t¢(s;_1, s;,0,1) is a transition feature function over the entire observation
sequence and at state positions ¢ and ¢ — 1 in the label sequence. Transition feature
functions are usually used to indicate whether a feature value is observed between

two states or not, and defined by

1 if Si—1 = La and S; = Lb
tf(si—la $i,0,1) = (2.47)

0 otherwise,

where L, and L; are two labels of the model.
The state feature function r4(s;,0,1), on the other hand, indicates whether a

feature value is observed at a particular label or not, and defined as follows

) 1 if S; = La
re(si,0,1) = (2.48)

0 otherwise,

Eventually, wy and 1, represent the weights of the transition feature function
and the state feature functions respectively, and they are typically estimated from
training data. Given equations Eq. and Eq. (2.46), the posterior CRFs
probability in Eq. of a sequence of lables S and a sequence of observation O,

can be expanded and rewritten as follows,

1o(S]0) = 2930) oxp (30 wstslsin,500,0) + 303 myry(5.0.1))  (249)
1 f i=1 g

1=

2.5.2.1 Learning Parameter for CRFs

CRFs training, is a maximum entropy based process of estimating the parame-
ter 0 = (wi,ws, ..., wn,; p1, Mo, -, fn,) that maximizes the logarithm of the likeli-
hood ¢ (known as log-likelihood) of labeled sequences in some training data set
D = {(o),s¥)}7,, where, o) is an observation sequence, s\/) represents the corre-
sponding label sequence, and T refers to the number of training sequences. For
a probability distribution, the highest degree of uniformity is typically achieved
when the distribution entropy has the maximum possible value, thus the maximum

entropy principle is employed to justify the selection of the (most representative)
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probability distribution selection. For CRFs, the log-likelihood objective function
that should be optimized is given by:

n

T, T,
= Zdlog p(s¥ ol Z (ZF@ s 59 oD i) —log Z(o(j),9)> (2.50)
j=1 j=1 =
Since there is no closed-form solution for Eq.( , several iterative approach is
proposed to search for the best possible optimal solution. Generally, it is found
that exponential based model such as CRFs can be trained relatively faster using
quasi-Newton methods, e.g. Broyden-Fletcher-Goldfarb-Shanno (BFGS) , Limited-
memory BFGS (L-BFGS), DavidonFletcherPowell formula (DFP), etc [83]. These

methods approximate the derivatives of the log-likelihood as follows,

o00) s, s,
W—;(Z 9

= (2.51)

L . o) 4
Zp(s\o(J)) Z aF@(Szlaa;zaO] ,z))

o =1

OFy(s () (J) 0(;) )
1

In our work, the likelihood maximization is performed using a gradient descent

method and adopting the BFGS technique for optimization.

2.5.2.2 Inference CRFs

The calculation of the probability p,(S|O) of a label sequence S, given a sequence of
observation O and set of learned weight values 0, can be efficiently implemented
by defining a set of arrays M [81]. Assuming S is the set of the entire label space of
the training data, and s;, s;,_; are two labels drawn from S, firstly, the set M of n + 1

squared arrays are estimated, where each element )/; is defined by,

Mz'<5i7 SZ'_1|O) = exp (F@(Si, Si—1, O)), SiySi—1 € S (252)

Secondly the normalization factor Z(O) over the observation sequence O is com-

puted as the multiplication of observation sequence with all n + 1 arrays,

n+1

= ( 1 M(0)) (2.53)
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Eventually, the CRFs conditional probability is given as the product of the elements

of the n + 1 arrays as follows,

n+1

: H Mi(si—la si\O) (2.54)

i

po(S10) =

Z5(0)

2.6 Conclusion

The value of this chapter in the thesis is to attempt to further broaden and deepen
the understanding of the basics of the problem of automatic handwriting recog-
nition in general. In the context of this thesis, the chapter has discussed most of
the sub problems, presented related literature solutions, and also highlighted our
respective contributions. Most of the common employed processing steps from
the signal acquisition until the classification are adequately reviewed focusing
primarily on techniques, algorithms, and methods that we used, combined, or im-
proved throughout our work. The chapter initialized by explaining the differences
between online and offline handwriting signals in terms of their formats and their
resources. Then, document related image enhancement techniques such as, binariza-
tion, smoothing, thinning, etc., are considered. Furthermore, special attention has
been paid to handwriting specific distortions like the handwriting skew and slant.
In this regard, we have presented the common HT based technique and the contour
local minima regression technique. These techniques are combined in Chapter [4]
to propose an improved solution. As being a prerequisite for any unconstrained
recognition system, the bottleneck issue of handwriting segmentation has been also
addressed, and the two different paradigms (explicit and implicit) of approaching
the problem are explained. The chapter concluded the discussion by shedding
light on the theoretical foundations of the generative HMMs and the discriminative
CRFs.






CHAPTER 3

A Benchmark Database for Offline Arabic
Handwriting and Arabic Handwriting Synthesizing

N this chapter, we address the problem of performance evaluation for de-
veloping Arabic handwriting recognition approaches; in particular, how to
construct databases of handwriting images with verified ground truth. Typi-

cally, databases are of crucial importance for developing better algorithms and also
for profound comparisons of the proposed methods [§]. This chapter is generally
divided into two major sections. In the first part, we will present the database that is
constructed directly from real handwriting such as handwritten words, handwritten
letters, and handwritten historical manuscripts.

In the second part, we explain our proposed approach for generation of synthe-
sized handwriting. Our offline handwritten Arabic database has been developed
in the Neuro-Information Technology department, Institute for Electronics, Signal
Processing and Communication (IESK) at Otto-von- Guericke University Magde-
burg, German It is called IESK-arDB, where "IESK” is the German abbreviation
of the Institute name and “arDB” stands for ” Arabic Database” [8]. The main mo-
tive behind developing IESK-arDB database, is the demand for a database that is
carefully designed, well articulated, covering different parts of speech, and most
importantly useable for segmentation-based as well as segmentation-free recogni-

tion approaches. Unlike other databases in the field, IESK-arDB is the first database

IThe institute new name has become, Institut fiir Informations und Kommunikationstechnik
(IKT).
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FIG. 3.1. A screen-shot from the IESK-arDB database website.

that is equipped with manually annotated information regarding letters boundaries
in the handwritten word images, in addition to all other necessary ground truth
information. We believe that segmentation ground truth is of crucial importance for
the training and validation purposes of any explicit segmentation-based recognition
approach. The database contains 6000 handwritten word images gathered from
22 people, 8000 letter images representing all letters of the Arabic alphabet in all
different forms, and 285 manuscript page images collected from multiple Islamic

documents thought to be written in the 14th century.

Due to the high cost associated with the process of creating a comprehensive
database, in the second part, we introduce our approach to automatically generate
synthesized words and/or lines of handwritten text from Unicode text [84]. A total
of 28000 online handwritten letter samples are collected from several writers, and
used to build 104 Active Shape Models (ASM) (a model for each letter in each form).
ASMs are then used to generate unique letter representations in order to simulate
the different user’s writing style. Furthermore, to produce smooth text, counter
is interpolated using B-Spline and affine transforms are employed to imitate slant
and skew distortions. The developed system is used to create more than 12000
synthesized samples that have been added to the database. The database is free of

charge and available for download at (www. iesk-ardb.ovgu.de).
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3.1 Offline Handwriting Database

This section details the process of developing the offline handwritten contents of the
database, which consists of two different kinds of handwritten material. The first is
composed of handwritten words that are mainly derived from the language basic
part of speech (e.g., noun, verb, etc.), countries and cities names from around the
globe, glossary of security terms, and words used for writing amounts on checks.
The main purpose of this data is to train and test the segmentation as well as holistic
based approaches for the recognition of handwritten Arabic words. The second
part makes available hundreds of pages of medieval Arabic manuscripts along
with their respective ground truth files. Historical manuscripts that are carefully
transcribed are a necessary resource for developing solutions for related problems
such as manuscript image enhancement, molding of manuscripts handwriting,
and most importantly the recognition of the manuscript content. To the best of
our knowledge, this is the first database that freely offers such a large number of

transcribed historical Arabic documents.

3.1.1 Data Acquisition

The database vocabulary covers most of Arabic part of speech (noun, verb, etc.),
country/city names, security terms, and words used for writing bank amounts. For
the purpose of collecting data, we used an entry form consisting of eight pages,
each page is filled with eight handwritten words presented to the writers. Samples
are collected from 22 writers from different Arabic countries and from countries
(non-Arabic speaking) where the Arabic alphabet is used in writing. FIG. 3.2/ shows
a page from the form used for collecting handwritten samples. Writers have been
asked to write according to Naskh style as much as they can. This was done for two
reasons. First, Naskh is the most common used writing style. Second, compared to
other writing styles, Naskh emphasizes most of letters structural peculiarities [85].

The extraction process started by scanning the filled forms with a flatbed Epson
Perfection V300 Photo scanner. Usually, scanning with 300 dpi is enough for
subsequent OCR processing steps. In Arabic, besides the alphabet there are what so
called diacritic symbols, which are used to indicate vowels, and written in a very

small size (compared to letters size) above or below a letter (e.g., U,P:)i , osté Mi). To
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FIG. 3.2. A Page from the form used to collect data.

increase the ability to capture details necessary to distinguish among such symbols,
we choose to scan forms at a little higher resolution (350 dpi), that increases the
quality and at the same time does not require a lot of resources. Each word is
extracted from the form automatically and given a label of 11 characters, according
to the following coding “X9999-99999”, where “X” and ”9” stand for a letter and
digits respectively. The first two digits reserved for the form’s id (e.g., A0..A9,
B0..B9, and etc.), the next three digits are used for user’s id, and the last five digits
are assigned a serial number for different words. We adapted such encoding, so that
any future growth of the database can be encompassed and also to enable searching
and sorting the database content efficiently.

Additionally, to distinguish between different formats, binary and thinned image
files are preceded with "b_” and ”t_” respectively. We chose to save images in PNG
graphic file format rather than other format, e.g., TIFF, BMP, JPEG, or GIF, since PNG
files are relatively smaller in size with no loss in quality. Extracted Images have been

enhanced by improving contrast and reducing noise. Then saved in three different
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FIG. 3.3. Samples of handwritten words: (a) Gray scale images, (b) binary images, and (c)
thinned images.

types. The first format is an enhanced gray scale version; the second is a globally
binarized white on black version; and the third is a thinned version, where the
thinning approach adopted is based on the Zhang-Suen’s thinning algorithm [42].
FIG[3.3  shows gray samples from the database with their binary and thinned
versions.

The manuscripts part of the database consists of 285 page images extracted
mainly from two Islamic theological works thought to be written in the 14th cen-
turyP] The first is the book of AL-FRO, which is written by IBN-MUFLIH, a 14th
century prominent scholar of religious law of Sunni Islam. The second is the book
of FAWAID FIQHIYA, written also in the same period by an unknown author. The
ink used in those manuscripts is the iron gall ink, with brown and black are the
most dominant colors. Manuscripts are open-face scanned in 96 x 96 PPI with 24
bit depth and stored in PNG format. As result of open-face scanning, each image
tile contains two pages, files are then cropped into two separate 1-page image files,
which are named after the original 2-pages image file, adding ”_1” or ”_2” suffixes

to differentiate them.

3.1.2 Database Annotation

Ground truth information is always an essential part of every OCR database, since

it is a prerequisite for recognition experiments [10]. In our database, each word is

>The manuscripts are donated by Dr.Mostafa Ahmad.
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tully described by a ground truth Extensible Markup Language (XML) file, that
contains several important entries. FIG[3.4shows an example of one of such files.
All ground truth files are named after their corresponding gray word image file

name. As FIG. 3.4/ depicting each XML ground truth file starts with a main tag

<?xml version="1.0" encoding="UTF-8" ?>
- <Imagefile>
<Id Id="I01_003" word="u«diuk" Meaning="Tripoli" />
- <lLetterLabel>
<Letter5 name="Taa" shape="&" unicode="1591" />
<Letter4 name="Ra" shape="," unicode="1585" />
<Letter3 name="Alif" shape="1" unicode="1575" />
<lLetter2 name="Ba" shape="<" unicode="1576" />
<Letterl name="Lam" shape="J" unicode="1604" />
<Letter0 name="Sin" shape="uw" unicode="1587" />
</LetterLabel>
<Baseline ax="349" ay="128" bx="22" by="132" />
- <Subwords>
- <Subword0>
<Bound ax="183" ay="39" bx="342" by="171" />
- <lLetter>
<Dividing_point0 x="271" y="131" />
</Letter>
</Subword0>
<Subword1>
<Bound ax="185" ay="58" bx="218" by="135" />
<lLetter />
</Subword1>
<Subword2>
<Bound ax="36" ay="55" bx="180" by="171" />
- <lLetter>
<Dividing_point0 x="150" y="119" />
<Dividing_pointl x="128" y="126" />
</Letter>
</Subword2>
</Subwords>
<Additional_Information Age="1" Gender="m" Education="1" Region="0" Quality="2" />
</Imagefile>

FIG. 3.4. An XML ground truth file describing the word image shown in FIG.

Imagefile, which contains the following XML elements, sub-tags, and attributes:

1. ”Id” tag, contains three attributes “Id”, “"Word”, and "Meaning”, that hold
the name of the gray image file, the transcript of the word in Arabic, and the

meaning in English, respectively.

2. "LetterLabel” tag has usually a number of elements equivalent to the number
of letters in the word. Each element with three attributes “Name”, “Shape”,
and “Unicode”, show the pronunciation of the letter in English, the letter

basic shape, and the corresponding Unicode, respectively.
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3. The “BaseLine” element with four attributes, representing the coordinates of

two points identifying the word base-line.

4. The "Subwords” tag contain one or several sub-tags “Subword#”, each has
the coordinates of the upper-left and the lower-right corners of the bounding
box enclosing a sub-word. In case of a sub-word that is made up of multiple
letters, and according to the number of letters in the sub-word, tag\s ”Letter”
and "Dividing_point#” elements with two attributes will be added to indicate

the coordinates of the border points between letters in the sub-word.

5. The last element “Additional Information”, gives personal information about
the writer, e.g., education level, the region where the writer learned to write,

and etc., as well as human assessment of the clarity of the handwriting.

[
B Subwords W Letter's border B Word's baseline

FIG. 3.5. Example of the ground truth information given in FIG plotted against its
corresponding binary image.

FIG[3.5 shows the binary image corresponding to the ground truth XML file
shown in FIG[3.4l The word consists of three sub-words, which are indicated with
the three sub-word tags bounded with green boxes in FIG[3.5 The first sub-word
from the right consist of two letters with their border point indicated by the blue
crosshair. The second sub-word contains only one letter; hence it is a sub-word as
well as a letter at the same time. Similarly, the third sub-word contains three letters
and two dividing points; and the word baseline is plotted in red.

As for manuscripts part annotation, it is being observed that several prominent

libraries and archives (e.g., The British Library, Princeton digital library of Islamic
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manuscripts, Bibliotheca Alexandrina, Ottoman archives, etc.) are digitizing their
collection of Arabic, Persian, and Ottoman manuscripts and make them available
through the Internet. However, libraries offer only scanned images without any
machine-readable text redundancies that might be used as ground truth to bench-
marking OCR methods for manuscripts. In IESK-arDB database, we manually
created a digital Arabic transcription for each manuscript page, and we enforce
a line-by-line alignment between text lines in the transcript and the page image.
Transcription files are then saved in plain text where each letter in the image corre-
sponds to one single letter in the transcription. While Kashidaﬂ is represented in

II?II

the transcript and each human un-readable letter is substituted by a ”?”, and vowel

diacritics are not included.

) ald o oo b ley ol Ll iz ol Lgiagi> all agins

gl Jo:09Y9 asxall 03 sg.aialld dlll e a>L ally gail

plel dllly auacsl VI lple oloYs

Slall pawlall Y g9 all OLS o ad SHbo g oz

SSaall e gdly 99 ,2all soYly Ll aid o iilly 2lSI 9
2wl NS 0 @89 & disell aluuog ao Juuiig 0xes L5989

claall yo 0ue9 dijgo e pol 35 aled Je amw o 20>l ol Ly
led U3 claall oll ad9 & aas Y asgaxdl Liall ady

=29Lal la=)l 3905 e ol ) cadly o slasYls

loiwVl 89 & o8 0129 awaw oY J9sil Ao ad9

O @i Y Gy 2uall aluwoy & waw o2 0,4E9

O Ml pgde LoVl anac dluwog ool 5 6925 ad9
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FIG. 3.6. Manuscript sample from the IESK-arDB database, and the equivalent machine-
readable text with one-to-one line correspondences.

3.1.3 Letters Frequency Analysis

Language statistics are the foundation upon which different language models
can be built [86]. Word-based language models or/and character-based language
models are statistical models that provide prior knowledge about words or letters
occurrences, respectively. Hence, we conducted letter frequency analysis on our

database (IESK-arDB). In general, the average length of 4.3 letters of Arabic word

3Kashida is an Arabic text justification symbol used to increase spaces between connected letters.
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FIG. 3.7. The frequency distribution of Arabic letter in IESKarDB, sorted according to the
alphabet sequence.

is relatively shorter compared to other scripts such as English with 5.1 letters, and
German 6.26 letters [87,88]. According to the same references, the most frequent
letters are Alef ”1” 17.5%, Lam ” J” 7.3%, Yeh ” s” 6.5%, and the less frequent are
Tha ”&” 0.2%, Zah 7 L” 0.4%, and Dhad 7 2" (;.6%. Our database retains almost
the same characteristics, where the word average length is about 4.4 letters, and the
most appearing letters are Alef ”\” 16.9%, Lam ” J” 12.3%, and Yeh ” ¢” 6.6%. Less
frequent, however, are Zah ” 1" 0.2%, Gian ” 'C” 0.33%, and Dhad ” ub"” 0.45%.

In this context, it is worth mentioning that frequency analysis will include only
the letter basic form, and if a letter appeared in any modified form, it will be counted

” ‘II

as appearing in the basic form. Hence, the letter Alef 71" modified forms (i, ) )

V2 ‘//

will be counted as Alef ”1”. The modified forms such as (s, ¢g) and (_s,¢ s) will be
counted only as Waw ( s) and Yeh (Lng), respectively. FIG@ shows tI;e f;equency
distribution of the basic letters in IESK-arDB with their respective occurrence shapes
(Begin, End, Isolated, Middle), and FIGillustrates the letters distribution of IESK-
arDB compared to the letters distribution in huge corpora of text, that contains
1,297,259 words or 5,122,132 letters [4]. A normalized Chi-square test shows that
letter frequencies in both sources are nearly following the same distribution with a
goodness fit value of x* = 0.980. These results prove that the IESK-arDB database

is unbiased and follows the common distribution of the language model.
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FIG. 3.8. The letters frequency in IESK-arDB compared to the letters frequency in the
sources used in [4].

3.2 Handwriting Synthesis

Training, testing, or benchmarking offline handwriting recognition methods, require
broad, comprehensive and well annotated databases. On the one hand, creation
of such databases is usually very manpower, time, and computational demanding
process, but lack of such resources is still among the top hindrance that slowdown
the research in this field, and this is obvious in case of holistic based recognition
methods regardless of underlying script [84]. This is because of the fact that an
efficient holistic recognition, requires collection of a relatively big number of hand-
written samples for each vocabulary of the lexicon of the intended application
area. To overcome this problem, it would be very helpful, if the process of human
handwriting can be imitated. So sufficient artificial handwriting samples can be
automatically generated, and this process is called handwriting synthesis [89]. In
this context, we developed a system that generates synthetic handwriting sample
images from UTF-8 and/or Unicode text, along with their ground truth informa-
tion files [84}90,91]. The generated data contains line-by-line aligned digital text,
sub-word bounding box coordinates, and coordinates of border points between
connected letters. We collected about 28000 online handwritten samples and used
them to calculate an ASM model for each letter in each form, ending up with a
total of 104 models. Further, each ASM is manipulated to generate a broad variety

of different handwritten shapes of the corresponding letter. To make synthesized
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FIG. 3.9. On-line data acquisition: (a) Acquisition system (the base unit and the digital
pen), (b) screen-shot of system interface, and (c) an example illustrates the structure of the
ground truth information file.

samples look authentic as much as possible, affine transforms are used to add
human-like handwriting artifacts such as skew, slant, etc. To smooth the composed
text, B-Spline is employed for interpolation. In the following sub sections we will

explain each step in more details.

3.2.1 Online Data Acquisition

For online samples’ collection, we used a system produced by SliverCrest [92], that
consists of a wireless digital pen (DGP1000), and a base unit that should be clipped
onto the top of a paper or a block of papers, as shown in FIGB.9](a). FIG.9 (b)
shows the screen-shot of the acquisition software. While writing on normal paper
the base unit detects the pen strokes trajectories and saves their corresponding
coordinates as well as a vector graphic image of the writing. Using the trajectory
points of a letter, we created an equivalent ground truth information file that
contains, the total number of strokes, the beginning of each stroke, and a time-
stamp, as depicted in FIG[3.9(c). For every shape, a letter may appear in, at least
50 samples are collected from each writer that amount to a total of 28046 samples
altogether. These samples were eventually aligned and used to construct a model

for each individual shape.
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3.2.2 Modeling and Synthesizing of Letter Shapes

ASMs are statistical models that accommodate the variability in shape and appear-
ance over a set of training samples for a given shape class [93]]. For the class shape
modeling, ASM algorithm requires a set of training samples landmarked with a
constant (optimized) number of representative points that are usually manually
imposed along the shape contour.

Giving the high variability of handwriting, manual landmarking is proved to be
time-consuming, laborious, and expensive. Hence, benefiting from the fact that we
can access the x and y coordinate of trajectories as a function of time, we combined
the local extrema in the curvature and local extrema in the velocity, in order to
automatically generate n landmark points (z1,v1), (z2, y2), , (Tn, yn). Even though,
n can be optimized for each individual class, empirically, we found that n = 25
is sufficient to represent even the most complex letter shape as shown in FIG[3.10]
for the letter ” .”. The landmark points (z;, y;) for a single training sample can be

represented as 2n element vector x, where

X= ($1ax27"'7xn7y17y27-”ayn)T (31)

To build an ASM for a letter class we used a set X = {xi, Xz, , X} of vectors
x, which in turn forms a distribution of shape landmark points in the 2n space.
Intuitively, k£ can be optimized for each individual class, where k is the number
of vectors in each letter class. However, k = 50 is experimentally found to be the
most cost-effective value. To synthesize more samples similar to the ones in X, we
should first start by modeling the distribution of the landmarks points of X. To
accomplish this task, we started by applying the well known Principal Component
Analysis (PCA) on the data, which is an effective technique for both dimensionality
reduction and data modeling. To apply PCA on the data, the data covariance matrix

S is computed as.
k
_ 1 5 )T
S = — ;:1 (x; = X)(x; — X) (3.2)

Using S, the set W of eigenvectors as well as their corresponding vectors A of
eigenvalues can be straightforwardly computed. Due to the fact that eigenvalues
are actually representing the variance around the mean X of the data along the

direction of the corresponding eigenvector, synthesized sample of a given class can
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(b)

FIG. 3.10. Samples used to build Active Shape Models (ASMs) for the letter Sin (_): (a)
samples of training trajectories with 10 landmarks points, vs. , (b) with 25 landmarks points.
be approximated by a linear combination of X , and the eigenvectors w of the class.
Furthermore, to guarantee that generated samples are similar to the samples used
in the training of the class, a variable c is used as a parameter in Eq[3.3to represent

the variations of the eigenvalues in a pre-specified range (£2).

k
)‘(z)‘(—ichjo, where ¢; € [£2\/)\], A€ A, andw e W (3.3)
j=1

3.2.3 Synthesizing of Handwritten Words

The input to the handwritten word synthesizing process is a sequence of Unicode
characters representing the digital word or piece of digital text. Since we built
ASMs only for the standard set of the alphabet, we, firstly, start by substituting any
derived shape that may appear in a digital word with the basic letter shape. So that
the derived letter shapes such as (i, ) 7 will become (1), and ( 5, s3) will be ( 5), and
etc. Afterwards, the relative position (Isolated, Begin, Middle, End) of the letter in
the word is determined, and eventually the corresponding ASM will be loaded and
used to generate a trajectory similar to the letter shape. After creating trajectories
for each individual letter in the Unicode sequence, trajectories are then aligned and
juxtaposed in a sequence.

To compose a word or a sub-word, the trajectory of a letter (left connect-able
letters) is connected to the subsequent trajectory by simply translate the coordinates
of the trajectory on the left by a distance (e — b), where e is the coordinates of the
leftmost point of trajectory on the right and b is the coordinates of rightmost point

of the trajectory on the left. The estimation of the vertical position (y coordinates)
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Table 3.1. Effects incorporated into the synthesized system.
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relative to the baseline usually depends on the shape of the letter, we computed the
average i and the variance o of the distance between the baseline and the center of
a letter from the manually annotated baseline for the aforementioned handwritten
word’s database, and then translate the sub-word y-coordinates by N (u, o). Finally,
the distance between sub-words in the same word is determined using a parameter
that may take negative values to represent the vertical overlapping of the word
sub-words.

In our approach, ASMs are mainly dedicated to introduce local shape variation
within a letter class, in order to add needed shape variations that may occur on
the level of sub-word or a word, various types of affine transforms such as scaling,
translation, sharing, and rotation are used. Table demonstrates the various
types of effects that we incorporated into our system, in order to demonstrates the
impact of some of the variability sources that may alter the shape of a handwritten
letter, sub-word, or/and a word. The synthesis system is extended to process
complete paragraphs of digital text, which makes it capable of producing pages of
handwritten synthesized text. FIG]3.11](a) shows a paragraph of digital text, and
FIG (b) a possible synthesized version that it may appear in.

3.3 Conclusion

To sum up, this chapter presented the IESK-arDB, a new multi-propose offline
Arabic handwritten database. The database is free of charge and online available for
research purposes. To facilitate research efforts of segmentation based recognition
of handwritten Arabic words, the database contains more than 6000 word images

saved in a PNG format with three different versions, namely, gray, binary, and
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FIG. 3.11. Paragraph synthesizing: (a) A digital paragraph taken from the Arabic site of the
Deutsche Welle (http://www.dw.de/), (b) the synthesized handwriting corresponding
to the text marked in yellow.

thinned binary. Additionally, for each word image, an XML ground truth file that
contains all needed data is included; most important, however, is the segmentation
information. A letter frequency analysis showed that the collection exhibits letter
frequencies similar to that of large corpora of digital text, which proof usefulness
of the database. To the best of our knowledge, IESK-arDB is still the only free
database that offers a collection of Arabic handwritten manuscript images, along
with Unicode transcription for each manuscript image that is line-wise aligned.
The main purpose of this data is to leverage research in the field of recognition of
handwritten text in historical documents, in order to allow searching and mining
historical documents for information. The collection contains 285 pages taken from
two medieval theological works, images saved in PNG format, and each is manually

transcribed in txt files.

Lack of extensive Arabic handwriting databases is usually regarded as one of the
main reasons that hinders fast progress in the field of handwriting recognition [94].
This can be attributed to the considerable time and effort needed for gathering,
scanning and ground truthing. In order to automate the process of handwriting
samples generation, we presented an approach for handwriting synthesis. To
build an ASM for each letter shape, an online acquisition system consists of a base
unit, and a wireless pen is used to collect handwritten letter samples from several
writers. Samples of each shape are, first, aligned altogether and then their average
shape, matrix of Eigenvectors, and vector of Eigen values are all used to compute

synthesized instance from the letter shape class. In total, 104 different ASMs are
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constructed to represent the letters basic shapes as well as the letters conditional
shapes. Moreover, to make synthetic results looks as genuine as possible, various
types of affine transforms are used to add structural noise to both the letter level

and the sub-word/word level.



CHAPTER 4

Segmentation of Arabic Handwriting

HROUGHOUT, this research work, two handwriting segmentation-related
problems have been investigated. The first is text line segmentation of
handwritten Arabic, and the second is the problem of handwritten words

segmentation. Obviously, text line segmentation is an essential and inevitable
task that must precede any word segmentation process. Thanks to their systematic
layout and the relatively wide space between text lines, for type-written and printed
documents, the problem is widely believed to be solved [95]. In case of handwritten
documents, however, line segmentation is a challenging task and still considered
as an open research problem that needs a lot of research to be solved. Among the

main impediments that prevent an efficient solution are [96]:

e Touching and overlapping of ascenders and descenders strokes of consecutive
text lines. FIG[.1(a) and FIG[4.1|b) illustrate these two issues, respectively.

e The skew distortion that may affect a text line in a page, or even may vary

along the same text line. FIGH4.1|c) shows an example for this problem.

e Extensive use of dots and diacritical marks in Arabic script that usually may
appear above or below a letter, and that often vertically overlapping. This
is especially true in case of historical manuscripts. Besides the previous
impediment, FIG4.1|c) simultaneously demonstrates the usage of dots and

diacritics in a manuscript.
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FIG. 4.1. Issues that complicate text line segmentation: (a) Touching of components, from
two consecutive lines, (b) vertical overlapping of components, (c) various skew degrees
across the whole page and also along the same line.

The first part of this chapter is dedicated to the problem of text line segmenta-
tion, where we will explain the problem in more details, discuss some available
approaches, and ultimately illustrate our proposed solution. In general, our ap-
proach is a projection profile based technique that starts by partitioning the page
into vertical strips then calculating the projection profile for each strip. Then we
analyze the projection profile to elect the most probable horizontal line that separate

two consecutive text lines

As for the crucial issue of handwritten word segmentation; typically, research
efforts devoted to solve the problem of optical character recognition follow two
broad approaches [33]. The first approach is adopting an explicit segmentation
paradigm, in which a word is considered as a collection of smaller sub units such
as letters or even primitive strokes, and hence the border of those sub units in
the given word should be identified prior to any feature extraction process; these
approaches are usually called segmentation- based or analytic-based. The other
approach follows a holistic-based strategy, in which features are extracted from
the whole word image, and as a result the segmentation is completely avoided.
Nowadays OCRs’ systems built upon segmentation-free (holistic) approaches are
put successfully into service in a number of application areas such automatic reading
of postal addresses and bank checks, processing documents such as forms, etc. [34].
Applications of such systems are limited to fields with a small vocabulary and

cannot be used successfully in unconstrained OCR environments. This limitation
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is due to the fact that the segmentation process is completely bypassed, which
is an intuitively pre-requisite operation to reduce the infinite domain of possible
words into a limited number of classes (graphemes or characters), that can be
accommodated and processed [9,35]. Given the importance and the difficulty of the
segmentation problem, solving such problem would be a great achievement in the
tield of OCR applications [67,68]. Hence, the chapter’s second contribution is the
methodology for segmentation of handwritten Arabic words based on topological
features. The methodology starts by pre-processing steps such as small holes
filling and smoothing the outcropped pixels, so the limitations of the extraction
stage can be compensated. Then to reduce the extreme variability of handwriting,
normalization issues such as Slant- and Skew- correction are considered. The
segmentation then conducted through a dual-phase procedure. In the first phase,
a connected component analysis is performed to resolve sub-words overlapping.
Then, topological features based segmentation is carried out to segment the word

into identifiable units representing their constituent characters.

4.1 Segmentation of Text Lines

Although many methods have been proposed in the literatures to solve the problem
of text line segmentation, they are either designed for a specific kind of documents,
or they do not propose efficient and effective solutions [95]. In this work, we
were searching for an algorithm that can be applied regardless of the nature of
the concerned document, and also performs the task in a reasonable time with
the minimum necessary computation costs. Before delving into the details of our
approach, we are going to briefly explain the main paradigms that the majority of

published approaches are following.

4.1.1 Hough Transform based Approaches

Typically, HT is an important technique to detect line in images. To use the technique
in the text lines identification in a document image, a set of representative points is
extracted from the image and used as input for the transform [96,97]]. Usually, two
different types of points are used, the center of gravity points and the connected

components local minima points. Since no assumption is needed regarding the
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direction of the text lines, the main advantage of HT based approaches are their

capability to find even text lines with different direction within the same page.

Disadvantages of the technique, however, are (i) handwritten text lines are often
fluctuating around the horizontal axis resulting in imperfectly aligned points (either
center of gravity or local minima points) , hence, several approaches are proposing
solutions to form alignment of points prior to apply HT, which leads to costly and
unsatisfactory results. (ii) Insensitivity to the horizontal distance between input
points along lines, i.e., points that may be located away from each other along a
line, are still considered as a text line, which is highly unlikely. (iii) Theoretically,
HT applies no assumptions regarding text line directions, which is proved to be

impractically in terms of computational costs.

4.1.2 Smearing based Approaches

Although smearing based methods are capable of processing document images
that contain graphics, pictures, as well as text, their applications, however, are
limited to printed, type written, or skew free documents [98]. This is because
smearing techniques, in general, are highly sensitive to the document layout [99].
Smearing methods are usually applied to binary images, where (”1”) representing
background pixels and (”0”) are the object’s pixels. The basic algorithm works by
transforming a binary sequence to another binary sequence according to some rules
and an appropriate threshold, that lead to filling gabs between foreground pixels
with black pixels, and as a consequence connecting foreground components. For
each image, the algorithm is applied twice, one in the horizontal direction and the
other in the vertical direction producing two different binary images. Then the two
images are combined together using the logical operation AND to generate one
image. For further enhancement, the algorithm is applied again on the resulted
image using a shorter threshold and in the horizontal direction only. Finally, the
bounding boxes of the connected components in the smeared image are considered

to be representative of text lines.
Generally, and as previously mentioned, smearing based approaches are show-

ing weak performance in case of slanted and/or skewed writing, which is common

characteristic of handwriting.
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FIG. 4.2. Text lines segmentation: (a) Binary skew corrected image, (b) the sub-images,

where each sum-image depicted along its horizontal projection profile, (c) the segmented
text lines.

4.1.3 The Proposed Approach

This section illustrates an improved method for automatic identification and seg-
mentation of text lines in handwritten documents. The method is basically an
improved histogram projection based approaches. In general, projection based text
line segmentation is based on a straightforward idea, that is executed by computing
the image projection profile along the horizontal axis [100]. Then by analyzing the
profile peaks and valleys, the position of most probable border lines is detected. In
contrast to smearing approach, projection profile method is usually less sensitive
to gaps within the same text line. Moreover, it outperforms HT based approach in

case of overlapping and touching connected components.

Although our method can be applied regardless of the underlying script, how-
ever, performance is further boosted in case of Arabic handwriting thanks to two
reasons. Firstly, Arabic alphabet based scripts contain fewer descending and ascend-
ing letters compared to Latin based scripts, which lead to a relatively small number
of cases of strokes touching and/or overlapping. Secondly, the text baseline is easy
to distinguish, since all letters are usually rising or descending from a horizontal

stroke, which is equivalent to a very clear peak in the image horizontal projection

profile.
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4.1.3.1 Page Skew Correction

Many published works suggesting various techniques for page de-skewing, yet
projection based approaches are still proving their usefulness and efficiency in many
cases [101]. Therefore, we embrace a projection profile based solution.

Typically, skew is holistically affecting the page and skew angles are usually
varying in a finite small range. For practical reasons, we adopted [+20°] as the
skew angle range which is empirically found to cover most of the page skewness
distortion angles. Then, the concerned image is rotated around its origin with the
integer angles in the previously mentioned range producing several images with
various skew angles. Eventually, the projection profile for each image is obtained
and the corresponding variation is calculated. The profile that exhibit the highest
variation is then considered to be equivalent to the projection with the best text line

alignment, and the projection angle is consequently used to correct for the skew.

4.1.3.2 Text Lines Segmentation

For text line segmentation, we adopted a top-down approach that starts from
the entire document page, and then proceeds by segmenting it down into the
individual lines of text|'| Starting with the assumption that the number of touching
and/or overlapping components from two consecutive text lines is significantly
small compared to the number of non-touching and non-overlapping components.
After skew correction, the document page is vertically sliced into a set of sub-
images with a width proportional to the original image width, and further the
horizontal projection profile for each sub-image is computed. From each sub-
image, a set of border- line (instead of text-line) candidates, is generated using an
adaptive threshold. The threshold is calculated upon the projection profile, by firstly
excluding all zero entries in the profile and then applying a k-means clustering
algorithm on the data, where the number of clusters is determined as a function of
the profile length. Correspondingly, clusters means are computed and the mean
with minimum value is used as a threshold.

By applying a threshold to its respective sub-image profile, a set of local border

line candidates is obtained. To form a set of candidates on the level of the document

!Instead of bottom-up approach that begins with the connected components and progressively
joins them to form a text line [100].
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Algorithm 4.1: Text line segmentation

Data: Skew free binary image I.

Result: Ridx, setof row indexes represent borders between text lines.
begin

W «— ImageWidth

T <— StepWidth

tdr +— 1

while true do

ifide + T < W then

K (;y <— crop vertical strip of size T, beginning at column idx
1 k., «— width of K(i)

2 p<— Zﬁil K (Tn,y)

floor(SizeO f(p))
3 § ceil(Log(SizeO f(p)))

4 m «— Mean(Vs € s) A Mean # 0
5 L «— k — means(p, Size of (m))
6 t «— min(Mean(V1l € L))
else
K ;) <— crop vertical strip beginning at column idx until last
column.
go to 1 until 6
false

ide +—— idxe + 7Y
11— 1+1

form +— 1to:do
L Ridz «+— All row indices € K ;) that contain ¢ pixels at maximum.

| Ridr <— Unique( Ridz)

page, we perform an election process among all elements of all local sets. A row
index in a document image is marked as a probable border line on the page level, if
all rows with the same index in all sub-image profiles; either contains no foreground
pixels at all, or contains a small number of pixels determined by a user adjustable
tolerance parameter 7, that is dedicated to introduce the amount of overlapping
and touching of components across the document page. The parameter takes values
between 1 = 0 (if there is no overlapping/touching strokes) and 7 = 1 (in case of a
very high number of overlapping/touching strokes), which is especially true for

historical documents.

FIG.|4.2] gives an overall illustration of the proposed method, where FIG.

(a), (b), and (c), are the skew free binary source, the sub-images along with their
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corresponding projection profiles, and the result with a n = 0.5 tolerance value,
respectively. Moreover, a detailed description of the approach algorithm is given
in Alg. As conclusive remarks, even though the proposed method is based
on the common projection profile technique, yet, unlike available approaches,
projection profile analysis is actually performed to detect the border lines between
text lines rather than searching for text lines. This process proved to be relatively less

expensive and at the same time robust to various types of handwritten documents.

In FIG. 4.3and FIG. the reader can see two different types of handwritten
samples taken from the IESK-arDB database, where FIG. |4.3|(a) and (b), respectively,
illustrate the source and the discovered text lines with a zero tolerance value.
Considering its complexity, FIG. depicts the result when applying the method

on a medieval handwritten document with n = 1 tolerance value.
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FIG. 4.3. Performance on a handwritten signed and stamped document: (a) A binary image
of document written in the begin of the 20th century, (b) the result of the proposed approach
with each text lines is individually identified with different colors.
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FIG. 4.4. Performance on handwritten historical manuscripts: (a) A source image of a
medieval manuscript, (b) the best result obtained at tolerance values n = 1.

4.2 Segmentation of Arabic Handwritten Words

To segment handwritten words into letters, we propose a two-phase methodology.
In the first phase, the issue of pre-processing is considered. In which fundamental
pre-processing steps e.g. filtering, binarization, as well as pre-processing issues
specific to handwriting are performed.

The segmentation process is taking place in the second phase, which starts by
resolving the sub-words overlapping issue that may occur whenever multiple sub-
words (in the same word or between two consecutive words) vertically overlapping.
Then a heuristic based voting procedure is followed to elect the most probable

segmentation point between two letters.

4.21 Handwriting Specific Pre-processing

To suppress noisy pixels whilst preserving edges, first a median filter is applied on
the handwritten word images. Because of the extraction and binarization processes,
issues like smoothing out outcropping pixels and small holes filling should be dealt
with. Morphological based operations such as Closing and combination of Opening

and Reconstruction are employed respectively to solve for those issues.
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Furthermore, to reduce the amount of information to be processed, to the mini-
mum necessary for conducting our segmentation, and to ease the process of extrac-
tion of features points, thinning operation is applied on the enhanced binary images
according to [42]. Then, offline handwriting specific pre-processing procedures are

carried out, which will be detailed in the following sub-section.

4.2.1.1 Skew Correction Approach for Handwritten Arabic Words

Skew correction and baseline detection are proven to be of critical importance for
segmentation of handwritten Arabic text. Various techniques have been reported
in the literature, each has its pros and cons. HT is one of such methods that are
relatively insensitive to noise and tolerates gabs within Arabic words [60]. As for
the baseline detection, HT is insensitive to line direction. Consequently, it performs
badly when the longest stroke is not parallel to the word baseline.

Another method is based on the Local Minima Regression (LMR) of the word
skeleton [102]]. Benefiting from the fact that most of the local minima points along the
skeleton usually occur on or near of the baseline; the problem of finding the baseline
can be reduced to a linear fitting problem of local minima points. Even though LMR
is not as accurate as HT, its main advantage is the relatively insensitivity to stroke
direction that is not parallel to the baseline. Furthermore, it is being noticed that
reducing the Domain of HT’s ¢ parameter according to a priori direction estimation,
tirstly increases accuracy and, secondly reduces the computational cost. Thus we
propose an HT based technique combined with an LMR for baseline estimation,
where the LMR is used for the priori estimation of the search domain of HT’s ¢
parameter.

The first step in the proposed technique starts by calculating the fitting line of
local minima points according to Eq. 4.1} and Eq. 4.2} then the slope angle « of the
titted line is calculated according to Eq.

y=a+ bz, 4.1)

where a, b coefficients calculated as follow,

p— 2zt (®i = D)y - D g (4.2)
i (i — T)
where 7 and y are the statistical means of x and y coordinates respectively.
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FIG. 4.5. Skew correction and baseline estimation: (a) Original binary image and its
corresponding horizontal projection profile, (b) corrected version using LMR only, (c)
corrected version using the proposed combination of HT and LMR techniques.

a = arctan(b) (4.3)

The second step is to calculate the baseline using the HT, given the 0 restricted
domain. We first discretize the 6 and p parameters and then for each point (z;, y;) in

the image space we calculate § as stated in Eq.

p’:xisiné+yicosé Vée[a—e,a+e] (4.4)
Where ¢ is a constant used to offset the random error that may be produced in the
tirst step. Experimentally, we found that e = 10° gives the most accurate results.
Next, each point in the image space will vote for bins that could have generated it
in the hough accumulator A, and votes will be accumulated according to Eq.

’ ’

A(p,0) = A(p,0) +1 (4.5)

Finally, g and 6 with the maximum number (global maxima) of votes will be
considered as the parameters of the word baseline as shown in Eq.
arg max A(p, 0) (4.6)
$,0
FIG.[4.5| shows an example of the results, where FIG.[4.5/(a) is the original image,
FIG. 4.5/ (b) is the skew corrected image and the estimated baseline according to
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LMR only. FIG. 4.5|(c) shows the result of the skew correction and the estimated
baseline of the word using the proposed technique. The reader can clearly see the

improvement.

4.2.2 Segmentation of Handwritten Words into Letters

As mentioned above our segmentation approach conducted in two steps. In the
first step, a careful analysis of the x-axis coordinates of the connected components
is performed. The result is words images with resolved sub-word overlapping. The
second step is to perform topological feature based segmentation for characters
representatives. Before detailing our approach, it is helpful to start by recalling
some definitions that are thought to be necessary for the clarity of subsequent
definitions and notations.

Firstly, let p refer to any foreground pixel in the thinned word image ¢(z,y), and
let Ns(p) denote the 8-neighborhood set of p. Secondly, by examine each p € g(z,y)
a set of feature points are identified, which we call Critical Feature Points (CFPs).

CFPs set contains further four subset that are to be defined below:

i. The first subset is End Points (EP) appearing in blue in FIGH4.6 (a), which

contains all pixels with only one pixel in its 8-neighborhood set.
EP = {p|Ns(p) = 1} (4.7)

ii. The second subset is Branch Points (BP) shown in green in FIG/4.6|(a), which

contains all pixels with 3 to 4 pixels in their 8-neighborhood.
BP = {p|Ns(p) = 3V p|Ns(p) = 4} (4.8)

iii. The third subset is Dot Points (DPs) (appear in cyan), which is the union
of the set of all isolated pixels, and the set of pixels that belong to Connected
Components (CC) that are less in size than an adaptive threshold 7" proportional

to the estimated character size calculated upon the thinned text image.
DP = {p|Ns(p) = 0} U {plp € CC A size(CC) < T} (4.9)

iv. The fourth and last subset is the Loop Points (LP) (drawn in red), which are

all On remained pixels of the thinned text image after performing the flood-fill
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algorithm [103].
LP = {plp € ff(i(z,y))} (4.10)

Given the aforementioned four subsets, the CFPs set can be defined as the union
of all the four subsets. FIG. 4.6|(a), depicts the four different kind of points, and
FIG.[4.6](b), shows a thinned word image with the all possible CFPs.

CFPs=U{LP,EP,BP,DP} (4.11)

End Points Branch Points Loop Points Dot Points

(a)

J

< =0 ng_a(lj/ |

(b)
FIG. 4.6. Critical feature points CFPs: (a) Different types of CFPs, (b) a thinned handwriting
image with all possible CFPs.
In the subsequent subsection, we will first explain the proposed solution to
the problem of sub-words overlapping, and then address the problem of letters

segmentation by utilizing the word skeleton CFPs.

4.2.21 Resolving Sub-words Overlapping

For resolving the sub-words overlapping, we first find the word baseline as stated
above. Then upon finding the baseline, we differentiate between two types of
connected components (CC). The first is what we call main CCs, which are all CCs
that are intersecting with the baseline y-coordinate. The second are what we call
auxiliary CCs, which are all CCs that are not intersecting the baseline y-coordinate.
FIG.|4.7|(a) shows an example of word image, where the main CCs are numbered as
(1,2,4,6), while the auxiliaries are (3,5,7,8) and the horizontal blue line is representing

the word baseline.
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(a) (b)

FIG. 4.7. Sub-words Overlapping: (a) Overlapped sub-words within a word baseline, (b)
the overlapping free version.

After identifying the main CCs, we conduct a distance analysis on their bound-

ing boxes along the x-axis, in order to identify the baseline overlapped main CCs

and their corresponding overlapping distances. In FIG.[4.7](a) for example main

CCs that are overlapping are (1,2), (2,4), and (4,6). Another distance analysis is

performed against the auxiliary CCs, so each auxiliary CC can be assigned to its

corresponding main CC according to the following rules:

i.

ii.

iii.

iv.

If an auxiliary CC is overlapping only one main CC along the x-axis, then
assign the auxiliary to this main CC. So in FIG.[4.7)(a) for example auxiliaries

number (8, 7) will be assigned to the main CC number ”6”.

If an auxiliary that is above the baseline is completely contained in the bounding
box of a main CC, then assign the auxiliary to the main regardless of any main

CC that may overlap it along the x-axis. So ”3” will be assigned to “1”.

If two main CCs are overlapping an auxiliary under baseline, like in case of ”5”
that is overlapped both “4” and ”6”, we calculate the absolute distance along
y-axis, between lower bounding box of the auxiliary, and the lower bounding
box of the overlapping main CCs, the one with minimal distance wins the

auxiliary. So ”4” wins ”5”.

In case of an auxiliary is above the baseline and overlapping multiple main CCs,

the absolute distance along y-axis is measured between its lower bounding
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box y-coordinate and the upper y-coordinates of the overlapping main CCs

bounding box; and the main CC with the minimum distance wins.

Even though the aforementioned rules resolve almost all the cases, there are some
extreme cases where auxiliaries are not overlapping any main CC. In these cases,
auxiliary is assigned to the direct next main CC on the leftP] After assigning the
auxiliaries to their corresponding main CCs, we computed the sub-words borders
along the x-axis against all its elements (auxiliary CCs and main CCs). The left
border of the sub-word bounding box, is then computed to be the farthest left
border among all sub-word elements. Likewise, the right border is selected to be
the farthest border to the right. Eventually, a final distance analysis is preformed
against the new sub-word borders and the overlapping is solved by shifting away
the overlapped sub-words. FIG. 4.7 (b) shows an examples of the overlapping
free version of FIG.4.7|(a). As a result of this pre-segmentation step, sub-words
are separated by enough number of empty columns that make their segmentation

relatively an easer process.

4.2.2.2 Segmentation of Letter Representative

After resolving the sub-words overlapping, the proposed approach starts the seg-
mentation of sub-words into their constituent characters representatives. Given that
Arabic characters have their boundaries in columns with the minimum number of
pixels (only one pixel in the thinned version), our segmentation approach starts by
generating a set C' of columns indices as candidates for segmentation, where the
elements of ' are all columns indices within the thinned image ¢(x, y), containing
only one foreground pixel. In our approach, we adopted the segmentation algo-
rithm presented in [23] as the basis of our proposed segmentation algorithm. The
algorithm involves a broader set of segmentation candidates instead of using the set
of contour local minima only. Using Local minima only as candidates for segmen-
tation is usually resulted in inaccurate segmentation because local minima often
occur inside many of Arabic letters main bodies. Hence, we decided to generate a
large set of segmentation candidates, and we did not restrict our candidates to only

local minima.

2This is due to the fact that Arabic text is written from right to left, and writers usually writing
main CC first then auxiliaries. As a result auxiliaries are appearing shifted to the right away from
their correspondence sub-words.



4.2. Segmentation of Arabic Handwritten Words 86

. = W C
" | n| I|I Ih.l |
(a)

(© (d)

FIG. 4.8. Handwriting segmentation: (a) All possible cut candidates, (b) candidates after
excluding column that contains EP, LP, BP or DD, (c) candidates after excluding candidates
with the direct left neighbor, (d) the result after applying the proposed heuristic rules.

FIG. 4.8| (a) is depicting the set of all segmentation columns candidates for a
handwriting image. The reader can notice that each column containing only one
pixel is elected as a candidate. The next step is to exclude from the candidates
set all columns that are intersecting with any CFPs point, this is to say that LD,
EP, BP and DP columns cannot be in the same time a cut point otherwise we lose
meaningful character features. FIG. (b) shows the text image after excluding
columns candidates that are intersecting CFPs columns. The reader can also see
here in FIG. 4.8|(b) that very few candidates are excluded compared with FIG.
(a). This is because it is quite seldom that an LP or a BP column contains only one

pixel, so it will not be chosen as a candidate in the first place.

The next step is to scan the list of candidates, starting from the most right one to
the left, electing the left neighbor from each two adjacent segmentation candidates.
FIG[4.§|(c), shows the result, in which we can easily notice the significant reduction
in the number of candidates for segmentation. The candidates set obtained so far is
an important improvement over the previous candidate sets. However, in order to
resolve issues such as the over-segmentation in FIG. 4.8|(c) (the letter & (TAA), the
first letter from the right is over-segmented into three parts), we formulate four heuristic

conditions to increase segmentation accuracy.

To ease the notation of these conditions, we will write m as a subscript of CFP
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and CFPs elements to refer to the respective column index. Also, we will use ¢; , ¢;

to refer to any two column indices from the handwriting image , that are chosen

to be candidates. Then, the final election process is performed by applying the

following conditions on the segmentation candidates:

i.

ii.

iii.

iv.

If there are two consecutive cut candidates and there is no CFPs point in
between then delete from the list the one on the right, this condition can be

formulated as following;
V{ci,cj} € {C}ei > ¢j, if {OFPy} ¢ [ciyei] =i ¢ C (4.12)

The result of applying this condition on the candidates depicted in FIG. 4.8|(b),
and can be seen in FIGH.8|(c).

If there is a BP column or LP column before encountering another candidate
then we elect the candidate as a cut point, the notation version of the condition

is:
V{CZ’,CJ‘} € {C}|Cz > ¢y, Zf El(BPm V LPm) € [Cj,Ci] = ¢ € C (413)

This condition is applied simultaneously with condition (i), and its effects can
be noticed in FIG. 4.8|(c), where all candidates having BPs or LPs on the left are
kept.

If the direct neighbor on the left is a column that contains a DP point, then

delete the candidate from the list. This can be notated as follows:

Ve, € Cif Icip1) € DRy = ¢ ¢ C (4.14)
where DPF,,, is the set of columns contain DP pixels. The effect of this condition
is visible when comparing FIG. 4.8| (c) and FIG. |4.§| (d), where the first two
candidates from the right in FIG. (c) are deleted in FIG[4.§|(d), since their

direct neighbors to the left are columns contain DPs pixels.

If the next column contains an end point EP;, which is at the same time not
an end of stroke, then flow the contour starting from EP; down to the left. If
another end point EP; is encountered (before BP or LP) which is not on the

contour and is an end of the stroke, then elect the candidate as a cut point.
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This condition solves few cases when the baseline does not intersect all sub-
words within a word, leading to a failure in the detection of sub-words vertical
overlapping as depicted in FIG. It is also worth mentioning that in such
cases, we choose to keep candidates at the Begin of the strokes, since the Begin

of a stroke is usually more representative than its End.

EP1

EP2
FIG. 4.9. Segmentation of Sub-words vertical overlapping.

Moreover, to mark the start and the end of all letters, we insert segmentation can-
didates direct before and after each main CC. Finally, each set of pixels between
every two segmentation candidates in the binary image, are assumed to represent a
letter in the word. To extract the most possible accurate letter image, and also to
eliminate isolated pixels (or group of pixels) belonging to neighboring letters that
may appear as a result of the crop process, we perform a reconstruction module
according to [104], in which, we use those sets of pixels as masks, and their coun-
terparts in the thinned image as a marker. Then we constructed the letter-image
and save it, as the result of our segmentation methodology. FIG. (a) and (b),
illustrate the performance of the suggested approach on several samples taken from
two well databases namely the IESK-arDB and the IFN/ENIT. Results prove the
efficiency of the approach on a single word as well as on sentences of multiple
words. Comparison to other methods and further analysis of the approach will be

given in the experimental results chapter.

4.3 Conclusion

The main contribution of this chapter was to propose a solution for the challenging
problem of handwriting segmentation, which has different aspects, each can be
a research topic on its own. Given the fundamental importance of handwritten
text line segmentation, we proposed a solution that is simple, unspecific to the

handwriting type, and computation inexpensive. The approach is a top-down
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FIG. 4.10. Samples results of the proposed segmentation approach: (a) results of samples
taken from the IESK-arDB database. (b) results of samples taken from IFN/ENIT database.
based, begins with a page skew correction then performs a voting process upon
a set of horizontal profiles calculated from a set of sub-images cropped from the
page image. The approach achieved very good results on modern handwriting as
well as on historical manuscripts. The second and most important segmentation
issue that we addressed is the segmentation of handwritten Arabic words into their
constituent letters.

Unlike in Latin based scripts, in Arabic sub-words/words overlapping issue
should be handled first before any segmentation attempt. Thus, we introduced an
overlapping resolving module that is carried out before segmentation takes place.
This prior procedure is facilitating the letter segmentation process by inserting
enough empty columns between overlapped sub-words/words. The segmentation
process is then conducted by applying a set of heuristics that is formulated upon a
group of pixels called critical feature points. Performance results on samples from
two different databases confirm the efficiency of the proposed method. Throughout
our research on the problem of Arabic handwriting segmentation, we primarily
focused on the issue of word into letters segmentation and page to text lines seg-
mentation. For the segmentation of a text line into words, we relied on solutions
presented in [96}105],which found to perform adequately. Given the presented
solutions for the segmentation, in the next chapter, we are going to introduce an un-
constrained generative-based recognition methodology for the handwritten Arabic

words.






CHAPTER 5

GENERATIVE & DISCRIMINATIVE BASED
APPROACHES FOR RECOGNITION OF
HANDWRITTEN ARABIC WORDS

ENERALLY speaking, the formulation of the classification problem as

a sequence labeling problem significantly improves the system accu-

racy [106,107]. This is because of the fact, that unlimited number (the-

oretically at least) of nearby elements can be used in the process of selecting an
“optimal” label for a given element. Such a fact motivated us to approach the
problem of offline Arabic handwriting recognition as sequence labeling task. Con-
sequently, the main theme of the current chapter is to introduce probabilistic based
classification approaches suitable for labeling sequences of features extracted from
offline handwritten Arabic words. In this context, and as we previously discussed
in Chapter]} there are two main paradigms to follow, namely, generative and

discriminative classification.

The first part of this chapter, will propose a generative based Hidden Markov
Models (HMMs) approach built directly on top of an explicit handwritten Arabic
words segmentation module, previously described in Chapter [l The suggested
system uses two sets of sequential features to describe the shape of the segmented
unit along two different directions, namely, clockwise and counter clockwise. Un-

like previous HMMs based offline handwriting recognition approaches, the main
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novelties of our HMMs based approach include the following: (i) rather than rely-
ing on an implicit segmentation as a by-product of the decoding process of HMMs,
we integrate an explicit segmentation phase into the recognition approach to seg-
ment word down into letter representatives, (ii) instead of using traditional sliding
windows based features, we extract two sets of sequential shape representative
features from the segmented lette after size normalization and thinning, and (iii)
for classification, we use a left-to-right banded HMMs equipped with an adaptive

threshold model constructed from the trained models of all letters.

To label a sequence of features, in the second part of the current chapter,
we present two probabilistic discriminative based classifiers, namely, the linear-
chain Conditional Random Fields (CRFs) and its extension the Hidden-state CRFs
(HCRFs). Generally, CRFs and HCRFs classification models have been successfully
applied in a number of sequence labeling problems, e.g. natural language process-
ing, computer vision, and bioinformatics [108]. This is because, firstly, they make
no dependence assumptions among the input data, and secondly they allow to

represent complex relations between to-be-predicted labels and the observed data.

As revealed from literature, there is a dearth of prior works that are proposing
CRFs based solutions for the problem of offline Arabic handwriting recognition.
Therefore, we claim that we present for the first time CRFs and HCRFs based
solutions to the problem. Similar to our generative HMMs based approach, the pro-
posed CRFs and HCRFs approaches integrate the explicit segmentation approach
described previously in Chapter [2.4/and also to reduce the number of class labels in
CRFs and HCRFs models ]} the letter taxonomization module is adopted.

As a side remark, we point out that the current chapter is solely devoted to
describe the proposed methodologies. In the next chapter, the performance analysis
of the proposed systems will be described and the results obtained using the

generative approach will be compared to those of the discriminative approaches.

! As a result of erroneous segmentation, non-representative segments may be obtained, so from
now on we will use only segment or stroke, interchangeably, instead of segmented letter.

2CRFs and HCRPs, typically use a single exponential model to represent the joint probability
of a sequence of labels given an observation sequence. Learning CRFs and HCRFS parameters for
models with large number of labels is an intractable problem.
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5.1 Sequential Shape Descriptions Features for Arabic
Handwriting

Basically, features might be chosen to represent either the stroke external character-
istics, i.e. the boundary, or to represent the internal characteristics that are the pixels
contained within the stroke’s region. External representation is usually more appro-
priate when focusing on the shape characteristics, whereas internal representation is
the better choice when the focus is on characteristics relevant to color or texture [50].
Related literature contains many different types of features that might be geometric
(e.g., geometric moments, directional histograms, etc.), structural features (e.g.,
topological features, Fourier’s descriptors, etc.), or space transformation features
(e.g., principal component analysis, linear discriminant analysis, etc.) [1]. Due to the
fact that HMMs, CRFs, and HCRFs are especially powerful for the task of sequential
feature classification, features extracted from a letter or a word image should be
sequential or can be easily converted into a sequence that eventually passed to
HMMs, CRFs, or HCRFs classifier as input. The most widely adopted sequential
teatures for HMMs, CRFs, and HCRFs handwriting recognition systems, are those
extracted using the principle of the so-called sliding-window [30,31,109]. Typically,
these types of features are sequences of observations extracted by shifting a window

along the image of the word from right to left or vice versa.

In case of Arabic handwriting, the sliding-window is shifted with small distance
from the right to the left, and for each position a feature vector is extracted [110].
Sliding-window features can be categorized into two different groups, the first
group is the pixel-distributions based features which encompass all features de-
scribing the distribution of foreground pixels within a given window, e.g., the
normalized density of foreground pixels, the number of black/white transitions,
etc. The second group is the concavity features that include all features that provide
information relevant to the pixel structure arrangement inside the sliding window.
When using sliding-window based features, typically, a large number of features are
primarily extracted. Then, to get rid of redundant and irrelevant features, feature
selection or reduction algorithms are usually needed to allow the recognition pro-
cess to be computationally tractable. Furthermore, both distribution and concavity

sliding-window based features are particularly adequate to represent the image
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local patches (local details), rather than capturing shape global characteristics (e.g.
contour curvature) which prove to be very important for handwriting recognition.
Additionally, being computed based on pixel’s connectivity at local image neigh-
borhoods, sliding-window features are sensitive to the stroke width and relatively
more prone to multiple handwriting distortions (e.g. slant, skew, etc.). Inspired
by the works of [111-113], we propose a robust yet simple approach for extracting
two sets of shape descriptor features, that are proper to be used as input for a
sequence labeling based recognition system. Besides avoiding the above-mentioned
drawbacks of sliding-window features, the proposed features have a number of

desirable characteristics such as;
e Less expensive to extract and to process.
e Capturing the letters distinctive shape characteristics.
e Invariant to stroke width, and less sensitive to handwriting distortions.

e Easily converted to vectors of observations suitable for sequence classifiers.

5.1.1 Extraction of Features Descriptors

Since our main objective here is to build a robust and an unconstrained recognition
system for handwritten words, our feature extraction approach is built on top of the
explicit segmentation methodology detailed in Chapter @ Providing that writing
styles differ greatly with respect to height, width, skew, and slant, feature extraction
begins by normalizing the handwritten word against handwriting deformations, i.e.
skew and slant. Then, to further minimize the within-class variations, segmented
images are size-normalized while preserving the segment aspect ratio. For size
normalization, a backward linear normalization method is employed to map the
pixels coordinates of all segment images (usually of different size) into a standard
plane of fixed N x N dimension where N = 64 is found to be optimal [114]. The
core idea of our approach is illustrated in FIG. where feature extraction starts
by uniformly distributing a set P = {p1, ps, ..., pn}, pi € R?, of m reference points
along a rectangle that tightly contains the segment skeleton image (see FIG.5.1|(a)).
Typically m can be any natural number less than or equal to n, where n is the total

number of pixels constituting the segment skeleton image. Moreover, in practice,
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m should be proportional to the size of the normalized images, therefore m = 64
is chosen. Since the main focus of this work is on Arabic handwriting, the first
reference point p; is positioned on the rectangle’s upper-right corner. Additionally,
LetQ = {q1,q2, - -, ¢}, ¢; € R? the set of pixels coordinates constituting skeleton
segment. Starting at the reference point p;, and in both clockwise and anticlockwise
directions, for every p; € [P, we search for the nearest corresponding pair ¢; € Q
(only one). Upon identifying ¢;, and by using p; as the pole, we estimate the radial
distance 7;;, the angle ¢;; according to Eq. and eventually, we exclude the pixel

coordinate ¢; from the segment pixel set Q.

. - (Y~ Vi
ri = \/(a:j —2)2+ (g — )% gy = tan”' (mj _ x) )
yi K2

(5.1)
where p; = (zi,v:), ¢; = (£}, 7;)

Alg. outlines the features extraction process, where each p; € P is assigned
one and only one ¢; € Q, and, as a result, two different feature descriptor vectors
Xa = (X1, X2, -, X64), Xe = (X1, X2, ---» X64), Where x; = (7, ;), are constructed from
every (p;, g;) pair in anticlockwise as well as in clockwise directions, respectively. In
this context, it is also important to mention that computation is performed with the
assumption that n > m, i.e., the number of pixels m in the segment skeleton image

are greater than or equal to the number of reference points m.

Algorithm 5.1: Extraction of features descriptors

Data: P the set of reference points, Q the set of segment skeleton pixels.
Result: x
begin
p1 — Start Point
for Vp; € P do
for Vg; € Q do
¢j = argmin|[g; — pi|
9
rij = llg; — pill
pij = arctan (¢}, pi)
L Xij = (Tij, Pij)
X = Xij
| ¢Q

FIG. explains further the proposed feature extraction step, where FIG.
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(a), shows an explicit segmented handwritten word, and FIG. 5.1|(b), visualizes the

computation involving the reference points as well as the segment pixels.

To improve the robustness of the recognition system against various writing
distortions, we computed the features in two different directions, FIG.5.1|(c) and
(d), are depicting the results along the two directions for the letter &) "KAF” (en-
closed in the red rectangle) in FIG. 5.1/ (a). To demonstrate the feature descriptors
discriminativity, FIG. 5.2/ shows the feature profile for letter ” £” (FIG.|5.1|(c)) in the

two previously mentioned directions.
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FIG. 5.1. Extraction of features descriptors: (a) Extracted features computation, (b) seg-
mented handwritten word, (c) clockwise features, and (d) anticlockwise features.
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5.1.2 Vector Quantization for Feature Sequences

Basically, quantization is the process of mapping a large number of different input
values into a far smaller set of discrete values. In case of vectors of data points,
most of quantization algorithms work by clustering “nearby” vectors into groups
(clusters). A widely used quantization technique is the K-means clustering algo-
rithm, due to its relatively fast convergence property [115]. Its drawback, however,
is the sensitivity to initialization step, meaning that the algorithm performance
is fully determined by the initial values, thus a reasonable solution can only be
achieved through initialization values that lie close to a good clustering solution.
To overcome this problem, we adopted a k-means initialization method proposed
in [116]]. In this method, authors suggest to use the affinity propagation algorithm
(AP) to initialize the k-means clustering. AP works initially by assuming that
all data points are potential exemplars that iteratively exchange messages until a

satisfactory clustering solution is reached.

To estimate the number of clusters that adequately represent a letter without any
assumptions about the feature data internal distributions, firstly, the AP’s similarity
matrix is constructed by calculating pairwise similarity values between each data
point s(x:, X&), X € X, where the similarity value quantifies how well y;, suited to be
the exemplar of x;. Like in [116], we simply define the similarity function s as the
negative squared Euclidean distance between data points. Then, for each letter, the
AP is applied twice, once for x, and once for x., and the average of the estimated
number of clusters is computed. This process is performed for every letter in every
form, and the number of clusters (i.e the number of quantization levels) or % of
k-means is calculated as the overall average of all clusters of all letters, where £ = 16

is found to be the optimal number of quantization levels.

Eventually, a k-mean clustering algorithm with K = 16 is used to quantize the
feature descriptors x, and x., and as a result, we obtained two vectors of observa-
tion sequences f, and f; of length 64, containing values of observed quantization
level indices, where fo = (fu,, fass -+ faes), fai € {1,2,...,16}, representing the
clockwise observed feature sequence, and fo = (fe,, fes, - - s fees), fei € {1,2,...,16},

representing the anticlockwise observed feature sequence.
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FIG. 5.2. Letter shape descriptor profiles (for the letter in FIG. 5.1|(a)): (a) The profile of
clockwise shape descriptor, (b) the profile of anticlockwise shape descriptor.

5.2 HMMs based Recognition of Arabic Handwriting

This section describes in details the proposed recognition approach. Firstly, we show
how the letter models are constructed and how the HMMs recognition parameters
are initialized, then illustrate the process of building the threshold model and
eventually presenting and discussing some recognition results. FIG5.3] outlines
the major elements of the proposed recognition system. Basically, the system is
built up of two sub-classifiers corresponding to the different types of features. Each
sub-classifier contains an HMMs model for each letter in each form, thereby each
sub-classifier consists of 122 different HMMs models. To cope with the errors of
segmentation that negatively affects the system performance, a model for each
sub-classifier is constructed by ergodically connecting all other models. This model

is called threshold model and is dedicated to reject out-of-vocabulary segments.

5.2.1 Shape based Letters Taxonomization

Although, the recognition of handwritten Arabic words is, firstly, reduced (through
the explicit segmentation) into the problem of recognizing a segment that may
represent a letter in a word. However, the Arabic alphabet contains basically
30 letters and a letter may appear in two to four distinct shape according to its
position in a word, resulting in 104 substantially different shapes. A straightforward
approach to alleviate this problem, is to taxonomize letter shapes according to very
primitive properties. FIG. illustrates the adopted taxonomy, which classifies

letters according to the number of segment and whether they contain a loop(s) or
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FIG. 5.3. Structure of the proposed HMMs recognition system. The system contains 104
models for letters basic shapes and 18 models for letter shapes that may appear in more
than one taxonomy.

not. Thereby, for example, letters such as », , !, U Cwill be grouped under the first
group from the left in FIG. 5.4 (i.e. one segment and no loop group Tax.1), letters
such as o, 4, % under the second group (i.e. Tax.2), letters such o, &, &, 4in the
third group (Tax.3), and the fourth group (Tax.4) will contain letters such as 2, (3, 3,

'&. By following such a simple pre-classification step, we reduce the space of labels

Segmented Shape

One Segment Multiple Segments
Contains no loop Contains Loop Contains no Loop Contains Loop
(26 shapes) (24 shapes) (42 shapes) (30 shappes)
Tax.1 Tax.2 Tax.3 Tax.4

FIG. 5.4. Letters taxonomy, according to the number of segments and the existent of loop(s).

from 122 to 42 at most. Furthermore, notice that the total number of labels is 122
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(not 104), because some letters appear twice in two different taxonomies, since they
may be either written with or without loop (e.g., ; and «), or in one or two strokes

(e.g., Kand 4) depending on the personal writing style and/or the font used.

5.2.2 The HMMs Topology and Hidden States Optimization

The first step in building an HMMs model is to specify the model topology and the
number of model states, and keep them unchanged throughout the training phase.
There are multiple different types of HMMSs’ topologies, however there is no theo-
retical framework that can be used to determine the optimum topology. However,
when topologies produce similar results, then the simple one is the best, since it
involves the fewest number of parameters that need to be optimized. According
to [117] , the most commonly used topologies in the field of optical character recog-
nition in general, are the banded left-to-right and the left-to-right (Bakis) topologies.
To assess and compare the performance of the two topologies, while the number of
states is assumed to be globally fixed (i.e. eight states), dedicated HMMs models
are built for three randomly chosen letters from each taxonomy. And, since, there
are no boosts in performance justifying the use of Bakis” topology (see FIG.
consequently, the simpler left-to-right banded topology is adopted.

In addition to choosing the proper topology, the number of states (the model’s
size) for each HMMs model should be carefully determined. Typically, there are two
different paradigms that might be followed to select the number of states for HMMs
model [118]. According to the first, the number of states should be proportional
to the number of strokes within a handwritten word or a letter. Whereas, in the
second, the number of the model states is estimated as the average of the length of
the observation sequence of the corresponding word or letter.

Due to the fact that we are converting features data into equal-length vectors
of observation sequences, estimating the number of states based on the length
of observation sequence will be equal to assigning the same number of states to
all models, which can be an excessive or insufficient number for the respective
letter model. Furthermore, for robust and efficient modeling, typically, letters
consisting of multi segments and complex shape characteristics, require models
with a bigger number of states, compared to one segment and simple shape letters.

Hence, and in contrast to most related works, in which a global fixed number of



5.2. HMMs based Recognition of Arabic Handwriting 101

96 |-

o4 B Left-to-right (Bakis)
B Ieft-to-right banded

92

90

88
86
84
82
80

~Recognition Rates %

Tax.1 Tax.2 Tax.3 Tax.4

FI1G. 5.5. Comparative performance of HMMs based models using Left-to-Right (Bakis)
topology vs. using Left-to-Right banded topology.

states is optimized and used to model all letters, we optimized the model size for
each taxonomy separately. To estimate the optimal model size for a taxonomy of
letters (e.g. multiple segments with a loop taxonomy), for every letter within the
taxonomy, eleven different HMMs models are created and trained, starting with a
two states model up to twelve states model. Moreover, a smaller portion of data (i.e.
30%) is used for testing and the average recognition rates for all letters for every
number of states are calculated. Ultimately, the number of states corresponding
to the maximum recognition rate (the average) is selected as the optimal model
size for all letters belonging to the considered taxonomy. Accordingly, FIG.
shows the achieved recognition rates with respect to the different number of states
in each taxonomy. Letters under Tax.1 (i.e. one segment and no loop), for example,
reach the optimal performance with models of size five states, and this is justifiable
given their simple shape characteristics. Whereas, the relatively complex shape
characteristics of Tax.3 (multiple segments and no loop) and Tax.4, required models

of 10 states size to achieve the best results.

5.2.3 HMDMs Parameters Initialization

In addition to optimizing the model topology and the model size, several related
works 120] confirm the fact that proper initialization of HMMs parameters
(i.e., A,B, and 7) is positively affecting the overall system performance. In this

context, the matrix of state transitions probabilities A is the first parameters to be
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FIG. 5.6. Optimization of the HMMSs model size, the best recognition rates for Tax. 1, 2, 3,
and 4, are achieved with models of size 5, 8, 10, and 10, respectively.

initialized. Given that we adopted the banded left-to-right topology, Eq[5.2/shows
the corresponding mathematical general structure, where the diagonal probabilities
represent the self-transitions and the directly above the diagonal are used for the

transition probabilities to the subsequent states.

a1 —an 0 < 0
0 a 1—a - 0

A=| ?2 ' * _ , where a; =11 L, (5.2)
0 0 0 S |

with L and N are the length of the observation sequence and the model size, respec-
tively. In Eq. instead of initializing the transition probabilities with an arbitrary
initial guess and subsequently applying the Baum-Welch (BW) optimization algo-
rithm, we choose to initialize the self-transitions probabilities, so they will better
represent the state duration which, in turn, will improve the model response for
letters with a relatively big number of self-transition, such as !, o, O, &, J,and etc.
Then the next state transition probability is defined in terms of the self-transition
probability.

The second HMMs parameter that should be initialized is the observation sym-
bol probability distribution, which also called emission matrix B, indicating the

probability of emission of a symbol (a quantization level) when the model is in
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a given state. Since we adopted discrete HMMs to build the letter models, and
inspired by the work of [82], we assume that every quantization level has an equal
chance to be emitted by any state, hence b;; € B, are assigned an equal probabil-
ity value, consequently the entire emission matrix is constructed according to the

following equation:

buu bz - by
bt byo oo b

=% ?2 21 where bij =/, (5.3)
bvi by2 o+ bvm

where M is the total number of quantization levels and N is the length of the
observation sequence. Finally, the vector of the initial state probability distribution

m = {m;}, that holds the probabilities of initial states is defined as follows.
T
™= (7T1 Ty -+ 7TN> , where 7 =1, and Vm; = 0, (5.4)

which implies that the process of the training will start for every model from the

first state.

5.2.4 HMMs Models Construction

After selecting the topology, optimizing the number of states for each model,
and reasonably estimating the parameters of the initial HMMs A\ = (w, A, B), an
Expectation-Maximization (EM) based approach [is used to build the letter mod-
els. For each letter, in every shape, a set of training data consists of sequences of
observed features (quantization values) O = (01,09, ..., 0r) is used to iteratively
calculate better estimation of the initial model parameters. Using O and ), the
training algorithm Alg. [5.2]begins by computing the BW forward (a) and backward
(B) probabilities, where o and /3 are computed as previously explained in Chapter
Then, the EM procedure is performed on « and j probabilities to estimate the
probability of various possible state sequences for generating O, resulting in, two
different temporary variables, v;(i) which is the probability of observing O in state

i at time ¢t given the HMMSs intermediate parameters; and (i, j) that hold the

3The Baum-Welch algorithm (BW), which is essentially the EM algorithm applied to HMMs.
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Algorithm 5.2: Models construction using an EM based approach

Data: O = (01, 09, ..., or), Observed sequence,
A = (m, A, B), the initial HMM.
Result: 7, A, B, the optimized parameters of HMM
begin
Step 1: Initialization
mem, a;€A bit)eB for 1<i,j<Nandl1<t<T

Step 2: Iterative computation
repeat

Ezxpectation — step :
N at(9)B(d)
(i) = Sl ae(i)Be(d)’
LN at(i)a;;bj(0p41)Be41(5)
§(1.0) = SF S b o B D)
B are the forward and backward probabilities, respectively.

V t,7, and j, where a and

Mazximization — step :

K Z?:l 'Yt(j) !
b () = 2t=1 760, =uy 1, ifor =y '
bj(k) = =i =Te=k, where 6y, = 0 othermice /0 d oy is
a quantization level index.
i = (i)

until convergence

probability of observing O at t and ¢ + 1 in states i and j, respectively, given the
HMMs intermediate parameters. Moreover, in the maximization step, v and £ are
used to refine and update the previous estimation of @, b, and #. The EM based
training procedure is iterated until convergence is reached, or a preset maximum
number of iteration is exceeded.

In our system, training process is regarded as converged, if a variable ¢ (calcu-
lated according to Eq[5.5]) is found to be less than a designated tolerance value
(e = 0.001), which indicates minimum changes in the model parameters values. The
tolerance variable is used in order to avoid unnecessary computation cost. Alterna-
tively, training is considered as converged, if a maximum number of iterations (i.e.
500) is exceeded.

N N M
> lai; — aijl + Y ) |bjm — bjm| <€, where N is the model
i=1 j=1 j=1 m=1 5.5)

size and M number of the quantization levels.
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Eventually, and as a result of the training process, a total number of 122 reference
models and 122 confirmation models are generated and maintained to be used in

the subsequent recognition process.

5.2.5 Threshold Models Construction

As we already discussed in Chapterf4} the high variability nature of handwriting
prevents a perfect solution for the segmentation problem. Consequently, segments
with almost infinite shape variations may be passed for recognition. Where the
HMMs based handwriting recognition will calculate scores indicating how well a
given segment matches the different models. As HMMs works by maximizing the
segment likelihood over all models, and usually chooses the model with the highest
score, there is no way to reject an out-of-vocabulary or a meaningless segment,
thereby increasing the probability of insertion errors. As a result of weak matching
between meaningful segment and a model, a segment might be wrongly assigned
to a model, causing the so-called substitution errors. Hence, the selection of proper
threshold values is very critical for the recognition system performance. If a very
low value is used as a threshold, then we risk accepting a large number of out-of-
vocabulary (i.e increase in false-positive errors), whereas, if the threshold is set to a
very high value, in addition to out-of- vocabulary segments, valid segments may

also be rejected (i.e. increase in false-negative errors).

Inspired by the idea of the garbage model in speech recognition [121], and a
similar idea for gesture recognition [122], we propose an adaptive HMMs-based
solution for the case of offline handwriting, called threshold model, that is used to
calculate a likelihood threshold. Since we adopt the left-to-right banded topology,
in which each model has two types of transition probabilities, namely self-transition
and forward transition. In the context of handwriting recognition, the former
represents an integral pattern within the modeled letter shape, whereas the latter
typically represents a shared transitional pattern. Due to this trait, we built our
threshold model by copying all states of all letter models, yet ergodically connecting
them all in one model (FIG, hence, each state can be reach by all other states.
The self-transition probabilities and emission probabilities will retain the same

values as in the letter models, whereas the outgoing transition probabilities are
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FIG. 5.7. A plain structure of the HMMs threshold model.

updated according to the following equation:

1—6Lij
Q5 = 5
M —1

V4, i,and i # 7, (5.6)

where a;; is the transition probability from state s; to s;, and M is the sum of states
number over all letters. Adopting the states along with their emission probabilities
and self-transition probabilities make them capable of representing any pattern of
the modeled segments. Also, the ergodic connectivity allows the model to capture
any random combination of sub-patterns that may result from the segmentation
process. Interestingly, however, the likelihood of a modeled segment over the
threshold model will be always less than that calculated against its dedicated model,
since the outgoing transition probabilities are significantly reduced according to
Eq[5.6 Therefore, we use the likelihood calculated upon the threshold model as
an adaptive threshold, i.e, a segment is assigned a model label, if and only if its

likelihood upon any model is greater than that generated from the threshold model.

In general, two different types of threshold models A\r, and A¢, have been
constructed to be used for recognition with reference models and conformation
models, respectively. In the next subsection, we will illustrate how the threshold

models and the dedicated models are jointly used to recognize handwriting.
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5.2.6 HMDMs based Recognition

The proposed HMMs based recognition system is constructed by combining the
aforementioned HMMSs models at the decision level, as depicted in FIG. The
classifier consists mainly of two sub-classifiers, reference based classifier which
is in turn composed of the dedicated models and the corresponding threshold
model, and the confirmation based classifier that is similarly built of the dedicated
conformation models and their threshold model.

After the simple pre-classification process (i.e. the shape-based taxonomization)
and as an input, the classifier receives simultaneously two different sequences of
observations, Op, (anticlockwise feature representative) and Op. (clockwise repre-
sentative) that accordingly passed to the respective reference as well as confirmation
sub-classifiers, respectively. Assigning a label to an observation sequence is usually
regarded as an HMMs evaluation problem. Instead of using the common forward
algorithm to solve this problem, we adopt a more efficient and less-expensive alter-
native, i.e. the Viterbi algorithm [77,123], which is often used to solve the HMMs
decoding problem. Typically, the forward algorithm computes the probability of
an observation sequence, given a model over all possible state sequences, whereas
using the Viterbi algorithm, the same probability will be estimated only over the
single most likely path of states within the model. Using the Viterbi algorithm,
we first estimate the most likely sequence of states P, then for each model, we
calculate the probability P(O,P|)\), where O and A are an observation sequence
and an HMMs model, respectively.

For reference and confirmation models, the recognition problem is regarded as a
scoring problem, where dedicated letter models are competing and the label of the
one with maximum probability will be picked as an intermediate recognition result.
Before reaching a definitive recognition decision, combinations of intermediate
results are performed on two levels. Firstly, an intermediate result is computed
from the dedicated models and the corresponding threshold model, then the final
result is estimated by combining the intermediate results of anticlockwise and
clockwise based models. Strictly speaking, a segmented handwritten stroke can be

successfully classified, given the following:

e Op,, Op. anticlockwise and clockwise observation sequences, respectively,
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® \r, Ar: set of reference models and their threshold model, respectively,

e \c , At set of confirmation models and their equivalent threshold model,

respectively.

Firstly, we use Viterbi algorithm to compute the following intermediate logarithmic
probabilitiesﬂ

[ ,CRZIOg(l

g}%}éT[P(OFG,PRiP\Ri)]), and Lg; = log (P(OFG,PRt|)\Rt)) . Lpis
the highest probability over all reference models, where g, and Py, are the
involved model and its associated most likely path. Lp, is the probability
of the same observation sequence computed against the reference threshold

mode and Ny is the number of models of considered taxonomy.

EC = 10g (1512% [P(OFC, ch ‘)\Cj)]), and ECt = lOg (P(OFC, ,PCt‘)\Ct)) . Simi-
larly L¢ and E_Ct are estimated as above except that confirmation models and

confirmation threshold model are used instead of their reference counterparts.

Secondly, and because of the fact that confidence measure of the results is typically

making the OCR systems more useful in real time applications [124,125], the

definitive recognition results are returned along with confidence values. Given the

above estimated probabilities for a handwritten stroke, four different outcomes are

expected depending on the following inequalities:

(i)

(ii)

(iii)

if Lr>Lp; and Lo>L, where both L, L refer to the same label (i.e letter)
in reference as well as in confirmation models, the label will be assigned to the

stroke assuming complete confidence.

if Lr>Lp and Lo>Ley, yet L, Lo point out to different labels, then the label
of higher probability is assigned to the stroke, and a substitution error is

reported (i'e/ Ser’r‘or = Merror ]-)

if L < Lp, or Lo < Ly, then the label corresponding to the one with
probability higher than that of its own threshold model, will be picked as
a recognition result, and an insertion error will be reported (i.e, I.ror =

‘[87‘7‘07‘ + ]‘)'

“Computed values can become very small, hence, logarithmic calculation is used to avoid
arithmetic underflow errors.
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(iv) if Lr < Lp, and L < Ly, then the stroke will be rejected and a deletion error
will be reported (i.e, Derror = Depror + 1).

As we previously mentioned, the inputs of the recognition system are observa-
tion sequences representing the various segmented strokes that constitute a given
handwritten word, consequently, the individual’s recognition outputs will be com-
bined to altogether to form the recognized word. And the overall recognition

confidence will be calculated as follows:

O-5Serror + 0-5Ierr0r + Derror
N

where Serror, Ierror are weighted at 0.5, and A is total number of segmented strokes

conf =1-— (5.7)

of the word. FIG. outlines the proposed approach using an example of a
segmented handwritten word (i.e. New York 4, 90 ), where the symbol # is
used to represent a rejected stroke (recognition or deletion error). The system output

is a sequence of UNICODE letters with an overall confidence value ( conf = 0.86).

5.3 Linear Chain CRFs based Recogntion of Arabic Hand-
writing

In general, to predict a sequence of letter class labels y for a given vector of feature
observations x, most of the previous related research works focused on HMMs. In
order to reduce the model complexity HMMSs assume conditional independence
among input data, which consequently reduces the model accuracy [109]. CRFs
and its extension HCRFs, are basically introduced to address this shortcoming,
where dependencies are assumed among labels without presuming any kind of
dependency between observation sequences [126,127].

In our approach, we initialize with the assumption that letter class labels y
are fully observed, where each y;, € y represents a class label of a basic shape
a letter may appear in, and by using the anticlockwise based features f, as well
as the clockwise based features f., two different exponential linear-chain CRFs
models are respectively created for each taxonomy, where every letter’s "basic”
shape under the concerned taxonomy has a corresponding state within the model.
Furthermore, the proposed models are built using two different types of feature

functions, i.e. transition feature functions ¢(y;_1, ¥, X, ¢) and state/emission feature
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FIG. 5.8. A simplified overview of the HMMs based recognition approach, where @& means
the combination of the results of anticlockwise and clockwise classifiers for the letter "KAF”
(&). The rest of the letters are classified similarly.

functions s(y;,x, ), where these functions take, as input an entire sequence of
observations X, the current position within the sequence ¢, the current class label y;,

the previous class label y;_;, and output a real-valued number.

Transition functions are typically dedicated to estimate the dependency of neigh-
boring class labels given the value of the current position in x. The state/emission
functions are employed to estimate real values to represent the possibility that the
current label emits the current value in x. In FIG. a simplified overview of the
structure of the proposed recognition approach is shown, and the difference be-
tween transition as well as emission feature functions is illustrated. In our approach,
to calculate the sequence overall likelihood, firstly, the transition and emission
functions are assigned the weights A and p respectively, that are learnt from the

training data. Then they are combined together to form a potential function as
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FIG. 5.9. A simplified overview of the proposed linear-chain CRFs based recognition
approach.

follows:
FQ(yi-l; Yi, X, Z) = Z Afz(’-f(yz—la Yi, X, @) + Z Mgsg(y’b X, Z)7 (58)
f

g
where 0 = (A1, Ao, oo, ANy i1, flos oy N, ), Ai € A, 1 € i, and Ny and N, are the total
number of feature functions and state/emission functions, respectively. Finally, to
convert the outputs of Fj into proper probabilities, the F is summed over all z; € x

and the result is exponentiated and normalized as follows:

exp (Z?:l Fo(Yio1, yir X, Z))
polylx) = 70 ’ )

where the normalization factor Zy(x) is given by:

Zy(x) =) exp (ZFe(yi_l,yz-,x, i))- (5.10)

y =1
To investigate the effect of dependency range on the performance of the proposed
system, and in addition to ¢ parameter, the potential function F} can be also pa-

rameterized by w a window size parameter that define the number of previous and



5.3. Linear Chain CRFs based Recogntion of Arabic Handwriting 112

subsequent observations used when predicting a class label at the current position
i,(e.g., for a window size w, the observation from i — w to ¢ + w will be used to
calculate the outputs of F}). For each taxonomy, seven linear-chain CRFs models
corresponding to seven different window-sizes (w = 0,w = 1, ...,w = 6) are trained.
A comprehensive comparison of performance characteristics of different models

will be given in the next chapter.

5.3.1 CRFs Parameters Learning

To learn the CRFs feature functions weights ¢, we applied the popular gradient
ascent algorithm on fully labeled training sequences D = {(x,y")}/_;, where x' is a
sequence of observed features, y' is the corresponding sequence of labels, and T
is the total number of training samples. The learning process starts by randomly
initializes 6, then for each training sample and for each potential function, the

gradient of the log probability with respect to ¢ is calculated as follows

:Z<Z aFG yz 17yzvx Z ZP@ y|X ZaF9<yz éa@yux Z))’ (511)

t=1 =1

where L(0) = 31, log ps(y'|x"), and the first term in the gradient is the contribution
of Fy under the true label, whereas the second term is the expected contribution of
Fy under the current model. The well known L-BFGS algorithm [128]], is used for
the gradient calculation, and the convergence is assumed to be reached within 300

iterations.

5.3.2 C(Class Label Prediction

In the proposed CRFs based classification system, a sequence of inputs is recognized
by first labeling each element in the sequence through calculating the corresponding
optimal Viterbi path under the considered CRFs model. Then, the most frequently
occurring class label along the sequence of predicted labels is chosen as an inter-
mediate prediction of the inputs sequence. As discussed in the beginning of this
section, the proposed CRFs classifier consists of two sub-classifiers, the first is dedi-
cated to predict labels for f, features and the other is to predict labels for f, features.
Therefore, we proposed that the ultimate recognition decision is jointly decided by

the respective results of the two sub-classifiers. Moreover, and since the number of
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the labels to be predicted classes is relatively high (See FIG[5.4), simply picking the
most frequent label as the predicted label of the considered sequence, is not enough
for a reliable recognition. Thus, we propose a threshold of minimum-occurrence
(1) of a label L, to be chosen as the unique global label of the entire sequence.
Empirically, the best recognition result is achieved at an average of ¢z ~ 40%, hence
e; = 40% is chosen as the minimum-occurrence threshold.

Given a class label L, that occurs k, times a long a sequence of predicted f,
features, and a class label L, that occurs k, times a long a sequence of predicted
f. features. The proposed CRFs system recognizes a segment by combining the

intermediate results of the two subsystems (i.e. f, and f. based), as follows:

(G) Ifk, > ¢z ,and k. > €7, and L, = L., i.e., both refer to the same class label
in f, as well as in f, based models, the label L, (or L.) will be assigned to the

stroke assuming complete confidence.

(i) If k, > ez, and k., > ez, but L, # L., i.e., point to different class labels,
then the label corresponding to the higher number of occurrences will be
assigned to the stroke, and a possibility of substitution error will be reported

(i-e-/ Serror = Oerror T 1)

(iii) If k, < ep , or k. < ¢, then the label corresponding to the higher number of
occurrences will be assigned to the stroke, and a possibility of an insertion

error will be reported (i.e., Ierror = Ierror + 1).

(iv) It k, < ez, and k. < ¢}, then the stroke will be rejected and a deletion error

will be reported (i.e, Derror = Depror + 1).

Furthermore, the recognition of a handwritten word is considered equivalent to
the process of recognizing each segment in the given word, where the attached
sub values indicating the error possibilities are combined to form a word based
confidence score (con f.). The confidence score is computed similar to that of HMMs
approach stated in EqJ5.7} and predicted labels are mapped to their corresponding

Unicode Arabic letters.
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5.4 HCREFs for Arabic Handwriting Recognition

It is commonly agreed that models with hidden-state structure usually outperform
tully observed ones, since they are more capable of capturing the relevant hidden
structure in the given domain [72,77]. To the best of our knowledge, most published
approaches for the recognition of offline Arabic handwriting that involve hidden
states are using the HMMSs. Hence, they inherit the limitations of generative models,
as well as, adheres to the Markov’s independence assumption among observations.
To explore the performance of the probabilistic discriminative models with hidden
states on the field of offline Arabic handwriting recognition, we introduce the most
recently proposed hidden-state conditional random fields (HCRFs) model to the
field [129]. HCRFs is simply an extension of the discriminative fully observed CRFs
model, where HCRFs model is equipped with an intermediate set of hidden vari-
ables h = {hy, ho, .., h,, } (between the observations and labels), globally conditioned
on the observation vector x. The hidden variables or the hidden states in our case
are devoted to capture assumed hidden patterns of observation values within the
observation sequences, which may represent specific shape peculiarities along the
segment stroke(s).

To optimize the number of hidden states for each HCRFs model, an approach
similar to that employed for the HMMs is adopted, where the number of hidden
states are chosen to be proportional to the letter shape complexity [] Accordingly,
number of the optimized hidden states were found to be 5, 8, 10, and 10, for tax-
onomy 1 to 4, respectively. Analogous to the formulation of CRFs, HCRFs models,
the conditional probability of a class label is given as sequence of observations, as

follows:

Zh exXp < Z?:l F@(yi—l; Yi, h7 X, 7’))
Zy,h exXp ( Z:‘L:l F9 (%’—1» Yi,s h7 X, Z))

po(y|x) = pe(y, hlx) = , (5.12)
where the denominator is a normalization factor similar to Zy(x) in Eq[5.9) and the
potential function Fy(y;_1, v, h, x, i) computes the similarity between a class label, a
sequence of observations, and a configuration of the hidden states.

As in CRFs case, to estimate the HCRFs optimal weights ¢ for a given taxonomy,

SLetters of multiple segments or contain loop(s) usually require more states compared to one
segment letter.
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FIG. 5.10. A simplified overview of the proposed hidden-state CRFs (HCRFs.) based
recognition approach.

we calculate the gradient ascent of its training samples set D = {(x',y")}!_; using
the L-BFGS algorithm [128], while assuming the corresponding number of hidden
states in the taxonomy observation sequences used for training. Furthermore,
the convergence is also assumed to be reached within 300 iterations. As a result
of the training, seven different HCRFs models are built for each taxonomy, each
with different window-size value i.e. (i.e.,, w = 0,w = 1,...,w = 6). Moreover,
the prediction of the elements of the two different observation sequences and the
estimation of the final recognition results are computed just like in the CRFs case.
In the next chapter, HCRFs recognition results and performance comparison with
CRFs will be presented.

5.5 Conclusion

Based on their theoretical foundations, probabilistic based classification approaches
can be categorized into two different categories, namely, generative and discrimina-

tive. The objective of this chapter was to introduce probabilistic based classification
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approaches capable of recognizing sequences of features extracted from handwrit-
ten Arabic words. Instead of using the common sliding window based features
preferred when local details are priority, the chapter started by describing new
sequential shape description features, that are relatively cost-effective yet capture
more discriminative shape characteristics. Then, due to the fact that recognition
performance is inversely proportional to the number of classes, letters are grouped
into four basic shape categories using some primitive shape characteristics, e.g.
number of segments and existence of a loop(s).

As first alternative, the chapter introduced a generative recognition approach
using HMMs, in which, an optimized carefully initialized model for each letter in
each shape variation is constructed using the EM algorithm. Moreover, an adap-
tive HMMs based threshold models are also built in order to enhance results by
rejecting out-of-vocabulary and meaningless pattern. To further enhance perfor-
mance, definitive recognition decisions are reached by combining the results of two
different types of models and their corresponding threshold models. In order to
explore the discriminative recognition alternative, the second part of the chapter
was mainly devoted to introduce two relatively recently proposed discriminative
based classifiers, namely, the liner-chain CRFs and its extension the hidden-state
CRFs (HCREFs). To allow compatible comparisons to the generative approach, both
CRFs and HCRFs systems are built on top of the segmentation module used in
the HMMs system. And all three approaches, are using the same features and are
following the same ta taxonomization process. Furthermore, the numbers of hidden
states for HCRFs models are optimized like in the HMMs case. In the next chapter,
the performances of the three classifiers will be evaluated and obtained results will

be compared.



CHAPTER 6

Experiment and Recognition Results

HIS chapter is fully dedicated to present and discuss the obtained results
of experiments conducted to examine the effectiveness of our different
approaches proposed for the problems of text line segmentation, resolving

overlapped sub-words, handwritten words segmentation, and the handwriting
recognition. To segment a text line, the most probable border-line between every
two consecutive text lines is identified as a solution. Samples from two different
databases containing pages of modern handwriting as well as historical manuscripts
are used for parameters optimization and system performance evaluation. For Ara-
bic alphabet-based scripts, resolving the overlapping of sub-words within a given
word is proved to enhance the performance of the subsequent segmentation pro-
cess. The proposed approach is evaluated on samples drawn from two different
datasets. Moreover, in addition to the achieved results the main error types are also
reported. The Performance evaluation of the proposed approach for handwritten
word segmentation is given in Section Experiments are mainly performed
on samples from our IESK-arDB database. Additionally to confirm the approach
reliability, part of experiments are conducted on the more challenging IFN-ENIT
database, where the adopted metric for performance assessment is based on the
percentage of pixels matching between the groundtruthed inputs and the system
outputs. Furthermore, the approach accuracy, precision, and recall errors are pre-

sented. The overall performance of the approach is compared with the performance

117
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of other similar approaches [5,9]. The recognition experiments Section starts by
illustrating the experiments setup and the used datasets. For a fair comparison
between the proposed recognition approaches, namely, HMMs approach, CRFs
approach, and HCRFs approach, all approaches are trained and tested on the same
datasets. Besides the achieved recognition results on both the letters level and on
the words level, the deletion, substitution, and insertion errors are also reported
and discussed. Furthermore, an overall confidence value is computed and attached
to the result of the word recognition, indicating the reliability of the obtained results.
This chapter concludes with a performance comparison of the three approaches,

along with a discussion of the strengths and weakness of each approach.

6.1 Evaluation of Text Lines Segmentation Method

As previously explained in Section[4.1.3} the problem of text line extraction is formu-
lated as a problem of finding the separating line between every two consecutive text
lines in a document image. To assess the effectiveness of the proposed approach,
samples taken from our IESK-arDB [8] and AHDB [12]] databases are used to tune
the involved parameters and evaluate the system performance. To the best of our
knowledge, these two databases are the only freely available databases that contain
pages of handwritten Arabic text, where IESK-arDB contains two different types
of handwritten documents (i.e., gray scale modern Arabic handwritten pages of
text that contains 13 to more than 18 text lines in each page, and colored pages
of handwritten Arabic manuscripts that have from 10 to 30 text lines.). In addi-
tion to the common challenges associated to the modern handwriting, historical
manuscript handwriting is usually characterized by non-uniform text line skew,
letter size variations even within the same text line, and a relatively very high
number of overlapping and touching components, which demand a corresponding
high tolerance value (i.e., 7 see Section #.1.3.2) in order achieve satisfactory results.
FIG (a) and (d) show a sample of a manuscript page (from our IESK-arDB)
and the corresponding result of text line segmentation, where different colors in-
dicate different text lines. FIG (b) is an IESK-arDB sample for modern Arabic
handwriting and FIGJ6.1](e) is highlighting the detected text lines.

Compared to IESK-arDB, the sample pages of AHDB database are well written
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with a wide spaced and relatively fewer words text lines, further it contains very
few cases of touching or overlapping components. This fact might explain why the
performance of the proposed approach has nearly reached optimal detection rates
using samples drawn from AHDB database. FIG. [6.1|(c), presents a monochromatic
sample taken from AHDB database and FIG. |6.1|(f) shows the corresponding de-

tected text lines. Given the various degrees of layout complexities, the first type
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FIG. 6.1. Sample of the images used in experiments: (a) A page from the IESK-arDB
manuscript collection, (b) a page of a modern handwriting from the IESK-arDB database,

(c) a sample page from the AHDB database. (d), (e), and (f) are the corresponding results of
our text line segmentation approach.

of experiments is conducted to optimize the tolerance parameter (i.e. 1) and the

step-width parameter (i.e., T) (see Alg. [4.1), separately, for IESK-arDB manuscript
collection, IESK-arDB modern handwriting, and AHDB handwritten page collec-

tion. For this purpose, from our IESK-arDB we have used 20 pages of manuscript
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collection containing around 500 text lines, 10 pages of modern handwriting with
about 200 text lines, and from AHDB database, we have used 15 pages with more
than 200 text lines. In contrast to previous parameters tuning experiments, we used
a larger number of samples for performance evaluation experiments, where the
used data are composed of 50 pages of IESK-arDB manuscript collection containing
about 1300 text lines, 20 pages of IESK-arDB modern handwriting with 350 text
lines, and from AHDB 30 pages with nearly 400 text lines. All samples are manually
annotated by superimpose imaginary lines to separate consecutive text lines. As
a performance metric, we adopted an approach based on counting the number of
matches between the detected text lines and the ground-truthed text lines [130}(131].
According to this approach, a table of match-scores is created where the table entries
are computed based on the result of intersecting “ON”" pixels of detected text lines
with the ground-truth pixels. As stated in [132], assume I is a set of “"ON" pixels in
a document image, GG; a set of “ON" pixels of a ground-truthed text line ¢, and R,
is set of the “ON” pixels of a detected text line j. Then the match score between a
groud-truth ¢ and a detected text line j is calculated, as follows
C(G;NR;NI)
C(G;UR;)NI)’

Match(i, j) = (6.1)

where C'is a simple function counting the number of the corresponding “ON" pixels.
Furthermore, in our experiments, a perfect (i.e., one-to-one match) is achieved only
if the match-score value exceeded a user predefined threshold ¢. Moreover, let M
be the number of ground truth text lines, N the number of detected text lines, and

K the number of perfect matches. A performance metric I' is defined, as follows

r— 2 X preRate x recRate

6.2
preRate + recRate (62)

where preRate = % is the precision rate, and recRate = % is the recall rate.
Optimization experiments begins by manually discretizing T and 7 (i.e., n =
{0.1,0.2,0.3,...,1.0} and T = {20,30,50,...,200}). Then, a grid search based
method is used to find the optimal values using the optimization dataset, where the
matching threshold ¢ is set to 0.95 in both optimization and testing experiments. As
a result of optimizing the parameters pair (7, T), it has been found that the values
(n=10.05,T =100), (n = 1.0,T = 45), and (n = 0.1, T = 150), are delivering the best

performance on IESK-arDB modern handwriting, IESK-arDB manuscript collection,
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FIG. 6.2. Optimization experiments for n and T parameters : (a) Performance rates on
IESK-arDB modern handwriting collection, (b) performance rates on IESK-arDB manuscript
collection, and (c) performance rates on AHDB handwritten page collection.

Table 6.1. The results achieved using IESK-arDB modern handwriting (HW.) test data,
IESK-arDB manuscripts (Manu.) test data, and on AHDB test data, where GT. lines are the
groundtruthed text line and Det. lines are the detected text lines.

#GT. | #Det. | #perfect | preRate | recRate
Test sets lines | lines | matches % % I'%
IESK-arDB HW. 350 315 298 85.14 94.60 | 89.62
IESK-arDB Manu. || 1300 | 1112 988 76.00 88.84 | 81.92
AHDB 400 381 364 93.25 9790 | 95.51

and AHDB collection, respectively. FIG. |6.2| summarizes the obtained experimental
results. After obtaining the optimized values, evaluation experiments are carried
out, separately, on the test set of each type of handwriting. Table summarizes
the obtained results on the set of text lines for each handwriting type. Due to
the high-quality handwriting images of AHDB, the proposed method achieved a
significant high rate of 95.51% using samples from AHDB database. These results

compare very favorably with the best results reported in the literature [131,132].

Even though, the test data of IESK-arDB modern handwriting is freely writ-
ten text with many cases of letter ascender-descender overlapping/touching, the
achieved result of 89.62% are found to be very satisfactory and comparable to results
obtained using more complex and expensive methods like in [133]]. Due to the fact
that historical manuscripts, typically, involve more challenges compared to the
ordinary handwriting, we believe that the achieved rate of 81.92% is very promising

and impressively confirm the efficiency of the proposed method. Appendix
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FIG. 6.3. Types of observed errors: (a) Example of Type I error, (b) example of Type II error.
The green arrow indicates the affected stroke.

shows successful text line segmentation results on manuscript pages with complex

layouts.

6.2 Evaluation of Sub-words Overlapping Resolver

As discussed in Chapter {4} resolving sub-words overlapping is an important pre-
requisite before conducting word segmentation. To assess the performance of our
method proposed in Section samples from the two well-known databases,
i.e., IESK-arDB and IFN-ENIT are used. From each database, we choose 100 word
images with an average of 2.5 sub-words and a total of 658 sub-words. In the
experiments, two different types of errors are observed, the first (Type I) is gener-
ated when an auxiliary component is incorrectly assigned to a neighboring main
component, that is shifted away from its main component. This type of errors is
typical to dense handwritten words, where the centroid of one or more auxiliary
components tends to be nearer to the centroid of a neighboring main component
than to its own main component. FIG.|6.3|(a) shows an example of such error. Type
IT error typically occurs when a sub-word is written far from the word baseline, and
as a consequence, it is erroneously considered as an auxiliary component rather
than a main component. Usually, type II error happens when the letter ”V” (Ailf) (in
the isolated form) appears in the middle of a word and written as a short stroke.
FIG.|6.3|(b), shows an example of type II error where the letter ”1” is written as a

curved sloping stroke above the word baseline.
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FIG]6.4 summarizes the performance results obtained on the two data sets
taken from IESK-arDB and IFN-ENIT databases, where the proposed method has
been executed for each dataset separately. The fact that the IESK-arDB samples
are relatively well-written compared to the samples of IFN-ENIT might explain

the better performance obtained using IESK-arDB samples. Moreover, it is also

100 - B Type I error M Type IT error M Rec. Rate

~ Performance

IESK-arDB IFN-ENIT

FIG. 6.4. Evaluation results of resolving of sub-word’s overlapping: Experiments conducted
on two different data sets from IESK-arDB and IFN-ENIT databases.

important to mention that the proposed method is not only limited to one-word
images, but rather, it is capable of processing images of multiple words or even
images of sentences. FIG. 6.5, shows samples of overlapped sub-words in single
words and in sentences and the corresponding overlaps free versions. More samples
are presented in Appendix

6.3 Evaluation of the Handwritten Word Segmentation
Approach

Since it is the only database that is annotated with segmentation information, we
mainly used the IESK-arDB database to assess performance of our handwritten
word segmentation approach proposed in Section A total of 600 word
images written by 10 different writers are used in the assessment process. To ensure

the evaluation reliability, 100 samples from set_a of IFN-ENIT database are selected.
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IESK-arDB samples Resolved versions IFN-ENIT samples Resolved versions

FIG. 6.5. Examples for successfully resolved overlapping, where word images taken from
IESK-arDB and IFN-ENIT databases, respectively.

Then, each sample is manually annotated with segmentation information (i.e.,
letters border coordinates) to test our method performance on them. By examining
the published literature and in order to compare with other methods, one notices
that very few methods report segmentation results separately from recognition.
From these methods, Xiu et al. [5], is chosen for two reasons. Firstly, it is well
described allowing us to implement it. Secondly, it is exclusively addressing the
same issue. A similar metric to that is used for text line segmentation experiments in
Section [6.1} is adopted as a letter segmentation metric. It is based on the percentage
of pixels matching between the annotated letter image and a segmentation result.
Unlike in text line segmentation, in this case G; variable denotes a set of all “"ON”
pixels of an annotated letter within a handwritten word. R; represents the set of
“"ON" pixels of a segmentation result. M is the number of letters in the ground-truth
word image. N is the number of detected letter representative in the segmented
image, and K is the number of perfect matches, where the threshold parameter ¢ is
set to 0.85[1

The match-scores table is created for each pair of annotated handwritten word

and its corresponding segmented version, where rows stand for letters in the

!Letter borders are first detected in the skeletonized version then superimposed on the source, to
alleviate the effect of the different pixel numbers between the annotated and the result images, ¢ is
optimized to the smallest reasonable tolerance value.
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Table 6.2. Letter-based performance comparison of our proposed segmentation approach
and the approach proposed in Xiu et al. [5].

Used Used #GT. #GT. #Seg. #Perf. | preRate | recRate
Approach | Database || words | letters | element | match % % I'%
o IESK-arDB 600 2615 2582 1915 73.23 74.16 73.69
ur
IFN-ENIT 100 456 427 312 68.42 73.06 70.67
. IESK-arDB 600 2615 2692 1708 65.31 63.44 64.36
Xiu et al.
IFN-ENIT 100 456 482 292 64.04 60.58 62.26

former, and columns represent letter candidates in the later and table entries are
the matching scores. Moreover, precision rate (preRate), recall rate (recRate), and

the performance metric I are all computed as in the text lines segmentation case in
Section6.T]

Table 6.2| details the validation results of the proposed segmentation approach
on the letters level across IESK-arDB and IFN-ENIT databases. Further, it presents
the results of Xiu et al. [5] on the same databases, which confirm the superiority
of our approach. Notice that pre Rate and recRate are first computed on the word
level, then all outcomes are averaged. Furthermore, it is relevant to notice that the
performance is boosted on IESK-arDB compared to IFN-ENIT, due to the fact that
the samples from the former are relatively short and well written. Performance
comparison of the proposed segmentation method using two different databases
is presented in FIG. For IESK-arDB and IFN-ENIT, correct segmentation or
complete success is reported in 71% and 64% of cases, respectively, where correct
segmentation means that the proposed approach accurately discovers the necessary
pixels required to recognize the letter within the considered handwritten word (i.e.,

85% pixels intersection).

On the other hand, partial success or segmentation with errors is encountered
in 29% and 36% of words for IESK-arDB and IFN-ENIT databases, respectively. In
general, a 46.15% of partial success/failure can be referred to the so called over
segmentation problem (Over Seg. in FIG. [6.6), which occurs when branch or/and
end points appears more than once inside the letter body. As a consequence, the
letter main body will be splitted into two or more parts. We noticed that this

problem is specific to letters wand g (SIEN and SHIEN) when they are written in
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FIG. 6.6. Word based segmentation performance of our proposed approach on IESK-arDB
and IFN-ENIT: Over Seg. and Under Seg. stand for the percentage (rounded) of words
containing over segmentation and under segmentation errors, respectively. Correct Seg. is
the percentage of correctly segmented words.

specific fonts like "Naskh” and “Thulth”.

The other 53.84% of partial success cases appear when Critical Feature Points
(CFPs), cease to exist between two consecutive letters leading to considering them
as a representative of one letter. This problem is so called under segmentation
(Under Seg. in FIG. and it is specific to cases where the second letter to the left is
being a connected | (ALF), or a connected J (LAM) with sheared distortion angle to
the left. Also, it appears occasionally when the letter ) (KAF) occurs in the middle
of two connected letters (e.g., _SG) , and the letter KAF’s upper part vertically
overlapping the previous character on the right. FIG.|6.6|(a) and (b), illustrate the
two different types of errors, respectively, where in FIG. [6.6|(a) the letter . is splitted
into two parts as a consequence of a CFPs existence inside the letter main body.
And in Fig (b) , the letters J and K are merged into one letter as a result of CFPs
absence between them.

We believe that these problems can be addressed, either by expanding the
CFPs set to contain more features points (e.g., Local minima points) and then
accordingly modify and add heuristic rules, alternatively, they can be solved in
subsequent recognition phases (i.e., post-processing phase) where the recognition

results can be adjusted against lexicons using text retrieval techniques. Given the
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(b)

FIG. 6.7. Over and Under segmentation errors: (a) Over segmentation problem where letter
< 1is erroneously segmented into two parts, (b) under segmentation problem with two letters

Jand K merged into one.

inherent challenge of the segmentation of Arabic handwriting and despite all the
aforementioned problems, we believe that the results achieved using the proposed
approach compares very favorably with best results reported in the literature.
Experiments confirm the validity of our approach and its applicability for single
words as well as for short sentences. FIG. supports such claim by presenting
several examples taken from IESK-arDB and IFN-ENIT database. Appendix

shows more results samples of correct, over-, and under- segmentation.

6.4 Recognition Experiments

Since handwritten words samples of IESK-arDB database are all annotated with
segmentation information, we used this database to train the HMMs, CRFs, and
HCREFs classifiers. A total of 800 handwritten words containing about 3500 letters
are used to build letters models and taxonomies models (in case of CRFs and
HCRFs). For testing, the evaluation of the proposed approaches are carried out
on two databases. In the evaluation experiments, we used not only 400 words
images containing more than 1700 letters from IESK-arDB database, but also a 200
(manually segmentation ground-truthed) word images with about 1000 letters from
IFN-ENIT database. The proposed systems are implemented in Matlab and C++,
where the Matlab HMMs toolbox and the HCRFs library [14] are used to build
HMMs, CRFs, and HCRFs classifiers. All experiments are performed on a Windows
7 professional and a Matlab R2013a installed on an Intel(R) Xenon(R) CPU server
machine with 2.67 GHz and 64.0 GB of memory. The recognition performance of the

proposed systems are sufficiently evaluated with respect to both letters and words.
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FIG. 6.8. Examples for successful word segmentation.

6.4.1 Evaluation of HMMs Recognition Performance

Strictly speaking, based on our HMMs recognition approach, proposed first in [120],
then refined and documented in Section [5.2.6} a letter image is first assigned to one
of four shape-based taxonomies. Then, features are extracted and tested against
the corresponding set of HMMSs models and the respective threshold model. As
a result, a letter might be either recognized with a complete confidence value,
recognized with a 50% possibility of a substitution error (S.,.), recognized with a
50% possibility of Insertion error(l.,.-), or completely rejected and hence a deletion
error will be reported. Tables [C.1|and |[C.2{summarize the achieved recognition rates
using the three proposed approaches (i.e. HMMs, CRFs, and HCRFs) on IESK-arDB
and IFN-ENIT databases, respectively. The results are reported for each letter in each
written form, where "B”,”E”,”1”,”M” stand for Begin, End, Isolated, and Middle
forms. Using the HMMs approach, and because of their relative distinct shapes and
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FIG. 6.9. Letter based recognition performance of HMMs: Recognition rates of letters sam-
ples from IESK-arDB and IFN-ENIT databases with the amounts of different classification
of errors.

the absence of additional dots and diacritics, letters such as (¢ g , > ) achieved
high recognition rates, compared to letters consisting of multiple strokes (e.g.,
5 3 & ). This is mainly caused by shifting and/or fusion of dots and diacritics,
which significantly increase shape similarity and weaken the features discriminative
power. Further, it is observed that the letter position (i.e. the written form) inside a
word affects the recognition performance, where, for example, letters in isolation
form achieve the highest recognition rate (i.e. 85.39%), while letters written in the
middle form achieve the lowest rate (i.e. 79%). FIG. presents the overall letter-
based performance of the proposed HMMs recognition approach on IESK-arDB and
IFN-ENIT evolution sets, and further explains the amount and the type of errors
occurring during the classification process. Basically, three different types of errors
have been observed. The first is the deletion error, which occurs when a letter is not
recognized, because its maximum likelihood is less than that of the threshold model.
The second type of errors is so called substitution error, which is generated when a
letter is confused with another one. The last error is the insertion error, which is the
result of recognizing a non-letter segment (resulting from inaccurate segmentation)
as a letter. On the IESK-arDB letter evaluation set (as depicted in FIG.[6.9, an
average recognition rate of 82.28% is reached, whereas a 9.24%, 5.18%, and a 3.30%
are reported as deletion, substitution, and insertion error rates, respectively. In

comparison to results achieved using IESK-arDB, the average results obtained on
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Table 6.3. Examples of the inputs and the results of the HMMSs based recognition approach.
Notice in the third row the third segment (from the right) is rejected hence it is replaced
with #. Also the first segment (from the right) in the fourth row is recognized as ” ,” with
50% possibility of substitution error.

Inputs Results
Recognized letter Confidence value (conf.)

O= 33 = 1—(0.5x0+0.5x0+0)/5=1.00

~ 531 [ 1-(05%x0+405x%x0+0)/6=1.00

&
AT Lo # o3 [1-(05x1+05x1+1)/5=0.60

AP e U 55 1= (05X 1405 x0+40)/7=0.93

the IFN-ENIT evaluation set are relatively weaker (i.e., 72.22%, 14.92%, 7.20.28%,
and 5.70%, for recognition rates, deletion errors, substitution errors, and insertion
errors, respectively), which can be attributed to the fact that letter models are
built using only samples from the IESK-arDB. Instead of rejecting or recognizing
a handwritten word as whole, in the proposed approach, the word recognition
problem is reformulated into tractable sub-problems of rejection or recognition of the
letters constituting the considered word. Furthermore, according to Section[5.2.6]
a confidence value (conf € [0,...,1]) will be attached to the recognition results
to describe how reliable the result is, where conf = 0 means a non-recognizable
word, while conf = 1 implies a complete confidence in the recognition result.
The confidence value con f is computed as a function of deletion, substitution and
insertion errors (as in Eq. [5.7). Besides being helpful in the assessment of the
reliability of the recognition results, attached confidence values can also be used to
initiate post-processing procedures (e.g., as spell and grammar correction) that may

further improve the obtained recognition results.

In short, the proposed system recognizes a sequence of strokes by mapping each
stroke to an Unicode Arabic letter, and as a result generating a sequence of digital

letters with an overall confidence value. If, however, a stroke is rejected as being a
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meaningless pattern, it will be replaced by # symbol in the result. Table[6.3|gives
some examples of handwritten word images along with the Unicode letters and
the corresponding recognition confidence values which are computed based on
Eq. FIG. shows the achieved results when the proposed HMMs approach is
tested on the evaluation sets of IESK-arDB and IFN-ENIT databases. For simplicity
purposes, results are projected into an axis of five different pins of confidence values,

each result is sorted by rounding its confidence value to the nearest pin value.

0.8 B
0.6 B

0.4 - L
. IESK-arDB samples |

: 5 IFN-ENIT samples
0.2 - B
| | | | | | | | | |

5 10 15 20 25 30 35 40 45 50 55 60
Percentage of samples

~ Confidence of recognition

FIG. 6.10. Word based recognition performance using HMMs: Percentage of recognized
words with the respective recognition reliability values.

On the words level, recognition associated with confidence values higher than
0.5 are 79% and 67% for samples of IESK-arDB and IFN-ENIT databases, respec-
tively. On the other hand, a low confidence of less than 0.3 is reported for 11% of
samples of IESK-arDB and for 20% of IFN-ENIT samples. We believe that such
results can be further improved by both optimizing the HMMs model parameters
and integrating a spelling checker as post-processing stage.

Finally, it is also important to mention that the relatively poor performance on
IFN-ENIT samples is related to several facts, such as, (i) the models are only con-
structed from the samples drawn from IESK-arDB database, (ii) IFN-ENIT samples
consist very often of multiple words with excessive elongation that complicating
the segmentation process, and (iii) the variability of IFN/ENIT is higher than that
of IESK-arDB, as more writers are involved, and diacritics such as SHADA which is

not popular in handwriting, are added to the letter main body.
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6.4.2 Evaluation of CRFs and HCRFs Recognition Performance

Instead of building a model for each class as in HMMs, CRFs and HCRFs work
by building a single model for all to be predicted classes, where each class is
represented through a single state within such a model. Accordingly, and in order
to keep the number of states manageable, CRFs and HCRFs models are separately
created for each taxonomy. In case of CRFs, a letter form is represented as a single
state in the model, whereas HCRFs use a taxonomy specific number of optimized
states to model the letter (see Section[5.4). CRFs and HCRFs models are trained and
tested on the same data sets used by the HMMs approach, and experiments are
performed on systems with the same specifications.

Typically, we conducted experiments to fulfill two purposes, the first is to
optimize the parameters of the respective recognition system, and the second is
to test the system efficiency. To optimize the window-size parameter for each
taxonomy, we train seven CRFs and seven HCRFs classifiers for each taxonomy,
where every classifier is trained using different window-sizes (w = 0,w =1, ..,w =
6). Generally, a 28 CRFs and 28 HCRFs classifiers are built (4 taxonomies x 7
window-sizes), and by individually evaluating the performance of each classifier,
only one CRFs and one HCRFs classifier is selected for each taxonomy. FIG.
compares the performance of CRFs and HCRFs and shows the effect of modeling
the dependency range by using different window sizes (w) on each letter taxonomy.
The experimental results indicate that in case of CRFs, only incorporating the direct
neighbors (i.e., w = 1) will positively affect performance, whereas completely
ignoring neighboring elements in computation (i.e., w = 0), or considering faraway
elements (i.e., w > 1) drastically decrease the system performance. When assessing
the performance of the CRFs classifiers using the letter based IESK-arDB test set,
the best recognition rates were achieved through classifiers built with w = 1, hence
only classifiers built with w = 1 are selected as CRFs representatives for the rest of
experiments.

As for HCRFs, by using the same test set, the performance improves as w in-
creases, reaching its peak over all taxonomies at w = 3, then begins to decay beyond
w = 4. Such a tendency implies that incorporating dependencies positively influ-

ence performance, especially when the hidden pattern is also reasonably considered.
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FIG. 6.11. CRFs’ and HCRFs’ performance with different window sizes (w) : (a) Perfor-
mance on Tax.1, (b) performance on Tax.2, (c) performance on Tax.3, and (d) performance
on Tax.4

Table [6.4{summarizes the average letter based results achieved using the best-
performing CRFs (i.e. with w = 1) and the best-performing HCRFs (i.e. with w = 3)
on the test dataset. In general, the achieved results confirm the fact that recognition
performance is inversely proportional to the number of the classes. Therefore, the
lowest recognition rates are reported when testing CRFs and HCRFs classifiers
of taxonomy Tax.3, with average rates of 82.10% and 83.64% for both classifiers,
respectively. Such modest performance can be explained by the relatively large
number and the complex shape characteristics of letters fall under Tax.3. On the
contrary to results achieved on Tax.3, CRFs and HCRFs reached their best results of
84.88% and 87.00%, respectively, on the test samples of taxonomy Tax.2, which has
the fewest number of class labels. For more insight, FIG. details the average

recognition rates achieved for each letter’s form falling under taxonomy Tax.2 (i.e.,
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Table 6.4. Letter based performance of CRFs and HCRs across IESK-arDB and IFN-ENIT
database for the four letter taxonomies.

Dataset CRFs’ Rec. rates % HCRFs’ Rec. rates %

Tax.l | Tax.2 | Tax.3 | Tax.4 || Tax.1 | Tax.2 | Tazx.3 | Tax.4

IESK-arDB || 85.83 | 85.77 | 83.37 | 85.24 || 86.87 | 87.45 | 84.73 | 86.65

IEN-ENIT || 83.51 | 83.99 | 80.82 | 82.88 || 84.93 | 86.54 | 82.54 | 84.76
Avg. % 83.95 85.56

letters of one stroke with loop), for both IESK-arDB and IFN-ENIT databases. The

results achieved using taxonomy Tax.1, Tax.3 and Tax.4, are given in Appendix

In general and as expected, letter forms with distinctive shapes such as isolated
”6” and ” C” are recognized efficiently, since it is less likely to be confused with other
class labels and also very often perfectly segmented?] In FIG. (a), as expected
CRFs and HCRFs approaches reached their best recognition results (i.e., 92.13% and
93.58%, respectively) on the simple shape of letter ”¢”. On the other hand, CRFs
and HCRFs show their weakest performance on the middle form ”_L’ of letter
"¢, where 79.51% and 80.48% are respectively registered for CRFs and HCRFs on
samples of IESK-arDB (see FIG. (a)), and 77.41% and 79.05% for samples of
IFN-ENIT database (FIG. (b)). Such tendency can be attributed to the fact that

7.

' =" is usually written with a middle loop that turns it vulnerable to be confused
with other letters forms, such as ”.”, “—2.”, and ”_=.". It is also important to point
out that, in average, performance varies according to the considered letter form,
where the highest recognition rate of 86.42% and 87.93% are reached on the isolated
form for CRFs and HCRFs, respectively. And the lowest rates of 80.79% and 82.48%
are obtained on the middle form for both classifiers respectively. This is due to the
fact that letters in the isolated form are typically separated by a whitespace from the
neighboring letters. This leads to a perfect segmentation, and hence increasing the
discriminatively of the extracted features. FIG/6.14 summarizes the obtained results
according to the four different handwritten forms, where the HMMs, CRFs, and

HCREFs classifiers all reach their best performance on letters in the isolated form.

ZNotice that d is classified under Tax.2, since it is often handwritten with an upper loop.

3The &middle form _«_is always handwritten with a loop.
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FIG. 6.12. CRFs and HCRFs performance on letter shapes under taxonomy Tax.2: (a)
performance on samples drawn from IESK-arDB database, and (b) performance on samples
drawn from IFN-ENIT database.

The evaluation process of CRFs and HCRFs is conducted on the same dataset
used in case of HMMs based approach, which, as previously described in Section [6.4]
, contains 400 words images from the IESK-arDB and 200 words images of the IFN-
ENIT. Like IESK-arDB samples, samples of IFN-ENIT are fully ground-truthed
and annotated with segmentation information and the equivalent Unicode labels
for each segment. As described in Section and similar to the HMMs ap-
proach, word recognition using CRFs and HCRFs is also performed as the result
of recognizing each stroke in the considered word. To indicate how confident the
recognition system is about the correctness of the final outputs, overall confidence
values are calculated according to Eq. [5.7|and returned along with the recognition
results. FIG. (a) and (b), detail the results achieved using CRFs and HCRFs,
respectively.

For simplicity, the obtained results are rounded and projected into five different
levels of confidence. When tested on the evaluation set, CRFs system recognized
79% of word images of IESK-arDB and 72% of word images of FIN-ENIT, with
confidence values higher than 0.5. On the other hand, 82% and 80% of samples
from IESK-arDB and IFN-ENIT, are recognized respectively with confidence values
higher than 0.5 using the HCRFs system. Results with confidence values less than

0.5 are considered of low recognition rate (which registered on 21% of IESK-arDB
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samples and on 28% of IFN-ENIT samples using CRFs approach, and ,similarly, on
18% and 20% using HCRFs.). Considering the obtained recognition results, we can
conclude that the HCRFs recognition approach clearly outperforms the CRFs one,
specially on IFN-ENIT samples, as the HCRFs” hidden layer allows the model to be
potentially adopted to any unseen handwriting pattern and hence a performance

boost of about 8% is observed.
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FIG. 6.13. CRFs and HCRFs word based performance on evaluation sets of IESK-arDB and
IFN-ENIT databases: (a) CRFs performance, (b) HCRFs performance.

Even though, the HCRFs approach shows strong performance compared to
CRFs one, the HCRFs, in general, are very expensive in terms of training costs.
FIG (b) summarizes the cost in terms of time for the two approaches on all
taxonomies, and further indicates that the cost is proportional to the window size w,
the size of the considered taxonomy (i.e. number of different class labels), and to the
number of hidden states in case of HCRFs. As an example, the process of training
HCRFs model for Tax.3 with window size w = 5 and 10 hidden states, requires 10

hours in average, while the same process needs about 9 hours for Tax.1.
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FIG. 6.14. CRFs and HCRFs training cost in terms of time: (a) Training cost of CRFs and
HCREFs for Tax.1 and Tax.2, (b) training cost of CRFs and HCRFs for Tax.3 and Tax.4.
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FIG. 6.15. Overall recognition performance: The average performance of the three ap-
proaches for recognition of segmented letters, and for recognized words with confidence
values greater than 0.5.

6.4.3 HMMs vs. CRFs vs. HCRFs

In order to guarantee a fair comparison amoung the generative HMMs approach,
the discriminative CRFs approach, and the discriminative with a hidden structure
CRFs approach, all three approaches are trained and tested using the same training
and evaluation datasets described in Section Further, the recognition results
of the three approaches are given on letters, as well as, on word levels, where the
same metric is used in the evaluation process. In this section, we compare the
performance of each approach to the rest, highlight the strengths and weakness,
and give recommendations for a possible future application of each approach.
The first part of FIG. |6.15 summarizes the average recognition rates of the three
approaches. Due to the discriminative based training and the modeling of hidden
pattern through the hidden sates, HCRFs achieved the best performance rates of
85.60%, followed by the discriminatively trained CRFs that achieved 84.0% and
the generative HMMs with a performance of 77.30%. The obtained recognition
rates, firstly, confirm the efficiency of the discriminative models compared to the
generative HMMs, and secondly, indicating the slight improvement in performance
when hidden states layer is introduced to CRFs (i.e. HCRFs).

Compared to the results achieved by several approaches in [134], that are partic-

ipated in the competition of the International Conference on Document Analysis
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and Recognition (ICDAR 2009), our results are quite satisfactory and encouraging
for two reasons: (i) the competing recognition systems consider only the isolated
form of letters, hence only 30 class labels (at maximum) are dealt with, compared to
processing 122 class labels in our approaches where each letter form is modeled. (ii)
our letter models are built using letter shapes segmented directly from handwritten
words rather than from isolated well written letters, which makes our approaches

more applicable in realistic situations.

kB uovMs BCRFs MHCRFs

~ Rates %

B E I M

Letter written forms

FIG. 6.16. Letter forms based performance: Performance comparison of the three ap-
proaches according to the different letter written forms.

By presenting the letter-based recognition results of each approach according to
the letter different written forms (i.e. B, E, I, and M), one can easily see the HCRFs
superiority, as shown in FIG Moreover, the achieved results of 80.40%, 86.41%,
and 87.93% for HMMs, CRFs and HCRFs, respectively, on samples in Isolated form
(I), prove the relative ease and efficiency of molding letters in this form. Appendices
and give detailed results using the three classification approaches.

The second part of FIG6.15] illustrates the percentage of handwritten words
that are partially / completely recognized with confidence values higher than 0.5.
The three approaches show similar behaviors as in the letter recognition case. The
HCREFs classifier attains the best performance of 81%, while CRFs and HMMs
achieve performance of 75.5%, and 73%, respectively.

Even though, the word based recognition results are still unsatisfactory, specially

the results with confidence values less than 0.8, we believe, the state-of-art spell
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correction solutions such as MS spell checker, Google spell checker, or Hunspell for

Arabic, can be used to improve performance significantly [135].

Time in hours

FIG. 6.17. Letter forms based performance: Performance comparison of the three ap-
proaches according to the different letter written forms.

However CRFs and HCRFs show a strong performance compared to HMMs,
both are very expensive in terms of time and computation costs. FIG.[6.17, shows
the average time needed for each approach to model a set of letters under one tax-
onomy. It is obvious that HMMs approach is significantly time-efficient compared
to CRFs and HCRs. Furthermore, the high time costs of HCRFs compared to CRFs,
should also be considered and justified by important performance improvements.
Finally, we should emphasize the following points, (i) despite the fact that in our
experiments, on both HCRFs and CRFs approaches outperform the HMMs, we
expect, however, in application-specific small lexicon-based solutions, such as in
banking and postal sectors, the gain in performance might not justify the choice
of the expensive HCRFs or CRFs. Thus, in such cases we recommend to begin by
investigating the performance of a HMMs solution, (ii) for unconstrained solutions
with large or unlimited lexicons, and rather than directly deciding for a HCRFs
based solution, we strongly recommend to firstly assessing the performance of the

reasonably performing and less expensive CRFs based approach.

6.5 Conclusion

This chapter described our experiments conducted on the different proposed ap-
proaches. It started by experiments to optimize the parameters involved in the
text line segmentation approach. To evaluate the approach, pages of modern and
historical handwriting from two different databases have been used. A pixel match-

ing between the groundtruthed images and the detected text lines, is used as a
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performance metric. The rates of perfect matches, the precision, and recall are
reported. The proposed approach showed satisfactory performance on various
types of handwriting, which confirm its usability. Given its importance for the
recognition of Arabic handwriting, the solution for the sub-words overlapping
problem is also thoroughly tested using a sufficient number of samples from dif-
ferent databases. The achieved results are promising and prove the robustness of
the proposed solution. The handwritten word segmentation approach has been
validated mainly using samples from the IESK-arDB, where accuracy, precision and
recall errors have been reported.

For recognition performance evaluation, HMMs, CRFs, and HCRFs are trained
and tested on the same datasets that are drawn from two different databases.
Besides the achieved recognition results on both the letters level and on the words
level, the deletion, substitution, and insertion errors have been also reported and
discussed. Finally, the performance comparison between the three approaches,

along with discussing the pros and cons of each approach are given.



CHAPTER /

Conclusions & Future Perspectives

PTICAL character recognition (OCR) is one of the most important image
analysis tasks, that is carried out in a pipe of different processing steps
with an ultimate goal of simulating the human ability to read and

understand text. In our research work, the problem of unconstrained OCR for
offline Arabic handwriting has been thoroughly investigated, and our contributions
are presented in this dissertation. This final chapter is organized in two sections. In
the first section, we summarize the thesis and highlight the key contributions. In the
second section, possible future research directions for improvement and extension

of our work will be suggested.

7.1 Summary and Key Contributions of the Thesis

After the introductory Chapter[I, Chapter [2]is mainly dedicated to help the reader
deepen the understanding of the basics of the problem of automatic handwriting
recognition. This chapter has adequately reviewed most of the common adopted
processing steps from the signal acquisition until the classification, focusing primar-

ily on approaches that we used or improved throughout our work. Furthermore,

141
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special attention is paid to handwriting specific distortions, such as skewed hand-
written words and the slanted ascenders or descenders. In this context, we have
presented the popular Hough transform (HT) based technique and the contour
Local Minima Regression (LMR) technique. These two techniques are combined
together to provide an improved solution. As being the prerequisite for any uncon-
strained recognition OCR system, the bottleneck issue of handwriting segmentation
is also addressed. The two different paradigms (i.e., explicit and implicit) of ap-
proaching the problem are explained. The chapter concluded by shedding light
on the theoretical foundations of the generative Hidden Markov Models (HMMs),
the discriminative based Conditional Random Fields (CRFs), and the Hidden-state
CRFs (HCRFs).

Lack of extensive Arabic handwriting databases is one of the main reasons
that hinder fast progress in the field of handwriting recognition. This can be
attributed to the considerable time and effort needed for gathering, scanning and
ground-truthing. Chapter 3, has presented our own database the IESK-arDB, a
new multi-propose off-line Arabic handwritten database. The database is free of
charge and on-line available for research purposes. To facilitate research efforts
of segmentation based recognition of handwritten Arabic words, the database
contains about 6000 word images, saved in PNG format of three different types,
namely, gray, binary, and thinned binary. Additionally, for each word image, an
XML ground truth file that contains all needed data is added. A letter frequency
analysis showed that the collection exhibits letter frequencies similar to that of
large corpora of digital text, which proves the usefulness of the database. To the
best of our knowledge, IESK-arDB is the only free database that offers a collection
of Arabic handwritten manuscript images, along with Unicode transcription for
each manuscript image that is line-wise alighed. The main purpose of this dataset
is to leverage research in the field of recognition of handwritten text in historical

documents, to allow searching and mining of historical documents. The collection
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contains 285 page images taken from two medieval theological works, images are
saved in PNG format, and each is manually transcribed in TXT files.

Furthermore, to automate the process of handwriting samples generation, we
also presented an approach for handwriting synthesis. To build an Active Shape
Model (ASM) for each letter shape, an on-line acquisition system consisting of a base
unit and a wireless pen is used to collect handwritten letter samples from several
writers. Samples of each shape are, first, aligned altogether and then their average
shape, matrix of eigenvectors, and vector of eigen values are all used to compute
synthesized instance from the letter shape class. In total, about 104 different ASMs
are constructed to represent the letters basic shapes and the letters conditional
shapes. Moreover, to make synthetic results look as genuine as possible, various
types of affine transforms are used to add structural noise on both the letter level
and on the word level.

The challenging problem of handwriting segmentation has many different as-
pects, each represents a research topic on its own. Chapteris devoted to introduce
our proposed solutions for the problem. Given the fundamental importance of hand-
written text line segmentation, we suggested a solution that is simple, unspecific to
the handwriting type, and computationally inexpensive. The proposed approach
follows a top-down methodology, which begins with a page skew correction, then
performs a voting process upon a set of horizontal profiles calculated from a set of
sub-images cropped from the source image. The approach has achieved very good
results on modern handwriting as well as on historical manuscripts.

The second and most important segmentation issue that we addressed is the
segmentation of handwritten Arabic words into their constituent letters. Unlike
Latin based scripts, Arabic sub-words/words overlapping issue should be han-
dled first before any segmentation attempt. Thus, we introduced an overlapping
resolving module that is carried out before segmentation takes place. This prior

procedure facilitates the letter segmentation process by inserting enough empty
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columns between overlapped sub-words/words. The segmentation process is then
conducted by applying a set of heuristics that is formulated upon a group of pixels
called critical feature points. Performance results on samples from two different
databases confirm the efficiency of the proposed method.

Based on their theoretical foundations, probabilistic based classification ap-
proaches can be categorized into two different categories, namely, generative and
discriminative. The main objective of Chapter 5| was to introduce probabilistic clas-
sification approaches that are capable of recognizing sequences of features extracted
from handwritten Arabic words. Instead of using the commonly used sliding win-
dow based features (which are preferred when local details are a priority), in the
chapter we begin by describing new sequential shape description features that are
relatively cost-effective, yet able to capture more discriminative shape characteris-
tics. Then, due to the fact that recognition performance is inversely proportional
to the number of classes, letters are grouped into four basic shape categories using
some primitive shape characteristics, e.g. number of segments and existence of a
loop(s).

As a first alternative, we have proposed a generative based recognition approach
using HMMs, where a model for each letter in each shape variation is constructed
using EM algorithm. Moreover, an adaptive HMMs based threshold models are also
built in order to enhance results by rejecting out-of-vocabulary and meaningless
pattern. To further enhance performance, definitive recognition decisions are made
by combining the results of two different types of models and their corresponding
threshold models. In order to explore the discriminative based recognition alter-
native, the second part of the chapter has been mainly devoted to introduce two
relatively recent discriminative based classifiers, namely, the liner-chain CRFs and
its extension the hidden-state CRFs (HCRFs). For a fair comparison with the HMMs
system, both CRFs- and HCRFs- systems are built on top of the same segmentation

module and used the same set of features. Furthermore, the numbers of the hidden
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states for HCRFs models are optimized as in the HMMs case.

Chapter [p|has described the experiments that have been conducted using our
proposed approaches. It commences with experiments to optimize the parameters
involved in the text line segmentation approach. To evaluate the approach, pages
of modern and historical handwriting from two different databases are used. A
pixel matching between the ground-truthed images and the detected text lines is
used as a performance metric. The rates of perfect matches, the precision, and
recall are also reported. The proposed approach showed satisfactory results on
various types of handwriting which confirm its usability. Given its importance for
the recognition of Arabic handwriting, the solution for the sub-words overlapping
problem is also thoroughly tested using enough number of samples. The achieved
results are promising and confirm the robustness of the proposed solution. The
handwritten word segmentation approach is validated using samples from the
IESK-arDB, where accuracy, precision and recall errors are all reported.

For recognition performance evaluation, HMMs, CRFs, and HCRFs are all
trained and tested on the same datasets drawn from two different databases. Besides
the achieved recognition results on both the letters level and on the words level, the
deletion, substitution, and insertion errors are also reported and discussed. Finally,
the performance comparisons of the three approaches along with a discussion of

pros and cons of each approach are given.

7.2 Future Perspectives

Since our main motivation is to come up with unconstrained solutions for the
problem of OCR for offline Arabic handwriting, the focus of our work has been
directed toward segmentation based recognition solutions.

Even though our segmentation approach results are quite satisfactory, future

work may investigate issues like, expanding Critical Feature Points (CFPs) set by
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adding more topological features and more heuristics. Furthermore, we believe
that prior context information (e.g., letter frequency distributions, n-Gram Statistics,
etc.) can be employed to save unnecessary computation efforts and avoid many
segmentation mistakes. Also a cyclic segmentation recognition based approach is
expected to deliver better results where in such approach the segmentation decision
will be confirmed first by a successful recognition. Alternatively, to avoid the high
error tendency of the segmentation based approaches and also the constrained na-
ture of holistic based approaches, sub-words based approaches will be investigated
for the recognition handwritten words in future work.

Moreover, we think that more complex pre-classification steps are achievable by
including diacritics, since several Arabic letters sharing the same basic shape and
are only distinguishable through diacritics. Therefore, a further reduction in the
number of class labels is a future improvement idea.

On feature extraction and prediction levels, using different types of features,
classifiers, better optimization of involved models parameters, and text retrieval
techniques integration are all possible future improvements. Also, a more com-
plex CRFs based algorithm, namely, Latent-Dynamic Conditional Random Fields
(LDCREF), has demonstrated a strong performance in fields such as NLP and bioin-
formatics [30]. Therefore, we plan to investigate its performance in the field of

offline Arabic handwriting recognition.
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APPENDIX A

IESK-arDB Database and Handwriting Synthesis

Our IESK-arDB database is still growing to include more samples and to cover
various types of handwritten documents. FIGJA.T| presents an example from the
IESK-arDB manuscript collection where each page in the collection is transcribed
(line-by-line alignment) into Unicode text. FIGJA.2]and FIG. respectively, show
the capability of the proposed handwriting synthesis approach of generating single

word images as well as images corresponding to blocks of text.
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FIG. A.1. A manuscript page and its corresponding transcription.
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FIG. A.2. Samples of single words synthesizing.
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FIG. A.3. An example of a line-by-line synthesizing of Arabic handwriting from block of
Unicode text.



APPENDIX B

Segmentation Results

This appendix shows sample results of the solutions proposed for the problems of

text line segmentation, overlap of sub-words, and word segmentation.

B.1 Text line segmentation
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FIG. B.1. Results of text line segmentation approach.
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Results prove effectiveness of the proposed approach even on manuscript doc-
uments with complex layouts. Text lines in the manuscript pages are skewed,

touching, overlapping, contain gaps and different sized text.

B.2 Resolving sub-words overlapping

Table B.1. More results for the proposed sub-words overlaps resolving approach, samples
are taken from IESK-arDB and IFN-ENIT databases.
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B.3 Words Segmentation

Two possible types of errors might occur when segmenting a handwritten word,
namely under- and/or over- segmentation. the current section presents more
segmentation results on samples drawn from IESK-arDB and IFN-ENIT databases.

FIG. B.2) presents more zoomed-in correctly segmented results. FIGB.3]and FIG.

show results samples with over and under segmentation errors, respectively.

FIG. B.2. Correctly segmented words.
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/ .
=M.s® 2)'

FIG. B.3. Samples results with under segmentation errors. Under segmentation errors
happen when either a consecutive letter in a word is (fully) vertically overlapping the
previous one, or when it extremely elongated to the right thereby vertically overlapping
one or more previous letters.
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FIG. B.4. Samples results with over segmentation errors. These types of errors are typical
when CFPs occur inside the letter’s main body.






APPENDIX C

Recognition Results

This appendix is dedicated to present additional detailed recognition results. FIG|C.1}
FIG|C.2] and FIG|C.3|show recognition results obtained using CRFs and HCRFs

classifiers on taxonomy Tax.1, Tax.3, and Tax.4 (results obtained using Tax.2 dis-
cussed in Chapter). TableC.T]and TabldC.1|give the recognition results of each letter

in each form, using HMMs, CRFs, and HCRFs.
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F1G. C.1. CRFs and HCRFs performance on taxonomy Tax.1: (a) performance on samples
drawn from IESK-arDB database, and (b) performance on samples drawn from IFN-ENIT
database.
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Letters forms
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F1G. C.2. CRFs and HCRFs performance on taxonomy Tax.3: (a) performance on samples
drawn from IESK-arDB database, and (b) performance on samples drawn from IFN-ENIT
database.
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FI1G. C.3. CRFs and HCRFs performance on taxonomy Tax.4: (a) performance on samples
drawn from IESK-arDB database, and (b) performance on samples drawn from IFN-ENIT
database.
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Table C.1. Letter based recognition results on IESK-arDB database.
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Table C.2. Letter based recognition results on IFN-ENIT database.
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