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Preamble 

I frequently hear nowadays how common it has become to deviate from the original 

goals outlined in our PhD proposals. This was mine 4 years ago: “My PhD aim is to gain deeper 

insight into two aspects of the role of Medial Septum and Diagonal Band of Broca complex 

(MSDB) in locomotion, learning and memory. Namely, I will investigate (1) the 

electrophysiological characteristics of VGluT2+ neurons in the MSDB, and (2) identify the role 

of the septo-hippocampal projections of specific MSDB cell types along the dorsoventral axis.” 

Today, after gaining valuable insights along my journey, I would slightly rephrase this 

paragraph—acknowledging that here I do not provide direct evidence regarding the functional role 

of septo-hippocampal projections. Instead, I invite you to dig deeper into (1) the in vivo 

electrophysiological characteristics of neurons in the MSDB, and (2) the identification of a 

projection gradient of MSDB VGluT2+ cells along the dorsoventral axis of the hippocampus. 

Although the wording of my aims evolved slightly over time, their significance transformed 

profoundly in my hands. In those early days, I couldn't fully appreciate the complexity of the 

questions we were exploring. However, as I delved deeper into the study of the septum, I came to 

realize how much valuable work had already been done, while also uncovering gaps in our 

understanding—gaps that I sought to address through the discoveries made in this thesis. This 

thesis does not aspire to solve the Rubik’s cube of neuroscience. Instead, it takes a modest yet 

confident approach, contributing a small but meaningful building block to the ever-growing 

structure of human understanding.  

I can only imagine how challenging it might be to navigate through long pages of dry 

data. To ease this experience, I aimed to soften the tone of my descriptions and, from time to time, 

add a spark of interest with occasional personal notes to engage the reader. I find this important 

for the sake of captivity, hereby not only pleasing the reviewers, but my friend, Benjamin, and 

hopefully some of the upcoming generation of master or PhD students in the Mikulovic lab, where 

this whole story thrived.  

During the last 4 years, I had the chance to get in touch with several techniques through 

different projects. However, the highest improvement I reached by changing from in vitro single 

cell electrophysiology to population recordings in living animals methodically (in vivo veritas?), 
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and also acquired the subsequent coding skill that was important for the data analysis. I am humbly 

grateful for this experience.  

The analysis of our behavior videos, anatomical sections, and the literature formed my 

view on subcortical circuits. I think, that these pathways are in delicate synchrony, which leads to 

cortical neuromodulatory changes, their balance may influence different behaviors and 

motivations. Exploring subcortico-cortical interactions during locomotion is, to me, an incredibly 

exciting avenue for further research. If I were to draft a starting grant proposal to establish a lab 

dedicated to subcortico-cortical interactions (SCI Lab), this topic would undoubtedly be at the 

heart of its focus. Join me on the journey of my Phd thesis, and I hope to show you why this topic 

is so compelling. 
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Summary 

Locomotion is a fundamental behavior critical for the survival of many species. 

Beyond mere movement, locomotion is tightly linked to sensory processing, motivation, and 

cognition. Locomotion-driven sensory input, such as tactile, visual, or auditory cues, informs an 

organism about its surroundings, and these inputs are integrated to guide learning and memory 

processes. The medial septum and diagonal band of Broca (MSDB), a crucial hub in the basal 

forebrain, has emerged as a key player in these processes, facilitating communication between 

cortical and subcortical regions. The MSDB plays pivotal role in synchronizing neural activity in 

brain areas, like the hippocampus (HC), a structure central to memory and navigation. 

The HC extends along a dorsoventral (dHC, vHC) axis exhibiting functional 

specialization. Despite decades of research on the MSDB-dHC pathway and its role in cognitive 

memory formation, far less is understood about the MSDB-vHC projection and how these 

connections contribute to emotional behaviors. Exploring the molecular and anatomical 

differences between MSDB cells projecting to these hippocampal subregions is vital for 

understanding how this brain region regulates distinct aspects of cognition and emotion. 

The functional role of the MSDB extends beyond hippocampal interactions. MSDB 

neurons are uniquely positioned to integrate sensory and motor information, but whether they 

facilitate synchronization among behaviors such as whisking, running, and pupil dilation is still an 

open question.  

Persistent firing (PF), a phenomenon in which neurons maintain activity beyond a 

stimulus, offers a potential mechanism for the MSDB’s coordination of motor and cognitive 

processes. Intriguingly, rhythmic phenomena such as whisking, pupil dilation, and locomotion 

often align with cortical state modulation. PF in the MSDB may serve as a bridge between motor 

behaviors and neural state changes. 

This thesis investigates the MSDB’s role in coordinating locomotor-related neural and 

behavioral mechanisms and its anatomical projections to the hippocampus. By addressing these 

aspects, this work aims to clarify the MSDB’s integrative role in linking sensory, motor, and 

cognitive functions, contributing to a deeper understanding of its functions in health and disease. 
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Zusammenfassung 

Lokomotion ist ein fundamentales Verhalten, das für das Überleben vieler Spezies 

entscheidend ist. Über die reine Bewegung hinaus ist Lokomotion eng mit sensorischer 

Verarbeitung, Motivation und Kognition verknüpft. Sensorische Eingaben wie taktile, visuelle 

oder auditive Reize, die durch Lokomotion ausgelöst werden, informieren den Organismus über 

seine Umgebung und steuern Lern- und Gedächtnisprozesse. Das mediale Septum und der 

diagonale Band von Broca (MSDB), ein zentraler Knotenpunkt im basalen Vorderhirn, erleichtert 

die Kommunikation zwischen kortikalen und subkortikalen Regionen. Es spielt eine Schlüsselrolle 

bei der Synchronisierung neuronaler Aktivität in Bereichen wie dem Hippocampus (HC), einer 

Struktur, die für Gedächtnis und Navigation essenziell ist. 

Der Hippocampus zeigt eine funktionelle Spezialisierung entlang seiner 

dorsoventralen Achse. Während die MSDB-dHC-Verbindung intensiv in der kognitiven 

Gedächtnisbildung erforscht wurde, ist über die MSDB-vHC-Projektion und ihren Beitrag zu 

emotionalem Verhalten wenig bekannt. Die Untersuchung der molekularen und anatomischen 

Unterschiede von MSDB-Zellen, die zu diesen Hippocampus-Unterregionen projizieren, ist 

entscheidend, um die Regulation von Kognition und Emotion durch das MSDB zu verstehen. 

MSDB-Neuronen integrieren sensorische und motorische Informationen, doch ihre 

Rolle bei der Synchronisierung von Verhaltensweisen wie Schnurrhaarbewegung (whisking), 

Laufen und Pupillenerweiterung bleibt unklar. Persistente Feuerraten (PF), bei denen Neuronen 

ihre Aktivität über einen Reiz hinaus aufrechterhalten, könnten ein Mechanismus sein, der 

motorische und kognitive Prozesse im MSDB koordiniert. Rhythmische Phänomene wie 

Schnurrhaarbewegungen und Pupillenerweiterung stimmen oft mit kortikalen 

Zustandsänderungen überein. PF im MSDB könnte dabei eine Brücke zwischen motorischen 

Verhaltensweisen und neuronalen Zustandsänderungen bilden. 

Diese Arbeit untersucht die Rolle des MSDB bei der Koordination 

lokomotionsbezogener neuronaler und behavioraler Mechanismen sowie seine anatomischen 

Projektionen zum Hippocampus. Ziel ist es, die integrative Rolle des MSDB bei der Verknüpfung 

sensorischer, motorischer und kognitiver Funktionen besser zu verstehen und neue Einblicke in 

seine Funktionen in Gesundheit und Krankheit zu gewinnen.



1 
 

1. Introduction 

Movement, particularly locomotion, is crucial for the survival of most species. 

Locomotion can be driven by various motivations, and its speed significantly influences how we 

process sensory information from our environment, thereby further impacting our learning and 

memory processes. A key challenge in neuroscience is understanding how the same brain regions 

involved in different behaviors, such as locomotion, learning, or memory, are functionally 

connected and synchronized to each other. Several brain regions are known to regulate these 

behaviors including thalamic and hypothalamic nuclei, the ventral tegmental area, the 

hippocampus, and the amygdala. Among these, the medial septum and diagonal band of Broca 

complex (MSDB) in the basal forebrain (BF) is a critical hub that integrates sensory and motor 

information across subcortical and cortical areas (Bland and Oddie, 2001). 

To effectively internalize the heightened sensory input experienced during locomotion 

compared to a stationary state, several brain and body systems must synchronize seamlessly. In 

rodents, for instance, whisking—a tactile sensory behavior—precedes locomotion by several 

milliseconds and shows correlation locomotor speed (Sofroniew et al., 2014). Additionally, 

locomotion is also linked to pupil dilation, which facilitates enhanced visual input. This pupil 

dilation correlates with the activity of neuromodulatory systems, particularly noradrenaline (NE) 

and acetylcholine (ACh) pathways, which are tightly linked to both arousal and movement (Reimer 

et al., 2016). In parallel with these, MSDB neurons show step-locked firing patterns (A. Joshi et 

al., 2023; A. Joshi & Somogyi, 2020), and entrain theta oscillation, a low rhythmic field activity 

in the hippocampal formation (Fuhrmann et al., 2015; J. Robinson et al., 2016). This rhythm 

synchronizes hippocampal and entorhinal cells by gating their intercommunication, and loss of 

theta oscillation impairs spatial memory (Boyce et al., 2016; Brandon et al., 2011; Etter et al., 

2023; Koenig et al., 2011; Mitchell et al., 1982; Quirk et al., 2021; J. C. Robinson et al., 2023; 

Zutshi et al., 2018). Despite these findings, it remains unclear whether a specific population of 

brain cells orchestrates the synchronization of these diverse locomotor-related mechanisms.  

Uncovering the cellular mechanisms that enable the brain to integrate sensory, motor, 

and cognitive functions is essential. One important aspect of neuronal physiology is persistent 

firing (PF), a phenomenon that allows neurons to maintain activity beyond the stimulus duration, 

supporting cognitive functions like working memory, spatial navigation, and sensory processing. 
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While persistent firing has been extensively studied in regions like the prefrontal cortex and 

hippocampus and classically related to working memory (Fuster, 1973; Funahashi et al., 1989; 

Yoshida & Hasselmo, 2009; Knauer et al., 2013), it also plays a crucial role in motor behaviors, 

where sustained neural activity supports the execution of planned movements and adaptive 

responses (Di Prisco et al., 2000; N. Li et al., 2016). Additionally, behaviors such as pupil dilation, 

whisking and locomotion are not isolated phenomena but are closely interrelated, often coupled 

with cortical state modulation and sensory feedback loops (Bradshaw, 1967; Beatty, 1982; Vinck 

et al., 2015a; Busse, 2018). Whisking and locomotion are tightly coordinated with rhythmic brain 

activity (Buzsáki, 2002; Brandon et al., 2011; Koenig et al., 2011; Fuhrmann et al., 2015; 

Sofroniew & Svoboda, 2015; A. Joshi & Somogyi, 2020). Consequently, understanding how these 

oscillatory phenomena coordinate is essential for understanding the brain's flexible adaptation to 

environmental demands that intensifies with increasing locomotion velocity. 

The MSDB plays a critical role in linking motivation, sensory input, motor planning, 

and behavior execution to cognitive and emotional learning and memory (Bland & Oddie, 2001; 

Vertes & Kocsis, 1997). These processes are regulated through MSDB interconnection with 

downstream areas (Buzsáki, 2002; Petsche et al., 1962; Teles-Grilo Ruivo & Mellor, 2013). The 

pathway between the MSDB and the hippocampus is among the most extensively studied (Müller 

& Remy, 2018). For decades, research has primarily focused on the dorsal hippocampus (dHC), 

well-known for its role in cognitive functions, such as spatial navigation and memory encoding 

(O’Keefe & Dostrovsky, 1971; O’Keefe & Nadel, 1979; Moser, 1995). However, it is now clear 

that the hippocampus exhibits functional differentiation along its dorsoventral axis, with the 

ventral hippocampus (vHC) showing a stronger association with emotional behaviors (Fanselow 

& Dong, 2010; Strange et al., 2014). While the MSDB–dHC connection has been thoroughly 

investigated in the context of cognitive memory formation (Vertes & Kocsis, 1997; Korotkova et 

al., 2018), much less is known about the molecular profiles and biophysical properties of MSDB 

cells associated with projections to either the dHC or vHC. Acquiring this knowledge is crucial for 

further elucidating the functional roles of MSDB cell populations based on their projection patterns 

(Teles-Grilo Ruivo & Mellor, 2013; Unal et al., 2015, 2018). 

To understand how the MSDB orchestrates the large number functions it has shownd 

to be associated with, this thesis investigates two major aspects: (1) single-unit activity dynamics 
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and interactions of MSDB neuronal population during stereotyped behaviors such as running, 

whisking, and pupil dilation proposing a candidate cell type acting as the conductor of the 

locomotor orchestra, and (2) anatomical distinctions in septo-hippocampal projections to dorsal 

and ventral hippocampal subfields (dHC and vHC). The investigations presented in this thesis aim 

to clarify how the MSDB coordinates locomotor-related neural mechanisms and links them to 

hippocampal circuits. Here, I aim to provide an introduction that offers context and explains the 

rationale behind these investigations. 

1.1 Medial Septum and Diagonal band of Broca complex (MSDB) 

We move to reach specific locations, acquire rewards, engage socially and sexually, 

flee predators, or pursue prey. However, while extensive research has been conducted on the 

neuronal circuits underlying locomotion (Fuhrmann et al., 2015; Howe & Dombeck, 2016; Justus 

et al., 2017; Caggiano et al., 2018), comparatively little is known about how internal states 

influence specific motor performance (Ferreira-Pinto et al., 2018). For instance, the vigor of 

movement may reflect the cumulative integration of individual sensory modalities (Bland & 

Oddie, 2001) or draw upon prior experiences encoded in memory. This suggests that identical 

motor outputs can emerge from distinct combinations of neural information processed across 

different brain regions and circuits. 

The MSDB receives inputs from the supra-mammillary nucleus, the thalamus; projects 

to the hypothalamus, the nucleus incertus (Haghdoost-Yazdi et al., 2009; Müller & Remy, 2018), 

and the cerebellum (Watson et al., 2019), and projects to the hippocampus, the hypothalamus, the 

amygdala and the ventral tegmental area (VTA) (Fuhrmann et al., 2015; Swanson & Cowan, 

1979). These connections ideally position MSDB to play a pivotal role in locomotion (Bland and 

Oddie, 2001; Fuhrmann et al., 2015; Justus et al., 2017), learning (Brioni et al., 1990; Hagan et al., 

1988; Loureiro et al., 2012; Pang et al., 2011), fear memory generalization and extinction 

(Calandreau et al., 2007; Knox & Keller, 2016; Staib et al., 2018) and other cognitive and 

emotional behaviors (Colom, 2006; Roland et al., 2014). Due to its extensive reciprocal 

connectivity, the MSDB has been frequently described as a central subcortical hub for information 

processing within the brain.  

To understand how the MSDB coordinates those diverse functions, it is important to 

explore its influence on downstream regions with more specialized roles. A key mechanism by 
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which the MSDB integrates and orchestrates these behaviors is through theta oscillations, a 

rhythmic neural activity in the 4–12 Hz range. Theta provides a temporal framework that 

synchronizes neural activity across brain regions involved in memory, attention, sensory 

processing, and motor coordination (Buzsáki, 2002), which is supported by the observation that 

disruption of theta is associated with impairments in memory and navigation (Boyce et al., 2016; 

Brandon et al., 2011; Koenig et al., 2011; Zutshi et al., 2018). This oscillatory mechanism will be 

a recurring theme throughout this thesis. To understand its emergence, we must first examine the 

individual cellular composition and organizational structure of the MSDB. 

1.1.1 Cell types, conductances, and rhythms 

Since the early days of neuroscience, researchers have sought to classify nerve cells. 

However, during the classical era, the limited availability of methodological tools constrained 

these efforts to relatively broad categorizations. The first studies, for instance, divided MSDB cells 

into cholinergic and non-cholinergic subgroups (Armstrong et al., 1983; Amaral & Kurz, 1985; 

Markram & Segal, 1990). For several decades, research in the field has focused on three primary 

cell populations within the MSDB: cholinergic, GABAergic, and glutamatergic cells (Müller & 

Remy, 2018; Mocellin & Mikulovic, 2021). However, the recent advancements in molecular 

techniques such as mRNA profiling have started to significantly refine our ability to classify these 

cells with greater precision (Kuhn et al., 2024). My first insights into cellular classification 

approaches comes from my early years in Oxford, where I could study the work of my first mentor, 

Peter Somogyi and his team. I learnt the importance of molecular markers. These can be different 

types of Ca2+ binding proteins like parvalbumin (PV), calbindin (CB), calretinin (CR), various 

neuropeptides as neuropeptide Y (NPY), cholecystokinin (CCK), somatostatin (SOM) for example 

(Gritti et al., 2003), or ion channels, like voltage gated potassium channels (Henderson et al., 

2010), as well as projection patterns defining a cell type. Later, working with János Szabadics, I 

experienced cell type differences in intracellular electrophysiology, and gained insights into the 

mechanisms behind their unique properties. Drawing from this background, I will outline the 

markers that have proven significant in MSDB function. 

One of the earliest classifications of MSDB neurons relied on the histological markers 

for choline acetyltransferase (ChAT), identified cholinergic (ChAT+) and non-cholinergic 

(ChAT−) subpopulations (Armstrong et al., 1983; Amaral & Kurz, 1985; Markram & Segal, 1990). 
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It is important to mention that ChAT antibodies for immunocytochemistry staining were one of 

the first available marker staining, though it was not the first candidate to label cholinergic cells 

specifically. Early studies showed that acetylcholinesterase (AChE), a reference marker in the 

Paxinos atlas along DAPI (Paxinos et al., 1980; Franklin & Paxinos, 2019), was not specific to 

cholinergic neurons but was also expressed in catecholaminergic nuclei and neurons (Armstrong 

et al., 1983; Butcher & Marchand, 1978). 

Another line of research categorized MSDB neurons based on their physiological 

properties, i.e bursting vs non-bursting subgroups (Lamour et al., 1984). By this time, the role of 

the MSDB in theta rhythmogenesis was already established through correlative observations 

(Petsche et al., 1965; Gogolák et al., 1968). This understanding was further supported by lesion 

studies that specifically targeted the medial, but not the lateral, part of the septum (Wetzel et al., 

1978; Mitchell et al., 1982). In vitro patch clamp recordings demonstrated theta-frequency 

spontaneous firing of MSDB neurons (Segal, 1986). In his study, Segal also reported that neurons 

with higher input resistance (Rin) were more excitable, and fired at a higher rate of spontaneous 

action potentials (APs) compared to the low Rin neurons. The application of GABA to MSDB 

neurons caused inhibition, while ACh excited the majority of recorded cells. Additionally, ACh 

increased Rin, resulting in greater neuronal excitability. Furthermore, 5-hydroxytryptamine (5-HT, 

alias serotonin) had an inhibitory effect on the recorded MSDB population. In contrast, other 

recordings show that 5-HT induces depolarization in a subpopulation of MSDB cells (Alreja, 

1996), further highlighting the complexity of this area. 

Beyond ACh, other neurotransmitters and neuropeptides were also identified in the 

MSDB. For example, galanin, which is also secreted by the gastrointestinal system regulating 

insulin levels (Mitsukawa et al., 2010), is expressed by ~22% of septo-hippocampal projecting 

neurons (Senut et al., 1989). Senut’s study also identified cells that express luteinizing hormone-

releasing hormone, calcitonin gene-related peptide, encephalin, dynorphin B, and vasoactive 

intestinal peptide (VIP). Additionally, neuropeptide Y (NPY), neurotensin and somatostatin also 

serve as markers in this area (Uhl et al., 1977; Barden et al., 1981; Köhler & Eriksson, 1984; 

Gaspar et al., 1987). It became clear that the diversity of this small, seemingly disorganized area, 

makes it difficult to understand its role. Among these transmitters, ACh has become the most 

extensively studied one. 
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ACh has a pivotal role in spatial learning and memory, motivated behaviors, theta 

synchrony and amplitude (Vandecasteele et al., 2014; Dannenberg et al., 2015). Optogenetic 

targeting of MSDB ChAT+ cells enhances hippocampal theta and low-gamma power across a 

broad range of stimulation frequencies (3–40 Hz), though without directly mirroring the 

stimulation frequencies (induced theta range: 3.8–4.6 Hz). This effect persists for several seconds 

beyond the stimulation offset, suggesting a sustained oscillatory engagement of the MSDB. 

Furthermore, by focally antagonizing ACh either to the MSDB or to the hippocampus, Dannenberg 

et al. (2015) distinguished 2 parallel effector pathways: the direct ACh input to HC, and a relayed 

transmission by cholinergic collaterals in the MSDB. They revealed that ChAT+ neurons decrease 

and increase the firing rate of HC excitatory and inhibitory cells, respectively, and depolarize PV+ 

GABAergic cells in the MSDB. These findings are consistent with previous literature, where 

authors used microinfusion of cholinergic agonist carbachol to MSDB (Lawson & Bland, 1993) 

or to HC (Konopacki et al., 1987) observing similar effects of ACh “transmission” on theta 

activity. 

Parallel to the studies mentioned above, another branch of MSDB neuroscience 

focused on the anatomy and role of a different key neurotransmitter-releasing cell type: γ-

aminobutyric acid (GABA)ergic cells (Tappaz et al., 1976; Panula et al., 1984). These cells are 

characterized by the expression of glutamic acid decarboxylase (GAD) as a marker. Over time, 

extensive research has revealed that GABAergic cells can be further classified based on well-

established markers, including parvalbumin (PV), somatostatin (SOM), and calretinin (CR) 

(Tamamaki et al., 2003).  

The PV+ GABAergic cells of the MSDB (Freund, 1989) are theta bursting cells 

(Simon et al., 2006), shown to play a crucial role in hippocampal theta generation (Hangya et al., 

2009). These also express hyperpolarization-activated cyclic nucleotide-gated (HCN) channels, 

shown to be essential for rhythmic firing (Kocsis & Li, 2004; Morris et al., 2004). These PV+ 

GABA cells mainly target perisomatic inhibitory PV+ interneurons in the hippocampus (Freund 

& Antal, 1988). The rhythmic firing of septal PV cells disinhibit the hippocampal principal cells 

by inhibiting hippocampal PV cells, enabling coherent oscillations across hippocampal circuits 

(Buzsáki, 2002). In addition to theta, gamma oscillation (20-80 Hz) is also mediated by these 

MSDB PV neurons (Király et al., 2023).  
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While PV+ neurons are well-characterized, the roles of other GABAergic subtypes 

remain less clear. Recent studies have investigated SOM neurons, which inhibit other GABAergic, 

cholinergic and glutamatergic cell types within the MSDB (Xu et al., 2015). The optogenetic 

inhibition of septal SOM cells results in increased firing output of MSDB population activity, theta 

frequency and amplitude in the hippocampus (Espinosa et al., 2022). This effect is proposed 

through disinhibition of glutamatergic and cholinergic cells, as silencing SOM cells produces 

similar change in hippocampal theta activity as cholinergic stimulation (Vandecasteele et al., 2014; 

Dannenberg et al., 2015). On the other hand, enhancing the activity of SOM cells by optogenetic 

manipulation increases high-calorie food intake and decrease the running of the animal (Xu et al., 

2015; Zhu et al., 2017), a set of behaviors that closely linked to MSDB function, as demonstrated 

by recent findings (Herman et al., 2016; Fuhrmann et al., 2015; Justus et al., 2017; A. Joshi & 

Somogyi, 2020; A. Joshi et al., 2023). Moreover, SOM neurons were shown to play an important 

role in appetitive learning paradigms by integrating rewarding food signals, and inhibiting LHb 

(Shen et al., 2022), a brain region regulationd aversion (Matsumoto & Hikosaka, 2007; G.-W. 

Zhang, Shen, et al., 2018).  

The most recently identified MSDB population consists of glutamatergic cells. 

Throughout the thesis work, we only consider vesicular glutamate transporter 2 expressing 

(VGluT2+) excitatory neurons, but it is important to mention that VGluT1, VGluT3, and N-acetyl-

aspartyl-glutamate (NAAG) expressing neurons are also present in the MSDB (Sotty et al., 2003; 

Harkany et al., 2003; Neale et al., 2000). NAAG is a dipeptide acting on NMDA and mGluR3 

receptors (Neale et al., 2000). About 26 % of MSDB hippocampal projecting neurons express 

NAAG (Senut et al., 1990), that prevalently colocalizes with ACh (Forloni et al., 1987). A 

comprehensive study showed evidence about subset of MSDB neurons being VGluT2+ using 

mRNA in situ hybridization (Lin et al., 2003). In parallel with this anatomical discovery, studies 

using in vitro patch recordings confirmed the evidence of existing VGluT2+ cells (Colom et al., 

2005; Manseau et al., 2005), applying polymerase chain reaction (PCR) analysis of the 

intracellular mRNA collected from the patch pipette (Sotty et al., 2003). Conjugating 

electrophysiology with mRNA identification was essential, as VGluT2 is a challenging molecular 

marker to detect. While ChAT and GAD are cytoplasmic proteins that produce robust somatic 

immunostaining, VGluT2 is a synaptic protein localized in the membrane of synaptic vesicles, 

leading to a very weak signal in somatic immunostaining. Early studies using patch-clamp 
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recordings of glutamatergic cells revealed that VGluT2+ neurons represent a diverse population 

with varying electrophysiological properties, including fast-, cluster-, burst-, and slow-firing 

neurons (Huh et al., 2010). Notably, even the slow-firing subpopulation comprises multiple 

subclusters (Garrido-Sanabria et al., 2007). More specifically, the first group of VGluT2-positive 

medial septal neurons exhibit cluster firing pattern with accommodating AP firing. Between those 

AP clusters, subthreshold oscillation is observable. The second group consists of fast-spiking 

neurons, showing only little action potential accommodation. Remarkably, some of the fast-

spiking glutamatergic neurons express a pronounced sag in response to a hyperpolarizing current 

injection. This sag, a depolarizing current during hyperpolarization mediated by HCN channels 

(also known as H-current or Ih), has been demonstrated to influence neuronal excitability and 

spontaneous rhythmic activity in various neuronal cell types. Blocking this current with a HCN 

antagonist eliminates sag. Burst-firing glutamatergic neurons show little to no sag, whereas slow-

firing neurons exhibit low discharge rates with accommodating APs. These findings highlight the 

heterogeneity of VGluT2 cells, each with distinct conductances that drive their unique firing 

patterns. This variety may play a key role in shaping how different neuronal subtypes integrate 

incoming signals. 

In terms of the functional properties of MSDB VGluT2+ cells, several recent studies 

have convincingly shown what role these cells play in locomotion initiation and maintenance 

(Fuhrmann et al., 2015; Justus et al., 2017; G.-W. Zhang, Shen, et al., 2018). Fuhrmann et al. 

(2015) used fiber photometry to monitor the activity of these neurons in the MSDB, and revealed 

their pre-locomotor tuning before, and correlated cellular activity during locomotion. Optogenetic 

drive of these neurons resulted in reliable run initiation by applying a long, 20s train of optical 

pulses at theta related frequencies (3 – 12 Hz), which initiates and sustains locomotion outlasting 

the stimulus duration in a stimulation frequency dependent manner (higher frequency stimulation 

results in higher theta frequency and faster locomotion). This long, theta modulated train of pulses 

also induced hippocampal theta, that effect was abolished by cannula application of fast ionotropic 

glutamate receptor antagonists, D-AP5 and NBQX, locally into the MSDB prior to stimulation. 

These results support the hypothesis that VGluT2 cells drive hippocampal theta by MSDB 

collaterals, but initiate locomotion via their projections outside the MSDB. Although longer (above 

10 s) optogenetic activation of these neurons at theta (4 – 12 Hz) or higher frequencies entrains 

hippocampal theta oscillation (Fuhrmann et al., 2015; Kocsis et al., 2022; J. Robinson et al., 2016), 
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the effect of a much shorter stimulation (closer to physiological scales of sensory inputs) on MSDB 

VGluT2 induced run remains to be tested. 

In a recent study, the functional activity of VGluT2+ MSDB was shown to form two 

subpopulations during spatial navigation (Bott et al., 2022). Mice were placed into a 5-arm star-

maze, where they had to run from a semi-randomly assigned arm to the target arm to collect 

reward. Ca2+ imaging of VGluT2+ neurons showed a population being active in the preparation 

before, but silenced during running, whereas another subpopulation was active already shortly 

before receiving the reward. The activity of these two populations reflected correct choice trials, 

but only during the early sessions of the task when learning was still occurring, and not during 

later sessions when the animals were already well-trained. On the contrary, optogenetic silencing 

of these neurons before and during task engagement impaired memory that was shown by 

decreased success rate of mice finding the target arm. The authors showed the role of VGluT2 

neurons, over locomotion and speed coding, to be involved in higher order cognitive demands, 

namely in learning. They also hypothesized that those preparatory VGluT2 neurons were 

mediating goal-driven attention, meaning that mice with higher initial activity tended to be more 

focused on the task, leading to more correct choices.  

In summary, the MSDB is composed of a heterogeneous network of cholinergic, 

GABAergic, and glutamatergic neurons exhibiting unique properties and functions. To better 

understand the MSDB functional architecture, it is essential to study not only individual cell types 

but also the collateral microcircuitry that contributes to intra-MSDB computations and shapes the 

region's output. 

1.1.2 Interconnection of MSDB cell types 

For the sake of consistency with early 21st century neuroscience (and to simplify 

conceptualization), we can describe MSDB as being composed of 3 major cell types, cholinergic, 

GABAergic, and glutamatergic cells. (Tappaz et al., 1976; Panula et al., 1984; Freund & Antal, 

1988; Sotty et al., 2003; Colom et al., 2005). To understand the computation that is present in this 

region to generate its output, we also need to elaborate on the circuitry of the MSDB. Over the 

past decades, we have gained insights into how individual neurotransmitter treatments affect 

cellular activity in in vitro slices. However, sensitivity to a specific neurotransmitter does not 

necessarily imply the existence of collateral connections. In general, GABA inhibits, ACh excites 
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MSDB neurons (Alreja, 1996), while the application of glutamate or kainite (agonist of a subset 

of ionotropic GluRs), induces GABAAR dependent theta bursting of theta-bursting cells, and field 

theta in slice preparation (Herz & Gogolák, 1965; Garner et al., 2005), which effect was also 

observable by the activation of mGluR type I (Lu et al., 2011).  

Early studies using electron microscopy to identify synaptic connections have already 

shown that GABAergic and cholinergic cells form synapses with each other (Leranth & Frotscher, 

1989). Later, combined analysis of single-cell and field recordings in the MSDB identified 

NMDA- and AMPA-dependent glutamatergic synaptic transmission to both cholinergic and 

GABAergic cells within the region (Manseau et al., 2005). Further investigations with in vitro pair 

recordings confirmed these findings, revealing that VGluT2+ cells excite GABAergic and 

cholinergic cells, while GABAergic cells inhibit both glutamatergic and cholinergic neurons (Leão 

et al., 2015). The role of VGluT2+ cells in driving other cell types through collateral excitation 

was further supported by optogenetic experiments (J. Robinson et al., 2016), where light-induced 

depolarization of VGluT2 cells triggered glutamate-mediated postsynaptic potentials in both fast- 

and slow-firing neurons (putative GABAergic and cholinergic neurons, respectively). These 

results reinforce the idea that glutamatergic cells drive hippocampal theta by collateral drive of 

rhythmic GABAergic PV+ neurons (Hajszan et al., 2004). This is also in line with the most recent 

model, which proposes that tonic VGluT2+ activity is the main driver of the synchronization of 

rhythmic GABAergic cells (Kocsis et al., 2022). Moreover, this should also imply a similar drive 

to cholinergic cells. Although this latter connection remains underexplored, overlapping roles of 

VGluT2+ and ChAT+ populations provide compelling evidence for its existence. For example, 

chemogenetic activation of ChAT+ or VGluT2+ MSDB neurons induces comparable effects on 

the state of consciousness in anesthetized rodents (Tai et al., 2014; Xia et al., 2024). Similar 

parallels have also been observed in learning-related tasks, as discussed earlier.  

1.1.3 MSDB function 

1.1.3.1 Learning, memory, and navigation 

The first mention of a brain region being involved in memory dates back to the case 

of patient HM (Corkin, 1984). Physicians realized that removing both hippocampi induces 

anterograde amnesia, meaning that the patient remembered all details from his past, but was unable 

to encode new memories. This case encouraged neuroscientists to investigate the neural networks 
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and inputs that support HC function. In early studies, EEG recordings revealed a rhythmic activity 

in the hippocampus, known today as theta oscillations (Green & Arduini, 1954), as technology did 

not allow single-cell recordings at that time. Subsequent tracing studies identified input regions of 

the HC, leading to the discovery that stimulation of certain brain areas, especially the MSDB 

elicited HC theta rhythm (Vertes, 1982). Lesion studies targeting selectively the MSDB confirmed 

its role in theta generation, as selective damage of MSDB abolished hippocampal theta and 

impaired memory performance. (Ain et al., 1969; Winson, 1978; Hepler et al., 1985). Furthermore, 

intraseptal infusion of NMDAR antagonist D-AP5 also impaired memory (Elvander-Tottie et al., 

2006). More recent studies have expanded our understanding of MSDB contributions in spatial 

memory, and investigated its role in e.g. reward-associated, episodic, and social memory.  

Canonically, the architecture of memory relies on the MSDB-HC-EC 

intercommunication. MSDB-generated theta oscillation serves as an important synchronizing 

framework for principal cells in the medial temporal lobe (MTL), namely in the EC and the HC. 

Interfering with theta disrupts grid cell activity (J. C. Robinson et al., 2023), which is essential for 

hippocampal place code. Particularly, disruption of theta prevents the formation of new place fields 

but leaves pre-existing ones intact (Venditto et al., 2019). 

Although it might seem straightforward to assume that MSDB GABAergic projections 

pace theta oscillations in the hippocampus, juxtacellular recordings combined with subsequent 

anatomical tracing of theta-bursting MSDB neurons have uncovered a greater complexity in this 

pathway. The Somogyi Lab identified distinct septo-hippocampal projecting GABAergic 

subtypes, as low-rhythmic, orchid, Teevra or Komal neurons that differed in projection and 

physiology (A. Joshi et al., 2017; A. Joshi & Somogyi, 2020; Salib et al., 2019; Unal et al., 2018), 

further underscoring the complexity of theta generation and it influence on the MTL (Figure 1). 

Cholinergic septo-hippocampal projections further complicate MSDB’s role in 

memory. Microdialysis experiments showed that ACh release in the HC increases during learning 
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and memory recall (Fadda et al., 2000; Ragozzino et al., 1996; Stancampiano et al., 1999), 

moreover chemogenetic activation of MSDB ACh cells induces a similar effect (Missault et al., 

2022). Conversely, antagonizing ACh in the hippocampus (Mishima et al., 2000), or selective 

depletion of MSDB ACh neurons impairs memory performance (Berger-Sweeney et al., 2001). 

Furthermore, individual cell types in hippocampal areas express a diverse array of AChRs and 

receive direct inputs from MSDB cholinergic fibers. This indicates that, in addition to enhancing 

theta oscillations, these inputs play a complex neuromodulatory role in hippocampal computations.  

Figure 1. Representative unit activity and rhythmicity of septo-hippocampal GABAergic projecting 

subpopulations. A, Representative neuron showing tight coupling with stepping rhythm and hippocampal theta. 

B, (left) Inter-spike interval (ISI) and (right) speed modulation of a representative (top, green) Teevra and 

(bottom, purple) Komal neuron. C-E: (left) hippocampal oscillation and subsequent MSDB unit firing during 

immobile periods with autocollerogramm presenting rhythmicity (RI), and (right) similar as (left) but during 

locomotion. Frequency values in parenthesis show mean firing rate. Adapted from (A) Joshi & Somogyi (2020), 

(B) Joshi et al. (2017), (C) Salib et al. (2019) 
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Cholinergic activity requires precise timing for this effect. During low ACh activity, 

hippocampal sharp-wave ripples (SWRs) occur (Buzsáki, 1986), which support memory 

consolidation during NREM sleep and quiet wakefulness. Disruption of these ripples during sleep 

impair memory consolidation (Girardeau et al., 2009), and inappropriate activation of MSDB 

cholinergic neurons (at reward location, but not during locomotion), can inhibit SWRs 

(Vandecasteele et al., 2014), consequently interfering with memory processing (Jarzebowski et al., 

2021).  

Beyond spatial memory, social memory, mediated by the ventral subdivision of the 

HC started gaining the field’s attention. Interruption of HC-nucleus accumbens (NAc) impairs 

discrimination of novel vs familiar conspecifics (Okuyama et al., 2016). SWR related 

consolidation occurring in the CA2, a classical HC subregion related to social memory (Hitti & 

Siegelbaum, 2014) was shown to specifically regulate social memory consolidation. MSDB 

cholinergic neurons showed an increased activity during social interactions. Moreover, activation 

of these neurons enhances social memory formation, while their focal ACh antagonist infusion to 

CA2 impaired this function (Pimpinella et al., 2021).  

Thus, while the MTL likely contains the core circuitry for memory processing, the 

MSDB provides essential input regarding synchronization and neuromodulation. As this 

dissertation does not focus on navigation, I would not dig into the details of this enormous field 

stated in the title of this subchapter. But it is important to reflect on these findings when we aim to 

understand the background of some of the roles mentioned below. 

1.1.3.2 Appetite 

Research over the past decade has uncovered cell-type-specific contributions of 

MSDB neurons to appetite regulation. Glutamatergic MSDB neurons have been shown to suppress 

appetite via direct excitatory projections to the paraventricular nucleus (PVN) of the 

hypothalamus, as chemogenetic and optogenetic activation of MSDB glutamatergic neurons leads 

to significant reductions in food intake without influencing locomotion or inducing anxiety-like 

behavior (Sweeney et al., 2017). This anorexigenic effect is mediated by the activation of 

corticotropin-releasing hormone (CRH) neurons in the PVN. In contrast, MSDB GABAergic 

neurons modulate appetite through the lateral hypothalamus (LH), they inhibit food intake by 

suppressing activity in orexin-expressing neurons of the lateral hypothalamus (LH) (Sweeney & 
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Yang, 2016). In their experiments, chemogenetic activation of MSDB GABAergic neurons 

decreased food consumption, whereas inhibition resulted in hyperphagia. Finally, the appetite-

suppressive effect of ACh, particularly on nicotinic ACh receptors (nAChR), is well known from 

everyday life. When individuals quit smoking, they often experience weight gain. This 

phenomenon, however, is not specific to the ACh release of MSDB ChAT+ population (Jo et al., 

2002). Ablation or chemogenetic suppression of MSDB cholinergic neurons enhances appetite, 

while optogenetic activation of the same population decreases food intake (Herman et al., 2016). 

A more recent study showed that activation of cholinergic neurons suppresses reward-related 

feeding through ACh transmission in the basolateral amygdala (BLA), suggesting a role of ACh 

in appetite as a form of motivation drift (Ortiz-Guzman et al., 2024). The hypothesis of 

motivational drift from hunger to fear-related responses aligns with studies examining how the 

need of food intake can be overridden by other behaviors (like Maslow's hierarchy of needs), such 

as social interactions or voluntary exercise (Petzold et al., 2023; Tesmer et al., 2024). 

1.1.3.3 Exploration and reward-seeking behavior 

When discussing motivation in the context of appetite, it is important to acknowledge 

that hunger is only one aspect of motivation for taxis. Other types of rewards, such as seeking 

information about the location of water, pups, or adult conspecifics, should also be considered. 

Under urethane anesthesia, the rhythmic activity of the posterior hypothalamic supramammilary 

nucleus (SuM) neurons is emerging phase-locked with hippocampal oscillations (Kocsis & Vertes, 

1997). VGluT2+ SuM neurons, which are part of the ascending pathway (Vertes, 1992), project to 

the MSDB (and also to the HC (Segal & Landis, 1974)), where their activity is tightly coupled 

with locomotion, and it modulates reward-seeking behavior (Kesner et al., 2021). Application of 

procaine to this projection pathway suppresses SuM input to the MSDB, reducing the amplitude 

and frequency of theta rhythmic activity (Kirk & McNaughton, 1991). On the other hand, 

enhancing SuM activity strengthens hippocampal theta, what is more, synchronizes it with theta 

oscillation in the medial prefrontal cortex (mPFC) and nucleus reticularis (NR) (Ito et al., 2018). 

The exact cell type or circuitry accounting for this phenomenon is still not clear, but the activation 

of the posterior hypothalamic SuM, supposedly through MSDB, induces rhythmical cortical 

arousal (Starzl et al., 1951), a similarly associated cortical state to locomotive behavior like 

hippocampal theta oscillation.  
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In a self-administration test using excitatory drugs like glutamate, GABAAR blocker 

picrotoxin, or nicotine, rodents learnt lever press (Ikemoto et al., 2004; Ikemoto, 2005; Ikemoto et 

al., 2006), suggesting the role of the SuM in rewarding behaviors. Recently, Kesner et al. (2021) 

demonstrated that optogenetic self-stimulation of SuM(VGluT2+) to MSDB projection mediates 

reinforcement. In this experiment, mice quickly learnt to press the lever associated with the 

excitation of SuM VGluT2+ neurons, and preferred that lever over the inactive one. In the reversal 

task, in which the active and inactive levers were swapped, they rapidly adapted to the new lever 

assignment. This effect aligns with ACh's role in increasing task engagement and attention in 

learning.  

A separate study showed that chemogenetic activation of MS VGluT2+ neurons 

improved the latency of learning a new rule in a strategy-switch task (Bortz et al., 2022), further 

emphasizing the importance of the SuM(VGluT2+) to MSDB(VGluT2+) monosynaptic 

connection (Kesner et al., 2021). Interestingly, SuM(VGluT2+) activity was reduced during 

sucrose water intake, but inhibition of these neurons did not suppress consumption. This suggests 

that SuM activity does not directly mediate appetitive behavior, but may be influenced by it, 

potentially through reciprocal input from the MSDB or via indirect pathways. Finally, using fMRI, 

they showed subsequent activation of VTA and dopamine release in the striatum, suggesting that 

SuM’s downstream projection influences the activity of VTA, possibly through the SuM-MSDB-

VTA axis.  

Additional evidence supporting the functional SuM-MSDB-VTA network underlying 

exploration was provided by the Remy group at the Leibniz Institute for Neurobiology (Mocellin 

et al., 2024). They showed that MSDB VGluT2+ neurons innervate VGluT2+ and dopamine 

(DA)ergic VTA populations, and that the activation of this pathway elicits whisking and sniffing 

(hallmarks of exploratory behavior in mice) prior to locomotion initiation. This pathway did not 

appear to regulate approaches toward food, objects, or social stimuli, but instead seemed specific 

to environmental exploration. Notably, since the VTA also projects to the hippocampus, the 

reciprocal connections within the SuM-MSDB-HC-VTA network form a complex relationship. 

Conducting future, precise, cell-type-specific studies could help unravel how exploratory behavior 

is regulated and what aspects of it are transmitted during exploration. Additionally, this pathway 

might also mediate reward-related learning—potentially even contrasting with aversion—as 
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midbrain dopamine nuclei have long been recognized for their critical role in learning processes 

(Schultz et al., 1994; Robbins & Everitt, 1996; Schultz et al., 1997). 

1.1.3.4 Nociception and aversion 

One of the earliest proposed functions of the MSDB is nociception, as local neurons 

have been shown to respond to sensory stimuli (Petsche et al., 1962). Early lesion studies of MSDB 

report reduced latency of escaping from aversive stimuli as heat, shock and sound stimulation, 

hallmarking hyperreactivity (Brown & Remley, 1971; Hayat & Feldman, 1974; Zin et al., 1977; 

Mercer & Remley, 1979). This question was recently revisited with a pain threshold test (Fan et 

al., 2023); the optogenetic excitation of MSDB VGluT2+  LH projection terminals resulted in 

lower paw withdrawal latency, indicating reduced pain threshold. In contrast, silencing these 

terminals had the opposite effect on pain threshold. Interestingly, none of these effects were 

observed when they were similarly exciting or inhibiting MSDB VGluT2+  SuM projection 

terminals in the same study. These results further prove that a distinct projection of the same region 

has different effects on behavior. 

Lateral Habenula (LHb) has a canonical role in aversion or punishment. In human 

subjects, activity of LHb correlated with the valence of the feedback on outcome prediction task. 

Specifically, negative feedback following the decision making of the participants increased LHb 

activity (Ullsperger & von Cramon, 2003). This effect is thought to influence learning through 

LHb's long-range GABAergic projections to reward-related dopaminergic midbrain areas as VTA 

or substantia nigra (SN) (Herkenham & Nauta, 1979; Ji & Shepard, 2007). Brief, microsecond 

long electrical activation of LHb reduces almost 100% of VTA and SN DA neuron activity, while 

it facilitates the activity of non-DA cell types in the same region, which effect is sensitive to the 

application of a GABAAR antagonist in the midbrain (Ji & Shepard, 2007). 

MSDB VGluT2+ projection to LHb mediates place avoidance behavior (G.-W. Zhang, 

Shen, et al., 2018). In this study, the authors used a two-compartment place avoidance paradigm, 

where one compartment was exposed to wind from a fan or to noise, while the other remained 

neutral. Mice preferred the neutral chamber over the aversive one, but muscimol silencing of 

MSDB reduced place avoidance of windy/noisy aversive chambers in these animals. Further 

testing revealed that a subset of MSDB neurons was recruited shortly after the presentation of an 

air puff or a pulse of noise, indicating that the MSDB codes multisensory aversive stimuli. This 
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sensory activation was prevented via muscimol silencing of the periaqueductal gray (PAG). In 

another paradigm of 2 neutral chambers, optogenetic activation of MSDB in one of the chambers 

induced avoidance of that compartment. More specifically, the selective activation of VGluT2+ 

MSDB neurons induced avoidance, antagonistically, the selective activation of GABAergic 

MSDB population promoted preference of the stimulation chamber. Interestingly, the results 

showed, that MSDB VGluT2+ populations projecting to LHb and to medial preoptic area (mPOA) 

have distinct behavioral roles, as selective MSDB  POA projection, but not the MSDB  LHb 

projection induces locomotion, hinting segregate projection pathways of the 2 behaviors of 

motivation and locomotion. This could be further supported by studies showing that stimulation 

of MSDB to LH or VTA projections can influence locomotion (An et al., 2021; Mocellin et al., 

2024), while MSDB to HC projections are more closely associated with motivation and task 

engagement, consistent with the LHb projection. Although cross-talk of these behaviors is 

expected based on collateral computation within the MSDB, the segregation of pathways for 

motivation and locomotion needs further investigation. 

1.1.3.5 Locomotion, navigation, and theta rhythmogenesis 

The control of locomotion in mammals relies on a hierarchical organization of neural 

circuits, integrating descending inputs from the brain with spinal networks that generate rhythmic 

and coordinated movement patterns. In rodents, this systems-level control of motor initiation, 

modulation, and adaptation involves key structures, including the basal ganglia (BG), the lateral 

hypothalamus (LH), the substantia nigra (SN), the cerebellum, the mesencephalic locomotor 

region (MLR), the reticular formation (RF), and spinal central pattern generators (CPGs) (Shik et 

al., 1966; Armstrong, 1986; Brudzynski et al., 1993). The current scientific consensus suggests 

that the basal ganglia (BG) are responsible for selecting the type of locomotor behavior (e.g., 

walking, galloping, and swimming). In contrast, descending pathways, such as the MLR or other 

brainstem locomotor centers, execute the selected behavior by activating the CPG through the RF. 

Supporting evidence indicates that electrical stimulation of these regions induces distinct 

locomotor modalities (Kiehn & Dougherty, 2013; Mori, 1990). Albeit the literature of locomotion 

related research is so enormous that could complete another thesis, I will focus on the role of the 

MSDB and its related circuit in locomotion.  
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The earliest identified functions of the MSDB is its role in modulating hippocampal 

theta activity, which underpins learning, memory, and arousal (Green & Arduini, 1954), and its 

involvement in sensory integration (Petsche et al., 1965). The first study connecting hippocampal 

theta to voluntary motor behaviors emerged in the late 60’s (Vanderwolf, 1969). Vanderwolf 

(1969) demonstrated that high-effort voluntary movements, such as jumping, locomotion, or 

rearing, are preceded by hippocampal rhythmic activity. In contrast, fine motor actions, including 

head or paw movements and the initial phases of grooming, elicited hippocampal theta activity 

with lower amplitude and a 1-2 Hz reduction in frequency compared to that observed during 

locomotion. Immobile actions as immobile whisking or chewing led to asynchronous HC activity. 

These findings were later reinforced by others (Whishaw & Vanderwolf, 1973), and provided early 

evidence for the involvement of MSDB in locomotion, which was further supported by decreased 

locomotor activity of rats after selective lesion of the MS, but not the LS (E. H. Y. Lee et al., 1988).  

HC and EC theta activity is speed-dependent, with faster running associated with 

higher theta frequencies, driven by rhythmic burst discharges originating in the MSDB (Petsche et 

al., 1962, 1965; Gogolák et al., 1968). While stepping frequency is regulated by the CPG in the 

medulla—a distant region—stepping and theta frequencies remain tightly coupled at higher 

locomotor speeds (A. Joshi et al., 2017, 2023; A. Joshi & Somogyi, 2020). This points on 

coordination between descending locomotor pathways and the MSDB. The stimulation of RF is 

shown to elicit theta rhythmic activity in the MSDB and HC (Petsche et al., 1965; Torii, 1961; 

Vertes, 1982), further implicating the MSDB as a candidate region through which theta and 

stepping attain synchronization. 

Recent studies highlight the role of MSDB VGluT2 neurons in starting and 

maintaining movement and locomotion (Fuhrmann et al., 2015; Justus et al., 2017; Mocellin et al., 

2024; G.-W. Zhang, Shen, et al., 2018). Using fiber photometry, Fuhrmann et al. (2015), showed 

that the activity of these cells precedes and aligns with movement. Optogenetic stimulation of 

MSDB VGluT2+ neurons consistently triggered running, with the animal's velocity and 

hippocampal theta frequency showing a clear correlation with the stimulation frequency. Precisely, 

a 12 Hz stimulation of MSDB VGluT2+ population induced locomotion with a higher speed than 

9, 6, and 3 Hz. The emergence of HC theta, but not running was reduced by focal MSDB infusion 

of D-AP5 and NBQX, which was further supported by others (J. Robinson et al., 2016; Mocellin 
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et al., 2024). This suggests that while MSDB VGluT2 cells influence hippocampal theta within 

the MSDB (proposedly by their collateral drive of PV+ GABAergic neurons (Kocsis et al., 2022)), 

their role in initiating movement likely depends on connections outside the area. The study went 

further and reported that MSDB VGluT2+ neurons form reciprocal connections with brain areas 

related to locomotion, pupil change and whisking (SuM, LH, median raphe, ventromedial 

hypothalamus). Out of these, they investigated one projection, namely the optogenetic stimulation 

of the glutamatergic projecting fibers locally in the HC that influenced pyramidal cell (PC) activity 

proposedly through feed forward inhibition onto their apical dendrites, proposing the role of this 

projection in information gating. 

The effect of MSDB VGluT2+ population on hippocampal theta was also examined in 

a parallel study (J. Robinson et al., 2016). The MSDB stimulation of these neurons (but not their 

axonal projection through the fornix) elicited HC theta tightly following the stimulation 

frequencies between 4 – 10 Hz, emphasizing the importance of MSDB collateral excitation. This 

was further confirmed by in vitro MSDB preparation, where optogenetic excitation of VGluT2+ 

cells triggered depolarizing postsynaptic potentials in local putative GABA- and cholinergic 

neurons.  

This aligns with the broader concept that the MSDB serves as a central hub, linking 

locomotion with rhythmic activity in the brain. In fact, seminal studies have provided additional 

insights into the alignment of MSDB activity with stepping (A. Joshi et al., 2023; A. Joshi & 

Somogyi, 2020). These findings help explain why, although theta oscillation frequency correlates 

with the animal's speed during active movement (King et al., 1998; Czurkó et al., 1999), this 

coupling between theta frequency and velocity diminishes when the animal is passively 

transported (Terrazas et al., 2005; Winter et al., 2015). This synchronization is particularly 

important in memory formation and retrieval, as one theta cycle is composed by information flow 

of past, present, and future experiences (A. Joshi et al., 2023). This phenomenon is better 

understood through phase precession, where the phase of theta-locked rhythmic firing shifts to 

earlier phases in successive theta cycles as the animal approaches (future) and moves away from 

(past) the center of the place field (present) (O’Keefe & Recce, 1993; Skaggs et al., 1996). 

Decoding the animals’ position from neural firing of parahippocampal and HC cells confirms this, 
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further underscoring the complexity and elegance of this system and the crucial role of step-to-

theta synchronization (A. Joshi et al., 2023; Vollan et al., 2024). 

During locomotion, the brain continuously updates positional information. Successful 

encoding of past locations helps us navigate, forming a place code that integrates visual flow, 

vestibular input (acceleration), and self-motion cues (Etienne & Jeffery, 2004). For instance, in the 

dark, we can often navigate our way to the bathroom without visual cues, relying on self-motion 

information. Accurately estimating step size is challenging, making proprioceptive information 

alone insufficient (Terrazas et al., 2005). Visual input is essential to resolve visuo-proprioceptive 

mismatches, such as discrepancies between stepping patterns and visual flow when they are 

misaligned (Gothard et al., 1996). Later it was suggested that this conflict of perception is mediated 

by convergent visual and locomotory inputs integrated by EC (Campbell et al., 2018) and 

indirectly by the HC. Lesioning or deactivating the MSDB not only eliminates theta activity in the 

entorhinal cortex (EC) and hippocampus (HC) (Rawlins et al., 1979; Mitchell et al., 1982; Brandon 

et al., 2011; Koenig et al., 2011), but also disrupts navigation, likely by impairing the transfer of 

kinesthetic information. Notably, lesions in the EC or MSDB—but not the HC—result in deficits 

in estimating traveled distance in a linear distance estimation task (Jacob et al., 2017). Virtual 

reality approach enabled decoupling self-motion and visual information in head-fixed animals, 

confirming the importance of the EC (Chen et al., 2013). Convincingly, another compelling study 

also tested the controversies in stepping and visual flow mismatch (Jayakumar et al., 2019). In this 

study, researchers placed the animals on a circular track under a dome screen, and recorded HC 

place cells. Modulating the gain of the visual environment so that it gradually follows or lags 

behind the animal's movement alters the place field representation based on the available visual 

cues, rather than the animal's internal perception of the distance traveled. 

 One proposed mechanism for updating location based on self-motion involves EC 

speed-modulated cells. EC speed cells are mostly fist-spiking inhibitory PV+ neurons projecting 

to the HC (Ye et al., 2018). They were first studied in an experiment where rats were placed into 

a controlled cart without a bottom or were let to forage freely (Kropff et al., 2015). It is proposed 

that EC speed cells integrate speed signals arriving from the MSDB (Justus et al., 2017), and that 

MSDB inherits that signal from the MLR, more precisely the pedunculopontine nucleus (PPN), as 

PPN projects to MSDB (Hallanger & Wainer, 1988). Optogenetic activation of PPN neurons 
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elicited monosynaptic latency firing in the MSDB (~5 ms), and disynaptic-like latency is 

observable in the EC (~15 ms) (Carvalho et al., 2020). Activation of PPN fibers locally in the 

MSDB resulted in increased activity of EC speed cells with ~10 ms latency, further validating the 

functional role of this pathway. 

In summary, MSDB is pivotal in orchestrating locomotion and navigation, acting as a 

central hub that integrates sensory inputs and motor signals to sustain rhythmic activity and 

continuously update positional information. 
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1.2 The effect of locomotion on sensory processing 

Locomotion is known to influence neural sensory processing by influencing the 

cortical state and engaging state-dependent mechanisms that prioritize behaviorally relevant 

stimuli and improve sensory discrimination. These effects are mediated by neural circuit dynamics 

and arousal-dependent neuromodulation, enabling cortical systems to adapt sensory processing 

during movement. Experimental data showed how locomotion induces sensory-input biases and 

their correlation with functional or behavioral outcomes in sensory discrimination and perception 

across various sensory modalities, particularly vision and audition (Vinck et al., 2015b; G.-W. 

Zhang, Sun, et al., 2018). This cortical-state change is also represented in pupil diameter (Reimer 

et al., 2014), which is known to be tightly correlated with cortical NE and ACh levels (Reimer et 

al., 2016). This reflection of cortical state is so potent that pupil change could solely serve as a 

readout of cortical activity (Raut et al., 2023). In this context, the locus coeruleus (LC) (primary 

source of ascending noradrenergic pathways) and the BF (cholinergic nucleus), including the 

medial septal area (MSDB), are key players in mediating these locomotion-induced changes in 

cortical activity (Berridge & Waterhouse, 2003; Goard & Dan, 2009). 

One of the earliest proposed mechanisms of MSDB is nociception. Old lesion studies 

of MSDB report reduced latency of escaping from aversive stimuli as heat, shock and sound 

stimulation, in other words, hyperreactivity (Harvey & Lints, 1965; Brown & Remley, 1971). 

Recordings from MSDB also show activity change to sensory inputs, not only pain (Hayat & 

Feldman, 1974). This implies increased arousal, during which HC theta is also present (Green & 

Arduini, 1954). Additionally, cell-type aspecific MSDB stimulation influences the amplitude of 

light-flash evoked field potentials in the visual cortex (Lorens & Brown, 1967). These suggest that 

arousal-related processing could be a relevant mechanism involving MSDB and septo-

hippocampal interactions, and could spread to the cortex influencing cortical state and attention 

(Harris & Thiele, 2011). 

We learn better when we pay attention; therefore, it is hard to distinguish between 

learning and attention. A recent study highlighted MSDB’s role in auditory fear conditioning (FC) 

paradigm (G.-W. Zhang, Sun, et al., 2018). The authors describe a multi-relay pathway from the 

cochlea to the MSDB through the PPN and the PAG, which pathway transfers auditory related 

information selective to disturbingly high dB noise, but not pure tones. This auditory response was 
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prominent in the EC, output region of the MSDB, but sensitive to AMPAR antagonist DNQX. 

Moreover, silencing MSDB with lidocaine diminished this response. Building up a FC paradigm 

using disturbing noise conditioning stimulus revealed the importance of MSDB in auditory 

learning. In line with the literature, this proves the importance of MSDB in learning. This effect 

may be similar to the gain-modulation of the primary visual cortex (V1) discussed below (Fu et 

al., 2014; McGinley et al., 2015). 

A central aspect of arousal is locomotion-induced gain modulation of sensory 

responses (Eldar et al., 2013). In the V1, locomotion enhances stimulus encoding by reducing noise 

correlations and improving temporal reliability of neural population activity (Niell & Stryker, 

2010; Vinck et al., 2015b; Dadarlat & Stryker, 2017). In particular, visual stimuli presented during 

active locomotion lead to long-lasting potentiation in V1 (several days), a process that is NMDA 

receptor-dependent (Kaneko et al., 2017). This potentiation is reduced in stationary mice compared 

to the runners. Although this effect on V1 is proposed to be mediated by afferents from the MLR, 

literature on attention and gain control involving MSDB investigations identify direct ACh input 

to cortical VIP+ cells (Fu et al., 2014). In this study, VIP+ cells (inhibitory neurons inhibiting other 

GABAergic neurons) were shown to have a potent tuning of locomotion in the visual, auditory 

and barrel cortices; but antagonizing nAChRs locally diminishes speed tuning. Furthermore, 

optogenetic activation of these neurons enhances V1 visual response in still standing animals, 

while the ablation of VIP+ cells reduced the effect of locomotion on the cortical response. This 

bidirectional investigation serves as evidence of the MSDB effect on multi-sensory integration 

during locomotion through cholinergic transmission. 

One aspect of locomotion is luminescence independent pupil dilation, a canonical 

hallmark of the sympathetic system. A dilated pupil enables a higher load of visual input, 

supporting better visual discrimination and learning. Pupil change also occurs in stationary animals 

during cognitive processing and task engagement (Beatty, 1982; Wang & Munoz, 2015), thus it is 

used as a readout of arousal (Hess & Polt, 1964; Bradshaw, 1967; Vinck et al., 2015b). 

Furthermore, as pupil change predicts LC dynamics and LC electrical stimulation dilates pupil (S. 

Joshi et al., 2016), they also serve as an indirect measure of LC activity (Iriki et al., 1996). These 

small fluctuations in pulse diameter during quiet wakefulness are also referred to as microarousal 

episodes, and reflect cortex wide change in NE and ACh activity (Reimer et al., 2016). In their 
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study, authors imaged cortical NEergic and cholinergic axonal activity, arising from LC and BF, 

respectively, and compared their results with velocity and pupil diameter. Upon locomotion 

initiation, cortical NE activity peaks and slowly decays during acceleration to a steady-state 

locomotion level, maintaining higher activity than baseline (no run). Cholinergic neurons show 

constantly high activity throughout movement. During microarousal episodes, transient peaks in 

neuromodulatory signals precede pupil dilation, with NE signals leading by approximately 1 s and 

ACh signals following at a lag of about 0.5 seconds before pupil dilation (Figure 2).  

The LC is known to be one of the main source of ascending noradrenergic pathways, 

sending axonal projections to the MSDB, which in turn influences cortical activity (Herz & 

Gogolák, 1965; Pickel et al., 1974; Segal, 1976). In this latter study from Segal, he showed that 

short electrical stimulation of the LC resulted in long latency (30-100 ms), long duration (100 – 

Figure 2. Imaged Ca2+ activity of neuromodulatory synaptic terminals in the cortex. A, Average NE signal (blue) 

in comparison with pupil (grey), and velocity (green) of the animal during locomotion. B, Similar to A, but with 

averaged ACh terminal imaged Ca2+ activity (orange). C, Temporal sequence of both neuromodulatory signals. 

D, Average NE signal (blue) in comparison with pupil (grey) in stationary pupil fluctuation during microarousal 

episodes. E, Similar to A, but with averaged ACh signal. F, Phase relationship of the two signals further 

explaining the dynamics between neuromodulatory signals and pupil. Adapted from Reimer et al., (2016) 
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300 ms) increases of MSDB population firing. Application of a longer, 1 s LC stimulation 

persistently modulated MSDB by maintaining an increase of population firing that lasted for 

several seconds. It is reasonable to speculate that this long-lasting activity may be mediated by 

persistent firing neurons in the MSDB, but this idea remains to be tested.  

The LH has a proposed role in locomotion initiation. Using Ca2+ imaging, Karnani et 

al. (2020) pointed to the orexinergic (ORX) LH population being recruited shortly before, and 

during locomotor activity. They tested 3 means of locomotion initiations: voluntary movement 

initiation, and locomotion triggered by optogenetic activation of ORX neurons or by sensory 

stimulation of the animal. The activity change preceded locomotion onset for all three cases with 

about 1 – 3 s, with inverse relationship between optogenetic stimulation frequency and run latency 

from stimulation onset. A similar long latency was observed with sensory stimuli (like air puff, 

LED flash and different odors), where the stimulus onset activated most of the ORX neurons. 

However, locomotion was initiated only 1 – 3 s after the sensory stimuli, shortly before the Ca2+ 

signal reached its peak (Karnani et al., 2020), suggesting a preparatory period of LH activity before 

the animal starts running. Interestingly, motor preparatory activity is also present in the SN and 

BG, but the latency of locomotion compared to increased neural firing is rather on the sub-second 

timescale (Cui et al., 2013; da Silva et al., 2018). Another series of studies identifying LH 

projections and afferents revealed that this brain region is, like MSDB, considered as a sub-cortical 

hub due to its interconnections with almost the entire brain (Peyron et al., 1998). A retrograde 

labeling study investigated the LH neurons projecting to MSDB and to the spinal cord, and showed 

an overlapping population of those projecting neurons (Bittencourt & Elias, 1998). Moreover, 

activation of MSDB VGluT2+ terminals in the LH leads to a state transition of the animal from 

sleep to wakefulness (An et al., 2021), further suggesting MSDB role in locomotion. 

The LH sends ORX projections to the LC, with LH ORX neurons being activated 

during locomotion, regardless of the underlying cause or reason for movement initiation (Karnani 

et al., 2020). These neurons also influence pupil size via the LC (Grujic et al., 2023). Optogenetic 

inhibition of LC norepinephrine (NE)-ergic neurons or systemic administration of an ORX 

antagonist suppresses the effect of LH ORXergic activation on pupil size. However, it remains 

unclear whether the LC receives direct input from MSDB VGluT2+ cells or if this input is 

mediated indirectly through the LH. 
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An et al. (2021) revealed that MSDB VGluT2+ innervates the LH, and the optogenetic 

activation of this projection in the LH transitioned the animal’s behavior state from sleeping to 

wake, or active. This observation is in line with Yang Dan’s hypothesis (tested in the SN (Liu et 

al., 2020)) that there are discrete behavioral states that are sequentially transitioning into one 

another, namely locomotion  movement  quiet wakefulness  slow wave sleep  

movement, which is represented widely throughout the brain in the form of sleep promoting and 

wake promoting neurons. Related to this, one can wonder about An et al. (2021) may have induced 

locomotion following MSDB VGluT2+ -LH pathway activation. However, they did not include 

speed analysis in their study. Anesthesia studies, targeting wake-promoting glutamatergic 

populations that transition rodents from deep anesthesia to wakefulness support this hypothesis 

(Tai et al., 2014; Xia et al., 2024). 
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1.3 Whisking 

Whisking is another important aspect of locomotion, and it serves as a sensory input 

for rodents and other mammals helping with navigation and exploration, especially in darkness, 

providing essential tactile information for safe movement (Niederschuh et al., 2015). Stationary 

whisking has similar cortex-wide effect regarding synchronicity and state influence as locomotion, 

ie. amplifying sensory modalities (Crochet & Petersen, 2006; Reimer et al., 2014). Aroused 

cortical state is the hallmark of MSDB cholinergic activity. The barrel cortex, like the visual and 

auditory cortices discussed earlier, receives cholinergic input (Eggermann et al., 2014). Given this 

cholinergic drive, and considering the role of the barrel cortex in processing sensory input from 

whiskers, it is reasonable to suspect that MSDB is involved in the neural representation of 

whisking, but this idea remained to be tested.  

This aligns with recent findings by Mocellin et al. (2024), who observed facial motion 

preceding locomotion as an expression of exploration when VTA terminals of the MSDB 

VGluT2+ population were stimulated. This observation is consistent with existing literature 

identifying whisking as a preparatory act for locomotion (Sofroniew et al., 2014). However, it 

remains an open question whether the projecting fibers indirectly induce whisking by activating 

postsynaptic executive cells or if the MSDB population itself directly represents whisking activity. 

Interestingly, studies investigating coupling between whisking and other rhythmic phenomena 

(like sniffing, stepping, or theta) reported contradictory results. Studies measuring 4 – 12 Hz 

whisking frequency postulated general synchronicity between these modalities (Ranade et al., 

2013; Chakrabarti et al., 2022). Whereas others showed the absence of this type of systemic 

synchronization, and reported faster whisking in the 10 – 30 Hz range (Niederschuh et al., 2015). 

This contradiction is potentially due to distinct whisking patterns present during locomotory 

whisking and exploratory whisking (Berg & Kleinfeld, 2003), but the mechanisms underlying 

these phenomena are underexplored. 

Compared to rhythmicity, positional modulation of the vibrissa is more thoroughly 

studied. Whiskers are pointing towards objects, and their position is modulated during turning. To 

test whether and how mice naturally rely on whisking in narrow corridors, Sofroniew et al. (2014) 

built a head-fixed, closed-loop tactile VR system where they placed two small walls on both sides 

of the animal at the level of the vibrissae while the mouse was running on a spherical ball. 
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Adjusting the distance of these walls with respect to the animal, but keeping the wall-to-wall 

distance constant (modelling a slight turn in the burrow) made animals take turns, positioning 

themselves again to the center of the “corridor” even in complete darkness (Sofroniew et al., 2014). 

Additionally, during turning or adjusting the locomotion angle relative to the head's fixed axis, the 

whiskers appeared to 'steer' the animal in the turning direction. Specifically, the whiskers on the 

turning side were more retracted compared to those on the contralateral side. Furthermore, the 

study showed that whisking preceded and maintained during locomotion (Figure 3), and correlated 

with locomotion velocity. They also report 2 peak frequencies on the whisking power spectrum 

around 4 and 17 Hz, with the slower frequency coupled with stepping. Breathing also shares a 

similar low frequency range with whisking (Ranade et al., 2013). A stepping-breathing coupling 

is reported in other mammals and even in birds, where breathing is coupled with wing stroke 

(Bramble & Carrier, 1983). 

Figure 3. Parameters of whisking. A, Top view of whisking behavior during stationary and running periods. B, 

The power spectrum of the oscillating whisking forms 2 distinct peaks around 4 and 17 Hz. C, Mean whisking 

frequency in relation with locomotor velocity. D, Representative traces of simultaneous whisking (grey) and 

running (black) superimposed. Note the preparatory whisking before run initiation. E. Mean speed tuning of the 

stepping akin lower band whisking oscillation. F, Representative whisking trace in relation with strides. Adapted 

from Sofroniew et al., (2014) 
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Although the role of whisking in navigation and sensory processing has been 

extensively studied, further research is required to uncover the precise neural mechanisms 

connecting whisking, movement, and cortical states, particularly in relation to the MSDB and its 

associated pathways. 
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1.4 Persistent firing 

The classical model of neural firing incorporates spatio-temporal summation of 

dendritic inputs integrated at the soma. When the input reaches a threshold, the neuron generates 

an AP, and returns to its resting state. In contrast, persistent firing (PF) is a characteristic sustained, 

even seconds long change in neural activity discharge that outlasts the stimulus offset. This 

prolonged activation particularly fits with cognitive processes, when a specific input is needed to 

be present for behaviorally relevant time scales, like in working memory (Fuster, 1973; Funahashi 

et al., 1989), the head direction system (Yoshida & Hasselmo, 2009), in plasticity and learning 

(Knauer et al., 2013) sensory input to motor command transformation (Di Prisco et al., 2000), and 

motor planning in delayed response task (N. Li et al., 2016). Additionally, PF has also been 

observed in defensive behaviors, highlighting its role in maintaining relevant neural states beyond 

the immediate stimulus (Kennedy et al., 2020). These behaviors share one aspect, a certain neural 

population maintains its activity to execute prolonged actions. Pupil microdilations (Petty et al., 

2021), and short whisking are hallmarks of micro arousal episodes, i.e. prolonged bursts of 

attention segmenting quiescence. However, whether this process is also governed by PF 

mechanism remained to be investigated. 

1.4.1 Mechanism of Persistent Firing 

PF can be influenced by both the intrinsic properties of neurons and network dynamics, 

with network effects typically playing a role in its duration by mediating termination through 

synaptic inhibition (Anderson & Strowbridge, 2014). The intrinsic mechanisms often involve 

depolarizing cation currents. More specifically, certain neurons employ persistently active Na+ 

channels, which differ from regular voltage-gated Na+ channels by maintaining Na+ current and 

thus depolarization for a longer duration (Yamada-Hanff & Bean, 2013). In other regions, Ca2+-

dependent mechanisms contribute to PF with certain voltage-gated Ca2+ channels, like L- and T-

type channels (Otsuka et al., 2001; Hughes et al., 1999; O’Malley et al., 2020). These mechanisms 

have been demonstrated in vitro without requiring pharmacological agents, though certain ligands 

like carbachol (a muscarinic ACh receptor agonist) may help in expressing these firing patterns. 

Carbachol-induced persistent firing is mediated via calcium-activated nonselective cation currents 

(ICAN), and the test of these mechanisms usually requires muscarinic ACh receptor (mAChRs) 

activation (Haj-Dahmane & Andrade, 1996; Rahman & Berger, 2011).  
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For instance, Egorov et al. (2002) provided a detailed insight into PF mechanism at the 

cellular level using in vitro recordings from EC layer V neurons. During recordings, the GABA- 

and glutamatergic synaptic transmission was antagonized, and carbachol was applied to the bath. 

Neurons were depolarized by brief current injections, and their response was observed. Following 

the depolarization of neurons by brief current injections, they showed long lasting Ca2+ plateau 

potentials triggering a sustained train of AP firing that persists even after the current injection 

offset. This persistent firing was graded, meaning the firing rate correlated with the strength of the 

initial stimulus, and mediated by mAChR mediated ICAN. Others have shown that besides mAChRs 

(Haj-Dahmane & Andrade, 1996), the most investigated mediators of ICAN are type I mGluRs 

(O’Malley et al., 2020), and transient receptor potential (TRP) channels, like TRPC4/5 (Z. Zhang 

et al., 2011), TRPM4 (O’Malley et al., 2020) and TRPM5 (Lei et al., 2014).  

In addition to intrinsic properties, PF can also arise from network dynamics, with 

recurrent excitatory synaptic connections playing a key role in maintaining activity over time. 

Studies on cortical microcircuits have shown that recurrent excitation generates and sustains 

activity even after external stimulation has disappeared. Balanced inhibitory inputs stabilized and 

prevented the system from runaway (Wang, 2001).  

1.4.2 Function 

One of the earliest observations of PF came from electrophysiological recordings in 

the dorsolateral prefrontal cortex (dlPFC) of monkeys performing delayed response tasks. Neurons 

exhibited elevated and sustained activity during the delay period, maintaining memory of the cues 

even after the initial stimulus was removed. This activity was maintained until the monkey made 

the decision or focused on the screen, but disengagement from the task led to the termination of 

PF, which is coherent with the above discussed role of ACh on attention (Himmelheber et al., 

2000).  

Kennedy et al. (2020) explored the role of PF in defensive behavior in the ventromedial 

hypothalamus (VMH). Firstly, they tested rat odor, which elicited long-lasting neural firing in the 

VMH, correlating with the duration of freezing. Similar to rat odor, optogenetic activation of VMH 

neurons also elicited PF and defensive behaviors that persisted well beyond the stimulation offset. 

Different subpopulations of VMH neurons were selectively activated by specific types of threats. 

For example, some neurons responded to predator odors, while others reacted to visual or auditory 
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stimuli. Importantly, overlapping, yet distinct subsets of neurons encoded different threats, 

maintaining stimulus-specific representation during persistent activity. Pharmacological 

abolishment of local synaptic connections prevented PF, and avoidant behavior, which supported 

their claim that recurrent excitatory-inhibitory interactions could underlie these phenomena. It is 

not with certainty to conclude whether the authors excluded the artificial effect of the 

pharmacological dissection of sensory pathways in the thalamus (whisking is also represented in 

VMH), which could also explain this effect.  
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1.5 MSDB to HPC projection 

The hippocampus is a medial temporal lobe structure that is involved in episodic 

memory and spatial navigation (O’Keefe & Dostrovsky, 1971). A significant amount of research 

provided evidence that there are major differences in the dorsoventral axis of the hippocampus, 

regarding their connectivity (Swanson & Cowan, 1977; Cenquizca & Swanson, 2007), molecular 

profiles (Fanselow & Dong, 2010). As for their functions, while the dHC is involved in accurate 

coding of spatial location guiding navigation, vHC is known to have a pivotal role in social 

(Okuyama et al., 2016) and emotional (Henke, 1990) behavioral responses, and context 

recognition. The picture, however, should be more complex, as other comparative studies fail to 

distinguish these roles thought to be specific. For example, both poles of the HC are involved in 

odor recognition tasks based on their activation by cue odors (Biane et al., 2023), but dHC lesion 

impairs odor recognition in working memory task (Kesner et al., 2021), suggesting complex 

computations along the dorsoventral HC axis. 

Studies have shown that the above-mentioned functionality differences at least 

partially could originate from the information coding specificity between the dHC and vHC cells 

(Jung et al., 1994). It is well established that dHC place cells exhibit narrow place fields, 

characterized by tightly tuned firing patterns that create a sparse, location-specific code, thereby 

encoding relatively high spatial information. In contrast, vHC place cells have significantly 

broader place fields, indicating less precise spatial coding (Kjelstrup et al., 2008). This distinction 

exemplifies the numerous functional differences between these regions.  

Another line of research suggested that the molecular profile and the projection map 

differences should underlie these functional differences. For example, while the gene expression 

of the dHC correlates with cortical structures gene expression playing roles in navigation, the vHC 

genes correlate more with the gene expression of emotion and stress related areas (Fanselow & 

Dong, 2010). In addition, there are differences in the efferent projections of these structures, the 

dHC project to parahippocampal areas and to LS, while the vHC forms dense connectivity with 

the amygdala and hypothalamic endocrine nuclei (Swanson & Cowan, 1977).  

The MSDB provides extensive cholinergic, GABAergic, and glutamatergic 

projections to the HC (Freund & Antal, 1988; Sotty et al., 2003). These projections play distinct 

roles in regulating HC activity, with cholinergic neurons influencing learning and memory 
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processes through tonic neuromodulation, which modulates HC synchrony. Notably, selective 

ablation of cholinergic cells results in lower amplitude but unchanged frequency theta oscillations, 

suggesting that the cholinergic input plays a role in modulating theta rhythm (M. G. Lee et al., 

1994). Cholinergic cells, furthermore, could play a role in motivation shift, when the animal is 

hungry (Ortiz-Guzman et al., 2024). Ghrelin (gastrointestinal hormone secreted in hunger) 

mediated increase of neural activity in the vHC was observed (Wee et al., 2024). GABAergic 

neurons are crucial due to their rhythmic burst firing, they are critical in entraining hippocampal 

theta rhythms (Hangya et al., 2009). Meanwhile, glutamatergic projections, mediating 

hippocampal theta, likely play a role through gating EC input via activation of oriens lacunosum-

moleculare (OLM) interneurons (Fuhrmann et al., 2015). However, there may be other, yet-to-be-

identified functions of these projections. Reciprocally, HC also projects back to the MS through 

pathways primarily involving the subiculum and entorhinal cortex (Tóth & Freund, 1992). These 

interactions contribute to the dynamic interplay between regions, potentially allowing bidirectional 

modulation of rhythms and information flow. 

The projection bias between these 3 cell types may also contribute to distinguishable 

theta rhythmic activities of the two poles of the HC. In the dHC, the prominent type I theta, 

associated with locomotion and navigation, is resistant to HC infusion of mAChR antagonist 

atropine, and oscillates in the 7 – 12 Hz range. On the other end, type II theta, a 4 – 8 Hz oscillation 

during quiet wakefulness, anxiety and small movements is atropine sensitive (Green & Arduini, 

1954; Kramis et al., 1975; Sainsbury et al., 1987; Kocsis & Kaminski, 2006; Wells et al., 2013). 

A study showed that the HC synchronizes with the mPFC, a downstream anxiety related cortical 

region in open field test and on elevated plus maze (Adhikari et al., 2010). Theta-frequency activity 

in the vHC, but not dHC was highly correlated at baseline, and this correlation increased in both 

anxiogenic environments. Optogenetic excitation of a specific hippocampal interneuron 

population expressing the nAChR α2 subunit resulted in increased type II theta power in both the 

dHC and vHC, although this effect was more pronounced in the ventral hippocampus (Mikulovic 

et al., 2018). These findings provide additional evidence of the functional divergence between the 

dHC and vHC, potentially influenced by differences in their respective MSDB cholinergic inputs. 

Considering the critical role of the MSDB in hippocampal theta activity and its status 

as a major input source to the HC, it is essential to investigate whether septo-hippocampal 
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projections converge or diverge along the dorsoventral axis of the HC. A recent study revealed 

significant variability in the input projections to the dHC and vHC (Tao et al., 2021). Here the 

authors used rabies viral construct and tracked the retrograde synaptic partners of hippocampal 

neurons. They injected the tracer to Thy1-cre animals to the dHC or to the vHC, and showed that 

for example the olfactory areas send strong projection to the vHC but not to the dHC. In the 

contrary, they observed the opposite when they analyzed the isocortical afferents. Additionally, 

the study identified differences in projections from the MSDB to the dHC and vHC, specifically 

noting that a greater number of cells in the DB project to the vHC. However, questions remain 

regarding the neurotransmitter profiles of these projections, their similarities and differences along 

the dorsoventral hippocampal axis, and whether individual MSDB neurons simultaneously project 

to both regions. 

In addition to the neurotransmitter profile of septo-hippocampal projecting neurons, 

their further molecular details may enable them to fulfill specific roles (Kuhn et al., 2024). These 

subdivisions have already been discussed above regarding the GABAergic cells (PV+, SOM+, 

CR+). Recently, among cholinergic neurons, their expression of calbindin (CB) alias D28K, a 

vitamin-D dependent Ca2+ binding protein, further divides this population (X. Li et al., 2022; J.-L. 

Wu et al., 2024). Along the expression profile of various ion channels, and their morphology 

underlying their electrophysiological characteristics, their projection preference also distinguished 

them. Specifically, the CB+ cholinergic subpopulation mainly targeted the vHC, while CB- 

neurons the dHC. Additional mRNA profiling revealed that CB+, but not CB- neurons express 

specific apoptotic markers, which may explain the cholinergic cell loss in Alzheimer’s disease 

(Schliebs & Arendt, 2011). This thesis aims to further provide a detailed quantification of MSDB 

cell population projections along the dorsoventral hippocampal axis and discuss the potential 

functional implications of these anatomical differences. 
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2. The thesis 

This thesis explores the medial septum-diagonal band of Broca (MSDB), with a focus 

on its cellular mechanisms, circuit dynamics, and its role in locomotion, sensory integration, and 

hippocampal connectivity. Fuhrmann et al. (2015) demonstrated that a 1-second theta-frequency 

stimulation induces persistent running; however, the underlying cellular and network mechanisms 

remain unclear. To address this, we utilized Neuropixels technology, enabling large-scale 

recordings and a detailed examination of the MSDB network and its relationship with locomotion-

related behavioral variables. 

The overarching goal of this thesis is to uncover how specific neural populations and 

pathways within the MSDB contribute to distinct behavioral and physiological processes. The 

specific objectives are: 

1. To investigate how three aspects of animal movement—whisking, pupil dilation, 

and locomotor behavior—are synchronized by a specific brain region and neural populations 

2. To identify the role of persistent firing neurons in the MSDB 

3. To neurochemically characterize and quantify septo-hippocampal projections to 

dorsal and ventral hippocampal subfields. 
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3. Materials and methods 

3.1 Electrophysiological recordings of the MSDB and activating VGluT2 cells 

3.1.1 Transgenic mice 

In vivo experiments were performed in adult, 10–14 week old homozygous VGluT2-

cre mice (B6J.129S6(FVB)-Slc17a6tm2(cre)Lowl/MwarJ) of both sexes (The Jackson Laboratory, Bar 

Harbor, ME USA). Mice were group-housed before, and single-housed after the surgery under 12-

hour inverted dark and light cycle. All experiments were performed in the dark phase of the cycle 

with food and water ad libitum. All experimental procedures were approved by the local authorities 

of Saxony-Anhalt and performed in accordance with LIN regulations in agreement with the 

European Committee’s Council Directive. 

3.1.2 Surgery 

Stereotactic surgery was performed under deep isoflurane anesthesia (Vetflurane 

1000 mg/g, Virbac, Carros, France) in a stereotactic frame (MA-6N head-holder, GM4 anesthesia 

mask, Narishige, Tokyo, Japan) under the guidance of stereomicroscope (M80, Leica 

Microsystems GmbH, Wetzlar, Germany), and mice were kept at 30°C with a heating pad (Rodent 

Warmer X2, Stoelting Co, Wood Dale, IL, USA) throughout the surgery. After scalp removal, the 

skull was prepared, dried, a checkerboard pattern was carved into the bone, and phosphoric acid 

gel (37.5 %, Gel Enchant, Kerr, Kloten, Switzerland) was applied to increase the adhesion surface. 

A thin layer of Primer and Adhesive (Optibond, Kerr, Kloten, Switzerland) were applied to the 

skull avoiding the areas where the drill will have been used. A small craniotomy was drilled (Q 

Basic ST drill, Schick GmbH, Schemmerhofen, Germany; H71.104.003 drill bit, Komet Dental - 

Gebr. Brasseler GmbH & Co. KG, Lemgo, Germany) above the medial septum (+1.0 mm anterior 

and 0 mm lateral, relative to bregma), and the sinus was carefully pushed away by the 34G beveled 

needle of a Hamilton syringe (WPI, Sarasota, FL, USA), with its opening pointing to the midline, 

and channelrhodopsin (pAAV2.1-EF1a-double floxed ChR2-EYFP-WPR (H134R)) or opsin free 

virus (pAAV2.1-EF1a-double floxed EYFP-WPR (H134R) (Addgene, Watertown, MA, USA)) of 

400 nl was injected into each of two loci of the medial septum (4.5 mm and 4.0 mm ventral, relative 

to bregma) with 100 nl/min speed using motorized manipulators (Mini 23-XR motors, SM-7 

remote control pad, SM-10 control box, Luigs & Neumann GmbH, Ratingen, Germany) and 

micropump (UMP3 pump, Micro4 pump control, WPI, Sarasota, FL, USA). After injection, a 1 
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mm diameter circle (centered at AP: 1.0 mm, ML: 0.7 mm relative to bregma) was drawn and 

slightly carved into the bone to mark the craniotomy sight, and a small metal bar was placed above 

the posterior part of the skull for the acute head-fixed experiments (Luigs-Neumann, Ratingen, 

Germany). To prepare reference and ground electrode outposts, 3 craniotomies were made on the 

occipital bone, and into each craniotomy, a blunt ending golden pin connected silver wire was 

immersed epidural above the cerebellum. The skull was covered up with UV-curable dental 

cement (Gradia Direct Flo, GC Corporation, Tokyo, Japan), except above the carved window, that 

was covered by Kwik-sil (WPI, Sarasota, FL, USA) until the preparation for the acute experiment. 

After the surgery, animals were single-housed with a home cage treadmill to ensure their activity 

during the experiment. Animals were allowed to recover for 2 weeks before the habituation. 

3.1.3 Recording preparation 

After the mice were handled and habituated to head fixation, they were trained on the 

treadmill until they become good runners (meaning that they covered at least 20 m in 10 min). 

Before the experiment, mice went under isoflurane anesthesia, and the pre marked 1 mm 

craniotomy and subsequent duratomy was made. We made sure that the exposed brain tissue is 

always covered with saline, while a non-operating (dummy) Neuropixels 1.0 probe (IMEC, 

Leuven, Belgium) was immersed into the tissue to ensure penetration. After this test, the tissue 

was covered with 1% low melting point agarose (dissolved in saline) (Agarose low EEO, PanReac 

AppliChem, Darmstadt, Germany), and Kwik-sil, and mice were allowed to rest overnight, or at 

least 6 h before the acute probe immersion. 

3.1.4 Recording 

Before fixing the mice to the treadmill (length: 360 cm, width: 7 cm, color: black, no 

cue), the Neuropixels 1.0 probe (IMEC, Leuven, Belgium) combined with optical lambda fiber 

(Optogenix, Lecce, Italy) with 2.5 mm active length was gently painted with DiI (1 mM, Vybrant, 

Invitrogen, Thermo Fisher Scientific, Waltham, MA, USA) to later recover the site of recording. 

The combined probe (Fig 7a) was than immersed slowly into the brain (<5µm/s) with 10° angle 

until reaching the 5500 µm from brain surface. The probe was held for at least 15 min to stabilize 

the tissue, and to reach sufficient signal-to-noise ratio. The recording consisted 5 different 

protocols, where the 473 nm diode laser (LuxX473-80, Omicron-Laserage Laserprodukte GmbH, 

Rodgau-Dudenhofen, Germany) was controlled by custom written code (Igor Pro 7, WaveMetrics, 



39 
 

Portland, USA). We used 1) 1 s continuous wave stimulation with 2 min inter-stimulation intervals 

(IStI), 10 stimulations, 2) 500 ms cw stimulation with 20 s IStI, 5 or 10 stimulations, 3) 100 ms 

cw stimulation with 20 s IStI, 5 or 10 stimulations, 4) 5 ms cw stimulation with 20 s IStI, 5 or 10 

stimulations, and 5) 10 s long stimulation at 8 Hz with 1 ms pulse width. Only protocol 1 and 5 

were analyzed in this study. 

Electrophysiological data was acquired through the Neuropixels on board amplifier, 

transferred by a tether cable, and sampled at 30 kHz through an acquisition module (PXIe-1071, 

National Instrument, Austin, TX, USA), and by an interface module (MXI-Express x8, PXIe-8381, 

National Instrument) was further transferred to the acquisition computer (Z4, HP Inc., Palo Alto, 

CA, USA), controlled by Open Ephys software (v 0.6.4, Open Ephys Inc., Atlanta, GA, USA). 

One infrared lamp (LIU780A, Thorlabs Inc., Newton, NJ, USA) and two side cameras (acA2040-

90umNIR, Basler, Ahrensburg, Germany) were used to monitor the animals’ face and body, and 

the face camera signal was further analysed to acquire pupil signal (DeepLabCut 2.3.5, Mathis et 

al., 2018, Nath, Mathis et al., 2019), and camera motion energy (custom written code, Python). 

The speed of the animal was monitored by a rotation sensor built in the treadmill (Luigs-Neumann, 

Ratingen, Germany). 

3.1.5 Spike sorting 

After the recordings, we used Kilosort 3 (Pachitariu et al., 2024) to preprocess and sort 

the spikes, and subsequently phy software for manual curation (https://github.com/cortex-lab/phy). 

Good units were selected based on template waveform, refractory period validation, and amplitude 

distribution throughout the recording. Units were merged and split manually by the guidance of 

firing rate maps, waveform, anatomical location, and template principal component charts. The 

spike times for the good units were extracted to python for further analyses with Npyx package 

(Beau et al., 2021). 

3.1.6 Data analysis 

3.1.6.1 Software 

Data analysis was performed using custom-written scripts in Python v3.6.10, with the 

packages Numpy v1.19.2, Scipy v1.5.2, Neo v0.7.1, Elephant v0.6.2 and Matplotlib v3.3.2. 

3.1.6.2 Spiking activity 
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Persistent activity was defined as significantly increased firing rate in the time interval 

1–3 s after the stimulus offset (i.e. 2–4 s after the stimulus onset), compared to baseline calculated 

over 2 s before the stimulus onset. Only units showing persistent activity at least 50% in response 

to the 1 s stimulations (5 out of 10 stimulations) were considered persistent firing units. Persistent 

activity length was calculated by binning the spike trains to 200 ms bins, and a 2 s window before 

the stimulation was statistically tested against the 2 s window from stimulation onset. Then this 

latter 2 s window was shifted with 200 ms, and p-values were continuously collected. When the 

list of p-values increased above 0.05, the last AP from that time point was considered as the end 

of persistent firing. 

Optotagged units were identified with protocol 5), a train of 1 ms laser pulses at 8 Hz. 

Units that showed response at least 10% of the stimulation within 5 ms were considered 

optotagged. 

For identifying theta-rhythmic and bursting neurons, we adapted the method from 

(Kocsis et al., 2022). First, the autocorrelation function was calculated at a 1 ms resolution, 

smoothened by a 20 ms wide moving window and normalized to have an integral equal to 1. To 

assess whether the neuron is theta-rhythmic and/or bursting, we calculated two measures: the 

rhythmicity index (RI) and the burst index (BI).  

Theta-rhythmic neurons were characterized by their auto-correlation function where it 

shows significant modulation in the theta-frequency range. The RI is based on the comparison 

between the amplitude at the peak and at the trough of the autocorrelation function. To calculate 

the peak value, we first concatenated segments of the autocorrelation function in the lag intervals 

(110 ms, 150 ms) and (240 ms, 280 ms), where theta peaks are expected and denoted this signal 

acpeak. For the trough values, we similarly concatenated the lag intervals centered in between the 

expected peak position, i.e. (45 ms, 85 ms) and (155 ms, 195 ms) to obtain actrough. Then the RI is 

calculated as 

Cells with RI > 0.3 during periods of voluntary locomotion were marked as theta-

rhythmic. 
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For Burst units, we calculated burst indices (BI). Values in the lag interval (15 ms, 40 

ms) of the autocorrelation function, denoted as actheta, were compared with values in an extended 

interval (15 ms, 80 ms) denoted as acext. The BI was calculated as 

Cells with BI > 0.3 were considered bursting.  

3.1.6.3 Generalized linear model 

To investigate the unit coding of individual or conjunctive behaviors, we used a 

Generalized Linear Model (GLM) to infer unit activity based on the min-max normalized 

behavioral variables (CME, speed, pupil diameter). First, we grouped the behavioral variables as 

well as the spiking data into 20 second long windows centered around each voluntary run initiation, 

resampled the signals to an equal same sample rate, and finally binned the signals into bins of 

250 ms. A GLM for Poisson-distributed observables was then trained on 80% of the time windows 

for each animal consisting of the behavioral variables as predictors and the binned spiking as 

outcome variable using the statsmodels Python library (v 0.14.3). We then ran prediction of unit 

activity based on the remaining 20% of time windows and computed the R2 scores between the 

real and inferred data. To validate if the correlation is significant over chance, we bootstrapped the 

behavioral data by first dividing the behavioral data into blocks of 19 data points and randomly 

permuting the blocks, and second by circular shifting the time series by a given offset. The 

procedure was repeated 100 times, and units with the original R2 scores higher than 95% of the 

bootstrapped R2 scores were considered significantly predicting unit activity from the behaviors. 

Conjunctive coding was annotated to units having significant activity predictions by at least 2 

behavioral variables. 

3.1.7 In Vitro Experimental Procedures 

3.1.7.1 Slice preparation 

For MEA recordings of spontaneous and light-induced action potentials, with 

isofluran, we anesthetized adult (22–48 week old) VGluT2-cre mice that went under surgery 26–

60 day before the experiment, and 400 µm thick coronal MSDB slices were cut in ice-cold high 

sucrose artificial cerebrospinal fluid (ACSF) (mM): 85 NaCl, 75 sucrose, 2.5 KCl, 25 glucose, 



42 
 

1.25 NaH2PO4, 4 MgCl2, 0.5 CaCl2, and 24 NaHCO3; using Leica VT1200S vibratome. After 

cutting, slices were transferred to an interface chamber (Warner Instruments, Hamden, USA) 

containing standard ACSF (Maier et al., 2009) for recovery (mM): 125 NaCl, 3 KCl, 26 NaHCO3, 

2.6 CaCl2, 1.3 MgCl2, 1.25 NaH2PO4, and 15 glucose, oxygenated with 95% O2 and 5% CO2. 

MSDB slices were kept inside the interface chamber on lens cleaning tissue (Grade 105, Whatman, 

Maidenstone, England) allowing optimal oxygenation due to a laminar flow of preheated (35°C) 

ACSF above and underneath the slices for at least 30 minutes of incubation until they were used 

for the experiment, when the slices were transferred to the recording chamber for data acquisition. 

3.1.7.2 Microelectrode Array (MEA) recordings 

Extracellular waveforms in the MSDB slices in VGluT2-cre mice were recorded with 

a MEA2100-System (Multi Channel Systems, Reutlingen, Germany, RRID:SCR_014809) on 

60pMEA100/30iR-Ti MEAs with round titanium nitride electrodes, as described in Sosulina et al. 

(2021). In detail, the MS slices were positioned onto a 6 × 10 matrix of electrodes, with a spacing 

of 100 µm and an electrode diameter of 30 µm. ACSF temperature was adjusted to 35°C using 

heatable PH01 perfusion cannulas together with a TC01 controlling unit (Multi Channel Systems, 

Reutlingen, Germany). The position of the slice was stabilized by applying of a constant negative 

pressure of 25–30 mBar. Data were acquired with Multi Channel Experimenter (V 2.18.0.21200, 

Multi Channel Systems, Reutlingen, Germany) at 25 kHz sampling rate with an MEA2100-lite-

Interface Board. 

3.1.7.3 Optogenetic stimulation in MSDB brain slices 

Brain slices of VGluT2-cre mice expressing channelrhodopsin in the MSDB were used 

for optogenetic experiments. Optogenetic stimulation in slices was performed with a light fiber 

coupled 473 nm diode laser (LuxX473-80, Omicron-Laserage). The light fiber tip was placed at a 

distance of ≤ 5 mm to the slice. We used a custom-written Igor script stimulation protocol 

forwarded to the multielectrode array (MEA) board to synchronize the recording with the 

stimulation. The 30-min-long stimulation protocol consisted of 5 minutes of baseline period before 

and after the stimulation for sanity control of the condition of the slice, in between 10 pulses of 1 

s continuous laser stimulation with 2 min inter-stimulation intervals was applied. In 

pharmacological experiments, ACSF bath solution was changed after the 5th repetition of the 

stimulus to blocker cocktail containing ACSF solution serving as an inner control for our in vitro 
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experiments (µM): 10 NBQX, 50 D-AP5, 10 SR-95531, 1 CGP52432, 10 Atropin, 0.2 MLA, 1 

MCPG. 

For Ca2+ recordings, we used our standard ACSF solution (see above), but to adjust 

extracellular calcium concentration ([Ca2+]o) different concentration of CaCl2 was added, low 

[Ca2+]o contained 0 mM, mid [Ca2+]o contained 1.3 mM, and high [Ca2+]o contained 2.6 mM of 

CaCl2. ACSF with distinct [Ca2+]o levels were changed after the 5th repetition of the stimulus, and 

conditions followed each other semi-randomly for better comparison. In EYFP experiments the 10 

repetition protocol was applied without any change of the standard ACSF bath solution. 

3.1.7.4 Analysis of MEA experiments 

After data collection, slices were transferred overnight to 4% paraformaldehyde (PFA) 

solution, and were mounted for confocal tile-scan imaging (SP8, Leica, Germany). Only slices 

with EYFP expression were then used for data analysis. Recordings were exported to HDF5 format 

and were analyzed with Python. Data were preprocessed using 300–6000 Hz band-pass filter, and 

common median reference using Spikeinterface package (Buccino et al., 2020). Spikes were sorted 

with Tridesclous 2 sorter, and manually curated. Spike times combined with stimulation times 

were further analyzed. 

3.1.7.5 Statistical testing 

In the cases with clearly defined pairs of values (e.g. pre- and post-stimulus value of 

the mean firing rate), the two-sided Wilcoxon’s signed-rank test was used. In all other cases, the 

non-parametric two-sided Mann–Whitney U-test was applied, as the data were not normally 

distributed. 

3.2 Dorso-ventral projection difference of septohippocampal neurons 

3.2.1 Animals 

All mice were bred and raised in the animal facility at the Leibniz Institute for 

Neurobiology (LIN), Magdeburg, Germany. A total of 8–10 weeks old adult C57BL/6J and 

VGluT2cre/TdT double heterozygous (B6J.129S6(FVB)-Slc17a6tm2(cre)Lowl/J × B6.Cg-

Gt(ROSA)26Sortm9(CAG-tdTomato)Hze/J) mice were used in this study. The mice were kept in a 12 h 

light/dark cycle with food and water ad libitum. All experimental procedures are in accordance 

with the LIN and government regulations, and were approved by the committee in charge of ethics. 



44 
 

3.2.2 Surgery and Virus Injection 

dHC (A-P: -1.5 mm; M-L: -1.1 mm; D-V: -1.7 mm and -1.6 mm); vHC (A-P: -3.2 mm; 

M-L: -4.0 mm; D-V: -4.4 mm and -4.2 mm). Two Hamilton syringes were filled with retrograde 

adeno associated viruses pAAV-hSyn-EGFP (1.5 × 1012 genomic copies per ml) and pAAV-

CAG-tdTomato (1.32 × 1012 genomic copies per ml), and 250 nl were injected into the each D-V 

coordinates of the dHC and vHC, respectively with a speed of 100 nl/min. For some of the 

experiments (n = 6), we switched the two constructs, and injected TdT expressing virus to the 

dHC, and GFP expressing to the vHC to control for the different promoters. This dataset was 

pooled with the others as they showed similar results. For VGluT2cre /TdT animals only pAAV-

hSyn-EGFP was injected either to the dHC or the vHC. Mice were anaesthetized and perfused 4 

weeks after surgery with 4% paraformaldehyde (PFA) in phosphate-buffered saline (PBS), and the 

brain tissue was stored in the same solution at 4°C overnight, and placed in 0.01 M PBS until 

sectioning. Brains were embedded in 3.5 % agarose (Low EEO Agarose, AppliChem Panrea) and 

40 µm thick coronal sections were made using vibratome (VT1000 S, Leica, Germany). 

3.2.3 Immunohistochemistry 

On each brain, three distinct immunohistochemistry staining were performed, and 

every third slice of the MSDB was selected for each of the protocols, namely no immunostained, 

ChAT, CaMKII, GAD67, and PV stainings.  

Primary antibodies were used against ChAT (rabbit polyclonal anti-ChAT, Millipore, 

AB143, 1:250), GAD67 (mouse polyclonal anti-GAD67, Millipore, mab5406, 1:500), PV (rabbit 

polyclonal anti-PV, Abcam, AB11427 1:1000), CaMKII (rabbit polyclonal anti-CaMKII 

alpha/beta/delta, Invitrogen, ThermoFisher Scientific, PA5-99558) after blocking and 

permeabilization of the tissue wit 0.3% Triton X, and 5% normal goat serum for ChAT and 

CaMKII protocols. GAD67 and PV slices were blocked in 0.01M Tris buffer solution with 10% 

normal goat serum. Primary antibodies were incubated over 3 nights at 4°C, and after PBS wash 

steps, they were incubated with secondary antibodies (donkey polyclonal anti-rabbit Alexa Fluor 

405, Abcam, ab 175649, 1:1000; Goat polyclonal anti-rabbit Cy5, Jackson ImmunoResearch, 111-

175-144, 1:400; Donkey polyclonal Anti-Mouse Alexa Fluor 647, Invitrogen, ThermoFisher 

Scientific, A31571, 1:200) for 2 h on room temperature. Sections were mounted using Mowiol® 

4-88 medium (Carl Roth Gmbh & Co. Kg).  
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3.2.4 Imaging 

Coronal sections were imaged using confocal laser scanning microscope (SP8 and 

SP8-3X, Leica, Germany). MSDB cells were manually counted using ImageJ software, and 

animals with detectable microbeads or spread of labeling at the injection site were analysed.  

3.2.5 Analysis 

Analysis was done by custom written Python code. MSDB was divided into 4 areas, 

and their size were taken for calculating the volume of the tissue to calculate cell density. Paired 

ratio (PR) was calculated for each animal by dividing the total cell count of dHC or vHC projecting 

neurons with the total amount of projecting cells. For PR of immunolabeled neurons, the number 

of projecting neurons for the given staining was divided by the total number of projecting neurons 

labeled for that given staining. PR is indicated with connected datapoints. Percentage of cells was 

used as a measure of immunopositivity ratio of a given projection; therefore, it was calculated 

dividing dHC or vHC projecting immunolabeled neurons by the number of dHC or vHC projecting 

neurons, respectively. The two measures represent different relationships in the dataset; therefore, 

we used both. For Bregma position analysis, we noted the Bregma estimate for all slices, which 

were binned into 5 bins. 

3.2.6 Statistics 

Datasets were checked for normal distribution using Shapiro–Wilk normality test, PRs 

were tested using paired t-test, while cell densities and percentages of immunolabeling were tested 

with Student’s t-test. For Bregma location comparison, t-test with Bonferroni correction was 

applied. Data is written in the form of mean ± SEM, or median(IQR) for box plots. 
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4. Results 

4.1 VGluT2 population of Medial Septum Diagonal band of Broca complex 

(MSDB), the conductor of the locomotory orchestra 

4.1.1 Prolonged 8 Hz stimulation induced locomotion with high success rate  

Building on previous studies that demonstrated MSDB VGluT2-dependent run 

initiation requires activation lasting over 10 seconds and that run initiation is delayed by several 

seconds following stimulation onset (Fuhrmann et al., 2015; Kocsis et al., 2022), we designed our 

experimental protocol to examine the effects of shorter, more physiologically relevant activation 

durations. In order to test how the length of the stimulus affects locomotion induction in head-

fixed mice running on a treadmill, we injected AAV1-EF1a-DIO-ChR-EYFP or an appropriate 

control construct (AAV1-EF1a-DIO-EYFP) into the MSDB of VGluT2::Cre mice, and implanted 

an optical fiber to deliver 473 nm laser light. In parallel, we investigated the effect of this activation 

on other locomotion-related modalities, including the face movement and pupil change using 

Camera Motion Energy (CME) analysis and pupillometry, respectively (Fig 4a). Two types of 

stimulus protocols were applied: a previously-used 10s long stimulation at 8 Hz frequency, related 

to theta oscillation frequency (Fuhrmann et al., 2015) or 1s square pulses with 2 min inter-

stimulation period (Fig 4b). When compared to the control animals, 8 Hz prolonged stimulation 

Figure 4, Short, 1 s stimulation of MSDB VGluT2 neurons elicit locomotion. A, Experimental setup and 

behavior analysis, (left) running of the animal was tracked on a linear treadmill, (middle) Camera Motion Energy 

signal is analyzed from the face camera recordings, example heatmap of 2 s CME shown, (right) pupillometry 

with DeepLabCut. B, (left) Placement of the electrode combined optic fiber to the MSDB of ChR2 or control virus 

injected animals, (right) stimulation protocols. C, Average speed during and around 10s optical stimulation of 

VGluT2 neurons at 8 Hz, D, same as in C with 1s continuous wave optical stimulation. E, Success rate of the 

stimulation protocols. F, Latency of run initiation from stimulation onset comparing the protocols and the ChR2 

with control. G, Duration of elicited running. 
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induced locomotion with significantly higher success rate (EYFP control: 25.00 ± 7.22 %, ChR2: 

80.00 ± 10.95 %, U=0.0, p=0.016, Mann-Whitney U-test, median(IQR)) tendentiously longer 

duration (EYFP: 1.25(0.64-2.87) s, ChR2: 20.49(6.82-25.52) s, U=9.0, p=0.142), and with 

comparable latency (EYFP: 5.45 (5.08-6.93) s, ChR2: 3.30 (2.31-7.64) s, U=22.0, p=0.456) (Fig 

4c-g). In contrast, a transient 1s stimulation resulted in the success rate that was not different than 

chance level (EYFP: 30.30 ± 4.34 %, ChR2: 40.83 ± 12.27 %, U=20.0, p=0.816), as well as no 

difference in latency (EYFP: 2.12(0.93-3.10) s, ChR2: 1.58(0.10-2.49) s, U=1141.0, p=0.106) and 

duration (EYFP: 9.75(6.11-22.73) s, ChR2:12.32(3.77-24.74) s, U=904.0, p=0.793) of locomotion 

(Figure 4e-g).  

4.1.2 Photoexcitation of MSDB VGluT2 neurons elicits facial movement 

(CME), pupil dilation and locomotion 

Animals exhibit preparatory behaviors, such as facial movements, prior to locomotion 

initiation, potentially related to exploration (Mocellin et al., 2024). Additionally, pupil changes are 

observed during natural running. Therefore, we tested whether the 1-second stimulation protocol 

influenced these behaviors as well. In contrast to running, CME and pupil were both reliably 

elicited by 1s MSDB VGluT2 stimulation (CME success rate EYFP: 46(25-69) %, ChR2: 83(80-

100) %, U=2.5, p=0.018; pupil amplitude change EYFP: 0.06(0.01-0.13) a.u., ChR2: 0.26(0.12-

0.32) a.u., U=181.0, p=1.620*10-4) (Fig 5a-c) with a conserved behaviorally relevant difference in 

their latencies (latency of CME: 0.17(0.12-0.30) s, pupil: 1.20(1.00-1.45) s, run: 2.18(1.73-2.95), 

H=79.967, p=4.319*10-18, Kruskal-Wallis test; post-hoc Dunn-test with Bonferroni correction: 

CME vs. run: p=4.706*10-17, CME vs. pupil: p=3.743*10-10, pupil vs. run: p=1.189*10-3) (Fig 5d), 

although the duration of the three measured behaviors did not differ from each other (duration of 

CME: 18.26(12.07-30.30) s, pupil: 10.07(6.87-18.90) s, run: 9.46(1.81-15.58) s, H=5.758, p= 

0.056) (Fig 5e), suggesting that these behaviors may be simultaneously modulated by VGluT2 

population. To investigate why the same stimulation induces CME and pupil changes yet 

sometimes fails to trigger running, we analyzed CME and pupil signals during successful 

(CMEr/PUPr) and unsuccessful (CMEnr/PUPnr) run initiations (Fig 5f-h). In particular, the 

magnitude of CME and pupil change was predictive to locomotion initiation success, higher 
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magnitudes were detected on successful 

compared to non-successful run initiation 

trials (magnitude of CMEr: 10.22(9.71-

10.40)*106 a.u., CMEnr: 5.69(3.58-

6.91)*106 a.u., U=245.0, p=2.730*10-5; 

amplitude of PUPr: 11.54(7.09-13.89) 

a.u., PUPnr: 8.18(6.99-9.81) a.u., 

U=385.0, p=0.049) (Fig 5f). Additionally, 

the successful trials initiated CME more 

promptly compared to no-run trials 

(latency of CMEr: 0.13(0.06-0.15) s., 

CMEnr: 0.22(0.14-0.37) s, U=63.0, 

p=0.027; latency of PUPr: 1.13(0.95-1.42) 

s, PUPnr: 1.22(1.07-1.48) s, U=251.0, 

p=0.508) (Fig 5g). As expected, the 

duration of CMEr and PUPr were more 

prolonged compared to CMEnr and 

PUPnr (duration of CMEr: 18.26(12.07-

30.30) s., CMEnr: 2.48(0.94-3.67) s, 

U=243.0, p=3.723*10-5; duration of 

PUPr: 10.07(6.87-18.90) s, PUPnr: 

3.33(2.40-4.94) s, U=517.0, p=4.855*10-

6) (Fig 5h).  

4.1.3 Comparision of voluntary and stimulated behaviors 

Next, we compared the voluntary (v) and stimulated (s) behaviors differentiating 

whether those were followed by run initiation or not (srun, vrun, sCMEr/nr, vCMEr/nr, sPUPr/nr, 

vPUPr/nr), and analyzed their relationship. No difference in locomotion speed and running 

duration was observed when the animals were running voluntarily, compared to the induced 

locomotion (average speed of srun: 9.69(5.01-11.74) cm/s, vrun: 9.48(4.75-14.19) cm/s, 

U=1257.0, p=0.579; average duration of srun: 9.46(1.81-15.58) s, vrun: 10.47(2.62-22.93) s, 

U=1244.0, p=0.530) (Fig 6a,b). However, the latency of CMEr and PUPr relative to the onset of 

Figure 5, 1 s stimulation of MSDB VGluT2 neurons elicits 

CME and pupil dilation. A, (left) Representative trace of 

successful run initiation, (right) average run initiations of all 

experiments. B, same as in A, but for non-successful run 

initiation. C-E, success rate, latency and duration of the 3 

behaviors. F-H, Comparison of CME magnitude and pupil 

amplitude, latency, and duration between successful (darker 

toned color) and non-successful (lighter toned color) run 

initiation traces.  
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locomotion differed between stimulated and voluntary behaviors. The median value of vPUPr 

lagged behind the onset of run initiation, highlighting the significance of the naturally occurring 

preparatory period in which pupil dilation onset is synchronized with run initiation during 

voluntary behavior (latency previous to run onset: sCMEr: 2.16(1.71-2.45) s, vCMEr: 1.57(0.91-

3.05) s, U=706.0, p=0.302; sPUPr: 0.66(0.08-1.53) s, vPUPr: -0.15(-0.56-0.51) s, U=757.0, 

p=0.015). The CME precedes run initiation in both conditions, but the pupil change onset could 

happen either before or after the run onset (Fig 6c). We observed no difference in magnitude 

between sCMEr and vCMEr; however, the magnitude of sCMEnr was significantly higher than 

that of vCMEnr (magnitude of sCMEr: 10.22(9.71-10.40)*106 a.u., vCMEr: 10.28(8.84-

11.54)*106 a.u., U=613.0, p=0.814; sCMEnr: 5.69(3.58-6.91)*106 a.u., vCMEnr: 4.23(3.06-

5.36)*106 a.u., U=29921.0, p=0.004). Similarly, the stimulation also induced higher amplitude of 

pupil change than the voluntary behavior both with and without subsequent run initiation 

(amplitude of sPUPr: 11.54(7.09-13.89) a.u., vPUPr: 7.71(5.93-9.77) a.u., U=741.0, p=0.024; 

sPUPnr: 8.18(6.99-9.81) a.u., vPUPnr: 4.58(3.72-5.72) a.u., U=12528.0, p=2.150*10-13) (Fig 6f). 

The duration of sCMEnr vs vCMEnr, and sPUPnr vs vPUPnr were significantly different (duration 

of sCMEnr: 2.48(0.94-3.67) s, vCMEnr: 0.62(0.27-1.09) s, U=36748.5, p=8.351*10-8; sPUPnr: 

3.33(2.40-4.94) s, vPUPnr: 1.63(1.29-2.26) s, U=12456.5, p=4.505*10-13) (Fig 6g). However, the 

duration of these behaviors following successful run initiation did not differ, consistent with the 

observed similarity in the durations of srun and vrun (duration of sCMEr: 18.26(12.07-30.30) s, 

vCMEr: 14.34(8.64-27.94) s, U= 693.5, p=0.355; sPUPr: 10.07(6.87-18.90) s, vPUPr: 11.70(3.93-

25.21) s, U=568.0, p=0.757) (Fig 6g). This provides evidence that stimulating MSDB VGluT2 

neurons recruits a population of neurons that directly or indirectly connects whisking, running, and 

pupil changes—three key modalities of locomotor behavior. Finally, lagged cross-correlation 

analysis of voluntary behaviors revealed strong correlations between these modalities (Fig. 6h), 

with CME preceding running and pupil dilation occurring after both CME and running (Fig. 6i, j). 

Interestingly, while the correlation between running and pupil changes is a well-established 

phenomenon, the maximum cross-correlation latencies for run vs. pupil were longer compared to 

those for CME vs. pupil. This indicates a closer temporal association between CME and the other 

behavioral variables. This analysis also revealed an alternative sequence of the three behaviors 

when voluntarily elicited compared to their order during stimulation. During stimulation, the 
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sequence sCMEr-sPUPr-srun is observed, whereas in voluntary behavior, the order vCMEr-vrun-

vPUPr occurs more frequently (Fig. 6i, j).  

Upon stimulation, pupil dilation precedes locomotion, although the PUP signal further 

increases during running. This is reflected in the biphasic rise of pupil diameter observed in srun, 

in contrast to the monoexponential rise seen in vrun (Fig. 6d). These findings suggest that both 

whisking and locomotion contribute to pupil dilation, with a tighter synchronization during 

voluntary locomotion initiation. Stimulation likely alters the behavioral sequence by decoupling 

preparatory whisking from run initiation, thereby modifying the natural coordination of these 

behaviors 

 

 

Figure 6, Comparison of voluntary and stimulated run, CME, and pupil signals. A, Average voluntary and 

stimulated run traces throughout all experiments. B, Comparison of speed and duration of voluntary and stimulated 

running bouts. C, Latency of CME and pupil compared to stimulated (solid) and voluntary (dashed) run onset. D, 

(top) Average traces of vCMEr, sCMEr, vPUPr, sPUPr around CME onset, (bottom) the same traces on different 

time-scale. E, (top) Average traces of vCMEnr, sCMEnr, vPUPnr, sPUPnr around CME onset, (bottom) the same 

traces on different time-scale. F, (left) CME amplitude of sCMEr, vCMEr, sCMEnr, and vCMEnr, (right) pupil 

amplitude of sPUPr, vPUPr, sPUPnr, and vPUPnr. For legend use D and E. G, Similar to F but with comparison 

of duration. H, Boxplot of maximum of lagged cross-correlation coefficients of the experiments. I, Average lagged 

cross-correlation of the 3 behaviors through all experiments. J, Box plot of the lag of the maximum cross-

correlation coefficients of the 3 behaviors compared. 
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4.1.4 Neurophysiological correlation of MSDB activity and locomotion-

related behaviour  

To examine the neurophysiological correlates of the behavioral variables induced by 

MSDB VGluT2 stimulation, we conducted Neuropixels (NPX) recordings in VGluT2-ChR and 

control animals (Fig. 7). 

Initially, we recorded few or no 

directly optically driven cells along the probe 

during the first experiments. We hypothesized 

that this was due to the distance between the 

implanted optic fiber and the acutely inserted 

NPX probe, as blue light penetration in tissue is 

limited (Hu et al., 2020). Since the MSDB is a 

deep brain structure, even small deviations 

from optimal angles could lead to distant 

implantations, resulting in excitation of a 

neuronal population different from the one 

being recorded. To ensure activation of MSDB 

VGluT2 neurons along the entire MSDB axis, 

we employed tapered optical fibers (Pisanello 

et al., 2017), which distribute light not only at the apex but also laterally along the fiber length. By 

attaching the optical fiber to the NPX probe, we aimed to achieve light activation throughout the 

length of the NPX electrode shank (Fig. 7a). Before inserting our custom-made optrode, we coated 

the NPX shank with the membrane-binding dye DiI, enabling post-experiment reconstruction of 

the recording sites. This approach allowed us to record hundreds of units per animal across the 

depth of the MSDB (Fig. 7b) (138.9 ± 17.4 units per animal, n = 8). This setup facilitated the 

investigation of network recruitment in relation to changes in speed, CME, and pupil size, while 

also enabling comparison of network activity between stimulated and voluntary behaviors. Using 

this method, we recorded unit activity, sorted the spikes with Kilosort3 (Pachitariu et al., 2024), 

and curated the data using Phy software. We then identified MSDB cell types through optical 

tagging (putative VGluT2 neurons, referred to as optotagged or opto), literature references (e.g.,  

 

Figure 7, Design of NPX recordings. A, (top) Self-

designed optrode of a tapered optic fiber attached to the 

NPX probe, (bottom) trajectory of NPX probe of a 

representative experiment. B, representative recording 

cut-out of the shank placed in MSDB. The size of the 

schematic probe is matched with the histology 

micrograph. 
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Figure 8, Cell type characterization. A, (left) Raster plot of a representative optotagged unit throughout a train 

of 1 ms stimulation, with (gray) stimulation, and (black squares) action potentials. (right) Color mapped 

representation of the response reliability and latency of all optotagged units. B, Ratio of optotagged units. C, (top, 

left) Average run, CME and pupil signals around vCMEnr onsets. (top, right) Average run, CME and pupil signals 

around vrun onsets, with (bottom) normalized activity of optotagged units. D, Pie chart of positively and negatively 

correlated units of optotagged group with (top) vCMEnr, and (bottom) vrun. E, (left) Raster plot of 5 stimulations, 

(middle) autocorrelogram, (right) ISI histogram of a representative theta rhythmic unit. F, Heatmap of z-scored 

autocorrelation of all theta rhythmic units during (left) running and (right) immobility. G, Similar as in C, but with 

theta rhythmic units. H, Similar as in D, but with Theta units. I-L, Similar as in E-H, but with Burst units. M, 

Raster plots of 3 representative (left) regular firing, and (right) PF units around 1 s long stimulations. Round 

markers show the length of elevated firing (gray) shorter or (cyan) longer than 2 s. N,O, Similar as in C-D, with 

PF units.  
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theta cells, bursting cells), and firing duration following 1-second stimulation (e.g., persistent 

firing cells) (Fig. 8-9).  

 

4.1.5 Cell type characterization 

Using 1 ms light stimulation, we first optotagged MSDB VGluT2 population. In detail, 

we analyzed the latency of unit responses and the probability of spike occurrence upon stimulation. 

Units that met our criteria—latency (<5 ms) and probability (>10%)—were classified as 

optotagged (see Methods; Fig. 8a). The proportion of optotagged cells across animals was 

approximately 17%, consistent with previously reported estimates of VGluT2 neuron prevalence 

in the MSDB (Colom et al., 2005) (ratio of optotagged cells in EYFP controls: 2.38(2.17-2.59) %, 

in ChR2 animals: 16.59(14.75-17.58) %, U=0.0, p=0.030) (Fig 8b). Optotagged VGluT2 neurons 

displayed a heterogeneous relationship with voluntary CME and running, comprising upregulated, 

downregulated and non-regulated cell populations (Fig 8c,d). Previous studies have reported the 

existence of theta rhythmic and theta bursting neurons in MSDB (Kocsis & Li, 2004; Simon et al., 

2006). Using the classification approach as previously described (Kocsis et al., 2022), we 

identified both subpopulations of theta rhythmic and bursting neurons, which also showed 

heterogeneous relationship with movement-related variables (Fig 8e-l). Notably, we identified 

cells, that upon optogenetic activation of MSDB VGluT2 neurons showed maintained persistent 

firing (PF) for several seconds after the stimulus offset, similar 

to those reported by others in cortical and other subcortical 

regions (Yoshida et al., 2008; Kennedy et al., 2020). We applied 

strict criteria to classify a unit as PF, requiring it to exhibit 

elevated activity for more than one second following stimulation 

offset in at least 50% of the trials, regardless of whether the 

animal was already active (Fig. 8m-o). In this thesis, we further 

analyze network activity based on these categories, treating them 

as inclusive groups with overlapping classifications (e.g., some 

optotagged units may also fall into the PF, theta, and/or burst 

categories, among others) (Fig 9).  

 

Figure 9, The occurrence of the 

identified cell types illustrated in 

a Venn diagram. 
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4.1.6 Evaluation of PF phenotype 

During analysis of neural firing data, we identified a subpopulation of neurons 

(192/1269 units), that displayed PF following the offset of the stimulation,  

lasting for several seconds, that distinguished them from regularly firing neurons (Fig 10a,b). 

These neurons increased their firing rates both during successful and non-successful run initiation 

trials, ie. regardless whether the animal started running or not after the stimulation (firing rate 

before stimulation (-2-0 s): 20.50(8.50-45.00) 1/s, after stimulation (2-4 s): 45.50(21.00-72.50), 

U=54464.0, p=4.300*10-25) (Fig 10c). Approximately 20% of our recorded cells elicited PF at 

least 50% of the stimulations (for detailed criteria see Methods) in ChR2 animals. Due to our strict 

criteria we did not identify any PF cells in control animals (ratio of PF cells in EYFP experiments: 

0.00(0.00-0.00) %, in ChR2 animals: 19.17(8.10-25.02) %, U=0.0, p=0.049) (Fig 10d).  

The PF population represented a heterogeneous group of units, with approximately 

half of the population classified into at least one of the previously defined cell type categories 

(optotagged, theta rhythmic, bursting; Fig. 10e). Most PF durations were under 10 seconds, 

although sustained firing was observed for up to 30 seconds following stimulation (Fig. 10f). To 

investigate whether the distribution of PF durations correlated with running behavior (if present 

during a given trial) or CME duration, we analyzed the data further. We found that 23.4% of all 

Figure 10, PF duration is correlated 

with CME and running. A, Raster plot 

of 10 stimulation sweeps of a 

representative unit showing regular 

firing. B, A representative units showing 

persistent firing (PF). C, Comparison of 

firing rate of PF units before (pre) and 1s 

after the (post) stimulation. D, Ratio of 

PF cells compared to GFP control. E, 

Venn-diagram of the cell type of the 

categorized PF units, and the number of 

non-categorized PF units outside the 

diagram. F, Distribution of all the PF 

durations compared to optotagged PF 

durations. G, (left) Correlation of PF 

length with CME duration, and (right) 

the same on different x-axis scale with 

(red) linear fit, and (dashed gray) a 

diagonal line. H, Correlation of PF 

length and run duration. I, Percentage of 

PF units showing correlation between PF 

length and CME and/or run duration. 
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PF neurons were tuned to either CME or running (Fig. 10g, h). Specifically, 19.3% of PF units 

showed a significant correlation between firing duration and CME duration (Spearman’s r = 0.683, 

p = 2.056 × 10⁻²⁵), while 3.1% were correlated with run duration (Spearman’s r = 0.420, p = 3.685 

× 10⁻³).These results suggest that PF duration may contribute to the mechanisms underlying 

sustained whisking and/or running following a single pulse of stimulation. 

Given the correlation between PF and CME and/or running, we sought to determine 

whether PF is generated intrinsically within the MSDB or driven by behavior or external inputs 

from other brain regions. To decouple the network from behavior, we used an acute MSDB slice 

preparation from VGluT2-Cre mice expressing Cre-dependent ChR2 (n = 11 animals) and 

included an opsin-free variant of the virus as a control (n = 3 animals). The slices were incubated 

in an interface chamber and placed onto a perforated 6 x 10 microelectrode array (MEA) chip (Fig. 

11a). We applied a protocol consisting of 1-second continuous optical stimulation with 2-minute 

inter-stimulation intervals (IStI), repeated 10 times. Midway through the protocol, we introduced 

Figure 11, In vitro PF is modified, but not 

blocked by dissecting MSDB micronetwork. 

A, Experimental design of in vitro slice 

preparation with Cre-dependent ChR2 

expression, 6 x 10 MEA grid. B, Schematic of 

the mechanistic effect of the applied blocker 

cocktail. C, Placement of ChR2 expressing 

MSDB slice preparation on the MEA grid. D, 

stimulation protocol. E, Ratio of detected PF 

units in recorded slices over different 

conditions. F, Photostimulation-induced firing 

rate change (2 s post-stimulation compared to 

2 s pre-stimulation) of PF units were similar 

between conditions. G, Reliability of PF 

elicitation, successfully elicited PF trials over 

all trials in different conditions at the first half 

(black) and second half (gray) of the 

experiment. Dashed line shows the proportion 

of randomly detected persistent firing by the 

algorithm in opsin free EYFP slices that was 

significantly lower than ChR2 expressing 

slices recorded in ACSF or blocker cocktail. H, 

The length of persistent firing decreased with 

drug application (Blocker cocktail, gray), 

compared to drug-free baseline (Blocker 

cocktail, black).  
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a bath-applied blocker cocktail to examine network dynamics (Fig. 11b, d). In agreement with our 

in vivo findings, MSDB neurons exhibited increased firing rates during the 1-second stimulation, 

which remained elevated for several seconds after the stimulus offset. This persistent activity was 

observed even when the MSDB microcircuit was isolated from behavior, suggesting an intrinsic 

origin within the MSDB network. To further examine the role of collateral connections on PF, we 

tested the effect of a general synaptic blocker cocktail, that antagonized the main neurotransmitter 

receptors of the MSDB, namely mGluRs, iGluRs, GABAA, GABAB, and mAChR, and nAChR 

(Fig 11b). Our protocol made it possible to directly compare the same MSDB slice between ACSF 

and drug cocktail bath, as we compared persistent activity during the 1st-5th stimulation with the 

7th-10th stimulation and excluded the 6th stimulation from the analysis to avoid data with 

incomplete effect of the antagonists. To control for slice degradation that could have potentially 

occurred during our 30 min protocol, we recorded slices without drug wash in (ACSF only). 

Persistent activity was observed in several units across all conditions at least once out of all trials 

(EYFP: 22.22(21.43-29.63) % PF units over all recorded units, n = 217 cells, 12 slices, 3 animals; 

ACSF: 35.71(20.02-51.67) %, n = 318 cells, 11 slices, 11 animals; Blocker cocktail: 18.19(12.60-

43.64) %, n = 364 cells, 10 slices, 8 animals; EYFP vs ACSF: U = 32.00, p = 0.20; ACSF vs 

Blocker cocktail: U = 73.50, p = 0.20; EYFP vs Blocker cocktail: U = 53.00, p = 0.54; Mann-

Whitney U-test, two-sided, median(Q1-Q3)) (Figure 11e). The increase of firing frequency upon 

photostimulation (2-4 s, post stim) compared to baseline (-2-0 s, pre stim) did not vary over 

conditions (EYFP: 100.00(41.18-200.00) %, n = 55 cells; ACSF: 100.00(64.88-200.00) %, n = 90 

cells; Blocker cocktail: 100.00(34.58-200.00) %, n = 100 cells; EYFP vs ACSF: U = 1515.0, p = 

0.42; ACSF vs Blocker cocktail: U = 6810.5, p = 0.15; EYFP vs Blocker cocktail: U = 2569.5, p 

= 0.84; Mann-Whitney U-test, two-sided, median(Q1-Q3)) (Figure 11f). Thus, we included all 

units and tested for PF at around every stimulation, and calculated reliability as the ratio of 

successful persistent activation over all the attempts to differentiate false positive detection from 

reliable PF units. We observed no change in the reliability of persistent activity elicitation between 

the first and second half of the protocol in any experimental condition (EYFP 1-5th: 18.93 ± 2.79 

%, 7-10th: 16.27 ± 2.51 %, n = 217 cells, 12 slices, 3 animals, U = 4950.5, p = 0.99; ACSF 1-5.: 

59.37 ± 3.70 %, 7-10: 59.61 ± 3.58 %, n = 318 cells, 11 slices, 11 animals, U = 4950.5, p = 0.83; 

Blocker cocktail 1-5.: 56.51 ± 3.45 %, 7-10: 52.00 ± 3.35 %, n = 364 cells, 10 slices, 8 animals, U 

= 4950.5, p = 0.37; Mann-Whitney U-test, two-sided, mean ± sem), suggesting that blocker 
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cocktail did not alter the probability of PF elicitation. Reliability in the ChR2 experiments was 

significantly above chance level, as evidenced by the clear difference in reliability between the 

ChR2 experiments and the opsin-free control experiments. (EYFP 7-10.: 16.27 ± 2.51 %, ACSF 

7-10: 59.61 ± 3.58 %, U = 528.5, p = 5.35e-11; Blocker cocktail 7-10: 52.00 ± 3.35 %, U = 728.0, 

p = 1.73e-09) (Figure 11g). The length of PF was maintained throughout the protocol (ACSF 1-5.: 

4.60(3.55-5.98) s, 7-10: 4.47(3.20-6.67) s, U= 2783.0, p = 0.70), and was sensitive to blocker 

cocktail, which considerably shortened PF duration after photoexcitation (Blocker cocktail 1-5.: 

4.40(3.20-7.14) s; 7-10: 3.52(2.84-5.05) s, U= 4453.5, p = 8.74e-03) (Figure 11h).  

Given that the observed phenomenon of PF appears to be an intrinsic property of 

MSDB neurons, we investigated its dependence on Ca²⁺ by testing various external Ca²⁺ 

concentrations ([Ca2+]o). In our experiments we used nearly 0 mM [Ca2+]o (lowCa), close to 

physiological (midCa; 1.3 mM [Ca2+]o), and our standard ACSF (highCa; 2.6 mM [Ca2+]o), and 

changed the solution during data acquisition after the 5th optic pulse, similarly to our blocker 

cocktail experiments (Fig 12a). We observed PF in all three conditions (Fig 12b,c), and the lower 

[Ca2+]o elongated the duration according to the maximum absolute difference between the 

Figure 12, In vitro PF is sensitive to extracellular Ca2+ concentration. A, Experimental protocol. B, Raw multi-

unit traces of a representative MEA electrode site at peri-stimulation time (stimulation: gray bar) in (left) lowCa 

conditions (blue), and (right) the same electrode after the change of [Ca2+]o to highCa (black). C, (top) Raster plot 

of a representative sorted single unit plotted peri-stimulation with 10 repetitions. The detected length of PF is 

marked with circles (dark green: >2 s; dark red: <2 s). Bath ACSF [Ca2+]o is marked on the right side. (bottom) 

Another experiment similar to (top), with [Ca2+]o change from midCa (red) to highCa. D, Cumulative distribution 

of PF length, with (inset) boxplot of the individual length values. E, Boxplot of the proportion of PF units over all 

recorded units per slice in different [Ca2+]o conditions. 
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cumulative distribution functions of PF lengths (Figure 12d) (lowCa vs midCa: p = 8.42*10-15, 

statistics = 0.26; midCa vs highCa: p = 1.67*10-30, statistic = 0.37; lowCa vs highCa: p = 1.57*10-

28, statistic = 0.36; Two-sample Kolmogorov–Smirnov test) and slightly but not significantly 

increased the abundance of the PF cells in the slices (lowCa: 31.02(20.62-39.49) %; midCa: 

36.49(26.22-44.18) %; highCa: 18.53(11.61-33.65) % of cells/slice; lowCa vs midCa: U = 62.00, 

p = 0.58; midCa vs highCa: U = 34.00, p = 0.31; lowCa vs highCa: U = 61.50, p = 0.32; Mann-

Whitney U-test, two-sided, median(Q1-Q3)) (Figure 12e). In summary, we successfully elicited 

PF in slice preparations decoupled from behavior, where the application of synaptic blockers in 

the MSDB did not eliminate persistent activity but instead modulated it. These findings suggest 

that the intrinsic biophysical properties of MSDB neurons underpin the emergence of persistent 

activity, which is further shaped by network dynamics. 

4.1.7 Distinct recruitment of MSDB cell types during vrun vs vCMEnr 

Next, we investigated the MSDB network activity during behavior. In each 

experiment, we identified subsets of neurons that were positively tuned during both srun and vrun 

compared to the no-run baseline (Fig 13a). We then identified unitary CME and run events, both 

voluntary and stimulated, and averaged and normalized the activity of units to compare with the 

averaged behavioral data across all animals (Fig. 13b-e). To quantify changes, we calculated 

activity change scores for all units based on values derived from normalized activity histograms. 

In total, we saw positively and negatively vCMEnr and vrun correlated units in all cell types, with 

PF cells showing the highest proportion of positive, and lowest proportion of negative modulation 

(Fig 13b). Interestingly, if we compare the heatmaps of all unit activity during voluntary and 

stimulated behaviors, we observed that prolonged activation of the MSDB during sCMEnr 

compared to vCMEnr was represented in longer duration CME and pupil dilation - related signals 

(Fig 13d). The heatmap approach, based on normalized values, does not provide precise 

information about changes in firing rates between voluntary and stimulated behaviors. Therefore, 

we conducted further analysis to investigate network modulation under these conditions (Fig 

13f,g). Overall, we observed a correlation between the firing rate changes of vCMEnr and sCMEnr 

(R² = 0.38, m = 0.61, b = 0.17), but this correlation was notably weaker compared to that of vrun 

and srun (R² = 0.60, m = 0.73, b = 0.80).  
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Figure 13, Recruitment of MSDB neuronal subgroups in voluntary and stimulated behaviors. A, Snippet of 

a representative experiment with (top) run, CME and pupil plotted and (bottom) subsequent normalized neural 

activity. The light blue lines on the top represent 1s stimulation. B, Cumulative bar plot of the ratio of MSDB cell 

types positively tuned, negatively tuned, or non-modulated during vCMEnr bouts. C, Similar as in B, but during 

vrun. D1, (top) Average run, CME and pupil signals around vCMEnr onsets, and (bottom) the subsequent 

averaged, normalized neural activity of all units. D2, Similar to D1 around sCMEnr. E, Similar to D, but with E1 

vrun, E2 srun. F, (top, left) Firing rate change of recorded units during stimulated CME vs voluntary CME, (top, 

right) distribution of firing rate changes of units voluntary compared to stimulated CMEs, with (gray dashed lines) 

indication of 5 Hz firing rate threshold. (bottom, left) Boxplot of firing rate of positively correlated units, and 

(bottom, right) boxplot of firing rate of negatively correlated units. G, Similar to F, but during srun and vrun. 
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This indicates that network modulation varied significantly during CME but remained 

consistent during locomotion maintenance. (Fig 13f,g; top left). We compared the distribution of 

the firing rate change, and identified upregulated (CME: n = 197 units, run: n = 171) and 

downregulated (CME: n = 79 units, run: n = 81) units based on at least 5 Hz firing rate change of 

either positive or negative direction, respectively (Fig 13f,g; top right). The firing rate of both 

positively and negatively correlated units were different between CMEnr and no CME condition 

(positively correlated unit firing rate during no CME: 15.31 (6.86 - 31.27) Hz, sCMEnr: 28.43 

(15.61 - 44.68) Hz, vCMEnr: 23.68 (11.46 - 39.08) Hz, no CME vs. vCMEnr U = 14800.0, p = 

4.632*10-5, no CME vs. sCMEnr U = 11838.0, p = 2.170*10-11; negatively correlated unit firing 

rate during no CME: 29.78 (17.78 - 50.45) Hz, sCMEnr: 20.85 (8.07 - 31.80) Hz, vCMEnr 23.55 

(12.11 - 39.86) Hz, no CME vs. vCMEnr U = 3782.0, p = 0.022, no CME vs. sCMEnr U = 4154.0, 

p = 3.278*10-4, Fig 13f; bottom). Consistent with our observations from the heatmaps (Fig. 13d) 

and the weaker correlation (Fig. 13f, top left), we measured a greater firing rate change during 

sCMEnr compared to vCMEnr. This difference reflects the variation in firing rates of positively 

modulated units between the sCMEnr and vCMEnr conditions (positively modulated units 

vCMEnr vs. sCMEnr U=22347.0, p = 0.002), although the negatively modulated units firing rate 

did not differ in the two conditions (negatively modulated units vCMEnr vs. sCMEnr U=2643.0, 

p = 0.097).  

Similarly to CME, we observed that the firing rates of both positively and negatively 

correlated units differed between running and no-running conditions (positively correlated unit 

firing rate during no run: 18.50 (9.42 - 37.17) Hz, srun: 32.89 (18.08 - 50.98) Hz, vrun: 32.82 

(15.97 - 49.46) Hz, no run vs. vrun U = 10456.0, p = 5.246*10-6, no run vs. srun U = 9523.0, p = 

2.472*10-8; negatively correlated unit firing rate during no run: no run: 27.97 (16.99 - 46.09) Hz, 

srun: 17.22 (9.05 - 31.54) Hz, vrun: 21.98 (11.73 - 37.84) Hz, no run vs. vrun U = 3836.0, p = 

0.063, no run vs. srun U = 4382.0, p = 2.260*10-4). Notably, the firing rate of both positively and 

negatively modulated units between srun and vrun condition did not differ (positively modulated 

units vrun vs. srun U = 15399.0, p = 0.395, negatively modulated units vrun vs. srun U=2756.0, p 

= 0.079), i.e. this population comparably increased their firing rate in vrun vs srun (Fig. 4F, lower 

panels). This suggests that during stimulation, the network may be overstimulated when eliciting 

only CME. In contrast, running appears to involve similar modulation whether initiated voluntarily 
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or through stimulation, likely because, once 

locomotion begins, the MSDB network is 

primarily engaged by the act of running itself. 

We then compared the modulation of 

individual cell types during voluntary behaviors, 

vCMEnr and vrun. Across conditions, all cell 

types exhibited similar activity changes during 

vCMEnr and vrun, consistent with the overall 

population-level differences described earlier 

(Fig. 14a). However, when comparing across cell 

types, the burst, opto, and all units groups 

demonstrated highly similar modulation patterns 

during both behaviors (Fig. 14b, c). Theta cells 

showed the strongest negative modulation in 

both conditions, with significant differences 

compared to the aforementioned groups during 

vrun but not vCMEnr. In contrast, PF cells were 

predominantly excited during these behaviors, 

displaying distinct distributions compared to all 

other cell categories. 

4.1.8 Tight coupling between CME and MSDB activity 

To further explain why the stimulation has a different effect on CME and run 

behaviors, we investigated the timing precision of neuronal activity using lagged cross-correlation 

analysis. Briefly, we downsampled the behavior signals to 250 ms data points and correlated those 

to the normalized unit activity histogram with same binning. Subsequentely, all cross correlation 

values during shifting one signal over the unit activity were collected and analyzed (Fig 15). Visual 

representation of these cross-correlation values revealed the a small subset of MSDB units were 

tightly correlated with vCMEnr bouts, which peaked around -250 ms time lag (Fig 15a,b). This 

observation is in line with the previously mentioned stimulation latency of sCMEnr (Fig 5d). The 

proportions of units across individual cell types were similar but consistently low across groups. 

Figure 14, PF cells are the most involved cell types 

during voluntary CME and running. A, Firing rate 

change representing modulation score distribution 

plots of all cell types during vCMEnr and vrun with 

(dashed lines within the distribution plots) median 

(sparser dashed line in the middle) and interquartile 

range(denser dashed line on the sides). B, 

Cumulative distribution of the modulation scores of 

identified cell types during vCMEnr. C, Similar as in 

B, gut with during vrun.  
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Notably, the activity of all cell types preceded vCMEnr by approximately 250 ms (Fig. 15b, c).The 

overall maximum correlation coefficients, similarly to the time analysis, showed no difference in 

between the groups (median(IQR) correlation coefficient values for all units: 0.34(0.29-0.41), 

Opto: 0.34(0.29-0.43), Pf: 0.33(0.28-0.42), Burst: 0.34(0.29-0.41), Theta: 0.34(0.29-0.41), Non-

specific: 0.35(0.29-0.42), H = 6.515, p = 0.481, Kruskal-Wallis ranked test) (Fig 15d). On the 

contrary, majority of the units were recruited during running, and showed correlated activity with 

this behavior (Fig 15e-g). MSDB activity seems to precede vrun with about 1-1.5 s, which value 

is also representative (Fig 15f), but not identical to those we measured for srun run initiation 

latencies (Fig 5d). We also noticed, that almost the entire MSDB network is correlated with 

running signal, either positively, or negatively, out of which optotagged, confirming the findings 

from Fuhrmann et al. (2015), and PF cells activity showed the highest degree of correlation with 

vrun (median(IQR) correlation coefficient values for all units: 0.42(0.30-0.58), Opto: 0.48(0.35-

0.63), Pf: 0.56(0.36-0.72), Burst: 0.43(0.33-0.57), Theta: 0.41(0.31-0.55), Non-specific: 

0.39(0.27-0.55), H = 65.610, p = 1.134*10-11, Kruskal-Wallis ranked test) (Fig 15h). This suggests, 

that CME is not only elicited by activation of photosensitive, putatively VGluT2+ cells, but the 

activity of these, and other cells in the MSDB predicts vCMEnr. This method lacks the sensitivity 

Figure 15, CME is lagged behind MSDB unit activity on a subsecond scale. A, Lagged cross-correlation 

heatmap of activity of all units with vCMEnr signal. B, Distribution of the lag of maximum positive and negative 

correlation of all cell types, (inset) ratio of positively correlated cells over the total number of units of the given 

cell type. C, Cumulative barplot of the fractions of CME lag-correlated units of each cell type. D, (left) Maximum 

correlation coefficient values of each cell type, and (right) their cumulative distribution. E-H, Similar as in A-D, 

but lagged correlation is analyzed between MSDB activity and running. 
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to detect distinct activation patterns of MSDB units during vCMEnr, which may account for the 

low number of cross-correlated units observed in this study. 

 To explore the diverse phenotypes of MSDB responses around vCMEnr, we examined 

the population and identified neurons exhibiting either positive or negative tuning during CME 

(Fig 16). Out of these, part of the population sustained their activity matching the length of 

averaged vCMEnr, which we named positive or negative sustained modulated units (303/1243 and 

234/1243 units, respectively). Among these, a smaller subset of neurons exhibited positive or 

negative peaks (168/1243 and 114/1243 units, respectively). Interestingly, the latter group 

typically displayed theta-bursting activity that abruptly ceased in parallel with CME occurrence 

(Fig. 16d). Collectively, these findings highlight the heterogeneous recruitment of MSDB cell 

types closely associated with CME. 

4.1.9 Pupil microdilation length is linked with preceding CME 

 Following initial observations suggesting a potential relationship between CME and 

pupil signals (Fig. 6c-j), we further examined the strength of their coupling. To achieve this, we 

first binned vCMEnr bouts by their duration and collected the signals of all three behaviors 

accordingly, and calculated the average of each signals in each duration bin. Notably, the shortest 

vCMEnr was followed by the shortest and smallest amplitude pupil change, which gradually 

increased with the increased lengths vCMEnr duration bins (Fig 17a). Measuring the duration of 

all vCMEnr and subsequent vPUPnr signals revealed strong correlation (Person’s r=0.35, 

Figure 16, CME modulated MSDB units respond differently to vCMEnr. A-E, (top) Averaged (red) 

normalized unit activity, and (orange) 0.5-1s long vCMEnr through all experiments. (bottom) Heatmap of 

individual units in the presented activity phenotype groups.  
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p=2.062*10-55) (Fig 17b). Upon binning cell activity into similar bins as the 3 behaviors showed 

that MSDB population is indeed involved in CME activity. Average normalized activity 

histograms of positive sustained units, shown before (Fig 16b), was remarkably mirrored by 

vCMEnr (Fig 17c).  

4.1.10 Lagged coupling between MSDB network modulation and pupil. 

We next analysed the network during pupil dilation. In general, we reliably elicited 

pupil dilation by our stimulation compared to opsin-free control experiments (Fig 18a). The overall 

correlation of cell types firing to pupil size was relatively uniform (Fig 17c). However, when we 

shifted the unit activity to the pupil signal using the lag-correlation (see Methods), we observed a 

high fraction of correlated units (Fig 18b), as well as higher correlation strength for optotagged 

and PF cell firing compared to other cell types, with the burst cells being the most independent 

(median(IQR) correlation coefficient values for all units: 0.35(0.29-0.43), Opto: 0.38(0.32-0.47), 

Figure 17, Length of CME, pupil sustained MSDB unit activity is tightly correlated. A, Binned averaged 

vCMEnr and corresponding vPUPnr signal showing linked modulation. B, Spearman correlation of CME duration 

and the half-width of the subsequent pupil dilations, with (red) regression line, and (blue) kernel density estimate 

plot lines. (on the sides) Distribution of the CME (orange), and pupil (green) durations. C, (top rows) Average run, 

CME and pupil signals around binned vCMEnr onsets, with (middle rows) averaged acitivity of the top third (250 

units) of the (bottom rows) average normalized activity heatmaps. C1-C6, vCMEnr duration bins of 0-0.5 s, 0.5-1 

s, 1-2 s, 2-3 s, 3-4 s, 4-5 s bins respectively.  
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Pf: 0.42(0.34-0.51), Burst: 0.33(0.28-0.40), Theta: 0.33(0.28-0.40), Non-specific: 0.34(0.29-0.42), 

H = 132.042, p = 2.352*10-25, Kruskal-Wallis ranked test) (Fig 18c). As the 3 behaviors are 

correlated (Fig 6h), we next compared two types of pupil dilation, namely vPUPr vs vPUPnr (Fig 

18d). We observed that the peak correlation of the units predominantly occurred 1–2 seconds prior 

to pupil dilation (Fig. 18e, f), aligning with the previously noted time lag between CME and pupil 

signals (Fig. 6j). Majority of the optotagged and PF units were correlated in this 1-2 s time-scale 

(Fig 18f). A fraction of pupil correlated cells, similar to the example (Fig 18d), showed no or little 

activity during quiescence, but fired sparse (1AP/cycle) theta rhythmic, highly correlated with the 

Figure 18, Pupil dilation signal tightly follows MSDB activity. A, Stimulation of MSDB VGluT2 cells induce 

pupil dilation even with shorter stimulation durations. (top) Average pupil traces after various lengths of 

stimulation of ChR2 animals compared to EYFP control, (bottom) box plot of pupil change. B, Cumulative barplot 

of the fractions of vPUPnr lag-correlated units of each cell type. C, (left) Maximum correlation coefficient values 

of each cell type, and (right) their cumulative distribution. D, Raster plots, averaged run, CME and pupil signals, 

and average activity histogram of a representative unit centered around (left) vPUPr onset, and (right) vPUPnr 

onset. E, Lagged cross-correlation heatmap of all units during to (left) vPUPr onset and to (right) vPUPnr onset. 

F, Distribution of the lag of maximum positive and negative correlation of all cell types, (inset) ratio of positively 

correlated cells over the total number of units of the given cell type.  
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oncoming pupil signal. These units may represent the cholinergic cells. However, we cannot be 

certain about it, as we could not isolate the cholinergic population in our experiment. The current 

data suggests that pupil dilation is a secondary behavior that follows CME, which could involve 

the different degrees of complexity of the downstream pathways. 

 

4.1.11 GLM confirms cell-type involvement in specific behaviors 

Finally, we trained a GLM to infer cellular activity based on behavioral data and 

compared the results with a conservative analysis method for conjunctive coding. This approach 

involved identifying the percentage of run-correlated cells that were also correlated with CME and 

pupil signals, along with their permutations. In the GLM, we incorporated run initiation episodes 

and subsampled the three behaviors to match the number of bins corresponding to the binned firing 

rates of the neurons. The GLM was then trained to predict cellular firing based on the training 

dataset (Fig 19a). The analysis suggested that CME alone had the strongest ability to infer cellular 

firing when considering individual behavioral effects. However, when all three behaviors were 

analyzed together, they produced the highest proportion of correctly encoded cells, surpassing the 

predictive capability of CME alone (Fig. 19b). The conservative conjunctive coding method 

further showed that most run-modulated cells were also involved in CME coding, although the 

reverse relationship was slightly less pronounced. A large percent of the cells engaged during 

running showed conjunctive coding with other behaviors. A majority of these units co-correlated 

with CME, and only a smaller fraction co-correlated with pupil (fraction of run and CME positively 

correlated units among run positively correlated units: 0.48 ± 0.08, run and pupil: 0.16 ± 0.03, 

paired t-test t=3.032, and p = 0.019; fraction of run and CME negatively correlated units among 

run negatively correlated units: 0.77 ± 0.07, run and pupil: 0.21 ± 0.07, paired t-test t=3.990, and 

p = 0.005) (Fig 19c; left). Vice versa, a proportion of the units being positively modulated during 

CME showed conjunctive coding with other behavioral variables, with majority of these units co-

correlated with run, and only a fraction of them co-correlated with pupil (CME and run: 0.45 ± 

0.08, CME and pupil: 0.08 ± 0.05, t=3.248, and p = 0.014) (Fig 19c; middle). Furthermore, the  
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Figure 19, GLM predicts the firing of units from CME with the highest ratio. A, (left) Input of the GLM 

(black, run; orange, CME; green, pupil; red, unit firing), (middle) schematic of GLM, (right) prediction of the 

firing of a representative neuron using all the 3 behavioral variables. B, Ratio of significantly encoded cells by 

each behavioral signal and all 3 combined. C, (top) Conjunctive coding of positively (left) speed, (middle) CME, 

(right) pupil modulated units with the other 2 behavior, (bottom) similarly with negatively modulated units. 100 

% is always the total number of modulated units by the reference behavior. D, Similar to B, but for individual cell 

types (from left to right: optotagged units, PF units, Burst units, Theta units). E, Fraction of encoded cells of a 

given cell type by the behaviors (from left to right: encoding from run signal, CME signal, pupil signal, or all the 

3 signals combined). 
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minority of positively pupil tuned cells being co-tuned with running (pupil and run: 0.22 ± 0.05, 

pupil and CME: 0.07 ± 0.03, paired t-test t=3.049, and p = 0.019), while tendentiously higher 

proportion of negatively pupil modulated units were negatively co-tuned with CME (pupil and 

run: 0.08 ± 0.03, pupil and CME: 0.23 ± 0.09, t=-1.925, and p = 0.096). Difference in the 

proportion of negatively conjunctive coding neurons was not observed (CME and run: 0.16 ± 0.02, 

CME and pupil: 0.14 ± 0.05, t=0.271, and p = 0.794) (Fig 19c; right). From the 3 behaviors, pupil 

change was the least correlated among speed and CME coding units, but pupil-run conjunctive 

coding units were larger in number compared to pupil-CME coding ones. This reflects the lag 

between the pupil and the CME, but the synchronization of pupil with running. The GLM analysis 

reinforces our findings, providing further evidence that PF units are the cell type most strongly 

correlated with the examined behaviors. Notably, PF cellular firing was inferred with the highest 

accuracy from the CME signal (Fig. 19d, e). These results underscore that, among all behaviors, 

CME is the most prominently represented within the MSDB network. 

 

4.1.12 Recruitment of PF and theta bursting cells could predict the success of 

run initiation. 

To investigate MSDB network effect on the success of 1 s stimulation run initiation, 

we compared successful (run) and non-successful (no run) run initiation trials. Out of all cell types, 

PF units were modulated differently during run and no run trials (Fig 20a), although they elicited 

a longer lasting activation in both cases (Fig 20b). As the PF population is heterogeneous (Fig 8), 

we hypothesized that the recruitment of putatively excitatory PF cells (i.e the optotagged, and the 

non-characterized, putative cholinergic ones) would shift the E/I balance in the MSDB network. 

We tested this by analyzing the modulation of individual cell types during successful (run) versus 

unsuccessful (norun) trials. This was achieved by subtracting the cellular firing rate changes 

between the two cases and calculating the area under the curve of the resulting difference trace. 

This calculation yielded a success score ranging from positive values (indicating greater activity 

during runs), to zero (no activity difference), to negative values (greater activity during no-runs). 

For further analysis, we focused on the top and bottom 5% of these scores. To test E/I balance, we 

analyzed the overlapping population of Theta and Burst cells (i.e theta-bursting cells), which are 

the putative GABAergic ones. This subgroup showed distinguishable recruitment during run vs no 
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run, namely the bottom 5% of the theta-bursting cells were recruited during non-successful, and 

were inhibited during successful run trials (Fig 20c-e), suggesting a feedback mechanism of the 

inhibitory cells, supporting the hypothesis of shifted E/I balance. Taken altogether, our data 

suggest that the primary recruitment of PF units and the secondary recruitment of rhythmic cells 

are modulating run initiation. 

Figure 20, PF and theta-bursting unit recruitment is distinguishable between successful and non-successful 

run initiation. A, (left) Firing rate histogram around the 1 s stimulus of (top) PF, (middle) Theta, and (bottom) 

Burst units, upon successful (solid line), and non-successful (dashed line) run initiations. B, (top) Average run, 

CME and pupil signals around stimulation onset of (left) successful, and (right) non-successful run initiations, and 

(bottom) the subsequent averaged, normalized neural activity of PF units. C, similar to B, but with normalized 

neural activity of theta-bursting units. Brackets on the right represent the top and bottom 5% of differently active 

(success-dependent) units. D, Averaged activity histograms of the top 5% of those units presented on C around 

stimulation in separated to cases when run initiation was successful (green), or not (red). Black squares on the top 

shows where the activity histograms are significantly different. E, Similar to D, but presenting the bottom 5% of 

differently modulated theta-burst units. 
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In summary, this study marks the first exploration of the MSDB neural network 

through large-scale neural recordings combined with targeted activation of a specific cell 

population, while establishing its precise temporal relationship with behavioral variables 

associated with locomotion. Our findings reveal that along running, MSDB network is also 

engaged during whisking. Furthermore, we characterized PF MSDB neurons and showed that they 

are engaged in CME and running. Optogenetic activation of MSDB VGluT2+ cells engages other 

MSDB cell types. However, an important unresolved question remains: how the molecular and 

biophysical profiles of MSDB neurons relate to their projection patterns. As noted in the 

introduction, the septo-hippocampal pathway is one of the most extensively studied, yet the role 

of septal input along the dorsoventral axis has largely been overlooked. To address this gap, we 

aimed to gain a deeper understanding of the diversity within this pathway, as detailed in the 

following sections. 
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4.2 Molecular identification of dorso-ventral hippocampus projecting MSDB 

neurons  

The MSDB plays a crucial role in both cognitive and emotional processes, and this 

duality may be explained by its diverse inputs. Similarly, the HC is also involved in these 

processes, with distinct functional differences between its dorsal and ventral regions. Traditionally, 

the dHC is associated with spatial navigation and the precision of spatial coding, while the vHC is 

more closely linked to valence coding. The second part of my PhD work aims to lay a solid 

foundation for future investigations into whether distinct septo-hippocampal projection patterns 

fulfill different functional roles. To systematically test the projection of the three major MSDB 

cell types (GABAergic, cholinergic and glutamatergic) along the dorsoventral HC axis, we 

retrogradely labeled septo-hippocampal projecting neurons from the dHC and vHC of C57BL/6J 

Figure 21, Experimental design of the characterization of septohippocampal cells projecting along the 

dorvso-ventral hippocampal axis. A, Schematic of the virus injection to dorsan and ventral hippocampus, and 

the MSDB. B, Stitched micrographs taken 4 weeks post-injection with (left) the contra- and (right) ipsilateral side. 

C, Confocal micrograph of a ChAT+ vHC projecting neuron introducing the colocalization quantification. D, 

subregions of the MSDB that we used to analyse the localization of septo-hippocampal projecting neurons. 
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mice by injecting rAAV-hSyn-EGFP, and rAAV-CAG-tdTomato of the unilateral HC poles, 

respectively (Fig 21). After 4 weeks of incubation time, mice were perfused, and 

immunohistochemistry was performed on coronal MSDB slices, and projecting neurons with or 

without neurochemical marker expression were quantified. 

4.2.1 Majority of MSDB neurons project to the ipsilateral vHC 

First, we counted the GFP or TdT labelled dHC and vHC projecting neurons, and 

defined their paired ratio (PR), by investigating the ratio of each projections (dorsal or ventral) 

over all projecting neuron. With this method, we normalize for the variation of cell counts within 

individual animals. In general, we detected the expression of both fluorophores in the MSDB (Fig 

22a), and vHC projecting cells comprised a higher ratio of all projecting cells (PR of dHC: 41.99 

± 4.63 %, vHC: 65.46 ± 4.02 %, t = -2.617, p = 0.024, n = 12 mice; paired t-test, mean ± SEM) 

(Fig 22b). Furthermore, we divided MSDB into 4 parts: ipsilateral MS (MSi; side of the HC 

injection), contralateral MS (MSc), ipsilateral DB (DBi), and contralateral DB (DBc). A higher 

ratio of vHC projecting cells was observable in the MS, but not in the DB (PR of dHC MS: 35.81 

Figure 22, MSDB shows projection bias towards the vHC. A, (left) Confocal micrograph of the MSDB with 

retrograde labeling of (cyan) dHC, and (magenta) vHC projections. (right) Magnified images of the 2 channels 

and the merged micrograph of the area represented by the dashed rectangle on the left showing dHC projecting 

(empty arrowheads), vHC projecting (arrows), and double labeled (full arrowhead) neurons. B, Paired ratio of the 

projecting neurons representing dHC or vHC projecting cells ratio among all projections. Individual connected 

datapoints represent individual animals. C, Same as in B, but with dividing MSDB to MS and DB. D, Similar as 

in B and C, but further subdividing MSDB to ipsi and contralateral hemispheres regarding the unilateral injection 

site. E, PR of dHC vs vHC along bregma positions (the higher number the more anterior). Pie chart representation 

of the ratio of dorsally, ventrally, or double-projecting neurons of all experiments. 
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± 4.31 %, vHC MS: 72.97 ± 4.17 %, dHC DB: 45.22 ± 4.97 %, vHC DB: 61.13 ± 4.30 %; dHC 

MS vs vHC MS t = -4.270, adjusted p = 0.008, n = 12 mice; paired t-test with Bonferroni 

correction, mean ± SEM) (Fig 22c), and most of these projecting neurons originated from the MSi, 

showing marked lateralization PR of MSi dHC: 31.41 ± 4.03, MSi vHC: 77.36 ± 3.91, MSc dHC: 

48.08 ± 5.54 %, MSc vHC: 60.92 ± 5.13 %, DBi dHC: 42.77 ± 4.81 %, DBi vHC: 64.37 ± 4.43 

%, DBc dHC: 54.71 ± 7.05 %, DBc vHC: 49.22 ± 6.46 %; MSi dHC vs MSi vHC, t = -5.657, adj. 

p = 5.889*10-4) (Fig 22d). We collected coronal sections along the anteroposterior axis of the 

MSDB, which in general showed higher ratio of vHC projecting cells, and at certain coordinates 

the ratio of dHC vs vHC projecting neurons were significantly different (PR over bins: Bregma 

1.34 mm dHC: 52.47 ± 6.88 %, vHC: 57.68 ± 5.64 %; 1.12 mm dHC: 39.22 ± 4.22 %, vHC: 68.42 

± 3.91 %, t = -3.678, adj. p = 0.025; 0.9 mm: 37.02 ± 4.57 %, 69.35 ± 4.16 %, t = -3.762, adj. p = 

0.022; 0.69: 48.66 ± 7.82 %, 58.34 ± 7.49 %; 0.47 mm: 16.30 ± 4.38 %, 89.39 ± 4.50 %, t = -

8.872, adj. p = 0.021; n = 12 mice; paired t-test with Bonferroni correction, mean ± SEM) (Fig 

22e). We also tested the hypothesis, of whether the ratio of dHC and vHC projecting neurons are 

equal, by testing whether the calculated PRs are deviant from 50 %. Both dHC and vHC showed 

significant deviation from 50 %, supporting our observation of significant projection bias of 

MSDB population towards vHC (dHC PR vs 50%: t = -2.888, p = 0.006; vHC PR vs 50%: t = 

5.915, p = 3.616*10-7; one-sample t-test). We also identified, that 8.5 % percent of all projecting 

neurons were double positive for the two tracers (Fig 22f). This suggest, that although there is a 

projection bias along the dorso-ventral HC axis, there are some neurons projecting to both regions. 

We observed that all the neurochemical markers tested labeled some double-projecting neurons. 

However, due to their relatively small numbers, we could not draw definitive conclusions based 

on their prevalence. This finding merely confirms their existence, and as a result, we did not pursue 

further analysis. Taken together, our data demonstrate the presence of MSDB neurons projecting 

to both the dorsal and ventral hippocampal poles. Additionally, the findings suggest that more 

MSDB cells project stronger to the vHC than to the dHC, with MS-projecting neurons 

preferentially sending ipsilateral afferents to the vHC. 
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4.2.2 Majority of GABAergic MSDB neurons project to vHC 

To investigate GABAergic projecting neurons, we labeled MSDB slices with 

antibodies against the isoform 67 of glutamic acid decarboxylase (GAD67). We chose this marker 

over the GAD65 isoform, as it was a more reliable marker of GABAergic cells, according to the 

literature (Castañeda et al., 2005), and our tests arrived to the same conclusion. One of the most 

studied subpopulation of GABAergic MSDB neurons are expressing PV (Freund, 1989), therefore 

we also investigated this marker (Fig 23a). The ratio of GABAergic vHC projecting neurons over 

all GABAergic projecting neurons was higher compared to the dHC (dHC: 39.47(22.54-47.06) % 

vs vHC: 73.77(65.69-78.95) %; t = -3.273, p = 0.011, n = 9; paired t-test, median(IQR)) (Fig 23b). 

On the contrary, the subpopulation of these cells, the PV+ neurons, that are important pacemaker 

cells of both poles of the hippocampus interestingly did not show difference in their PR (dHC: 

29.67(10.78-31.58) % vs vHC: 39.38(34.07-40.79) %; t = -1.537, p = 0.163, n = 9) (Fig 23b). 

Slight majority of both dHC and vHC projecting neurons where positive to GAD67 (percentage 

Figure 23, MSDB GAD67+, but not GAD67+PV+ shows projection bias towards the vHC. A, (left) Confocal 

micrograph of the MSDB with retrograde labeling of (cyan) dHC, and (magenta) vHC projections, and additional 

immunohistochemistry against (yellow) PV, and (gray) GAD67. (right) Magnified images of the 4 channels and 

the merged micrograph of the area represented by the dashed rectangle on the left. It shows a GAD+PV+ dHC 

projecting (full arrowhead), a GAD-PV- dHC projecting (empty arrowhead), and a GAD+PV- vHC projecting 

(arrow) neuron in the DB. B, Paired ratio of the projecting neurons representing GAD+ dHC or GAD+ vHC 

projecting cells ratio among all GAD+ projections. Individual connected datapoints represent individual animals. 

C, Same as in B, but with GAD+PV+ dHC or GAD+ PV+ vHC projecting ratio among all GAD+ projections. D, 

Percentage of (left) GAD or (right) GAD and PV immunoreactivity of the retrogradely labeled neurons. E, Same 

as in B, but with dividing MSDB into MS and DB. F, Percentage of GAD+ dHC or GAD+ vHC along bregma 

positions (the higher number shows the more anterior position).  
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of GAD+ dHC neurons: 55.17(49.18-71.83) %, vHC: 64.71(56.86-74.44) %; t = -0.822, p = 0.435), 

and about half of this population was composed of PV+ neurons (percentage of GAD+PV+ dHC 

neurons: 38.46(31.82-51.52) %, vHC: 30.39(27.51-44.12) %; t = 1.082, p = 0.311, n = 9) (Fig 

23d). We found no differences in the overall percentage of GABA- or PV-expressing neurons 

projecting to the dHC and vHC. This suggests that although the proportion of neurons projecting 

to the dHC is smaller compared to those projecting to the vHC (Fig. 22), their immunoreactivity 

for GAD67 and PV is proportionate. Being in line with the general projection results, the MS 

innervated the vHC with much higher ratio than the dHC, and this innervation bias was also 

significantly increased compared to the ratio DB located projecting neurons (PR of dHC MS: 

32.14(23.08-33.33) %, vHC MS: 86.54(78.33-92.86) %, dHC DB: 47.62(19.05-53.62) %, vHC 

DB: 59.52(53.85-82.54) %; dHC MS vs vHC MS t = -6.846, adjusted p = 0.001; dHC DB vs vHC 

MS t = 4.885, adjusted p = 0.007, n = 12 mice; paired t-test with Bonferroni correction) (Fig 23e). 

Finally, we did not observe difference of the abundance of GABAergic projecting neurons along 

the anteroposterior axis of the MSDB (percentage of GAD+ projecting neurons over bins: Bregma 

1.34 mm dHC: 69.39 ± 10.58 %, vHC: 76.76 ± 4.17 %; 1.12 mm dHC: 66.28 ± 6.72 %, vHC: 

67.66 ± 6.42 %,; 0.9 mm: 53.11 ± 6.12 %, 57.86 ± 5.46 %; 0.69: 46.90 ± 15.53 %, 67.13 ± 1.30 

%; 0.47 mm: 55.35 ± 12.23 %, 72.83 ± 6.60 %; n = 9 mice; non-significant values of paired t-test 

with Bonferroni correction, mean ± SEM) 

 

4.2.3 Majority of ChAT and GAD67 coexpressing MSDB neurons project to 

vHC 

Next, we quantified the cholinergic subpopulation by using ChAT immunostaining. 

As we know that mixed neurotransmitter releasing MSDB subpopulation target the hippocampus 

(Takács et al., 2018), we also tested ChAT colocalization with GAD67 (Fig 24a). Interestingly, 

we did not observe dorso-ventral projection bias of cholinergic septo-hippocampal neurons (PR of 

dHC projecting: 30.81(24.16-46.91) % vs vHC: 46.32(31.99-49.22) %; t = -1.054, p = 0.317, n = 

11; paired t-test, median(IQR)) (Fig 24b), but in their dual neurotransmitter subpopulation. The 

vHC projecting ChAT+GAD+ neurons composed the majority of all ChAT+ projecting neurons 

(dHC: 27.18(18.91-35.88) % vs vHC: 61.39(59.75-68.46) %; t = -3.207, p = 0.049, n = 11) (Fig 

24c). The total percentage of ChAT+ and ChAT+GAD+ dHC projecting neurons was similar to 
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vHC projecting ones (percentage of ChAT+ dHC neurons: 75.61(62.94-81.70) %, vHC: 

61.70(55.95-73.54) %; t = 1.547, p = 0.153, n = 11; ChAT+GAD+ dHC neurons: 66.49(55.06-

71.62) %, vHC: 56.32(44.73-68.58) %; t = 0.324, p = 0.767, n = 4) (Fig 24d). The PR ratio of 

cholinergic vHC projecting neurons originating from the MS was tendentiously higher compared 

to the cholinergic dHC projecting neurons, but not significant (PR of dHC MS: 40.30 ± 5.35 %, 

vHC MS: 72.19 ± 4.05 %, dHC DB: 54.14 ± 7.24 %, vHC DB: 54.66 ± 6.09 %; dHC MS vs vHC 

MS t = -3.320, p = 0.008, n = 11 mice; paired t-test) (Fig 24e). These observations remained 

homogeneous along the anteroposterior MSDB axis (percentage of ChAT+ projecting neurons 

over bins: Bregma 1.34 mm dHC: 69.82 ± 4.59 %, vHC: 63.27 ± 4.41 %; 1.12 mm dHC: 61.76 ± 

11.55 %, vHC: 54.33 ± 10.37 %; 0.9 mm: 78.36 ± 4.70 %, 67.70 ± 5.09 %; 0.69: 62.07 ± 14.06 %, 

59.83 ± 10.09 %; 0.47 mm: 43.75 ± 43.75 %, 49.15 ± 19.15 %; n = 11 mice; non-significant values 

of paired t-test with Bonferroni correction, mean ± SEM) (Fig 24f).  

 

Figure 24, GAD67+ subpopulation of MSDB cholinergic neurons preferentially target vHC. A, (left) 

Confocal micrograph of the MSDB with retrograde labeling of (cyan) dHC, and (magenta) vHC projections, and 

additional immunohistochemistry against (yellow) ChAT, and (gray) GAD67. (right) Magnified images of the 4 

channels and the merged micrograph of the area represented by the dashed rectangle on the left. It shows 

ChAT+GAD+ dHC projecting (full arrowhead), and ChAT+GAD+ vHC projecting (arrow) neurons in the DB. B, 

Paired ratio of the projecting neurons representing ChAT+ dHC or ChAT+ vHC projecting cells ratio among all 

ChAT+ projections. Individual connected datapoints represent individual animals. C, Same as in B, but with 

ChAT+GAD+ dHC or ChAT+GAD+ vHC projecting ratio among all ChAT+ projections. D, Percentage of (left) 

ChAT or (right) ChAT and GAD immunoreactivity of the retrogradely labeled neurons. E, Same as in B, but with 

dividing MSDB into MS and DB. F, Percentage of ChAT+ dHC or ChAT+ vHC along bregma positions. 
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4.2.4 CaMKII+ MSDB neurons equally innervate the dHC and vHC 

Lastly, we wanted to use the α-subunit of the Calcium-calmodulin dependent kinase 2 

(CaMKII) as a marker for excitatory neurons, but as recent reports doubting the specificity of this 

subunit for cortical glutamatergic cells (Veres et al., 2023), we also tested whether they are specific 

for MSDB VGluT2 neurons. We perfused and coronally sectioned the brains of VGluT2-TdT 

mice, which were generated by crossing VGluT2-Cre mice with the TdTomato (TdT) reporter 

mouse line (Ai9) from the Allen Institute. In these offspring, VGluT2-expressing neurons innately 

expressed red fluorophore, TdT. To assess colocalization, we performed immunolabeling for 

CaMKII on these brain sections and quantified the overlap between TdT fluorescence and CaMKII 

expression. Surprisingly, we saw low overlap of the two markers, basically forming two distinct 

Figure 25, CaMKII is not specific for VGluT2+ MSDB neurons. A, (left) Confocal micrograph of the MSDB 

section of a reporter mouse, where red represents the innate TdT expression, and green is the CaMKII signal. 

(right) Magnified images of the 2 channels and the merged micrograph of the area represented by the dashed 

rectangle on the left. It shows TdT+ (empty arrowheads), CaMKII+ (arrows), and colocalized (full arrowhead) 

neurons. B, Pie chart showing generally low colocalization of TdT and CaMKII both in the (top left) MS, and (top 

right) DB. 
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populations (number of counted VGluT2+ cells: 285 ± 28, CAMKII+: 1406 ± 26, colocalized: 53 

± 7; n = 3 animals, n = 11 slices) (Fig 25). This amount of overlap was similar both in the MS and 

DB subparts (Fig 25b). 

Although we noted that we are unable to tag VGluT2+ neurons with this marker, we 

were still curious about the ratio of septohippocampal cells expressing CaMKII (Fig 26a). From 

all of the CaMKII+ projecting neurons about half of them projected to dHC, and the other half to 

the vHC (PR of dHC projecting: 45.83(44.86-47.51) % vs vHC: 57.38(55.77-61.74) %; t = 0, p = 

0.1, n = 3; paired t-test, median(IQR)) (Fig 26b), and the percentage of CaMKII+ projection to the 

dHC was proportional to the percentage of CaMKII+ projection to the vHC (Fig 26c) regarding 

the whole MSDB with its subregions (percentage of CaMKII + dHC neurons: 68.75(54.65-72.72) 

%, vHC: 67.61(49.29-68.94) %; t = 6.000, p = 0.7, n = 3) (Fig 26d) and along its anteroposterior 

axis (percentage of CaMKII+ projecting neurons over bins: Bregma 1.34 mm dHC: 63.89 ± 5.56 

Figure 26, CaMKII+ MSDB neurons innervate the dHC and vHC equally. A, (left) Confocal micrograph of 

the MSDB with retrograde labeling of (cyan) dHC, and (magenta) vHC projections, and additional 

immunohistochemistry against (yellow) CaMKII. (right) Magnified images of the 3 channels and the merged 

micrograph of the area represented by the dashed rectangle on the left. It shows CaMKII+ dual projecting (full 

arrowhead), CaMKII+ vHC projecting (empty arrowhead), and CaMKII- vHC projecting (arrows) neurons in the 

DB. B, Paired ratio of the projecting neurons representing CaMKII+ dHC or CaMKII+ vHC projecting cells ratio 

among all CaMKII+ projections. Individual connected datapoints represent individual animals. C, Percentage of 

CaMKII+ dHC and vHC neurons. E, Same as in B, but with dividing MSDB into MS and DB. F, Percentage of 

CaMKII+ dHC or CaMKII+ vHC along bregma positions. 
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%, vHC: 57.92 ± 4.58 %; 1.12 mm dHC: 48.92 ± 15.62 %, vHC: 55.39 ± 14.99 %; 0.9 mm: 81.33 

± 13.13 %, 66.95 ± 18.71 %; 0.69: 81.82 ± 0.00 %, 58.33 ± 8.33 %; 0.47 mm: 83.33 ± 8.33 %, 

55.00 ± 5.00 %; n = 3 mice; non-significant values of paired t-test with Bonferroni correction, 

mean ± SEM) (Fig 26e). This all suggest that the CaMKII+ MSDB subpopulation equally project 

to both poles of the HC, and is a distinct subpopulation than the VGluT2+ cells. 

 

4.2.5 Sparse population of VGluT2+ septohippocampal neurons  

To investigate the glutamatergic subpopulation of septohippocampal neurons, we used 

the previously mentioned reporter mouse line and adjusted our experimental protocol. We injected 

rAAV-hSyn-EGFP to either the dorsal or the ventral part of the unilateral hippocampus, and 

imaged the perfused sections (Fig 27a). As we could not normalize our dataset with the overall 

projection due to only working with one injection site, we measured the volume of the analysed 

tissue, and calculated cell density. Surprisingly, the density of VGluT2+ projecting neurons to the 

vHC was more than 3-fold higher compared to the density of dHC projecting ones (cell density of 

dHC projecting MSDB neurons: 6.154*10-8 ± 1.719*10-8 cell/µm3 vs vHC: 17.86*10-8 ± 2.858*10-

8 cell/µm3; t = -2.750, p = 0.071, n = 4 animals for each group; Student’s t-test, median(IQR)) (Fig 

27b), and this difference was the most striking in the MS subregion (cell density of dHC projecting 

in MS: 9.732*10-8 ± 1.654*10-8 cell/µm3, vHC MS: 31.76*10-8 ± 5.325*10-8 cell/µm3, dHC DB: 

3.971*10-8 ± 1.997*10-8 cell/µm3, vHC DB: 9.490*10-8 ± 2.525*10-8 cell/µm3; dHC MS vs vHC 

MS t = -3.422, p = 0.014, n = 4 mice for each group; Student’s t-test; mean ± SEM) (Fig 27d). In 

line with the literature, among all projecting neurons, VGluT2+ subpopulation was the least 

represented (Müller & Remy, 2018). Furthermore, cumulative evidence of the metadata of papers 

investigating MSDB VGluT2 cells (Sotty et al., 2003; X. Wu et al., 2021), and our self-curiosity 

led us to test ChAT expression along with the TdT and GFP. We observed that the amount of 

projecting VGluT2 cells was very low, around 0-2 cells in each slice, almost all of them were 

colocalized with ChAT marker for both the dorsal and ventral projecting subpopulations 

(percentage of VGluT2+ dHC neurons: 20.60(4.93-36.94) %, vHC: 26.14(18.79-33.48) %; t = -

0.441, p = 0. 675, n = 4; VGluT2+ChAT+ dHC neurons: 12.77(3.90-25.45) %, vHC: 21.22(15.02-

29.34) %; t = -0.687, p = 0.518, n = 4) (Fig 27c). The low expression was constant along the 

anteroposterior axis of the MSDB (percentage of VGluT2+ projecting neurons over bins: Bregma 
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1.34 mm dHC: 27.12 ± 12.67 %, vHC: 44.50 ± 10.91 %; 1.12 mm dHC: 5.87 ± 2.70 %, vHC: 

11.54 ± 2.43 %; 0.9 mm: 27.49 ± 13.59 %, 15.92 ± 4.93 %; 0.69: 9.90 ± 7.95 %, 30.43 ± 12.83 %; 

0.47 mm: 6.25 ± 6.25 %, 25.92 ± 11.78 %; n = 4 mice; non-significant values of paired t-test with 

Bonferroni correction, mean ± SEM) (Fig 27e). 

Taken altogether, we showed that MSDB expresses a strong projection bias toward the 

vHC. The neurochemical identity of these projecting neurons revealed a proportional projection 

comparing the dHC to vHC. Further studies remained to be conducted on determining the 

postsynaptic targets of these projections in the HC, which could bring further understanding about 

this projecting pathway. 

  

Figure 27, MS VGluT2+ projection is 3-fold denser to the vHC. A, (left) Confocal micrograph of the MSDB 

with retrograde labeling of (cyan) dHC projection, the reporter channel for (gray) VGluT2, and additional 

immunohistochemistry against (yellow) ChAT. (right) Magnified images of the 3 channels and the merged 

micrograph of the area represented by the dashed rectangle on the left. It shows a VGluT2+ChAT+ dHC projecting 

(full arrowhead), and a VGluT2+ChAT- non-projecting (empty arrowhead) neuron. B, Cell density of VGluT2+ 

projecting neurons. C, Percentage of (left) VGluT2+ or (right) VGluT2+ChAT+ dHC or vHC projecting neurons. 

D, Same as in B, but with dividing MSDB into MS and DB. E, Percentage of VGluT2+ dHC or VGluT2+ vHC 

along bregma positions.  
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5. Discussion 

The MSDB is regarded as a subcortical hub that bridges the sensory system and the 

limbic system, playing a role in a wide range of functions. This functional diversity can be better 

understood through two key aspects: (1) the variety of MSDB populations and their local 

interactions and (2) the projection patterns of these cells that transmit the computed output to target 

areas. In this thesis, we demonstrated that optogenetic activation of VGluT2+ MSDB neurons 

recruits non-VGluT2+ neurons, leading to persistent firing (PF). This firing matches the duration 

of photostimulation-induced CME and pupil dilation, two main behavioral variables linked to 

locomotion.  

This persistent activity likely further supports cognitive functions such as working 

memory, motor planning, and decision-making, acting as a neural substrate for linking transient 

sensory stimuli with sustained motor and cognitive outputs. By dissecting these mechanisms 

utilizing large scale neural recordings, this work enhances our understanding of the MSDB’s 

electrophysiological properties and functional roles. This thesis further explores the connectivity 

between the medial MSDB and the hippocampus, revealing differential innervation from the 

MSDB along the hippocampal dorsoventral axis. In summary, this work contributes to the growing 

body of literature that underscores the MSDB's role as a crucial node in integrating a wide range 

of behaviors. This integration supports not only hippocampal-dependent memory but also broader 

brain networks responsible for movement coordination and adaptive behavioral responses. 

 

5.1 Transient photoexcitation of MSDB VGluT2 neurons mediate locomotion-

related behaviors 

Previous studies demonstrated that prolonged stimulation of VGluT2+ neurons in the 

MSDB, particularly at theta frequencies, can initiate locomotion (Fuhrmann et al., 2015; Kocsis et 

al., 2022; Mocellin et al., 2024). In this thesis, we examined the impact of shorter, more 

physiologically relevant stimulation durations on locomotion-related behavioral variables. 

Specifically, we used a 1 s light stimulus to excite the VGluT2+ population, which, in some cases, 

initiated running. Analyzing unsuccessful run initiations revealed movement-preparatory actions, 

such as CME (i.e. whisking) and pupil dilation. These observations suggest that even when the 
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excitatory/inhibitory (E/I) balance in the MSDB is insufficient to induce locomotion, this brief 

stimulation can elicit CME and subsequent pupil dilation. This effect may involve the MSDB-LH 

network, as LH orexin neurons are sufficient to induce pupil dilation, but also to elicit activity after 

the state of quiescence (Grujic et al., 2023; An et al., 2021). Indeed, our results revealed a 

functional connection between the two aspects of locomotion: a 1-second photoexcitation not only 

initiated running but, in most cases, also induced whisking, which was closely followed by pupil 

dilation. 

Analyzing the ORX signal of LH neurons in the NAcc revealed a clear delay of ~500 

ms between orexin activity and the onset of locomotion (Duffet et al., 2022). Previous evidence 

supports the notion that MSDB VGluT2+ neurons send excitatory projections to the LH, enabling 

transitions from sleep to active state (An et al., 2021). In line with this and other hypothesis (Liu 

et al., 2020), it is plausible that MSDB VGluT2+ cells directly innervate LH orexin neurons. This 

aligns with our data showing a strong speed-tuning effect in MSDB neurons and the understanding 

that the LH is not primarily a computational hub but rather a relay for transmitting input signals 

due to its low intra-area connectivity (Burdakov & Karnani, 2020). While LH ORX neurons are 

well-established drivers of pupil dilation, the direct pathway from the MSDB to the locus coeruleus 

(LC)—another brain region closely associated with pupil dilation—remains largely unexplored. 

Our tracing from the MSDB VGluT2 cells revealed a strong projection of these neurons directly 

to the LC (data not shown). Optogenetically targeting these fibers could reveal the functional 

significance of this pathway in autonomic regulations and arousal maintenance. It is likely that the 

pupil dilation effect observed with LH activation is complemented by MSDB-LH projections. The 

role of the MSDB-LH interconnections regarding pupil dynamics, however, remains an open 

question in our understanding. Moreover, during locomotion, both acetylcholine (ACh) and 

norepinephrine (NE) signals are present, with NE preceding ACh (Reimer et al., 2016). This 

temporal relationship suggests that the LC-to-MSDB projection may play a crucial role in 

locomotion initiation. Increased ACh signaling from the MSDB ascends through the visual cortex, 

mediating visual response by locomotion (Fu et al, 2014). Our results demonstrated that activation 

of MSDB VGluT2+ neurons induce arousal-related behaviors, evident in increased whisking and 

pupil dilation, even in the absence of locomotion. This finding raises questions about the functional 

significance of these arousal epochs without accompanying movement. Previous research (Vinck 

et al., 2015) has highlighted the role of such arousal states in enhancing perception and learning. 
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Thus, future studies should explore how MSDB VGluT2-induced arousal is linked to learning 

processes. 

5.2 Persistent Activity in MSDB Neurons 

Characterization of MSDB neurons revealed a persistently active neural population 

which was in close coordination with the whisking signal. This link suggests that the sensory input 

to MSDB is transferred via PF, because the length of PF in this area aligns with the length of the 

whisking signal. Notably, the same neuronal populations were activated during voluntary 

whisking, supporting the hypothesis that whisking behavior is driven through MSDB circuits. 

Complementing this finding, analysis of pupil signals revealed a delayed correlation with MSDB 

neural activity, suggesting that whisking and pupil dilation share a common origin in the MSDB 

before diverging at downstream targets. Supporting this hypothesis, Reimer et al. (2016) observed 

that pupil signals lag approximately 1 second behind LC noradrenergic activation. This could 

imply that while whisking signal is expressed immediately after our stimulation (with about 200 

ms delay), the pupil signal needs to propagate through several downstream targets until actual 

dilation. Although our anatomical inspection did not identify MSDB VGluT2 terminals in either 

the V or VII cranial nerve nuclei (associated with whisking), we hypothesize that whisking-related 

CME signals are likely conveyed from the MSDB to cortical execution areas, such as the barrel 

cortex. Given its strong influence by whisking, this pathway could account for the observed short 

latency. This pathway divergence may function as a synchronization mechanism, ensuring that 

whisking aligns with locomotion. Supporting this idea, we observed that while running and pupil 

signal has a more variable relationship, whisking and pupil signals maintain a tighter coupling. 

Stimulated running followed both whisking and pupil signals, whereas voluntary movements 

displayed whisking preceding running, with pupil dilation synchronized to running. This 

synchronization may enhance visual perception during movement by modulating cortical sensory 

areas. Interestingly, stimulated CME signals emerged promptly (~300 ms after stimulation onset) 

and were generated by a subgroup of neurons, whereas locomotion initiation exhibited seconds 

long delay. This suggests that the recruitment of PF neurons plays a role in bridging preparatory 

whisking and running initiation. Supporting this, we showed that increased recruitment of PF 

neurons, accompanied by the downregulation of putative GABAergic neurons and higher CME 

magnitude, correlated with successful run initiation. 
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Both the intrinsic biophysical properties of individual neurons and the synaptic circuit 

dynamics have been shown to play mechanistic roles in persistent activity. Evidence supporting 

the involvement of intrinsic cellular conductances in generating persistent activity comes from a 

substantial body of research (Fransén et al., 2006; Jochems & Yoshida, 2015; Knauer et al., 2013; 

Navaroli et al., 2012; Pressler & Strowbridge, 2006). These studies demonstrated that transient 

intracellular depolarization can lead to persistent firing in specific neurons, even when synaptic 

transmission is pharmacologically blocked. Notably, many of these experiments involved the 

application of carbachol (a muscarinic receptor agonist), which is thought to mimic the increased 

acetylcholine levels associated with heightened attention and working memory. In contrast, other 

studies have highlighted the necessity of synaptic circuits to drive persistent activity (Inagaki et 

al., 2019; Hart & Huk, 2020), supported further by numerous computational models of persistent 

activity grounded in attractor network dynamics (Amit & Brunel, 1997; Barak & Tsodyks, 2007; 

Compte, 2006; Nachstedt & Tetzlaff, 2017; Zylberberg & Strowbridge, 2017). In our study, we 

observed prominent persistent activity following transient stimulation of MSDB VGluT2 neurons, 

even in the presence of synaptic blockers and without additional carbachol application. This 

finding suggests that MSDB VGluT2 neurons possess intrinsic biophysical properties that enable 

them to sustain firing independently. However, we also observed more pronounced persistent 

firing in an intact network condition, indicating that the network amplifies the persistence and 

prominence of sustained activity.  

Numerous studies have explored the biophysical mechanisms underlying persistent 

activity. In many cortical neurons, persistent firing has been reported to likely involve a second 

messenger system that activates the underlying depolarizing response. Evidence supporting this 

hypothesis comes from studies showing that persistent firing is sensitive to calcium ion 

concentrations (Pressler & Strowbridge, 2006; Rahman & Berger, 2011; Lei et al., 2014). Despite 

significant efforts by several research groups (Haj-Dahmane & Andrade, 1999; Lei et al., 2014; 

Rahman & Berger, 2011; Tahvildari et al., 2008; Z. Zhang et al., 2011) to elucidate this 

mechanism, the exact calcium-dependent current enabling neurons to sustain firing after a stimulus 

remains unidentified. One proposed mechanism is a calcium-activated non-selective cation current 

(ICAN), as suggested in studies by Pace et al. (2007) and Rubin et al. (2009). Our additional 

experiments manipulating extracellular calcium concentrations ([Ca²⁺]o) provided evidence that 

PF in the MSDB is driven by intrinsic membrane properties and depends on Ca²⁺-mediated 
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mechanisms. This finding aligns with studies in other regions, such as the prefrontal cortex, where 

intrinsic mechanisms support sustained activity during working memory tasks (Goldman-Rakic, 

1995), and the entorhinal cortex, where muscarinic receptor activation enhances intrinsic PF 

(Fransén et al., 2006). Several studies have reported that specific subtypes of transient receptor 

potential canonical (TRPC) channels may mediate ICAN responses in cortical neurons (Yan et al., 

2009; Z. Zhang et al., 2011; Reboreda et al., 2011; Lei et al., 2014). Additionally, a more recent 

study (O’Malley et al., 2020) demonstrated the involvement of TRPM channels in the persistent 

firing exhibited by thalamic reticular nucleus neurons. Future research should aim to elucidate the 

specific biophysical mechanisms that enable MSDB VGluT2 neurons to sustain persistent firing. 

Although the investigation of the intrinsic mechanisms and conductances underlying this persistent 

firing falls outside the scope of the current thesis, it remains a topic of great interest, given the 

diverse behavioral and cognitive functions associated with the MSDB. Furthermore, antagonizing 

other neuromodulators, such as norepinephrine (NE), remains to be explored. This would be 

intriguing, as earlier studies have demonstrated that a 1-second activation of the noradrenergic 

nucleus LC induces sustained activity in the MSDB (Segal, 1976). Finally, combining retrograde 

tracing in candidate brain regions—such as the preoptic area (Zhang et al., 2018), lateral 

hypothalamus (An et al., 2021), or ventral tegmental area (Mocellin et al., 2024)—with 

electrophysiological recordings of specific MSDB-projecting neurons could provide valuable 

insights into the projection patterns of persistently active neurons. 

Persistent firing in VGluT2+ neurons may extend beyond memory functions to 

encompass processes such as reinforcement learning, locomotor state maintenance, and 

anticipatory coding during goal-directed behaviors. The MSDB circuits have long been implicated 

in coordinating hippocampal theta oscillations, a critical component for encoding spatial and 

temporal information (McNaughton et al., 2006; Vertes & Kocsis, 1997). Persistent activity 

observed in VGluT2+ neurons aligns with these roles, suggesting that these neurons act as 

integrators of motor planning and spatial coding. During locomotion, these neurons might 

synchronize hippocampal theta oscillations with stepping rhythms, enhancing spatial memory 

encoding and retrieval. Their coupling with pupil-linked arousal signals further suggests a role in 

modulating cortical states during attentive behaviors. Such integrative dynamics are critical for 

adaptive responses to complex environments, enabling animals to navigate efficiently while 
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processing sensory inputs. Future research should also explore how VGluT2+ neuron activity 

contributes to behavioral flexibility during rapid changes in environmental demands or task rules. 

 

5.3 Septo-Hippocampal Connectivity 

The increased MSDB activity during run initiation may reflect its role in preparing the 

hippocampal network for processing incoming sensory and motor-related signals, to enhance 

encoding by transferring theta oscillation. In this thesis, we explored the projections of septo-

hippocampal neurons, and showed a strong general projection bias along the dorso-ventral axis of 

the HC. Specifically, MSDB neurons projects stronger input to the vHC compared to the dHC. 

This projection bias aligns with the broader functional dichotomy of the hippocampal axis: the 

dHC supports spatial navigation and memory, while the vHC is involved in emotional processing 

and encoding the valence of experiences.  

A study examining the role of the MSDB as part of a secondary auditory pathway (G.-W. 

Zhang, Sun, et al., 2018) also highlights the significance of this distinction. The authors showed 

that disturbingly high dB noises, but not pure tones are represented in the MSDB. Additionally, 

other aversive stimulus like airpuff also rapidly activates MSDB subpopulations (G.-W. Zhang, 

Shen, et al., 2018), like cholinergic cells (Hangya et al., 2015). The vHC is coding the valence of 

the experience, therefore it is hypothesized, that the MSDB to vHC pathway should have a strong 

influence of aversive memory encoding. Specific experiments investigating this pathway may 

reveal how differential MSDB projections regulate specific hippocampal subdomains to optimize 

memory consolidation and spatial navigation during active exploration. The MSDB also projects 

to the VTA (Mocellin et al., 2024) and LHb (G.-W. Zhang, Shen, et al., 2018), brain regions 

associated with reward and aversion. However, it remains to be investigated whether the same 

neurons conveying these inputs also target the vHC. Future research is necessary to clarify the 

circuitry underlying the integration of inputs processing emotional information. 

VGluT2+ neurons projecting to the dHC are particularly important for understanding 

how the MSDB regulates locomotion and spatial coding. This interplay between locomotion and 

spatial memory is central to adaptive navigation and environmental learning (O’Keefe & Burgess, 

1996). This connection between locomotion and spatial memory is supported by studies 
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demonstrating that theta oscillations frequency dynamically adjust to match motor and 

environmental demands (Buzsáki, 2002; Fuhrmann et al., 2015). Additional exploration of how 

VGluT2+ neuron activity adapts during changes in task complexity or environmental uncertainty 

would provide valuable insights into the flexible role of the MSDB.  

VGluT2+ septo-hippocampal neurons likely interact with local interneurons and 

pyramidal cells (Sotty et al., 2003; Colom et al., 2005; Huh et al., 2010), facilitating prolonged 

firing and theta synchronization. This dynamic integration may underlie behavioral state 

transitions, such as movement initiation or exploratory behavior. Future studies could further 

investigate how neuromodulators such as ACh or NE influence VGluT2+ neuron activity during 

locomotion and cognitive tasks. By coordinating theta oscillations with locomotor phases, 

VGluT2+ neurons likely enhance the precision of spatial coding in hippocampal circuits, 

facilitating navigation and memory consolidation. Altogether, these findings underscore the 

importance of VGluT2+ neurons as an interface between hippocampal spatial representation and 

motor planning circuits. 

5.4 Broader Implications and Future Directions 

Our in vivo study was performed in head-fixed animals, focusing on simple behavioral 

patterns outside of naturalistic environments. While this experimental approach yielded valuable 

insights, it also had limitations. Specifically, our study did not address the activity of the MSDB 

population during more complex behaviors, such as exploration, food-seeking, consumption, or 

defensive responses. These behaviors likely engage MSDB neurons differently than the limited 

paradigms we employed. An additional behavior of interest is rearing, which has been previously 

shown to involve MSDB VGluT2+ neuron activation (Mocellin et al., 2024). Due to the limitations 

of our experimental setup, we could not investigate all behavioral variables of interest. 

Our study provides foundational insights into MSDB dynamics and their integration 

with hippocampal circuits. However, several questions remain open for future exploration. First, 

the causal roles of VGluT2+ neurons in specific behavioral paradigms should be examined using 

advanced techniques, such as Ca2+ imaging to monitor the same neurons across multiple behaviors, 

combined with optogenetic manipulations. These approaches could elucidate how VGluT2+ 

neuron activity supports locomotion, memory, and decision-making. Second, the interaction 

between intrinsic mechanisms and network dynamics underlying persistent activity warrants 
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further investigation. Computational models could clarify how synaptic inputs and 

neuromodulatory signals shape VGluT2+ neuron firing, providing a deeper understanding of their 

contributions to behavioral states. A particular focus on the role of cholinergic modulation could 

reveal how task-specific demands influence MSDB dynamics and downstream hippocampal 

activity. 

From a translational perspective, the MSDB’s role in regulating hippocampal 

dynamics suggests potential therapeutic applications. Dysfunction in MSDB circuits has been 

implicated in neurological and neuropsychiatric disorders such as epilepsy, anxiety, depression, 

and schizophrenia (Degroot & Treit, 2004; Takeuchi, Nagy, et al., 2021; Takeuchi, Harangozó, et 

al., 2021; Leung & Ma, 2022). Targeting MSDB activity through pharmacological or 

neuromodulatory interventions could provide new strategies for treating these conditions. 

Additionally, understanding how MSDB activity adapts to degenerative conditions, such as 

Alzheimer’s disease, may inform interventions aimed at preserving spatial memory and cognitive 

flexibility. Also deeper understanding of locomotion initiation circuits could provide valuable 

insights that can help improve the lifestyle of the people with Parkinson’s disease. 

In summary, this study highlights the MSDB’s multifaceted roles in coordinating 

neural and behavioral systems. By integrating findings on MSDB-driven locomotion, hippocampal 

dynamics, and persistent activity, this work lays the groundwork for future investigations into the 

broader implications of MSDB function in health and disease. 
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