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Abstract

This dissertation addresses the challenges of solving high-dimensional stochastic dif-
ferential equations (SDEs) often spatially discretized stochastic partial differential
equations (SPDEs) driven by both standard Brownian motion (sBm) and fractional
Brownian motion (fBm). The primary focus is on model order reduction (MOR)
techniques, essential for simplifying large-scale systems into lower-dimensional, com-
putationally efficient models while preserving critical dynamics.

We study numerical solutions for large-scale linear stochastic systems, such as
spatially discretized SPDEs driven by standard and fractional Brownian motion.
Particular emphasis is placed on the stochastic heat equation, where a spectral
Galerkin scheme is employed for spatial discretization, extending existing results to
SPDEs influenced by Wiener and fractional noise. Due to the lack of asymptotic
stability in semi-discretized SPDEs under large noise, we develop MOR, schemes
specifically designed for unstable systems with Wiener noise. A novel Gramian-based
approach is proposed to identify dominant subspaces, with Gramians constructed
through Lyapunov equations. Since covariance information is not directly avail-
able, efficient sampling-based methods incorporating variance reduction techniques
and deterministic approximations of covariance functions are introduced. An error
bound is established, providing a priory criteria for selecting the reduced system
dimension, and ensuring the applicability of the method even in deterministic set-
tings. Comprehensive numerical experiments validate the proposed MOR schemes,
demonstrating their computational efficiency and effectiveness in high-dimensional
stochastic systems.

We also investigate systems driven by fBm with the Hurst parameter H € [1/2,1),
using the Young and Stratonovich interpretations. Fractional Young differential
equations capture memory effects, and we analyze fundamental solutions to intro-
duce empirical reduced order methods based on snapshots or approximated Grami-
ans. For H > 1/2, empirical Gramians from the simulation data are proposed. We
present projection-based ROMs, noting the need for improvements in Stratonovich
settings. Numerical experiments validate our techniques, offering insights into effec-
tive MOR  for stochastic systems with fractional noise, and aiding efficient compu-
tational strategies for practical applications.
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Introduction

Computational science has emerged as a critical third pillar in science and industry,
complementing theoretical and experimental approaches. It enables deep insights
into systems in various fields like physics, chemistry, biology, economics, and en-
gineering. The growing need for real-time simulation, control, and prediction of
complex systems presents significant challenges. These challenges often lead to op-
timal control problems involving dynamical systems (DS) governed by (stochastic)
partial differential equations ((S)PDEs).

Advancements over the past decades, driven by increased computational power
and improved numerical algorithms, have made it possible to solve many complex
problems that were previously intractable. However, standard spatial discretization
methods for high-resolution DS often result in large-scale, high-dimensional systems
of stochastic or ordinary differential equations. To address these challenges, MOR

Physical System + Data
1 Modeling

(S)PDEs Estimation Simulation Control

l Descritization \ T /

Model reduction

(S)ODEs » Reduced # of (S)ODEs

Figure 0.1: Process to a Reduced-Order Modeling

techniques provide a promising approach. These techniques simplify large-scale
systems into low-dimensional Reduced-Order Models (ROMs), facilitating robust
simulation and active control (Figure [0.1)). MOR aims to find low-dimensional ap-
proximations of high-dimensional DS by focusing on dominant modes, thus reducing
computational complexity while preserving essential input-output behaviors (Figure
. The reduction process must be reliable, computationally efficient, and result
in minimal approximation errors. There has been an enormous interest in MOR
techniques for deterministic equations. Let us refer to [5] [13], where an overview
of different approaches is given and further references can be found. MOR for It6
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Figure 0.2: Input-output systems

stochastic differential equations (SDEs) is also very natural thinking of computation-
ally very involved techniques like Mont-Carlo methods. There has been vast progress
in the development of MOR schemes in the It6 setting. Let us refer to [14] 100, [116]
in order to point out three different approaches in this context. Chapter [3|is devoted
to the concept of MOR and defines various MOR methods, highlighting the most
critical ones: the Balanced Truncation (BT) method and the Proper Orthogonal
Decomposition (POD) method, which are pivotal in reducing system complexity
while preserving essential dynamics.

Balanced Truncation is a prominent method for MOR in both deterministic and
stochastic systems. It uses Singular Value Decomposition (SVD) to approximate a
matrix to its lower-rank form, as detailed by Moore [76] and further developed by
Mullis and Roberts [74]. In deterministic systems, Lyapunov Balanced Reduction
(LBR), which involves solving reachability and observability Lyapunov equations,
ensures stability and provides error bounds, as established by Glover [89] and Enns
[33]. For stochastic systems, balanced truncation incorporates stochastic Gramians
to account for noise impact, allowing for accurate simplification of complex models
with clear error bounds, crucial for fields like aerospace and financial engineering.
This adaptation was notably advanced in the late 1980s and 1990s [41] 25], and
recent discussions on Itd type SDEs can be found in 10} 14].

POD method is another crucial MOR technique developed through contribu-
tions by Karhunen [56], Loéve [67], and others [63], [02] [15]. It has been exten-
sively applied in various scientific and engineering domains, including fluid dynam-
ics [42, 49, 107, [112], electric circuit analysis [88], and structural dynamics [4].
Comprehensive reviews on the history and applications of POD can be found in
[20 22, 58, 65, 118]. While POD has been effectively used for deterministic systems
derived from PDEs, its extension to SDEs influenced by Wiener processes has been
less explored. Notable applications in stochastic settings include the stochastic Burg-
ers equation [48] [122] and stochastic Hamiltonian systems, where POD techniques
were shown to improve solution accuracy and stability [116]. This dissertation ex-
plores advanced MOR techniques in stochastic systems driven by standard Brownian
motion (sBM) and fractional Brownian motion (fBm).

Fractional Brownian motion, introduced by Kolmogorov [62] and further explored
by Mandelbrot and Van Ness [69], differs from classical Brownian motion by its Hurst
parameter H, which ranges from 0 to 1 and adjusts its self-similarity index. While
sBm has a self-similarity index of 1/2 and stationary increments, fBm’s varying H
allows it to model a wider array of phenomena but also prevents it from being a
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semimartingale or Markov process when H # 1/2. This distinction complicates the
analytical treatment of fBm but opens new research avenues. Integrating processes
with respect to fBm, particularly for H > 1/2, can be approached using pathwise
methods based on Young’s integration [123] or fractional calculus [34]. Malliavin
calculus has also been pivotal, with foundational work by Decreusefond and Ustiinel
[27], and further contributions by Carmona and Coutin [21], Alés, Mazet, and Nu-
alart |1 2], and the monographs by Hu and Biagini [44] 18]. A comprehensive
discussion of fBm, detailing its properties and various integration techniques is pro-
vided in Chapter

Due to its self-similarity and long-range dependency, fBm is an excellent candi-
date for simulating various phenomena in practice. The significance of long-range
dependence is underscored by the extensive volume of literature that features this
concept in their titles. Such publications span diverse fields including finance [66],
econometrics [105], internet modeling [55], hydrology [87], climate studies [117], lin-
guistics [3], DNA sequencing [57], and physics [38] [39] [93].

In this dissertation, we study a Ri-valued fBm process WH = (W, ... ,W{I)T,
characterized by a mean of zero, Hurst parameter H € [1/2,1), and the covariance
matrix K = (k;;)i j=1,.. 4 The process is characterized by

EWH ) (WH()T] = Kt*, for te0,T],

where T" > 0 denotes the terminal time. These processes are defined on a fil-
tered probability space (Q, T, (F)eepo.115 IP’), where (F})ico,r is assumed to be right-
continuous and complete.

Initially, we focus on Wiener noise, corresponding to H = %, and assume W2 := W
is (F)tepo,m-adapted, with increments W (t + h) — W (t) being independent of J; for
t,h > 0. Comprehensive details and concepts about SDEs and It6 calculus are
provided in Chapter|ll In the latter part of this dissertation, we extend our analysis
to fBm with Hurst parameter H > % This unified approach allows us to analyze
the properties and behaviors of both Wiener processes and fBm, using their unique
characteristics in various stochastic modeling scenarios.

We consider the following large-scale controlled linear SDE:

dz(t) = [Az(t) + Bu(t)]dt + i Nz (t)dW(t), x(0) = zo, (0.1a)

y(t) = Ca(t), te0,7), (0.1b)

where A, N; € R™" B € R™™ and C' € RP*". The state dimension n is assumed to
be large and the quantity of interest y is often low-dimensional, i.e., p < n, but we
also discuss the case of a large p. By x(t; xo,u), we denote the state in dependence
on the initial state xo and the control u, for which we assume that it is (?t)tE[O,T]—
adapted and ||ul|7. := EfOT u(s)||5ds < oo with ||-||, representing the Euclidean
norm.

The first goal of this dissertation is to construct a system with state z, and
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quantity of interest y, having the same structure as but a much smaller state
dimension r < n. At the same time, it is aimed to ensure y = y,. Such a reduced
order model (ROM) is particularly beneficial if many evaluations for several
controls u are required (e.g. in an optimal control problem) combined with the need
to generate many samples of y for each u. Now, a ROM shall be achieved under
very general conditions such as the absence of mean square asymptotic stability, i.e.,
E ||(t; 20, 0)]|> — 0 (as t — oo) is not given. Methods involving such a stability
condition are intensively studied in the literature [9] [14], 96] 103] since it is often
guaranteed if results from a spatial discretization of a SPDE such as

9X(t, ¢)

20— AX( €) + Bult) + i N;X(t, ) oWi(t)

ot

o (0.2)

The solution X(t,-) to the heat equation is viewed as a stochastic process
taking values in a Hilbert space and shall be approximated by z. In this context,
A can be seen as a discretized version of the Laplacian A and B, NV, represent dis-
cretizations of the linear bounded operators B, N;. Moreover, W; can be interpreted
as Fourier coefficients corresponding to a truncated series of space-time noise. Fur-
ther explanations on different schemes for spatial discretization can, e.g., be found in
[8, 24 140]. However, even in a setting like in ((0.2)), mean square asymptotic stability
can be violated since the noise can easily cause instabilities (e.g. if it is sufficiently
large).

Such a scenario is of interest in this thesis. We establish generalizations of bal-
ancing related MOR schemes in order to make them applicable to general systems
(0.1). These MOR methods rely on matrices called Gramians that can be used to
identify the dominant subspaces of . Based on this characterization of the rel-
evance of different state directions, less important information in the dynamics is
removed leading to the desired ROM. This step can be interpreted as an optimization
procedure applied to spatially discretized SPDE. In an unstable setting, Gramians
need to be defined that generally exist in contrast to previous approaches. We con-
sider generalized time-limited Gramians in Chapter [5l Such type of Gramians have
been used in deterministic frameworks [37, 64) [74], [102]. Although such an ansatz
is beneficial for the setting we want to cover, the analysis of MOR methods based
on generalized time-limited Gramians is much more challenging. Furthermore, the
question of how to compute these Gramians in practice is very difficult but vital
since they are required in order to derive the ROM.

In Chapter |5, we introduce the time-limited Gramian in the stochastic setting
studied here. This chapter presents the work published in [101], where the theoret-
ical findings are elaborated and applied. We point out the relation between these
Gramians and the dominant subspaces of and show their relation to matrix
(differential) equations. Subsequently, we discuss two different MOR techniques
based on these Gramians and analyze the respective error. In particular, an error
bound is established that allows us to point out situations in which the approaches
work well. It is important to point out that this bound is more than just a gener-
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alization of the deterministic case [102]. The new type of representation links the
truncated Hankel singular values of the system or the truncated eigenvalues of the
reachability Gramian, respectively, to the error of the approximation without need-
ing asymptotic stability and is hence beneficial also in unstable settings. Moreover,
we discuss different strategies that can be used to compute the proposed Gramians.
They are solutions to Lyapunov equations. However, in a time-limited scenario,
covariance information at the terminal time enters these Lyapunov equations which
is not immediately available. Since direct methods only work in moderately high
dimensions, we focus on sampling based approaches to estimate the required co-
variances. In order to increase the efficiency of such procedures we apply variance
reduction methods in this context leading to an efficient way of solving for the
time-limited Gramians. Apart from this empirical procedure, a second strategy to
approximate covariance functions and hence the Gramians is investigated, where
potentially expensive sampling is not required. This chapter concludes with several
numerical experiments showing the efficiency of the MOR methods.

The second objective of this thesis is to develop MOR methods for stochastic
systems driven by fBm with non-zero initial conditions. The system under consid-
eration is described by:

dx(t) = [Az(t) + Bu(t)|dt + i Niz(t) o dWH(t), 2(0) = 20 = Xoz, 0.3)

y(t) = Cz(t), tel0,T],

where WH = {W] ... W[/} are independent fBm with Hurst index H € [1/2,1).
The matrices are defined similarly to those in system ((0.1]), with X, € R™*" 2 € R”
and T > 0 being the terminal time. System is defined as an integral equation
using Young integration (H > 1/2) and Strtonovich integration (H = 1/2) to make
sense of [; N;x(s) o AW/ (s).

As mentioned before, when H # %, the process W is neither a semimartingale
nor a Markov process. These are the main obstacles when MOR techniques are
designed for such systems. The dimension reduction we focus on is conducted by
identifying the dominant subspaces using quadratic forms of the solution to the
stochastic equation, specifically Gramian matrices. By characterizing the relevance
of different state directions using Gramians, less important information can be re-
moved to achieve the desired ROM. Our work considers various types of Gramians
depending on their availability in different settings. The exact Gramians are studied
on compact intervals [0,7] as well as on infinite time horizons. As stated earlier,
these have previously been used in deterministic frameworks or It stochastic differ-
ential equations (see Chapter |5 and [9] [10] [14]). Given the Young case of H > 1/2,
the fractional driver does not have independent increments making it hard to extend
the concept of Gramians to this setting. One of our contributions is the analysis
of fundamental solutions of Young differential equations. We prove a weak form
of semigroup property in Lemma which is the basis for a proper definition of
Gramians for H > 1/2 and new even if H = 1/2. This lemma is the key for the entire
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theory and opens up opportunities to study MOR for equations with drivers solely
having stationary increments. The lemma is, for example, exploited to show
that certain eigenspaces of these Gramians are associated with dominant subspaces
of the system and therefore confirms that the choice of Gramians is meaningful.
However, this approach is still very challenging from the computational point of
view for fBms with H > 1/2. This is due to a missing link of the proposed ex-
act Gramians to Lyapunov equations, a connection that is the foundation for the
previous theory of MOR with H = 1/2 (It6 case). The link to matrix equations
only exists when H = 1/2, because the increments of the driver are independent
in that case. Therefore, empirical Gramians based on simulation data are intro-
duced. Computing this approximation of the exact Gramians is still challenging
yet vital since they are needed for deriving the ROM. We further point out, how
exact Gramians can be computed for Stratonovich stochastic differential equations.
Here, the equivalence to It6 equations is exploited. Although we show that these
Gramians identify redundant information in Stratonovich settings, MOR turns out
to be not as natural as in the It6 case. In fact, we illustrate that projection-based
dimension reduction for Stratonovich equations leads to ROMs that lack important
properties. For instance, stability might not be preserved in the ROM and the error
does not solely depend on the truncated eigenvalues of the Gramians. This indicates
that there are situations in which the projection-based ROM performs poorly. For
that reason, we propose a modification of the ROM having all these nice properties
known for Itd equations (stability and meaningful error bounds).

As previously mentioned, such a system (0.3) results from the spatial discretiza-
tion of a SPDE driven by fBm, such as the heat equation (0.2) with fBm instead
of Wiener noise. SPDEs driven by fBm have attracted considerable research atten-
tion in mathematics. Numerous studies have examined various aspects of SPDEs
influenced by fBm with different values of the Hurst parameter. In recent years, sig-
nificant progress has been made in the theory of SPDEs driven by fBm, especially
for H € (%, 1). Noteworthy advancements include the extensive study of SPDEs in
Hilbert spaces with infinite-dimensional fBm, as discussed in [31] 53] [71]. Further
details on the theory of such equations can be found in Chapter 4]

To address the spatial discretization of SPDEs, the Galerkin method is frequently
employed. This method approximates the solution of the SPDE by using a finite-
dimensional subspace of trial functions. In Chapter 4 we also explore a spectral
Galerkin scheme for specific SPDEs driven by fBm, building upon the methods stud-
ied in [29] for certain SPDESs with fractional noise. This scheme is applied specifically
to equation with fBm. The convergence of the spectral Galerkin solution to the
mild solution of the corresponding SPDE was demonstrated. This discretization re-
sulted in high-dimensional linear SDEs, motivating the extension of balancing-based
model order reduction to mean square asymptotically stable controlled stochastic
systems. Several investigations have focused on the implementation of the Galerkin
method for spatial discretization in the context of SPDEs driven by fBm. The pa-
pers in [53] [120] apply the spectral Galerkin method for the spatial discretization of
SPDEs driven by fBm with a Hurst parameter H > %
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In the end, Chapter @, which is based on our works published in [50] 51], be-
gins with a brief discussion of the setting and the general structure of the reduced
system by projection. This includes an initial insight into how projection-based re-
duced systems need to be modified to ensure better approximation quality in the
Stratonovich setting. Following this, we study the properties of the fundamental so-
lution to the underlying stochastic system which is vital for any kind of theoretical
concerns and new for each choice of the Hurst index H. A weak type of semigroup
property leads to a natural notion of Gramians, which we show to characterize the
dominant subspaces of the system and form the basis for our dimension reduction.
This subspace identification is an essential theoretical contribution as it explains
the role of the Gramian introduced here. Since exact Gramians are not available
for every choice of H, several modifications and approximations are discussed. We
also provide strategies for computing Gramians for Stratonovich equations. Sub-
sequently, we describe the concept of balancing for all variations of the proposed
Gramians. This is followed by a truncation procedure to yield a ROM. We fur-
ther prove that the truncation method is not optimal in the Stratonovich case (no
stability preservation and a potentially large error) and suggest an alternative that
is based on transformation into the equivalent Ito framework. This is another key
contribution of this thesis. It is noted that the truncation method is not optimal in
the Stratonovich case (H = 1/2), and an alternative based on transformation into
the equivalent It6 framework is suggested. Finally, we apply the methods described
to solve the stochastic heat equation with fractional noise. This section presents
the results of our simulations that demonstrate the effectiveness of the proposed
methods in solving these equations under various noise conditions.



1 Preliminaries in Stochastic

This chapter explores fundamental concepts and theorems essential to the theory of
SDEs. The content provided is derived from the foundational works of Kloeden and
Platen [60], Oksendal [86] and Mao [70].

1.1 The Basic Concepts of Probability Theory

Definition 1.1 Suppose that we have a non-empty set denoted as {2, representing
the sample space. We define a o-algebra, also known as a o-field JF, as a collection
of sets {A;}i>1, where each A; is a subset of 2. This collection must satisfy the
following conditions:

i) 0eF
(i) Ae F = A € F where A® = Q\ A is complement of A in Q,
(iii) {Ai}isi CF=> U A e T

The pair (2, F) is known as a measurable space, where the sets belonging to F are
termed as F-measurable sets. Given € C 2%, the smallest o-algebra containing C is
denoted o(€). On R? the Borel o-algebra is B(R?) := o(O) where O is the family
of open sets. Its elements are called Borel sets.

Afterward, we introduce the probability measure denoted as P and illustrate its
associated properties.

Definition 1.2 A probability measure P, which is defined over the measurable space
(Q,9), is a function P : F — [0, 1] such that

(i) P(Q) =1,

(ii) for any disjoint sequence {A;},o, C F (ie. A;NA;=0ifi#j)
P 4) =) _P(4y).
i=1 i=1

The triple (2, F,P) is called a probability space.
In this context, we assume that the probability space is complete, which means that
for every B € F with P(B) = 0 and every A C B we also have A € J.
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Definition 1.3 If (2, F,P) is a probability space, then x : (Q,F) — (R, B(R)) is a
random variable if, for every a € R,

{weQ:z(w)<aleT.

This function z is also called real-valued F-measurable random variable. A R%
valued function z(w) = (#1(w), ..., zqw))" : (2, F) = (R4, B(RY)) is said to be a

random vector if all elements x; are random variables.

We consider = as an integrable real-valued random variable with respect to the
probability measure P. The expression

Elz] = /Q (w) dP(w),

denotes the expected value of x under the measure P. If the law of z(w) is absolutely
continuous with respect to Lebesgue measure on R, then there exists a probability
density function f such that the cumulative distribution function satisfies

Fla) = /_ " wat

and in that case

Efs] = /oo o f (z)da.

[e.9]

Furthermore, the expression

Var(z) = E [(z — E[])?] = / (z — Efa))? f(¢)de
represents the variance of x, assuming the existence of all relevant integrals within
this context. The p-th moment of z, for p > 0, is defined as E [|z|"] if E [|z|"] < oco.
Given another real-valued random variable y, the covariance between z and y is
given by
Cov(z,y) = E[(x — E[z]) (y — E[y])],

x and y are said to be uncorrelated if Cov(z,y) = 0. Note that uncorrelated random
variables need not be independent. However, for jointly Gaussian random variables,
zero covariance does imply independence. This fact will be used later in the char-
acterization of Brownian motion

1.2 Stochastic Processes

Definition 1.4 A collection {z,},.; of random variables taking values in R? is
referred to as a stochastic process, where I represents the index set and R¢ denotes
the state space. In most cases, the index set [ is taken to be the non-negative real
line, R, = [0, 00), though it could also be an interval [a, b], the nonnegative integers,
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or even subsets of R%. For each fixed ¢ € I, the process defines a random variable
Q3w z(w) €RE

Alternatively, for each fixed w € 2, one obtains a function
I3tz (w) € RY

which is termed a sample path of the process, for fixed w often denoted as x.(w).
In some cases, it is more practical to express z(¢,w) in place of z;(w), viewing the
stochastic process as a mapping from I x € into R?.

Remark 1.5 Instead of (), it might happen during this thesis that we also write
Tt.

Definition 1.6 Let (2, F,P) be a probability space. A filtration (on (Q2,F,P) ) is
a family {F;},c( 1) of o-algebras F; C F such that

0<s<t=F,CF for stel0,T]

which means that {JF;} is an increasing family. The filtration is said to be right
continuous if F, = (,., F, for all £ > 0.

Definition 1.7 The process z(t), where ¢ belongs to the interval [0, T, is considered
non-anticipating (or adapted to F;) if and only if z(¢) is measurable with respect to
F;. Often we use the natural filtration, that is, F; = o{x(s) : s < t}.

1.2.1 Markov Processes

A stochastic process can be classified as a Markov process if the evolution of an
event is solely determined by its current state, without considering its past history.
Hence, knowledge of the event’s past is unnecessary. This feature is applicable
in other types of processes, including the Wiener process, which is the stochastic
process used in this study. The Markov process is now explicitly defined.

Definition 1.8 Consider a probability space (£2,F,P) and a stochastic process
x(t),t € [0,T]. The process z(t) is defined as a Markov process if, for any se-
quence of times t; < ty < ... < t,41 where each ¢; € [0, 7] and for any sequence of
real numbers x1, %o, ..., 2,1, the specified conditional probability satisfies

P(x(tn+1> < Tnt1 x(tn) = xnax(tn—l) = Tn—-1y--- 7x(t1) - xl)

— ]P’(x(th) < :EnH‘:E(tn) — xn) (1.1)

In the continuous case, we can also consider the Markov property with respect to a
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filtration {JF }icio,r:
P(z(t) € B|Fs) = P(x(t) € Blz(s)), (1.2)

where F; := o{z(s)|0 < s < t} for all t € [0,T] and B is a Borel set, then (1.2) is
equivalent to (1.1). In fact, a Markov process has the property that the past and
future are independent when the present is known.

1.2.2 Martingales

Martingales represent a particular class of stochastic processes, often described as
"fair games” due to their defining property that the conditional expected future
value equals the current value.

Definition 1.9 A stochastic process © = {x(t)}icjor] on the probability space
(Q,F,P) with respect to the filtration {F;},~0 is a martingale if it satisfies the
following conditions:

1. For every t € [0,T], E(|z(t)]) < oo.
2. For every t € [0,T], x(t) is F-measurable.

3. For every 0 < s < t, the following property holds with probability one

E(z(t)|Fs) = x(s), (1.3)

In the case of a discrete-time martingale process xg, 1, o, ..., the identity ([1.3)
reduced to
E(zy | Tp1) =xp_1, w.p.1,

for n = 1,2,3,... Interpreted in a gambling context, this means that the expected
winnings of the next game, conditioned on the knowledge of the winnings from
games up to the present, equals the winnings of the current game.

1.2.3 Standard Brownian Motion

A stochastic process that captures significant interest is the sBm, commonly referred
to as the Wiener process in much of the stochastic processes literature. This process
plays a crucial role in the theory of SDEs and Ito6 calculus. We then define this
process and outline its characteristics.

Definition 1.10 Let (Q2,F,P) be a probability space with filtration {F;},5,. A
(standard) one-dimensional Brownian motion (or Wiener process) is a real-valued
continuous {J;} adapted process {W(t)},., with the following properties:

1. W(0)=0 a.s.,

2. The process W (t), t > 0 has independent and stationary increments,
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3. The increment W (t) — W (s) follows a normal distribution with mean zero and
variance ¢t — s, in summary,

W(t) — W(s) ~ N, t — s).

The term ”independent increments” means that for any selection of non-negative
real numbers:
0<s1 <t <5<t <. <5, <y, <00,

the random increments:
W(tl) — W(Sl), W(tg) — W(SQ), S W(tn) — W(Sn)

are independent and "stationary increments” imply that for any 0 < s,t < oo, the
distribution of the increment W (t + s) — W(s) is the same as W (t) — W(0). For
further use (see Section [2.2)), we also introduce the two-sided sBm W = (W (t))cr
as

e ift>o,
W) = {WQ(—t) if t <0, (14)

where Wi(t) and Wy(—t) are two independent (one-sided) standard Brownian
motions.

In the context of sBm, from now on we shall consider the following filtration.

Definition 1.11 Suppose that W (t,w) is a n-dimensional Brownian motion. Then,

we define the natural filtration &F; := ?ﬁn) as the o-algebra generated by the random

variables {W;(s) }i<i<n. In other words, F; is the smallest o-algebra containing all
0<s<t
sets of the form:

{w: W(t,w) € By,...,W(tg,w) € By},
where t; <t for j <k =1,2,... and B; C R" are Borel sets.

1.3 Stochastic Integrals

In this section we introduce stochastic integrals with respect to Brownian motion and
use them to formalize the notion of a solution to a stochastic differential equation
(SDE). Let (2,5, {JF:}ico17, P) be a filtered probability space, where the filtration
is given by

Fi:=0{W(s):0<s <t}

the natural filtration of a one-dimensional Wiener process W = {W(t) }scp0,1, aug-
mented in the usual way to satisfy the standard hypotheses (completeness and right-
continuity).

Let f:[0,7] xR — Rand g :[0,7] x R — R be Borel-measurable functions. We
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consider the following SDE
dz(t) = f(t,z(t)) dt + g(t, z(t)) AW (¢), t €[0,7], (1.5)

where & = {x(t) }scp,r) is an R-valued stochastic process with almost surely contin-
uous sample paths.

A process & = {x(t) }sco, is said to be a (strong) solution of the SDE with
initial condition x(0) = xy if

t) =z + /0 f(s,x(s))ds + /0 g(s,z(s)) dW (s), t €[0,7], (1.6)

where, function f is referred to as the drift, and g is referred to as the diffusion
coefficient.

While the first integral in equation (1.6 is a standard Lebesgue integral, the
second integral presents a significant challenge due to the fact that Wiener process
paths are nowhere of bounded variation. Consequently, the usual Riemann-Stieltjes
or Lebesgue integration techniques are not directly applicable, necessitating the
development of stochastic integration theory. It is important to note that the Wiener
process can be replaced by other processes satisfying the martingale property to
define generalized stochastic integrals.

In order to define the above stochastic integrals, we first need to introduce some
necessary concepts.

1.3.1 Stochastic Integral for Simple Functions

We begin by considering indicator functions, which serve as the building blocks for
constructing stochastic integrals. Define the indicator function of an interval [0, T
as follows:

1 ifo<t<T
o <t<T, 1.7
X[O,T]( ) {0 otherwise. o

Then, the stochastic integral of xjo.71(t) with respect to W (t) is given by

/wa[o,ﬂ@)dmt): / Yoo (VAW (1) = W(T) - W(0).

Now, consider the partition 0 =, < t; < ... <t, =T of the interval [0, 7], with
the partition width At; = t;,1 —t;. We define a deterministic function f(t) as a step

function if
Z f X[t“ i+1] )

and, if the integral exists, we define the integral of f(¢) with respect to W (t) as the
[to integral.
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Definition 1.12 Let 6 = max; At; > 0 be the largest step size in the partition.
The It6 integral of the step function f(¢) is defined as:

§—0

/f AW (¢ —hme (tiv1) = W(t)],

where the function f is evaluated at the left endpoint, specifically at t;, for each
subinterval [t;,¢;11]. The resulting stochastic integral fOT f(t)dW (t) is Fr-measurable
and belongs to the space L*(Q;R).

Remark 1.13 For the Stratonovich integral, which is denoted by fo ) o dW (1),
the conditions remain similar, with the only difference being that the functlon f(t)
is evaluated at the midpoint of the interval, i.e.

/0 F(#) 0 AW (1) := lim 2 f (#) W (tiys) — W)

Before discussing the properties of the [t0 integral, it is necessary first to define
second-moment stochastic functions.

Definition 1.14 Consider M?([0, T; R) as the space of all real-valued {F; }-adapted
processes f = {f(t) }o<t<r such that

T
IfI2 =E / F(1)2dt < oo,

Definition 1.15 A real-valued stochastic process g = {g(t) }o<t<r is called a simple
(or step) process if there exists a partition 0 = tg < t; < ... < & = T of the
interval [0, 7] and a sequence of bounded, F;, —measurable random variables &; for
0 <i<k—1,such that

k-1

g<t> = gOX[to,tﬂ(t) + Z giX(tiyti-&-l](t)' (18>

i=1

Let My([0,T];R) represent the collection of all such processes. It is clear that
Mo ([0, T}; R) € M3([0, T); R). We proceed to define the Ito integral for these simple

processes.

Definition 1.16 For a simple process g € My([0, T]; R), the It6 integral is defined
as:
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This integral is Fr-measurable and belongs to L*(€); R).

Lemma 1.17 [70] For any simple process g € My([0,7]; R)

e( ) Tg<t>dw<t>) _o,
[ stmam Tz JRICRE

Using this property, we can extend the definition of It integral from simple pro-
cesses to all processes in M?([0, T]; R).

E

1.3.2 Stochastic Integrals for General Processes

Definition 1.18 For f € M?([0,T];R), define the Ito integral as

n—oo

/ f@)AW(t) = lim [ g,(t)dW(t) in L*(;R),

where {g,} is a sequence of simple process such that

hmE/ﬂf t)|*dt = 0.

n—00

In the similar manner, we can define the Stratonovich integral for f € M?([0, T]; R).

The following lemma establishes key properties of the Ito integral, linking it to
the Lebesgue integral.

Lemma 1.19 [70](Properties of the Ito Integral) Let f,g € M?([0, T];R) and «, 3
be two real numbers. Then, the [t6 integral satisfies the following properties:
(i) The operator is linear, meaning that

T T T
[ s+ sgiaw e a [ smawio +5 [ gwaw.
0 0 0
(ii) The expectation of the It6 integral is zero:

E /O FOAW () =

(iii) The Ito6 mtegral fo (t)dW(t) is Fpr-measurable.
(iv) If both fo t)dW (t) and fo (t)dW () exist, then

e ([ roaw [ smawo) = [ e o
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In particular, the Ito isometry holds:

‘ izE(/OTf(t)dW(t))Qz/OTE(\f(mz) dt

(v) If s, € [0,7] with s < t, we have

/O FHAW (2)

t
0

B ([ rmaw) [amavn) = ["Ee) i

In particular,

E </Osf(7)dW(T) /Otf(T)dW(T))2 _ /OS]E (£(r)) dr.

For further information, see [60), 70, 86].

Definition 1.20 Let L£? (R+;Rd) for p > 1 represent the set of all Fy-adapted,
Ré-valued measurable processes f = {f(t)};>o such that

T
E </ ||f(t)||§dt) < oo forevery T >0,
0

where || - ||z is the Euclidean norm.

Definition 1.21 A one-dimensional It6 (Stratonovich) process is a continuous,
adapted process z(t) for t > 0 of the form

t
0

t
z(t) = z(0) +/ f(s)ds+/ g(s)(0)dW (s), (1.9)
0
where f € L (Ry;R) and g € £? (R;R). The stochastic differential equation is

dz(t) = f(£)dt + g(t)(o)dW (2). (1.10)

Definition 1.22 The above definition could be extended to the multi-dimensional
case. Let W (t) = (Wi(t),...,W,(t))",t > 0 be a ¢-dimensional Brownian motion
defined on the complete probability space (€2, F,P) adapted to the filtration {JF;}, .
Then, a d-dimensional 1t6 (Stratonovich) process is an R¢-valued continuous adapted
process z(t) = (71(t),...,xa(t))” ont >0, where f = (fi,...,fs)" € L' (Ry;RY)
and g = (ij)axq € L2 (Ry; R9).

Remark 1.23 A straightforward relationship exists between the solutions of Ito
and Stratonovich equations. When = (2(t)):c[0,00) is a solution to the It6 equation
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given below:

x(t) :x0+/0 f(s,x(s))ds+/0 g(s,z(s))dW (s), (1.11)

where (W (t))ico,00) is a one-dimensional Wiener process, it follows that (z())cqo,00)
is a solution to the Stratonovich equation presented below (see [121]):

x(t) =z + /0 f(s,2(s))ds + /0 g(s,z(s)) o dW(s), (1.12)

1 9,
where f(t,x) = f(t,z) — §g(t,as)a—g(t,x). Hence, It6 and Stratonovich stochastic
= x

equations can be easily transformed to each other. So we can say that the relation
between It6 and Stratonovich Integral is defined as follows

/Og(s,x(s))odW(s):/O g(s,x(s))dW(s)—i—%/O g(s,x(s))%(s,x(s))ds (1.13)

As shown in Lemma [I.19] a key advantage of Ito integrals over Stratonovich
integrals is their compatibility with the basic properties of the Wiener process. The
[t6 model is often preferred because it does not anticipate future events, making
it useful in various fields such as biology [115], option pricing, risk management
and modeling financial derivatives [47, 52], as well as in signal processing and noise
reduction in stochastic systems [19]. It is also important to note that the equations
and are equivalent when ¢(¢, x) does not depend on .

The Stratonovich integral is widely used in physical sciences and engineering be-
cause it follows the traditional chain rule, making it easier for those in these fields
to understand. It is essential in feedback systems and cases where the noise of
the system has multiplicative characteristics. This type of integration is commonly
applied in areas such as modeling thermal fluctuations, statistical mechanics [35],
control theory with non-linear noise effects [70] and population dynamics under
environmental changes [75].

Since there is a direct relationship between the It6 and Stratonovich integrals
(equation ([1.13))), calculations can often be done using either type. A key feature
of the Stratonovich integral is that it follows the standard chain rule for transfor-
mations, unlike the It6 formula, which includes second-order terms, as shown in
Theorems [1.24] and [1.25 This makes the Stratonovich integral more convenient
in certain applications. However, unlike It integrals, Stratonovich integrals do not
form martingales. Despite being less convenient for transformations, the Ito integral
has advantages in computation.
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1.4 1to0 Formula

1.4.1 One Dimensional It6 Formula

One of the fundamental concepts in stochastic analysis, particularly in It6 calculus,
is the Ito formula.

Theorem 1.24 [60] Assume that x(t) is an one-dimensional It6 process (see Defi-
nition [1.21] ) generated by:

da(t) = f(t)dt 4 g(t)dW (t),

where f € L1 (R,;R) and g € £ (R;;R). Let h € CV* (R, x R;R), which means
that h is a continuously differentiable function with respect to the first variable
and twice continuously differentiable function with respect to the second variable
on R, x R. Then, h(t,z(t)) is also an It6 process and the following relation holds
almost sure:

dh(t z(0) = Zh (6 2(0) dt + 2h (1 2(1) de(t) + 22 h (¢, 2(0)) (da(t))?

ot 0z 2022 )
= (%h(t,x(t)) + f(t)%h(t,x(t)) + %gQ(t)%h(t,x(t))) dt

O (4, 2(t)) AW (8).

+9(t) 5

1.4.2 Multidimensional Ito6 Formula

Now, we extend the It6 formula to the d-dimensional case.

Theorem 1.25 [60] Let x(t) be a d-dimensional It6 process on ¢ > 0 (see Definition
[1.22] ) with the stochastic differential

dx(t) = f(t)dt + g(t)dW (t)

where f € L' (Ry;R?) and g € £2 (Ry;R™7). Let h(t,z) € €% (Ry x R4 RP).
Then, h(t,x(t)) is also an Ito process with the stochastic differential given by

0 0

ah(zﬁ, x(t)) + %h(@ z(1)) f(t)

+ %tmce (gT(t)%h(t, x(t))g(t)) }dt + %h(t, z(t))g(t)dW(t) a.s.

dh(t, (1)) = [

where

dtdt =0 dtdW;(t) =0
AW, (t)dW;(t) = dt - dW;()dW,(t) =0 if i 4 j.
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Remark 1.26 The ¢g-dimensional Wiener process can be extended as follows:
Consider W (t) = (Wy(t),...,W,(t))", a Ri-valued Wiener process defined on a

complete filtered probability space (Q, T, (F)teo.s IP’). This process has mean zero

and a covariance matrix K = (k;;); j—1,_4. It satisfies the property E[W ()W (¢)"] =

Kt for ¢t € [0, T], where T > 0 represents the terminal time. It is worth mentioning
that, often we consider K = I, where I, is the identity matrix.

Example 1.27 [86] Let () and y(t) be Ito processes on R. Applying the It6
formula to the function g(x,y) = x - y, we obtain the following:

Aa(t)y(t)) = dgla(t). (1) = S (a(t), y(0))da(t) + g—ju(t),y(t))dy(t)

5 o al0) ) (0" + - (alt) (0 ) 1)
+ 3 50,10 (D)

= y(t)dx(t) + x(t)dy(t) + dx(t)dy(t).

From this derivation, we obtain the integrated form:
t t t
s(09(0) = 2O(O) + [ o) de(s) + [ a(o)dys) + [ das)dy(s),
0 0 0

which is also known as the It6 product rule.

1.5 Existence and Uniqueness of Solutions for
SDEs

Consider W (t) = (Wy(t), ..., W,(t))" as an g-dimensional Wiener process defined on
a filtered probability space (Q,f}', (S"t)te[oj],]?) Let 0 <ty < T < oo and z be
a random variable in RY, which is J; -measurable and satisfies E [x0]2 < 00. Let
f:lto, T] xR? — RY and ¢ : [to, T] x RY — R4 be two Borel measurable functions.
We consider the following d-dimensional Ito stochastic differential equation:

da(t) = f(t,z(t))dt + g(t, z(t))dW (t) for t, <t<T (1.14)
with the initial condition z(¢y) = xo. Using Definition this equation can be

rewritten in its integral form as:

x(t) = xo +/t f(s,z(s))ds —|—/ g(s,x(s))dW(s) for to<t<T (1.15)

to

Now, we define the solution of the stochastic integral equation ({1.15]).

1(5",5)t€[0_,T] shall be right continuous and complete.
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Definition 1.28 A stochastic process {z(t)};,<i<7 taking values in R is said to be
a solution of equation (|1.15)) if it satisfies the following conditions:

e {x(t)} is continuous and adapted to F,
o {f(t,2(t))} € £'([to, TIR?) and {g(t, x(t))} € L2([to, T];R™),
e for each t € [ty, T], equation (1.15) holds with probability 1.

Theorem 1.29 [70] Assume that there exist two positive constants C and C5 such
that

(i) (Lipschitz Condition): for all z,y € R? and t € [0, T]
17t 2) = F(Ey)lla + gt 2) = g(t y)ll2 < Cullz = yll2-
(i) (Linear Growth Bound): for all z € R? and t € [0, T],

L8 @)z + N9t @)l < Co(1 + [lfl2).

where || - ||2 is Euclidean norm. Then there exists a unique solution z(t) to equation

(1.14) and the solution belongs to M? ([to, T]; RY).

1.6 Convergence of Random Sequences

Consider the scenario where we have a sequence of R%—valued random variables
{X;}32, and our interest lies in their long-term behavior, specifically whether a
R%—valued random variable X exists as a limit of the sequence X, in a certain
sense. The concept of convergence for such sequences can be classified in various
ways, essentially dividing into two categories: a stronger form requiring the sample
paths of X, to approximate those of X closely and a weaker form demanding only
that their probability distributions converge.

1.6.1 Strong Convergence

Assuming that all random variables are defined on a shared probability space, we
identify three primary modes of convergence within the stronger category:

(i) Convergence with probability one (w.p.1):

P(%UEQ:hmHXAwy—X@Mb:0}>:1
n—o0
This mode is also called almost sure convergence.

(i) Mean-square convergence: Let F (|| X,||3) < oo for n = 1,2,... and also
B(IX[3) < o | 2
lim B (]| X, — X]J5) = 0.
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(iii) Convergence in probability:

lim P({we Q:|X,(w) — X(w)|, > €}) =0 for all e > 0.
n—o0

Remark 1.30 Convergence in probability is also referred to as stochastic conver-
gence. It is important to note that both almost sure convergence (7) and mean-square
convergence (ii) imply convergence in probability (#ii).

1.6.2 Weak Convergence

For less strict forms of convergence, it is not necessary to have detailed knowledge
of the specific random variables or their respective probability spaces. Instead,
understanding their distribution functions suffices. Highlighted below are key types
of convergence within this category.

(iv) Convergence in Distribution: The criterion for convergence in distribution,
also termed as convergence in law, is outlined as follows:

lim Fx, (z) = Fx(x) at every continuity point of Flx.

n—oo
This concept refers to the convergence of the distribution functions associated
with the sequence of random variables X, to the distribution function of X.

(v) Weak Convergence: The definition of weak convergence is given by:

o0

ti [ f@)F @ = [ f@)rx),
applicable for all test functions f : R — R, typically continuous functions that
become zero outside a certain bounded interval, which might vary based on
the specific function.

1.7 Stability Analysis of SDEs

Stability represents a crucial aspect in the analysis of dynamical systems. Specif-
ically, for systems governed by SDEs, various approaches exist to examine their
stability, commonly based on probabilistic criteria as outlined in [25] [113]. These
include concepts like stochastic stability and moment stability. In the following, we
introduce several of these criteria, starting with the concept of stochastic stability.

1.7.1 Stochastic Stability

Also referred to as stability in probability, the definition of stochastic stability is
provided as follows:
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Definition 1.31 A system described by the SDE (1.14) is called stochastically
stable if, for any initial condition xg, there exists a § > 0 such that ||zo| < J,
ensuring that for every e > 0,

lim P < sup ||z (¢, o), > e) = 0. (1.16)

z0—0 te[0,00)

Definition 1.32 The system ({1.14) is considered stochastically asymptotically sta-
ble, or stable with probability one if it is stable and satisfies

lim P (tlgg |z (£, 20)|l, = o) ~ 1. (1.17)

xo—0

A more strict criterion than stochastic stability for the SDE ([1.14]) is also discussed
in the following subsection.

1.7.2 Mean Square Stability

Definition 1.33 A system characterized by the SDE (1.14)) is called mean square
stable if, for any zo € L* (Q,R?), there exists a § > 0 such that ol p2qpay < O
and for all ¢ > 0 and all ¢t > 0, it holds that

[ <t7x0)HL2([to,T];Rd) <e (1.18)
Remark 1.34 The mean square stability implies stochastic stability.

Definition 1.35 If the system in (1.14]) is mean square stable and fulfills
i [l2(t, 20) B g ey = 0. (1.19)

then it is termed asymptotically mean square stable.

Definition 1.36 We define equation (1.14) as exponentially mean-square stable,
possessing a decay rate of at least o > 0, provided that there exists a positive
constant M such that for all ¢ > 0, the following inequality holds

||x(t,x0)HL2([t0,T];Rd) < Me ", (1.20)

1.8 Euler-Maruyama Method for SDEs

In this section, we address the numerical solution of the d—dimensional Ito equation
for the stochastic process x(t), defined over the interval ¢ € [0, T'] with the ini-
tial condition z(0) = zo. To solve equation numerically, we employ the Euler-
Maruyama method. This method represents the first-order approximation in the
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Taylor series expansion for stochastic processes. Specifically, the Euler-Maruyama
scheme is formulated as:

Yig1 =Y+ f(t:, Vi) Aty + g(t;, Yi) AW,

fori=1,..., N—1, where Y; denotes the numerical approximation of x(t) in discrete
time steps and AW; = W (t;11) — W(t;).

Definition 1.37 Given time steps A; = At; with 6 = max; A; > 0 representing the
maximum step size, the numerical approximation Y®) of z(t) exhibits strong con-
vergence of order v > 0 at time 7" if there exists a positive constant C', independent
of 4 and a dg > 0 such that

<0y

L2(Q)

e(8) = Hx(T) . YT@‘

for each d € (0, dy).

In the following theorem, we establish the order of strong convergence, denoted
by v = %, for the Euler-Maruyama method.
Theorem 1.38 ([61) Theorem 10.2.2]) Suppose the conditions

[z0l[ 12(q) < 00,

HZEO — Yo(é)H < 162,
12(9)

(8 2) = Fty)llz + gt 2) — gt y)ll2 < Collz =y,
18 2)ll2 + [lg(t, )]l < C5(1 + |l2]l2)

and
1f(s,2) = £t 2)ll2+ llg(s, 2) — g(t,2)[l2 < Ca(1 + [[]|2)]s — ¢/

hold for all s,¢t € [0,T] and z,y € R"™, where constants C1, ..., Cy do not depend on
§. Then, for the Euler-Maruyama approximation Y (),

< O561/?

_ 1 (0)
HI<T) Yr ‘LQ(Q)

holds, where the constant C'5 does not depend on 9.



2 Fractional Brownian Motion

It is well known that classical Brownian motion is a random process with stationary
increments and self-similarity with an index of 1/2. This continuous Gaussian pro-
cess exhibits these properties, which are evident in natural phenomena such as the
movement of particles in a fluid (Brownian motion) and the fluctuation in financial
asset prices.

Given these characteristics, an interesting question arises: can we identify a
stochastic process that also exhibits a Gaussian distribution, stationary increments
and self-similarity, but with a self-similarity index different from 1/2? Indeed, such
a process exists. Originally proposed by Kolmogorov [62] in the early 1940s to de-
scribe fluid turbulence. This process, now widely known as fractional Brownian
motion (fBm), was later popularized by Mandelbrot and Van Ness [69)].

The characterization of fBm is based on the Hurst parameter H, or self-similarity
index, which ranges from 0 to 1. This flexibility makes fBm particularly valuable for
modeling various phenomena, as the Hurst parameter H can be adjusted to closely
align with the empirical data. However, it is important to note the limitations of
fBm, especially when the self-similarity index H diverges from 1/2. Under such
conditions, fBm does not satisfy the criteria of a semimartingale or a Markov pro-
cess, which significantly restricts the analytical tools available for problem-solving.
Despite these challenges, the exploration of fBm introduces new opportunities for
experts in stochastic calculus to develop innovative solutions.

The following chapter will provide an analysis of the properties associated with
fBm, drawing on references [18] 30} 83 [84].

2.1 Properties of Fractional Brownian Motion

In this chapter, we consider all random variables within the filtered probability space
(Q,F, (Fo)icpos IP’) (see Chapter |1| for more details).

A zero-mean Gaussian random process WH = {W#(t) : ¢t > 0} is called a frac-
tional Brownian motion with Hurst parameter H € (0,1), if all sample paths are
continuous and its covariance function is given by:

E [WH ()W (s)] = Ru(t, s) = %(SZH L H gy, 2.1)

FBm exhibits the following properties:

1(3’}),56[0;] shall be right continuous and complete.

24
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e Self-Similarity: The processes {WH(t),t > 0} and {a #WH(at),t > 0} for
any constant a > 0 have the same probability distributions, because

Ela #WH (at)a "W (as)] = a 2E[W (at)WH (as)]

_ a*2 {(at)* + (as)*" — |at — as|*""}
= (P i sPTY = B (W ()]

(2.2)

e Stationary increments: Equation shows that the moments of fBm in the
interval [s, t] follow a normal distribution with mean zero and variance is given
by

E[(WH(t) = WH()*] = |t — s|*",

and for any k > 1,

E[(WH(t) — WH(s))*] = %H — 5|2k, (2.3)

Definition 2.1 Let {z(t)};>0 and {y(t)}+>0 be two stochastic processes defined on
the probability space (§2, F,P). We say that {y(t)}+>0 is a modification of {x()}:>0
if for every t > 0,

P{w € Q: z(t,w) = y(t,w)}) =1,

meaning that for every ¢ > 0, y(t) = x(t) almost surely.

Theorem 2.2 (Kolmogorov’s Continuity Criterion)[18] Let {x(t)}ico,r] be a
stochastic process. If for every T > 0 and positive constants D, o and 3, there exist
such values that for all 0 < s,t < T,

E(|lz(t) — x(s)|") < DIt — s|"*7,

then x(t) has a continuous modification.

If we do not assume the continuity of all sample paths, we select k in equation
such that 2HE > 1. Consequently, Kolmogorov’s Continuity Criterion ensures
that the fBm has a modification with continuous paths. Furthermore, the following
lemma, adapted from [36], establishes the Hélder continuity of the fBm paths:

Lemma 2.3 [36] For any ¢ > 0 and 7' > 0, there exists a non-negative random
variable G.r such that, for all p > 1, E(|G.7?) < oo and for s,t € [0,7], the
following inequality holds:

WH () — WH(s)| < Gorlt — s (2.4)

In other words, the paths of fBm are Holder continuous of order H — € for € > 0
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with H — e > 0.

For H = 1/2, the covariance function reduces to Ry/o(t, s) = min{t, s} and
the process W'/? is equivalent to sBm. In this case, the increments of the process
in disjoint intervals are independent. However, for H # 1/2, the increments depend
on each other.

If we define z(n) = W (n) — WH(n — 1) for n > 1, then {z(n) : n > 1} forms a
stationary Gaussian sequence with variance 1 and the covariance function is given

by:
pH(n) Cov(x(k:),x(k +n))
E[(WH(k) = WH (k= 1))(WH (n + k) = W (n+k —1))]
= E[WH(k)W (n+k)] —EWH(E)WH(n 4+ k- 1))

—EWH"(k - 1)WH(n + B +EWH(E - DWH(n+k—1)]

(

_ % (21 4 (2ff> ety (0 e

+ (25 n2H _ (2f]) p2H=1 4 (25> n2-2 2n2H}
1 2H\ oy s (2H)! 2H—2
_5{2(2)” +"'}”2!(2H—2)!”
= H(2H — 1)n*"2, (2.5)

Therefore, as n approaches infinity, pg(n) — 0. Consequently, for all n > 0,
if H> 3, then py(n) > 0 and Y ", pu(n) = co. In this case, we say that the
sequence {z(n) : n > 1} exhibits long-range dependence. Due to this long-range
dependency property, fBm with a Hurst parameter H > % is particularly well-suited

for simulating a variety of phenomena. If H < %, then for all n > 0, py(n) < 0 and
> onet lpr(n)| < oo.

2.2 Different Stochastic Representation of fBm

In this section, we show that fBm can be represented as a Wiener integral (It6
integral, see Section in different ways.

The first representation of fBm (as introduced in [69]) is known as the time rep-
resentation.

Proposition 2.4 Let H € (0,3) U (3,1), set

cH—\/ / 1+u —3 gl

N[

2
) du < o0,
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and let W = (W (t))ier be a two-sided sBm (see (1.4)). Then, (any continuous
modification of) the process W# = (W (t));s0, defined as

WH () = % ( / OOO (= w)"=3 = (~u)"3) dW (u) + /O - u)H‘édW@O) !
(2.6)

is a fBm with Hurst parameter H.

The second representation of fBm is the spectral representation (also called har-
monizable representation [83]).

Proposition 2.5 Let H € ( U(3,1), set

<1 - cosu
dy = Cu2HAT U < o0,
and let W = (W(t))ier be a two-sided sBm ( see ([1.4)). Then, (any continuous
modification of) the process WH = (W (t));, defined as

WH(t) = i ( / %‘ﬁi@dw(u) + /O h T;Tﬁt) dW(u)) L@

—00

is a fBm with Hurst parameter H.

In conclusion, the following proposition referenced in [27, [82], presents an alterna-
tive representation of fBm. This representation shows that fBrn can be expressed as a
Volterra process, which means that it can be depicted as W (t) = [ Ky (t, s)dW (s),
with W = {W(t) }+~0 denoting a sBm and Ky being a well- deﬁned square-integrable
kernel. (This representation will be used in Chapter [4])

Proposition 2.6 Let H € (0, %) U (%, 1) and, for t > s > 0, set

’\/fgu—ggﬂjﬂiiadx L )R =
Ky(t,s) = \/ a_z) fol(l_Qf)_QHxH—%dx
| x [(%)H‘%(t — ) = (H = L)siH [Pyt — s) —%du] it H <
Let W = (W (t))s>0 be a sBm and define W# = (W (t));>o by
WH(t) = /0 Kot s) AW (s). (2.8)

Then, (any continuous modification of) W# is a fBm with Hurst parameter H.

D=

D=
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2.3 Simulation of Fractional Brownian Motion

This section is dedicated to simulating fBms. In this section, we will explain the
Cholesky decomposition method to simulate fBms. As we know, in the case of
H = 1/2, fBm is identical to sBm; hence, this process has independent increments.
However, for H # 1/2, the increments of the process are dependent. As shown in
the previous section, if we define z(k) = W (k) — W (k — 1), then the covariance
between x(k) and z(k + n) is given by

Cov(z(k),z(k+n)) = = [(n+ 1)* —2n*" + (n — 1)*7]. (2.9)

[NSRIE

Therefore, the primary task in simulating fBms is to generate the increments of this
process. To achieve this, consider the vector

7 = (WH),WH Q) - wH (1), WwH(3) - wH(©2),... WH(N) - WH(N —-1)).

Vector Z follows a normal distribution with mean zero and covariance matrix X2,

ie., Z ~N(0,%), where

Sy =EW"(i+1) = W50@), Wi +1) — WH(j))

I o o - (2.10)
=5l —i=D" =20 =+ G =i+ D], i =0, N1
Now, to simulate Z, let C' be an N x N matrix and vector V = (vy,...,vy)" with

Vi ~ N(0,1) for i = 1,..., N. If we find matrix C such that CTC = X, then it is
clear that CTV ~ N(0,CTC) since C'V = (Z;VZI cj,-vJ-)i:l e then

geeey

2 j=1 i D jm1Gini2 e D CIGN

E[C'V,CV] = : : : =C'C,

N N N
Domi GIGN Doy CRGN e D Gy

by setting Z = C'TV, we successfully simulate Z.

Given that the matrix X is a positive definite symmetric matrix, it admits a
Cholesky decomposition. This decomposition implies that > can be expressed as
Y = LDL", where L is a lower triangular matrix and D is a diagonal matrix.
Consequently, Z can be easily obtained using this decomposition. Figure[2.1]displays
the simulated sample paths for three different values of the Hurst parameter H.
In this figure, the cumulative sums of the fBm samples are illustrated. Negative
correlations are evident for H = 0.2, resulting in more irregular sample paths,
whereas the paths are smoother for H = 0.8 due to positive correlations. From
equation (2.5), we can infer that the covariances are negative when H < 1/2 and
positive when H > 1/2. This behavior is also depicted in Figure where the
increments z(n) = W#(n) — W#(n — 1) are shown for the same values of H as in
Figure 2.1 For H = 0.2, the negative correlation results in high variability, while
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for H = 0.8, the sample path exhibits periods of increase and decrease.
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Figure 2.1: Samples of fBm for different Hurst parameters

r T T T T

0.0 0.2 0.4 0.6 0.8 1.0
Time (t)

0.0 0.2 0.4 0.6 0.8 1.0
Time (t)
0.01 1
«
§ 0.00
T
-0.01
0.0 0.2 0.4 0.6 0.8 1.0
Time (t)

Figure 2.2: Samples of fBm increments for different Hurst parameters.
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Remark 2.7 Using the self-similarity property of fBm (2.2), we can simulate the
sequence (WH (to), WH(t1) — WH(to),...,WH(t,) = WH(t,_1)), where t; € [a,b]
for i = 0,1,...,n and b > a > 0, by applying the simulation method given in
equation ([2.10]).

2.4 Semimartingale and Markov Property

This section explores the asymptotic behavior p-variation of fBm. Furthermore,
it will be shown that fBm does not belong to the semimartingale class unless it
coincides with sBm, which is the case for H = % A process is classified as a
semimartingale if it can be represented as a combination of a local martingale and
a cadlag adapted process with locally finite variation (for an authoritative text on
semimartingales, see [91]). However, it is worth mentioning that, if W#(t) is a
fBm with Hurst parameter H € (%, 1) and W (t) is an independent sBm, then the
process defined by My = W (t) + W (t) for t > 0 qualifies as a semimartingale. The
comprehensive exploration of this phenomenon is available in [23].

Consider a stochastic process with continuous paths denoted as z = {z(t),t > 0}
and let p > 0 be a constant. The p-variations of = over the interval [0, 7] are defined

as the following limit:

n—1
, (i+1)T iT
P 1 — (=)
;&éﬁﬂ —) —a( )P,

where the expression “P — lim” indicates the limit in probability.

Remark 2.8 If the p-variation exists and is almost surely nonzero, then for any
q > p, the ¢g-variation is zero and for ¢ < p, the g-variation is infinite.

According to [83], we deduce the following result about the p-variations of fBm.

Corollary 2.9 Let W be a fBm of the Hurst parameter H € (0,1) and let p €
[1,400). Then, in L*(Q2) and as n — oo, one has

TP 0, ifp>%,
)| = (EIGI, ifp= g,

+ 1)T
WH(M)_WH(
n
~+o00, ifp<%.

with G ~ N(0,1),

n

n—1
=0

Based on Corollary and the observations noted in Remark [2.8] it can be
concluded that, if H < %, the quadratic variation is unbounded, while for H > %,
the quadratic variation becomes zero and the 1-variation becomes unbounded.

We have now established that fBm typically does not fall into the category of
semimartingales, with the only exception being when the Hurst parameter is equal to
%. This particularity makes integration in relation to it a challenging and significant
issue.

Theorem 2.10 [106] Let W be a fBm of Hurst index H € (0,1/2) U (1/2,1).
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Then W# is not a semimartingale.
For fBm, we have the following result about the Markov property.

Theorem 2.11 [33] Let W# be a fBm of Hurst index H € (0,1/2)U(1/2,1). Then
WH is not a Markov process (see Definition .

2.5 Stochastic Calculus with respect to fBm

One of the key challenges in working with fBm is the definition and interpretation
of stochastic integrals with respect to fBm. Traditional Ito calculus, which is well-
suited for integration with respect to sBm, does not extend naturally to fBm due to
its non-Markovian nature and long-range dependencies. The objective of stochastic
calculus lies in the establishment of stochastic integrals in the form of

[ wwan,

where u = {u(t),t € [0,T]} represents a stochastic process. From this point on,
our focus will be on fBm in the scenario where H > % This is because, in Chapter
6] our analysis and discussions will be specifically related to this case.

2.5.1 Stochastic Integration of Deterministic Processes

If u is a deterministic function, a general procedure is available to define the stochas-
tic integral of u concerning a Gaussian process, employing convergence within L?((2).
We shall commence by examining this general approach, specifically in the context
of {Bm.

Let us consider an one-dimensional fBm W# = {W#(t),¢ > 0} where the Hurst
parameter H € (1,1). Consider a fixed time interval [0, 7] and denote the set of step
functions defined on this interval as €. The integration of a step function, denoted
as o(t) = S0 @ X[t 41 (1), can be expressed in a straightforward way as follows:

[y

n—

/0 S(OAWH () = > a; (W (tina) = WH(L))

1

Il
o

where Xy, 4., ,(f) is the indicator function defined in equation (L1.7). Our objective
is to expand the definition of this integral by including a wider range of functions,
using convergence within the space L*(€2). In order to achieve this goal, we proceed
by introducing the Hilbert space H (see Appendix , which is defined as the
closure of € with respect to the scalar product as:

<X[O,t}7 X[O,s]>?( = RH(tv S)a

where Ry (t,s) defined in equation (2.1). The expression for the second partial
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derivative of the covariance function ({2.1)), represented as

Ry
0tds

‘QH—Q
)

= agylt—s

where ay is defined as H(2H — 1) and it should be emphasized that this equation
is integrable. Therefore,

t s
Ry(t,s) = aH/ / r — u*2dudr. (2.11)
0 Jo

Formula ([2.11)) suggests that the scalar product within the Hilbert space H can be
written as:

(6, 1) g —aH/ / — u|*" 72 p(r) b (uw)dudr, (2.12)

this holds true for any pair of step functions ¢ and 1 belonging to €.

Consequently, it is possible to establish a definition for a linear subspace of func-
tions that are included within the Hilbert space H in the following way. Let |H| be
the space of measurable functions ¢ : [0, 7] — R satisfying the condition

T T
Ty = — 2 dud .
161 = an / / r — P26 (r) | 6(u)|dudr < o0

The incompleteness of the space |H| with the inner product (., .)s, together with its
isometric embedding into a subspace of H, has been established and documented in
reference [90].

The following lemma, which was proposed in [72], offers an additional estimate.

Lemma 2.12 Let H > 1 and ¢ € L7 ([0, 7)), it holds that

I¢lliza < bullell 4

L# ([0.1])

where by is a constant.

As a result, we may witness the embeddings
£%((0,7]) < L# ([0, T)) C |3] C 3.

Moreover, it is possible to establish the Wiener-type integral fo (t)dWH(t) for
functions ¢ that belong to the space |H|. It is important to note that an additional
range of functions can be incorporated in contrast to the scenario of sBm. Within
this particular framework, the isometry property of the Ito stochastic integral is
substituted by the use of the formula:

(/0T¢(t)dWH )]_aH / / —u? 72 ¢(r) p(u)dudr = |65
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2.5.2 Stochastic Integration of Random Processes

The literature has presented numerous ways for integrating random processes with
respect to fBm. In the case where H > %, the stochastic integral fo (t)dWH (t)
can be defined using a pathwise approach, taking advantage of the results estab-
lished by Young [123]. He defined it as a limit in L? of the Riemann sums. An-
other approach involves the application of Malliavin calculus techniques to construct
stochastic calculus for fBm. The beginnings of this technique can be traced back to
the influential research conducted by Decreusefond and Ustiinel [27]. Other relevant
sources supporting this methodology include [I], 2], 18 21], [44], along with numerous
other scientific references. In the following discussion, we will introduce a pathwise

approach to define Young integration.

2.5.2.1 Young Integration

The development of the definition of fo (t)dWH(t) can be achieved by employing
a pathwise approach involving Riemann- Stleltjes integrals, considering the insights
provided by the Young study [123].

Let us consider 7" > 0 to be the endpoint of our time period. Henceforth, we
assume that all functions under consideration are defined over the interval [0, 7.
For a given a € [0,1], €% denotes the class of functions f : [0,7] — R that are
Holder continuous with index «, i.e., functions f that meet the criterion

o= i, iy <

Furthermore, we define [ f[|oo := sup,eo 7y [f(¢)] and endow € with the norm
[flla = [1f oo + [fa-

Definition 2.13 Suppose that f € C* and g € €%, where a + 3 > 1. Given a
sequence (7)F, of partltlons of [0, 7] with lim,,_,« maxk” o {trn, — 1} = 0. Then,

the Young integral fo s)dg(s) is then defined as

kn—1

T
/0 f(s)dg(s) hm Z FEN [g(try) — g(t)].

It should be noted that the existence of the Young integral was established in [123].
Therefore, if u = {u(t),t € [0,T]} represents a stochastic process with trajectories
that exhibit v—Holder continuity, where v > 1 — H, then the Riemann-Stieltjes
integral fo (t)dWH (¢ ( ) exists pathwise. This implies that for any specific element
w € (2, the 1ntegral fo u(t,w)dWH (¢, w) exists as the path-wise limit of the Riemann
sums.

In particular, when H > 1 5, as the paths of WH are a.s. Holder continuous with
o = H — € and considering F € @2, then the following change of variables formula
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is valid:

FWH (1)) = F(0) + /0 FIOVH () dW (s) (2.13)

Furthermore, The Young integral is consistent with the following chain rule.

Theorem 2.14 [83] Suppose ¢ : R* — R is a C? function and consider f, g belonging
to C* for some « € (3,1]. It is established that the integrals [ g—‘ﬁ(f(u),g(u)) df (u)

and |[; ‘3—‘5( f(u),g(u))dg(u) are well-defined Young integrals. Furthermore, for any
t € [0,7], it holds that

taqb

o¢ ik
0 9f

(f(“)79(u))df(u)+/0 99 (f (), g(u)) dg(u).
(2.14)

o(f(t), 9(t)) = o(f(0),9(0)) +

H = 1/2 represents the boundary case, in which the Young integration no longer
works. For that reason, the probabilistic approach of Stratonovich is chosen in the
following way.

Definition 2.15 Let H = 1/2 and ()™, a partition like in Definition Given
a continuous semimartingale Y, we set

/0 Y (s) o dWH(s) := /0 Y (s)dWH (s) + %[K Wy,

where the first term is the Ito integral

kn—1

| Y @aw ) = P =t 37 v(er) (7 6) = W)

and
V= B T Y (V(t8) — V() (07 i) — W7 (1)

is the quadratic covariation.

Let us refer to Chapter [1| for more details concerning the stochastic calculus given
H = 1/2. The Stratonovich integral can be viewed as the natural extension of
Young since the Stratonovich setting still ensures that it has a “classical” chain
rule. Moreover, W H = 1/2, can be approximated by “smooth” processes W<
with bounded variation paths when Stratonovich stochastic differential equations
are considered, e.g., W< can be piecewise linear (Wong-Zakai) [54] 110, 121]. Due
to these connections and in order to distinguish from the Ito setting, we use the
circle notation odW# for both the Young and Stratonovich cases. Nevertheless,
the Young and Stratonovich differential equations driven by a fBm have important
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applications in various fields.

Remark 2.16 [83] Consider W as a fBm with Hurst parameter H € (0, 3). Given
the unbounded nature of the quadratic variation of W# | which follows directly from
Corollary for p = 2, it can be easily verified that the trajectories of W# do

not belong to the space Uae( 1] C*. This observation implies that Definition w
29

is inapplicable to H < % Consequently, the Young integral turns out to be an
unsuitable option for performing integration concerning a fBm of Hurst parameter

less than %

In contrast to the Ito stochastic integral with respect to sBm, the Young integral
fOT F(WH(t))odWH(t) does not exhibit zero mean and its variance does not possess
a straightforward formula. Now, we aim to clarify how the methods employed in
Malliavin calculus facilitate the calculation of the mean and the variance of the
integral mentioned above.

2.5.3 Malliavin Calculus for fBm

Consider the fBm W# = {W#(¢),t > 0} characterized by the Hurst parameter
H e (%, 1). This process, W is Gaussian, allowing us to establish the associated
stochastic calculus of variations, often referred to as the Malliavin calculus. Malli-
avin calculus is an infinite-dimensional differential calculus initially introduced by
Malliavin in [68]. The fundamental operators within the Malliavin calculus consist
of the derivative operator D¥ and its adjoint, the divergence operator §. For a
comprehensive exploration of the Malliavin calculus and its applications within the
framework of fBm, we recommend referring to [73] [85], [114].

Let us consider a fixed time interval denoted as [0,7]. The set S is defined as a
collection of elementary random variables, every single one of them represented as:

F = fWH(6)),..., W (), (2.15)

where n > 1, f € €°(R") (meaning f and all its partial derivatives are continuous
and exhibit polynomial growth order) and ¢; € H. The derivative operator D¥
associated with an elementary random variable F' in the form of is defined as
the H-valued random variable:

DI = Zax (W (). ... WH(0))6

The following integration-by-parts identity is established as follows.

Lemma 2.17 [84] Let F' denote an elementary random variable, as represented in
equation (2.15)). Then, for every arbitrary element ¢ belonging to the Hilbert space
H, the following relationship is valid:

E((D"F,¢)3) = E(FW"(¢)). (2.16)
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As aresult, if F' and G are elementary random variables and h € H, the following
relationship is established:

E(G(D"F, h)s) = E(—F(D"G, h)s + FGW" (h)) (2.17)

Formula (2.17) leads to the conclusion that the derivative operator D is a closable
operator, transforming functions from LP(Q) to LP(Q;H), for any p > 1. The
Sobolev space D'? is defined as the closure of S under the norm

|Flli, = [E(FP) +E (|IDPFI2)] 7 |

where p > 1. DY can be regarded as an infinite-dimensional weighted Sobolev
space.

The divergence operator § serves as the adjoint of the derivative operator. More
specifically, we consider a random variable u in L?*(2; H) belonging to the domain
of the divergence operator, denoted as Dom ¢, if

[E(D" F,u)se)| < cull Fll2o
for any ' € S. In such cases, d(u) is defined through the duality relationship:
E(Fo(u)) = E((D" F,u)x), (2.18)

valid for any ' € DY2. To provide an illustration, we will investigate an elementary
H-valued random variable in the form of u = >, Fiy¢y, where F, € D"? and
o € H. In the given scenario, the variable u is considered to be within the domain
of the divergence operator. By utilizing equation , it is possible to deduce that
the expression for §(u) can be derived as:

i (EW ™ () — (DY Fy, ) 3c) - (2.19)
k=1

The term F,WH(¢y,) — (DHE,, ¢1)9¢ is denoted as the Wick product of the random
variables I, and W (¢;) and is represented as
Fro W (¢y) = W (¢1) — (DY Fy., dr) o (2.20)
Using this notation, equation (2.19) can be modified as:
u) =Y FroW(ey).
k=1

The notation 6 (u fo t)odWH (t) will be utilized in cases when u is a stochastic
process that falls within the domain of the divergence operator.
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2.5.4 Fractional Wick Ité6 Skorohod Integrals

Now we aim to define the stochastic integral 6(F fo t)odWH (t) as an element
within L?*(H), provided that F'(¢) is a suitable 1ntegrand It is important to note
that we are assuming H > % For simplicity in notation, we denote the fractional
Wick It6 Skorohod (fWIS) integral by

/T F(t) o dWH(t) := /T F(t) oW (t).

To define this integral, we consider an arbitrary partition of the interval [0, 7],
denoted by {7}, where lim,, o maxo<i<, 1{t%,, — t7} = 0 and introduce the
Riemann sum:

kn—1

= X F(t) o (W7 et) = W)

Definition 2.18 Let Ly(0,7) be a family consisting of stochastic processes F' on
[0, T'] possessing the following properties:

e e Ly(0,7) if and only if
T T
E[|FI] = anE [ |- u|2H-2F<r>F<u>dudr] e
0 0

e [ is Malliavin differentiable,

e For 0 <t < T, there exists DX F(s) such that:

E |: DgF(Sl)DgF<SQ)¢(t1,tg)qf)(sl, Sg)dtldsldt2d82:| < Q.
(0,74

The following theorem, which is the most significant in this section, introduces
the fWIS integral based on Theorem 3.6.1 in [18].

Theorem 2.19 Let (F(t),t € [0,T]) be a stochastic process such that F' € Ly (0, 7).
Then, the following limit exists in L?(Q, &, P):
kn—1
lim Y F(t;) o (W (ti) — W),

n—0
=0

and this limit is denoted by fo s)dWH (s), known as the fWIS integral. Further-
more, this integral satisfies the followmg relations:

|| TF(s)éW%)} ~0,
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and

T
/0 F(s)sWH (s)

o E i ' P (o))

=E

/[ s DgF(Sl)DgF(SQ)d)(tl, tg)gb(sl, 82)dt1d81dt2d82]
0,7

+ayE [/ lr — w12 F(r) F(u)dudr] .
0,72

The following properties are directly deduced from the above theorem:

o If ;G € Ly(0,T), then for any arbitrary constants a and b, the following
relation holds:

/0 (aF(s) + bG(5))dWH (s) = a /0 F(s)5W(s) + b /O Gls)5WH ().

o If Fe LH(O T),E [supOSSStF(sﬂ2 < o0 and also supy<,<, E|D{ F(s)|* < oo,
then [; F(s)6W*(s) has a continuous version.

Remark 2.20 [30] Suppose {t7}¥", is a sequence of partitions of the interval [0, T,
such that lim, e maxocick, -1 {0y — 17} = 0. If S5t F(t) (WH(tr,) — WH(tn)
converges in the space of L*(Q2,F,P), then this limit corresponds to the Young

integral ( see Subsections [2.5.2.1).

The following theorem expresses the relationship between the fWIS integral and the
Young integral.

Theorem 2.21 [18] If F' € Ly (0,T), then the following relation holds:

/OtF(s)odWH(s):/Ot s)oWH (s // DI F¢(s,v)dvds.

In a special case when F is a function of W (t), we can write

t

[ Ewe) oawns) = [ For o
+ H( 2H—1//F’ (WH(5))(s — v)*"2dvds
:/O F(WH(s)sWH (s) +H/ F'(WH (s))s*ds.
(2.21)

These two stochastic integrals have the following important properties:

o [fot F(s)éWH(s)} = 0, while, in general, E [fot F(s)o dWH(s)] # 0.
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e The chain rule for the fWIS integral is more complex compared to the Young
integral.

Since the rules for the Young integral are similar to the Riemann-Stieltjes integral,
in this thesis we consider the fractional stochastic integral in the Young integral
form.

Example 2.22 According to the definition of Young integration, we have:
t 1
[ s e dw ) = Sovtio)®
0
hence ([2.21) implies that:

/O WH(S)6WH(S):%(WH(1€))2—H /0 P1ds = Lraw (2 - 2.

N | —

The following example shows that E [ fg F(s)odW# (s)} is not necessarily 0.
Example 2.23 [30] It is well-known that if x is a standard normal random variable,

x ~ N(0,1), then

n! : :
E[lﬂ] _ W(%)' if n 1S even,
0 if n is odd.

Consider f(z) = 2™ and referring to equation (2.21)), we obtain
E [/tf (WH(s)) odWH(s)} =k [H /t s (W (s)) ds]
0 0
ol / SR [ (W (s))] ds
0
=nH | $HIE |(WH(s)" | d
n /0 s [( (s)) ] s

(WH;S)Y_II o

(n+DH e
{ nit" if n is odd,

t
:nH/ 8(n+1)H71E
0

(V21 (n+1) (251!
0 if n is even.

Remark 2.24 [30] Consider an arbitrary partition {t?}", of the interval [0, 7],
such that lim,,_,o maxo<;<k,—1{t}; — t7'} = 0. Also, suppose that F' € Ly (0,T) is
a stochastic process. As mentioned above, for a standard Brownian motion process
(W(t),t > 0), the It6 integral is defined as the limit of Riemann sums, that is,
Zfﬁgl F(t;) (W(tiy1) — W(t;)), as n — oo. Similarly, the Stratonovich integral is
defined as Zfﬁal F(Y) (W (tir) — W (t;)). In the case of fBm, it has been shown
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that both limits,
fen—1

nh_{go Z Ft:) (W (tia) = WH(H))

and
En—1

ti + it H H
lim Z F( 5 )(W (tiv1) =W (ti)>,

n—oo

converge to the pathwise Riemann Stieltjes integral (Young integral).

2.6 Fractional It6 Formula

Now, we proceed to express the fractional Ito formula. To illustrate this formula, we
first present the following theorem, which characterizes the Malliavin ¢-derivative of
fWIS integral. If F': 2 — R is a given function, we define the Malliavin ¢-derivative
of F' at s as follows:

DYF = / DIF ¢(s,v)dv
R

where DY F denotes the Malliavin derivative.

Theorem 2.25 [18] Consider the stochastic process (F'(t),t LO T]) in the space
Ly (0,T) such that supy<,<q E[|[D¢F(s)[?] < oo. Define n, = [ F(u) W (u), for
t € [0,T]. Then, for s,t € [0,T], the following equation holds almost surely

D%, = /Ot D?F(u) SWH + /Ot F(u)o(s,u)du.

Now, let us express the fractional Ito6 formula in the general case.

Theorem 2.26 [I8§] Suppose that 7, = £ + fo w)du + fo u) SWH (u), where
(F(u),0 <u<T) is a stochastic process in LH(O T) Assume that there is an
a > 1 — H such that

E[|F(u) - F(v)|2] < Clu —v]*,
where |u — v| < ¢ for some 6 > 0 and

lim E [|ij (F(u) —F(v))ﬂ —0.

0<u,v<t,|lu—v|—0

Also, let f € €% (R; x R;R). Furthermore, assume that

e[ [ 1FoDs] <. B sup j606)]] <ox

0<s<T

and (0f(s,ns)/0x) F(s) for s € [0,T] belong to the space Ly (0,T). Then, for each
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0 <t < T, the following equation holds almost surely:

f(tme) = f(0,€) /asnsder/aS??s (s)ds

[y swi(s + [ L

a 8 2(8 TZS)F( )Dg)nsds

We end this section by presenting an [t6 formula for fBm in the specific case where
n; = WH(t), which holds for all values of H in the interval (0,1) .

Theorem 2.27 [18] Let H € (0,1) and the function f(¢t,z) : Ry x R — R is
of class CM?(R x R;R) and also the following random variables are all elements of
L*(Q, 5, P):

f(t,W(m(t)), /Ot%(s,wﬂﬂ(s))ds, and /(:%(S’W(H)(s))SQHldS.

Then,

Ft,WH(t)) = £(0,0) +

Example 2.28 Let f(t, WH(t)) = (W#(t))2. Consequently, we have:

dWH(t)? = 2WH () SWH(t) + 2H*H 1 dt.

2.7 Existence and Uniqueness of Solution of SDE
with fBm

In this section, we aim to establish the theorem for the global existence and unique-
ness of solutions for multidimensional, time-dependent SDEs driven by fBm with a
Hurst parameter H > % We consider the following multidimensional SDE:

zi(t) = o, —|—/ a;(s,z(s))ds + Z/o oii(s,2(s)) o dW/(s) for i=1,....d

0

=z + /0 a(s, z(s))ds + /0 o(s,x(s)) o dWH(s), tel0,T].
(2.22)

In this scenario, we consider WH# = (W{H ... WqH ) as a g-dimensional fBm with
the same Hurst parameter H € (%, 1) defined on complete filtered probability space
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(Q,&", (?t)te[o,T],P)- zo 1s a d—dimensional random variable and the coeflicients

ai, 045 : 2x[0,T] x R? — R are measurable functions and for a matrix M = (m; ;) dxq

denotes | M2 = 32, - |mi,|>. BEquation (2.22) is considered as the Young integral

equation (Section [2.5.2.1).

Let H be such that % < H <1land asatisty 1 - H < a< % Define the space
Vo™ ([0, T]; RY) to consist of all measurable functions f : [0,7] — R? which satisfy
the following condition:

. RGP
Fllao = p](lf(t)|+ [ IO ) <

te[0,T
and we have, for all 0 < € < «
e ([0, T RY) < vg™ ([0, T];RY) c €*= ([0, T]; RY)

where C% denotes the class of Holder continuous functions.

Let us consider the following assumptions on the coefficients, which are supposed
to hold for P-almost all w € €. The constants My, Ly and the function ag may
depend on w.

(H,) : o(t,z) is continuously differentiable with respect to = and there exist con-
stants 0 < 5,0 < 1. Additionally, for every N > 0, there is a constant My > 0
such that the following conditions are satisfied:

(i) Lipschitz continuity

HO’(t,lL’) - U(ta y)”2 < MO”:E - yH27 Vi € Rd7Vt € [OvT]

(ii) Holder continuity in time:
lo(t,2) = o (s, 2)l2 + 10s,0(t, ) — Ou,0 (s, 2) [l < Molt — 5|

for all z € R? and ¢, s € [0, 7.

(iii) Local Holder continuity of 0,,0
105,0(t,2) = Dyo(t,y)lly, < Mullz —ylly Yzl llyll: < R, Yt €[0,T]

for 1 <i<d,
(iv) There exist v € [0,1] and Ky > 0 such that

lo(t,2)|ls < Ko (1+ |2]3), Yz eRY, vtelo,T].

(H,) : There exists a function ag € L? ([0, T]; Rd), where p > 2 and for each N > 0,
there exists a constant Ly > 0 such that the following conditions hold:
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(i) Local Lipschitz continuity:

la(t, z) = a(t,y)lla < Lnllz = yll2, Vllzlla, [lylla < N, VE € [0, 7]

(ii) Boundedness:

latt, 2)ll2 < Lollzlla + ag(t), Vo € R%, vt € [0,7]

Let
. 15 )
oy = min > T

The existence and uniqueness theorem of the solution to equation (2.22) is estab-
lished in Theorem 2.1 in [95].

Theorem 2.29 [95] Let 25 be an R?—valued random variable, the coefficients o (¢, x)

and a(t,x) satisfy assumptions H, and H, with § > 1 — H and ¢ > % —1. If

a € (1 —H,ap) and p > 1/a, then there exists a unique stochastic process x €
L ((Q,F,P); Vo™ ([0, T);R?)) that solves the stochastic equation (2.22) and, more-

over, for P-almost all w € 2

x(w7 ) = (xi(wv '))dxl e ([O’T];Rd) :

2.8 Numerical Methods for SDEs with fBm

The pursuit of explicit solutions for stochastic differential equations driven by fBm
is sometimes unachievable for a significant number of equations. Consequently,
the development of numerical methods becomes crucial in addressing this class of
equations. The stochastic differential equations can be numerically solved us-
ing various general-purpose stochastic numerical techniques (refer to, for example,
[60, [77] and related literature). [28] delve into the 2-step Euler scheme simplified
through Wong-Zakai approximations, achieving a pathwise convergence rate of close
to (H — %) in the Holder norm for H within the interval (%, 1). The authors in
[78, [80] suggested that the optimal convergence rate for the supremum norm could
be 2H — % Furthermore, [45]146] establish the Crank-Nicolson scheme and the mod-
ified Euler scheme’s optimal strong convergence rates for H € (%, 1), employing a
combination of Malliavin calculus and fractional calculus techniques. In this section,
we discuss two numerical methods for SDEs driven by fBm, which will be utilized
in Chapter [6]

2.8.1 Euler Method

The results presented in this subsection are based on the findings of [79], where the
authors established the Euler method in the case of fBm. We consider the following
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SDE:
x(t) = xo +/0 a(x(s))ds +/0 o(z(s)) odWH(s), tel0,T]. (2.23)

The interval [0,77] is partitioned by the set of {0 =ty < t; < ... < t, = T},
where t, = %T for 0 < k < n and n € N. The rates of convergence will be
discussed relative to this partition scheme. For simplicity, we denote AWH instead
of WH(try1) — WH(t) and Ay = ty11 — tp. Assuming H > %, we consider the
integral with respect to W as defined by the Young integral (see Definition .
The Euler scheme 3" for equation ([2.23)) is given by:

Yo = To,
Ye+1 = Yk +a(yp)Ar + o(yp) AW, ke {0,...,n—1},

where standard assumptions are made on a and o and y;' = yf,, for t € [0,77].

n

Theorem 2.30 [19] Let a € C; and o € €}, indicating that the functions a and
o are continuously differentiable twice and three times with bounded derivatives,
respectively. Furthermore, let us assume that they also fulfill the conditions outlined

in Theorem [2.29] Then, the Euler scheme 3™ for equation (2.23)), as defined by ([2.24))
and as n — oo, satisfies:

2y (T 25 L / o' (2(s)) D (T)ds,

2
where DHx(t), for s,t € [0,T], denotes the Malliavin derivative at time s of z(t)
with respect to fBm W*# defined in Section [2.5.3. This result is notable because it
lacks an analog in the classical theory of stochastic processes driven by sBm.

Remark 2.31 In [79], the author introduced a different form of the pathwise inte-
gral with respect to fBm, specifically the forward integral fot Y (s)dX~(s) (refer to
[108] for further information on this integral). As established in [109], when X and
Y are two real-valued processes with paths that are almost surely Holder continuous
of orders @ > 0 and 3 > 0 respectively, such that o + 5 > 1, the forward integral
[V (s)d~ X (s) is equivalent to the Young integral [, Y (s)dX(s).

2.8.2 Implicit Midpoint Method

In practical applications, stiff differential equations often pose significant challenges
for numerical simulations in both deterministic and stochastic systems. Implicit
methods are generally more effective than explicit methods when dealing with stiff
problems. This section aims to explore an implicit numerical method suitable for
addressing stiff SDEs. The focus of the numerical section for fBm will be on the
stochastic implicit midpoint method. The methodology is based on the framework
presented in [43] and therefore the following discussion and results conform to the
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findings of this reference. We consider the SDE as follows:

dy(t) =V (y(t)) dz(t) = ZVl (y(t))dai(t), y(0)=yoeR™ te€[0,T], (2.25)

=1

where z(t) = (21(t),...,z4(t))" € R with 21(t) = t and xy(t),...,z4(t) being
independent fBms with Hurst parameter H € (%, 1). The well-posedness of is
interpreted pathwise through the Young integral (see Section , which is valid
for fractional Brownian motion with Hurst index H > 1/2. This follows the analytic
framework established in [43], where the existence and uniqueness of solutions are
obtained via fractional calculus estimates for Holder continuous driving signals.

In the context of a numerical algorithm, we utilize a uniform division of the
interval [0,7] with a step size defined as At = L, where n € N. We represent
as ty = kAt, for k =0,...,n. Consider an s-stage Runge-Kutta method applied to
(12.25)):

=+ > gV (ygm) Az, (2.26)
=1

Yoo, = Uiy, T+ Z b,V <y?k+1,i> Axy, (2.27)
=1

withé,j=1,...,8,k=0,...,n—1, Az, = 2(tx41) —2(tx) € R? and yp! = yo € R™.
Here, y;,,,,» 1 =1,...,s, are called stage values.

Following [43], we construct continuous extensions of the discrete scheme. This
allows one to perform a precise pathwise error analysis by comparing the exact
solution y(t) and the numerical interpolate y;* through an error decomposition into
a local truncation term and a quadrature-type remainder. The continuous form is
defined as follows:

To derive order conditions on coefficients of Runge-Kutta methods with the strong
convergence rate 2H — %, the authors in [43] first construct the continuous versions

(2.28]) and ([2.29) for the Runge-Kutta methods (2.26) and (2.27)), taking advantages

of the stage values yi! ;. Denote [t]" 1=ty for ¢ € (tx,t41]. In particular, t = #;

if and only if ¢ = [¢]™ for some k = 0,--- ,n. The continuous version reads
syt
ygz = ya—h)\/o + Z/ a’LJV (y[g}",]) dXSa L= ]-7 T, 5 (228)
3 (t=hyvo
s gt
i=1 Y0

where sVt = max{s,t}.

Theorem 2.32 [43] Let us assume that V € C}(R™; R™*?), which means that V

is three times continuously differentiable with bounded derivatives, with H > %
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Define ¢; as ¢; = E;Zl a;j. Given the conditions

i=1 =1

the Runge-Kutta method applied to equation ([2.25)) exhibits a strong convergence
rate of 2H — % Specifically, for a constant C' that does not depend on n, the following
inequality holds:

< C(A2, p>1,
Lr(Q)

sup [y(t) — yy'|
te[0,T

where At = % and y;' are defined in equation ([2.29)).

For solving SDE ([2.22)), we consider the 1-stage Runge-Kutta method with coef-
ficients defined by the following Butcher tableau:

1
2

— o=

This Runge-Kutta method is the implicit midpoint scheme. Hence, it takes the
following form when applied to ([2.22):

n(ther) = 2n(te) + [a<xn(tk) +2$n (thi1) )]At+ Z (l“n (te) + fn(tkﬂ))Amgm

(2.31)

Here, we define AW = WH (t,,1) — WH(t;). This method satisfies condition
(2.30) and Theorem indicate that its mean-square convergence rate (see Section

is 2H —1/2 Ji.e.,

< C(AH)H e,
12(2)

pax [a(t) — n(ti)|



3 Model Order Reduction

Model reduction techniques have been developed to reduce the computational cost
associated with high-dimensional dynamical systems. These methods aim to cre-
ate simplified models with lower dimensions that require less computational re-
sources to simulate while preserving the essential dynamics of the full system (refer
to [6, 12], 13l 94] and related references). This chapter focuses on model order re-
duction for deterministic and stochastic linear dynamical systems. It begins with an
exploration of Lyapunov operators and stability in deterministic systems, extending
these concepts to stochastic systems. It introduces Gramian matrices as tools for
characterizing dominant subspaces, forming the basis for MOR techniques. Special
attention is given to the Balanced Truncation method and the POD method, which
is applied to reduce the computational complexity of high-dimensional systems while
retaining their essential dynamics.

3.1 Linear Deterministic Systems

In the context of linear state-space systems, we analyze a system G characterized
by differential equations governing states x(t) € R™, input u(t) € R™ and output
y(t) € RP, described as:

(3.1)

{i:(t) = Az(t) + Bu(t), 2(0) =z
y(t) = Cu(t)

where A € R™" with 0(A) C C_, defined as the spectrum of A within the open left
half complex plane C_, along with B € R™™ and C' € RP*", represent components
of the system.

The study of system ({3.1), which can be alternatively identified as G, (A, B, C)
and (A, B), requires a revisit of fundamental concepts such as stability, controlla-
bility, reachability and observability. These concepts are explained in the following.

Definition 3.1 The system (A, B) is considered controllable if there exists a control
u(t) capable of steering the system from an initial state 2(0) = xo to the state
x(t) = 0 within a time ¢. Alternatively, it should enable steering from the initial
state x( to any desired state x; within a time ;.

Conversely, the concept of reachability is defined when the zero state is steered
toward a desired state, presenting a converse statement as given in Definition

Definition 3.2 The system G is reachable if a control u(t) exists that can drive the

47
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system either from the initial state 2(0) = 0 to the final state z(¢;) = z; or from
the initial state z(0) = 2o # 0 to a final state z(t;) = x;.

The controllability (reachability) matrix, termed the Kalman matrix of the system
G, is denoted as

R=[B AB A’B ... A"'B].

The system is identified as controllable (reachable) if this matrix is obtained in full
rank. Additionally, the notation R(A, B) denotes the range of R, corresponding to
the reachability space of the deterministic system.

Definition 3.3 The system G is observable if the initial state z(0) can be de-
termined from the outputs of the system over time and the applied inputs. The
observability matrix, which is key in determining this property, is presented as fol-
lows:

C
CA
0= | CA?

_CAn_l_

In a similar manner to the controllability matrix R, the system is observable if the
observability matrix O has full rank. In the study of the system G, controllability
and observability serve as mathematical complements, unaffected by changes in
basis representation. As a result, the reachability of G corresponds directly to the
observability of the dual system G*. For additional techniques to determine the
controllability and observability of the system, see[5].

Here, the function xz(t;xg,u) denotes the solution to the state equation ({3.1).
Specifically, the solution takes the form:

t
x(t; xo,u) = eMrg + / AT Bu(r)dr, fort >0,
0

so, we have
y(t) = Ca(t; xg,u) fort > 0.

In the next section, we derive the link between controllability and observability
matrices and the algebraic Lyapunov equations.
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3.1.1 Lyapunov Operators
Associated with (3.1), the Lyapunov equations are given by

AP+ PA" = -BB', (3.2a)
ATQ+QA=-C"C, (3.2b)

where P and () are symmetric matrices in R™*™ representing the controllability
and observability Gramians of the system, respectively. Considering the stability
assumptions of the system, P and () can be expressed as integrals:

P:/ e"BBT AL, (3.3a)

0

Q= / At CT CeMdt. (3.3b)
0

Utilizing Theorem to verify the controllability and observability of the system,
we find that the Gramians P and () must be positive definite. Furthermore, for the
controllability and observability matrices R and O, it is required that they possess

full rank.

Theorem 3.4 [5][Reachability and Observability conditions] The following state-
ments are equivalent:

(i) The pair (A, B), A € R™" B € R™™ is reachable.
(ii) The rank of the reachability matrix is full: rank R(A, B) = n.
(iii) The reachability Gramian is positive definite P > 0.
and also the following statements are equivalent:
(i) The pair (C, A), C € RP*" A € R™ ", is observable.
(ii) The rank of the observability matrix is full: rank O(C, A) = n.

(iii) The observability Gramian is positive definite: @ > 0.

3.1.1.1 Vectorization and Kronecker Product

The concept of vectorization and the Kronecker product are introduced as compu-
tational tools to facilitate the calculation of the controllability and observability of
Gramians, P and Q, derived from (3.2]). The results are as follows:

(A®I+1® A)vec(P) = —vec(BB"), :
(AT@I+1®AT)vec(Q) = —vec(CTO). (3.4Db)

W
&%
N—
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where - ® - is the Kronecker product between two matrices and vec(+) be the vector-
ization of a matrix (see Appendix [B|for more details).
We then introduce the operator £, from equation (3.2) as L4 : 8, — 8, with
8, :={X | X € R"" symmetric matrix }, defined by:
L4:X — AX +XAT, (3.5)

The adjoint operator L£%, with respect to the Frobenius inner product (which
means that (X,Y) = trace(X 'Y) where X and Y are two matrices), is given as:
L X — ATX + XA (3.6)

With the introduction of £ 4, it becomes compatible to work with the Kronecker
product notation as well, defining:

Li=ARTI+1® A, (3.7)
Lh=ATQI+I® AT,
Expanding on equation (3.2)), we can establish that:

La(P)<-BB', Li(Q)<-C'C. (3.9)

These characterizations are vital in the analysis of stability, controllability and
observability of the system (3.1)).

3.1.2 Stability

To ascertain the stability of a deterministic system, we utilize the following theorem
as a set of equivalent conditions:

Theorem 3.5 [Stability of Linear Systems]| For a linear system with deterministic,
time-invariant and homogeneous characteristics, described by (3.1]), the following
statements are equivalent:

(i) The system is asymptotically stable,
(ii) o (La) CC_,ie o(A) CC_,
(ifi) 3X > 0: L4(X) <0,

(iv) VY > 0,3X > 0: £L4(X) = Y,

where o(A) is the spectrum of the matrix A and C_ denotes the set of complex
numbers with negative real parts, ensuring stability. The stability criteria presented
here can be extended to linear stochastic systems. Subsequently, we introduce model
order reduction strategies for deterministic systems. The extension of these strate-
gies to stochastic systems is explored in Section [3.2.2.
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3.1.3 Model Order Reduction for Deterministic Systems

The primary concept of model reduction involves approximating a high-dimensional
dynamical system with a lower-dimensional model that preserves its essential dy-
namic features. In this section, we present several model order reduction (MOR)
techniques. We begin by defining the reduced-order system.

3.1.3.1 Reduced order system

The system G, representing a lower-order model, approximates the full state-space
system G of order n. The equations governing the dynamics of G, are given by:

{:i:r(t) = Az (t) + Byult), 2,(0) = 2o, (3.10)

Yy, (t) = Cra,(t),

where z,(t) € R” and r < n. Our goal is to minimize the norm difference between
y and vy, to evaluate the maximum deviation between the output of the original
system y and its approximation y,. To generate GG,., we utilize orthogonal truncation,
involving a coordinate transformation xg(t) = Sz(t) via a transformation matrix
S € R™™ that is invertible. Putting this coordinate transformation into yields
a modified state-space representation:

.i’g(t) = Asl’s(t) + Bsu<t>, 135(0) = Sl’o,

3.11
y(t) = Cszs(t), t>0, (3.11)
where
A A
Ag=SASt =" 12) : Ay € R
° (A21 Az n
- = Bl rXm
BS—SB—(BZ>J BlER ,
CS = 0871 = (Ol CQ) R Cl c RPXT

Hence, the model for G, is configured as:
[Ar Br Cr] = [All Bl Cl] .

This technique of orthogonal truncation serves as a projection method, enabling
the reduction from the original system G in R" to a more manageable system G, in
R".
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3.1.3.2 Petrov Projection and Galerkin Projection

Within the framework of non-orthogonal projection methodologies, transformations
labeled as M and V' are designed as

M" = (I, Opxm-r)S, R"—=R" (3.12)
I,
V=51 (oT ) , R R" (3.13)
rXx(n—r)

with the purpose of enabling the projection from the vector space R" to the vector
space R", as well as its corresponding inverse operation. It is worth noting that
these transformations satisfy

M'V=I, VM"'=WVM" ) (VM") (3.14)

Such projection methodologies fall under the classification of a Petrov-Galerkin pro-
jection. The Galerkin projection, characterized by the condition M = V', which
means that S denotes an orthogonal matrix, is used to transform the model from G
in R to G, in R". For the Petrov Galerkin projection, we have

[A, B, CJ]=[M"AV M'B CV].

In order to understand the Petrov-Galerkin projection, let us consider the follow-
ing analysis. Suppose we aim to represent the solution z(¢) € R™ of the original
model GG using only r variables in the ROM G,.. We can write

z(t) = Va,.(t) € Range(V), where =z(t) € R", z,(t) € R".
As a consequence, the residual R is expressed as:
R =Vi,(t) — [AVx.(t) + Bu(t)].

The Petrov-Galerkin projection requires that the projection of the residual R into
the range (W) is zero. This condition can be expressed as M " R = 0. This equation
yields

M (Vi (t) — AVa,.(t) — Bu(t)) = &,.(t) = M"AVx,(t) — M " Bu(t) = 0,
resulting in
ip(t) = MT AV, (t) + M " Bu(t). (3.15)

In the upcoming section, we present the Balanced Truncation method. However,
before doing so, we will clarify the notion of ”balance” as used in this context.

Remark 3.6 A stable system ({3.1]), represented by G, is said to be balanced if the
Gramians, i.e., the solutions P and ) to the Lyapunov equations (3.2a)) and ([3.2b)),



3 MODEL ORDER REDUCTION 53

satisfy the following condition:
P =Q =diag(oy,...,0,)

where the singular values are ordered as o1 > 09 > ... > g, > 0.

3.1.3.3 Balanced Truncation

This section focuses on the utilization of Balanced Truncation (BT) as a method to
approximate a system. Using Singular Value Decomposition (SVD), see Appendix
, a matrix can be approximated to its lower-rank form, optimized via the L?
norm. This technique forms the basis for methodologies in model reduction for linear
dynamical systems, such as BT method. BT aligns the reachability and observability
of states, initially outlined by [76] and further detailed by [74]. A specific BT variant,
Lyapunov Balanced Reduction (LBR), is implemented by solving the reachability
and observability Lyapunov equations in tandem. The stability of this method was
established by [89], with error bounds provided by [33]. This method is one among
several balancing strategies.
We rewrite the algebraic Lyapunov equations as follow:

AP+ PA"T + BB" =0,
ATQ+QA+CTC =0.

The eigenvalues derived from the product of the controllability and observability
Grammians are known as Hankel singular values (HSVs), which are denoted by
o; = ()\i(PQ))%.The significance of these singular values, which remain unchanged
under coordinate transformations, can be seen in the areas of system theory and
control.

The strategy of reducing the state space by deleting the dimensions that are least
observable or controllable, resulting in a lower-order approximate model, can be
achieved through a five-step procedure:

(i) Compute the reachability Grammian P and observability Grammian @),

(ii) Compute the Cholesky factor R of Q and L of P such that Q = R"R and
P =LL", so we have

PQ = (LL")(R"R) = L(RL)"R,

(iii) Compute the SVD RL = VXU, where U and V are unitary matrices. Then,
multiplying from the left by V' and from the right by U we have

VTRLU =%,

1/2

and finally multiplying from the left and from the right by ¥>7"/%, we obtain

YRy TRLUS V2 = 1.
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(iv) Use the coordinate transformation xg(t) = Sz(t), where

S=x"12yTR, S '=LUx"Y2

(v) Compute the truncation system G, (3.10) after transforming the state-space

system G (3.1)).

In the transformed coordinate system, denoted by

A A
Ao = SAS_l — 11 12) A c Rrxr
S (A21 A22 3 11
Bl rXm
B5:SB:< ) B eR (3.16)
By
CS:CS_l = (Cl CQ), o € RPXT

so we have
[Ar Br Cr] - [All Bl Cl] )

the transformed Grammians Ps = SPST and Qg = S~TQS~! can be obtained.

S

Py = SPST = (E’%VTR> P <RTVE*%> - (E*
- (2—%VT) vy T (vz—%> — (2—

VT) RL(RL)T (VE*%>

N
o
—
g
e
I
™

-
Qs =S5 TQS ! = (LUZ—%> Q (LUZ—%) — (2—%UT> (RL)TRL (Uz—%)
— (x0T oz (Us ) = (v 32 (=}
Therefore, according to Remark the Gramians Ps and ()g characterize the

system in a balanced form. The approximation by BT method ensures stability
preservation by the following theorem (see[5 [74])

Theorem 3.7 (Stability preservation) Given a homogeneous linear time-invariant
system (3.1)), if (£ 4) C C_ and a block diagonal matrix ¥ = diag(X;, ¥2) > 0 with
o(X1) No(Xy) = () exists, satisfying

L4(X) <0 and L3%(X) <0,
then for the balanced truncated system, we have o(£4,) C C_ where
Lo =4[+ 1R A,. (3.17)

Additionally, the H,, norm (representing the maximum frequency response) of
the error system remains bounded by the following theorem.

Theorem 3.8 Let G be a system as in (3.1)), where £, C C_. When a balanced
truncation is performed of r-th order, the resultant system is denoted as G,. The
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bound on the error due to truncation is given by:
Hy - yr“oo S 2(UT+1 +...F 0”)‘

3.1.3.4 Proper Orthogonal Decomposition

The development of POD was a collective effort by various scientists. In particular,
Karhunen [56] and Loéve [67] contributed significantly, giving rise to what is known
as the Karhunen-Loéve decomposition. Other important contributions to the field
include [63],192] [15]. The POD method has been successfully used in a wide variety of
scientific and engineering problems, such as fluid dynamics [42] 49| [107, [112], electric
circuit analysis [88], or structural dynamics [4]. For an expansive review of the
history and diverse applications of the POD, [20] 22| [58, [65], 118] are recommended.

In addressing the challenges posed by the analysis and simulation of large-scale
nonlinear dynamical systems, MOR techniques serve as essential tools. This sec-
tion elaborates on the application of a prominent method: the POD method also
termed Principal Component Analysis (PCA). These methods are pivotal in ad-
dressing the complexities of nonlinear systems derived from PDEs, especially after
their discretization into finite-dimensional dynamical systems.

We consider the dynamics of nonlinear systems represented by the general form:

(t) = Az(t) + f(x(t)) + Bu(t), z(0) = xo, (3.18)
y(t) = Cu(t),

where matrices A, B and C' respectively define the linear dynamics, control inputs
effects and observation matrix, as described in system (3.1]). z(t) € R™ denotes the
state vector at time ¢ and f : R” — R" represents the non-linear interactions within
the system. The primary goal is to construct a ROM that accurately captures the
essential dynamics of while significantly reducing computational complexity.

The strategy for reducing the state space through the application of the POD
method, which yields a lower-order approximate model, can be systematically achieved
by the following three-step procedure:

(i) Data Collection and Snapshot Matrix Construction: Conduct simula-
tions using specified initial conditions and inputs to collect data. These data
are structured into a snapshot matrix Z, capturing dynamics of the system in
discrete time instances:

Z = lz(ty) z(t1) ... z(tn)].

(ii) Extraction of the Dominant Subspace via SVD: Apply SVD to the
snapshot matrix Z to decompose it and extract the most influential modes of
system behavior. This decomposition,

-
7Z =V, Vi [XOJT X(])] [gﬁr} —  POD basis V, = [vq, ..., v,]
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where V'V, = I, isolates the significant singular values (and their correspond-
ing vectors) which are then used to construct the POD basis V,. The basis
vectors v; in V,. span the dominant subspace capturing the core dynamics.

(iii) Galerkin Projection and Reduced Model Derivation: Utilize the POD
basis for Galerkin projection (See Subsection on the original system,
leading to a reduced model. This model includes the system dynamics within
a reduced-dimensional space, maintaining a balance between simplicity and
accuracy. It is characterized by a reduced linear matrix, nonlinearity and
input component, as shown in

() = V. AV,Z(t) + V.U F(V,2(t) + V" Bu(t), = V,z(t) =~ x(t),

The essence of MOR lies in the selection of an optimal subspace, represented by
V., that ensures the reduced model’s output y,.(t) closely approximates the original
system output y(¢) with minimal error, which means that

ly(t) —u (D] <,

effectively capturing the essential dynamics of the system within a lower-dimensional
framework.

This MOR strategy employs snapshot-based approaches to efficiently handle non-
linear systems where traditional analytical solutions are infeasible. Using the dy-
namic data stored in the snapshot matrix and carefully selecting the projection
subspace, POD enables the creation of efficient and representative ROMs. For a
more detailed exploration of POD in combination with SVD, refer to [118].

Remark 3.9 Selecting the appropriate dimension r for the POD basis is essential
and is typically determined by analyzing the decay rate of singular values to assess
their significance. Additionally, the effectiveness of the POD method heavily relies
on the conditions of the inputs used in initial simulations, emphasizing the necessity
for precise and comprehensive data collection.

3.2 linear Stochastic Dynamical Systems

Consider a g-dimensional Wiener process W (t) = (Wi(t),...,W,(t))" with zero
mean and a covariance matrix K = (k;;); j=1,.., on the interval [0, 7], where T" > 0.
This process is part of a stochastic system on a complete, right-continuous filtered
probability space (€2, F, (F¢)sejo,r7, P). We assume that W is adapted to the filtration
(F¢)tepo,r) and the increments W (t + h) — W(t) are independent of JF; for t,h > 0.
Consider a controlled, high-dimensional linear SDE system of 1t6 type(see Section
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is given by

dz(t) = [Az(t) + Bu(t)]dt + i Nz (t)dW;(t), z(0) = xo, (3.19a)

y(t) = Ca(t), t>0, (3.19b)

with A, N; € R B e R™™ (C € RP*™ and the state z(t; xo, u) depending on the
initial state 29 and control u. We consider M?([0, T]; R™) as the set of all (F;);>0-
adapted stochastic processes v with values in R that are square-integrable with
respect to the measure P ® dt (see Definition m ). The energy norm in this space

is expressed as
it =2 [ [ oo ] <] [ ooiga (3.20)

where ||-||, represents the Euclidean norm and two processes v; and v, belonging to
M2([0, T]; R™) are deemed equivalent if they are almost surely identical with respect
to P ® dt. For the infinite horizon, the space is denoted by M?(R,;R™).

The stochastic system can be identified as G, (A, N, B,C) or (A, N).

Definition 3.10 An R"-valued process {z(t)}+>¢ is said to be the solution to the
SDE (3.19) if it satisfies:

0

x(t; o, u) = xg +/ [Az(s) + Bu(s)]ds + Z/o Niz(s)dW(s)

almost surely for all ¢ > 0, where zqg € R" represents the initial condition and
u € M%([0,T];R™) is control term. For the solution of (3.19) in the uncontrolled
case, i.e,

dz(t) = Ax(t)dt + iNix(t)dWi(t), y(t) = Cz(t), t>0, =z(0)=umz, (3.21)

We briefly write x,, :=  (t, x9,0), where z,, is called homogeneous solution.

Theorem 3.11 Let z,, be the solution of system (3.21)) with any initial value
zo € R", then Y(t) = E [z, (t)z] (t)] is the solution of the matrix integral equation

xo
t
Y(0) =] + [ V(s)dsAT 44 / gds+ SN, / (s)dsN] ki, (3.22)
0 i,7=1
for t > 0.

Proof. See Theorem 1.4.3 in [25]. O
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The solutions of the SDE (8.19) and (B.21)) satisfy the conditions of Theorem [1.29]
which guarantees the existence and uniqueness of their solutions. The homogeneous
system ({3.21)) corresponds to the fundamental matrix solution

t gt
O(t,7) =1, +/ Ad(s,7)ds + Z/ N;®(s,7)dW;(s), t>0, (3.23)
T =1 T
for t > 7> 0. We have
t I
O(t,0)=d(t) = I, +/ Ad(s)ds + Z/ N;®(s)dW;(s), t>0, (3.24)
0 — Jo

and I, is the identity matrix. Hence, the general solution z,, of uncontrolled SDE
(3.21)) with initial condition x(0) = o can be expressed as z,, = ®(t)z.

As a result, considering ¢t > 7 > 0, we can express ®(t), defined in equation ([3.24),
as follows:

<I>(t)_]+/TA<I>( )ds+/tAd>( )ds
+ZU N;®(s) dW;(s /N(I) ) dWi( )}
:@(T)+/T A@(s)ds+;/T N;®(s) dWi(s).

Upon multiplying both sides of the above equation by ®~!(7) from the right, we
obtain:

CD(t)CI)_l(T):In—l—/ AD(s5)D ds+2/ N,® ()0 (r)dWi(s).  (3.25)

As evident from equation (3.25)), it aligns with the original formulation given in
equation (3.23). We summarize this result in the following remark:
Remark 3.12 For t > 7 > 0, we have ®(¢t,7) = ®(t)® (1), since ®(t)®!(7)
satisfies equation ([3.23)).

We define the following proposition as an interesting result that we use in following
chapters.
Proposition 3.13 [97] Assume that all matrices A, Ny,..., N, commute. Hence,
these matrices commute with the fundamental solution @, i.e.

AD(t) = B(t)A and N,d(t) = B(t)N,

forallt € [0,T) and i =1,...,q
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A drawback of the stochastic system is the inability to provide a general ex-
plicit description of the fundamental matrix solution. However, a specific case of
an explicit fundamental matrix solution ®(t) occurs when all matrices A and N; for
i=1,...,qin equation commute, as seen below.

Proposition 3.14 Assume that all A, N; commute. Then the fundamental solution

d(t) of is

,j=1

Proof. We write Z(t) for the exponent in (3.21)), such that

dZ(t) = (A - % i (NiN,) @) dt + i NdWi(t).

ij=1 i=1

Then we have

4B(t) = “OAZ(1) + LA (AZ(1)

— B(1) ((A - % i: (N;N;) k]) dt + zq: N, AW, (t) + % zq: (N;N;) k:ijdt)

ij=1 i=1 ij=1

— AD(t)dt + i N®(4)dW;(2),

since ®(t) commutes by assumption with A and all N; for i € {1,...,q}. ]

We now proceed to the nonhomogeneous SDE presented in (3.19)), employing the
fundamental matrix solution ((3.24]), as described in the following theorem.

Theorem 3.15 Given the fundamental matrix solution ®(¢), we obtain as the so-

lution of
x(t) = O(t) (350 +/0 <I>_1(s)Bu(s)ds> : (3.26)

Proof. For a more detailed exposition of the proof, which is provided in a broader
context, reference [25] is suggested. O

We proceed by expanding the generalized Lyapunov equations stated in (3.2]) to
cover the stochastic system described in (3.19).

3.2.1 Lyapunov Equations in Stochastic Case

Lyapunov equations play a critical role in characterizing the stability and control
properties of linear stochastic systems. For the system described by (3.19), the
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corresponding Lyapunov equations can be obtained in a generalized form as:

q
AP+PA" + > N,PN/kj = -BB', (3.27a)

ij=1

q
ATQ+QA+ > N/ QNjkj; = -C"C. (3.27D)

ij=1

The symmetric matrices P and ) from R™ " which satisfy the semi-positive
definite conditions P > 0 and ) > 0, uniquely solve these Lyapunov equations
under specific system conditions. These conditions are closely connected to the
system’s observability and reachability, key concepts that can be defined as follows
(adapted from [10]):

Definition 3.16 (Unobservability and Unreachability): Consider a system as de-
scribed in (3.19). A vector v € R" is termed:

e Unobservable, if for the initial condition z(0) = v with « = 0, the output
y=0.

e Unreachable, if for any input w and for all ¢ > 0, x(t) # v when starting from
the initial condition z(0) = 0.

Based on the stability conditions of the system, particularly the asymptotic mean-
square stability of the system (3.19)), the subspaces associated with unobservability
and unreachability can be described through the kernels of @) and P, respectively.

Theorem 3.17 [10] Additionally outlines
(a) A state v is unobservable if and only if Qv = 0.
(b) A state v is unreachable if and only if Pv = 0.

Crucially, the system is completely observable and reachable if and only if Q) > 0
and P > 0 respectively. These conditions ensure that all states significantly affect
the system’s outputs and can be influenced by the inputs, aligning with the founda-
tional requirements for effective control and monitoring. The stochastic version of
Gramian matrices are defined as follows

P=E (/OOO ®(7)BB' ®(7) dT) : (3.28a)
Q=E (/OOO ()0 CP(7) dT) . (3.28b)

The existence of the infinite integrals in (3.28]) is guaranteed by the mean square
asymptotic stability of the system (Theorem . Now, we present the generalized
Lyapunov equations for the linear stochastic system using the Kronecker
product notation, while preserving the analogy with the linear deterministic system.
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3.2.1.1 Vectorization and Kronecker product in stochastic case

By utilizing the Kronecker product notation, the generalized Lyapunov equations
from (3.27)) can be reformulated as follows:

q
(A QI+ A+ Z N; ® Njkij) vec(P) = —vec (BB') , (3.29a)
ij=1
q
<AT QI+IRAT + Z N ® N]-Tk;ij> vec(Q) = —vec (C'C). (3.29b)
ij=1

where, as mentioned before, - ® - is the Kronecker product between two matrices
and vec(-) is the vectorization of a matrix (see Appendix [B for more detaﬂs Let us
review the definition of the operator £ 4 as stated in equations (3.5)) and ( and
subsequently introduce the operator Iy : 8, — §,,, where §,, is the space of nxn
symmetric matrices, given by

q q
HN(X) = Z NZXNJT]{?Z], or HN = Z ]\/vZ (%9 Njkij7 (330)

i,j=1 hj=1
with adjoints concerning the Frobenius inner product given by
q q
Iy(X) =Y N/ XNjky, or IIy:=> N &N k; (3.31)
i,j=1 4,j=1

Based on these definitions, we may establish the following inequalities for the stochas-
tic system, as compared to the deterministic inequalities in ({3.9)).

La(P)+TN(P)
L£3(Q) + 1Iy(Q)

~BBT, (3.32)

<
<-C'C. (3.33)
As we have outlined the roles of the operators £, and Ily in the generalized Lya-
punov equations, we now aim to establish a more direct mathematical equivalence
using the Kronecker product formulation. This approach not only simplifies the rep-
resentation, but also enhances our understanding of the interactions between these
operators and the matrix structures within the stochastic system framework. To
this end, we introduce the following remark that contains the equivalence of these
formulations under the Kronecker product notation.
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Remark 3.18 Defining

q
K=ARI+I®A+ Y N;® Nk, (3.34)

i,j=1
q
K'=A"@I+I® A"+ Y N &N/ k; (3.35)
ij=1

This establishes the equivalence of equation (3.29) by employing equations ([3.5)),
(3.6)), (3.30) and (3.31)) as follows:

K vec(P) = (L4 + Ily) vec(P) = — vec (BB'), (3.36a)
KT vec(Q) = (L% + ITyy) vec(Q) = — vec (CTC). (3.36b)

Next, we introduce the stability of the stochastic system to the generalized Lya-
punov equations and their solutions.

3.2.2 Stability

The following theorem presents equivalent criteria for ensuring the asymptotic mean-
square stability of equation (3.21]), similar to Theorem For more details about
mean-square stability, see Section [1.7.2.

Theorem 3.19 [25](Stability of Stochastic Linear System) The criteria below are
equivalent:

(i) Equation (3.21]) achieves asymptotic mean-square stability (see Definition|1.35)).

(ii) Equation ({3.21)) exhibits exponential mean-square stability (see Definition
1.36).

(ili) o (L4 +IIx) C C_ or equivalently o (X) C C_.
(iv) 3X > 0 such that £4(X) + y(X) < 0.

(v) VY < 0:3X > 0 such that £L4(X)+1x(X) =Y.

3.2.3 Characterization of Dominant Subspaces Using
Gramian Matrices

Let us explore the relation between P and the dominant subspaces in (3.19a)) for
the case of zero initial data. We recall an argument from [96, Section 3] blow. To
obtain this relationship, consider the matrix partition of B:

B=1[b ... bnl,
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which leads to
O(t)B = [x(t,b1,0) ... @(t,bp,0)] = [z, ... ],

thus, we have the following identity:

m

E[®(t)BB'®"(t)] = Y E [a,1,].

k=1

Applying Theorem to each summand leads to:

E[®(t)BBT®'(t)] = BB' + A/t]E [®(s)BBT®"(s)] ds
+ / tIE [@(s)BB'®"(s)] dsAT

+ i N; /tE [@(S)BBTQ)T(S)] NJT]{;I-]»' (3.37)

ij=1

By considering the limit as t — oo and assuming asymptotic mean square stability
(Theorem[3.19](i)), the left-hand side tends to zero, thus confirming equation (3.27a).

We now proceed to analyze the process (z(t;0,u), p)s, where p € R", setting
®(t,s) = ®(t)d~Y(s) for t > s > 0 (Remark [3.12). Inserting equation yields
the following bound:

El(x(t:0.0) )2l = E| [ (p. 9(t.5)Buls)ds

=E /0<BT<I>T(t,s)p,u(s)>2ds

t
< E/O ||BT(I>T(t, s),o”2 lu(s)||2ds.

By Cauchy’s inequality, it follows that

E [(z(t: 0, 1), p)2| < <E/OtHBT<I>T(t,s)pH§ds>; <E/Ot\|u(s)||§ds)é.

Remark 3.20 [14] In stochastic systems, the fundamental matrix ®(t, 7) is defined
differently from its deterministic counterparts. Unlike deterministic systems where
the semigroup property ®(t,7) = ®(t—7) typically holds, in stochastic contexts, this
property does not apply P-almost surely due to variability in noise trajectories. This
highlights a fundamental difference in behavior between stochastic and deterministic
systems. Furthermore, although a direct comparison of ®(¢,7) and ®(t — 7) is not
possible on a pointwise basis due to different noise influences over intervals [0, ¢ — 7]
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and [7,t], their expected values related to system behavior are equivalent, which
means that

E [®(t,7)BB'® (t,7)] =E[®(t—7)BB'®"(t —1)].

This equivalence is derived since both terms solve the equation (3.22)). Therefore,
both sides conform to the integral equation (3.37)) from the initial time 7 <t < T,
which has a unique solution.

Consequently, based on Remark we derive:

t t
IE/ HBTq)T(t,T)ijds:pTE/ o(t,7)BB @ (t,7)ds p
0 0
t
= ,OTIE/ ®(t —7)BB'®"(t —1)dsp
0
t
= pTE/ d(s)BB'®"(s)dsp < p' Pp,
0

and consequently,

1/2
SEI;}E\(x(t; 0,u), p)a| < (p" Pp) "~ |lullr. (3.38)
telo,

If p € ker P, then the right-hand side of (3.38]) is zero, which implies that
(x(t;0,u), p)2 = 0, for all t € [0,T], P-almost surely, regardless of the control u
used. This indicates that the trajectories of x are orthogonal to ker P and thus,

P{z(t;0,u) € im Pt € [0,T]} =1,

for every u € M?([0, T]; R™), indicating that no state outside im P is reachable (from
zero). Let {px},_, , be an orthonormal basis of R", consisting of eigenvectors of
P. The representation

n

z(t;0,u) = Z (@(t;0,u), pr)y prs

k=1

the Fourier coefficient can be bound from (3.38)) as follows

sup E |(z(t;0,u), pp)o| < A |ully (3.39)
te[0,T

where )y is the eigenvalue corresponding to pg. If A; is small, the same is true for

(x(-,0,u), pr)2 and therefore pj is a less relevant direction that can be neglected.
To quantify the energy contained by the initial states xy via observations, we

consider the observability Gramian matrix () as the unique solution to the matrix
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differential equation ([3.27b):

q
ATQ+QA+ > N/ QNjkj; = -C"C.

ij=1

This formulation of @) is justified under the first part of Theorem [3.19] Using the
relation

E [:UIOQ%O] =tr (Q]E [xxox;;}) ,

we can integrate the result from Theorem|3.11, Observing that the trace operator
allows for permutation within a matrix product, we derive:

¢ q
E [mIOQxxO} = xa—on + E/O x(s,xo,O)T ATQ + QA+ Z NiTQNjkij x(s, xo,0)ds,
ij—1

Substituting (3.27b)) into this equation, we get:
t
E [x;ro@xmo] =z Qro — IE/ x(s,10,0) T CT Cx(s, xg,0)ds, (3.40)
0

given the mean square asymptotic stability of system (3.19a)), the left side of equation
(3.40) vanishes as t — oco. Thus, the energy observed is expressed by:

E/ lly(s, xo, O)H§ds = E/ |Cx(s, o, 0)H§ds = xJQmO. (3.41)
0 0

From equation , we derive that the states which are difficult to observe, those that
contribute minimally to the overall observation energy, are characterized by producing
lower values of mOTQ:UO. These states are hence considered unimportant in the context of
the system’s output observability because they have minimal influence on the output data
collected over an infinite time horizon.

Essentially, equation (3.41) clarifies that such ” difficult-to-observe” states are principally
aligned with the eigenspaces of the observability Gramian () corresponding to its smaller
eigenvalues. The eigenvectors associated with these smaller eigenvalues define directions
in the state space that are inherently less detectable through output measurements. Thus,
the magnitude of the eigenvalues of ) serves as an indicator of the degree of observability
of the corresponding state directions: smaller eigenvalues signify lower observability.

Additionally, the practical expression for @) (equation (3.28b))) can be derived by substi-
tuting the solution form Cz, = C®(t)zo into equation , resulting in the following:

o
2R / o(t) T CTCD(t)dtzy — o Qro,
0
since this is valid for any zy € R™, we conclude:
o0
Q= ]E/ o(t)"CTOD(t)dt.
0

In summary, our analysis shows that identifying and removing less important state

directions from equations (3.19al) and (3.19b)), along with findings from (3.39) and (3.41]),
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simplifies the model. This simplification makes the model easier to manage and faster to
run without losing accuracy. By focusing only on the essential parts of the system, we use
computational resources more effectively, leading to better performance.

3.2.4 Model Order Reduction for Stochastic Systems

Suppose we aim to solve . When the dimension n of the stochastic process x(t)
is exceptionally large, numerically solving the system becomes computationally ex-
pensive. As previously mentioned, the core idea behind model reduction is to approximate
this high-dimensional stochastic dynamical system with a lower-dimensional model that
preserves its essential dynamic characteristics. In this section, we introduce several MOR
techniques for stochastic systems.

3.2.4.1 Reduced order system

Similar to the linear deterministic system discussed in Section |3.1.3.1] we denote the
reduced system by G, which is defined by:

da,(t) = [Apze(t) + Bru(t)]dt + Y NipdWi(t),  2,(0) = zo,r (3.42a)
=1
yr(t) = Cray(t) >0 (3.42b)

where z,(t) € R" and » < n. We introduce a new variable xg(t) = Sxz(t). This can be
interpreted as a coordinate transform that is chosen in order to transform the original
system using a suitable regular matrix S € R™*™. This transformation is the basis for the
dimension reduction. Now, inserting zg(t) = Sz(t) into (3.19), we obtain

q
drs(t) = [Aszs(t) + Bsu(t)|dt + > Ngzg(t)dWi(t), x5(0) = zo.s, (3.43a)
i=1
y(t) = Csxs(t), t>0, (3.43D)
where
- A A
Ag=SAS™ = : A e R
g <A21 A22> =
N; N;
N ;= SNZ‘S_l — 4,11 1,12> ’ Nz c R™<T
5 (Ni,Ql Ni 22 A1
BS:SB: <B1>’ BlERTxm
By
Cs =5 = (Cr ). Cr € RPT
_ _ (=) .
xg(t) = Sx(t) = (acg(t)> , zi(t) R

A reduced system is derived by eliminating the equations associated with x5 in (3.43).
Subsequently, 2o = 0 within the equations about z1, resulting in a reduced system (3.42)
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with following components:

[$r(t) AT NZ'J« B,« Cr]:[.%l(t) AH Ni,ll Bl Cl] (344)

3.2.4.2 Petrov-Galerkin Projection in the Stochastic Framework

Referencing Section |3.1.3.2) the Petrov-Galerkin projection uses matrices M,V € R™*"

as defined in equations (3.12) and (3.13)), respectively, with properties described in (3.14).
In the context of the Petrov-Galerkin projection, the model transformation is expressed

as:
[A, Ni; B, C.]=[MTAV M'N;V M'B CV]. (3.45)

To establish the stochastic relationship related to (3.15)), the residual R is defined in the
stochastic setting as:

q
R =Vda,(t) — AVa,(t)dt — Bu(t)dt — > Ny, (t)dWi(t).
i=1
The Petrov-Galerkin projection requires that the residual R to be orthogonal to the sub-

space spanned by M. This condition, given by M T R = 0, results in the following equation
for the reduced-order dynamics:

M (Vdz,(t) — AVz,(t)dt — Bu(t)dt — i Nz, (£)dW;(t))
=1
= dx,(t) — MTAVa,.(t)dt — M " Bu(t)dt — Eq: M TNV, (t)dW;(t) = 0,
=1

ultimately yielding the compact form:

dz,(t) = [MTAVz,(t) + M " Bu(t)]dt + zq: M TNV, (£)dW;(t).

=1

If M =V has orthonormal columns, we obtain what is known as a Galerkin approx-
imation, this is also mentioned in Section |3.1.3.2l This approximation technique will be
defined in detail in the following section.

3.2.4.3 Reduced-order Model by Galerkin Projection

The following subsection is based on the framework and discussions presented in [99]. To
simplify the analysis, we introduce the eigenvalue decomposition of the reachability matrix

P=5"%s,

b)) 0
-1 _ T _ 1
where ST = S' and ¥ = [ 0 %

P. Suppose that the spectrum of P is ordered, that is, Ay > ... > X\, > 0. This ordering
facilitates defining the transformed state vector xg(t) = Sx(¢). The fundamental solution

= diag (A1,...,A,) is the matrix of eigenvalues of
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of the balanced realization (3.43), ®g, is given by
g =SS,

which can be derived by multiplying equation (3.24) with S from the left and with ST
from the right. Consequently, the reachability Gramian for equation (3.43)) is expressed
as

Pg := ]E/ ®g5(s)BsBE @k (s)ds = SPST =X
0

€1
€T =
S T )

where x1 and 9 correspond to 1 and Yo, respectively. Drawing from the insights in
Section it is evident that z9 has a minimal impact on the system dynamics. We
achieve the MOR, by truncating the equations associated with x5 in equation and
we set the remaining components of x5 to zero. Using the Galerkin projection method
discussed in Subsectionand applying equation , we derive the reduced system
characterized by equation , with the associated matrices detailed as follows:

We partition zg as

A=Ay =V'AV, Ni,=Ninu=V'NyV, B,=Bi=V'B, C=C=CYV,

where V represents the first 7 columns of ST = [V %] (see equation ([3.13)).

3.2.4.4 Stochastic Balanced Truncation

The balanced truncation method, when adapted for stochastic systems, marks a crucial
step forward in simplifying complex models that are affected by randomness and uncer-
tainty. This adaptation, developed in the late 1980s and 1990s, aimed to ensure that essen-
tial aspects of systems influenced by unpredictable disturbances could be captured more
effectively. It did so by including stochastic Gramians, which consider how noise impacts
the behavior of system dynamics. This change allows for a more accurate simplification of
complicated stochastic models. A key benefit of using this method for stochastic systems
is its ability to reduce models in a way that provides clear error bounds. This means that
we can be confident that the simplified models still accurately reflect the original system’s
behavior in uncertain conditions. As a result, the balanced truncation method has be-
come essential in fields like aerospace, climate modeling and financial engineering, where
it is critical to simplify complex systems without losing important details. This evolution
highlights the method’s significant role in control theory and systems engineering today,
showing how it helps create simpler, yet still reliable, models [41] [25]. More recently, for
SDEs of It6 type, you can find relevant discussions in |10} [14].
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We rewrite the algebraic Lyapunov equations (3.27) as follows:

q
T T T
AP+ PAT + Y N,PN/kij=-BB',
ij=1

q
ATQ+QA+ ) NQNjky=-CTC.
ij=1

As we mentioned before, by eliminating the dimensions with minimal observability or con-
trollability, we can obtain a ROM approximation. This process is detailed in a five-step
method described in Subsection |3.1.3.3] Within the new coordinate framework, repre-
sented as

[A, N,; B, CJl=[Au Nin B Ci],

where
Ni11 Niq2
Nio1 N;2o

and Ajj, Bi, and C; are defined as (3.16). The corresponding transformed Gramians,
Pg=SPST and Qg = S~ TQS™!, with the following property, are then computed.

Ng;=SN;S™' = < ) , Niin e R™,

Ps=Qs=SPST =577QS ' =%
where
o1 0
2 = t. . R
0 on
here, o; = /Ai(PQ) are HSVs of the system, where they are organized in descending
order, such that o1 > 09 > ... > 0, > 0. We finalize our discussion on MOR through the

balanced truncation method, applied to linear stochastic systems (3.19), with the following
theorem.

Theorem 3.21 [25] Consider the full system Gy (3.19) to be asymptotically stochasti-
cally stable, which implies
o(Ly+Ty)CcC_.

Assume ¥ = diag(X;,%2) > 0 is a block-diagonal matrix with 3; € R™" and also
(1) No(X3) = 0 and the conditions

LA(X)+IIN(E) <0, and L5%(X)+IIy(X) <0,
are met. Then, for the reduced system Gy, (3.42), it is established that
o(La, +1n,) Cc C_,

where £ 4, defined in (3.17)) and

q
My, == Y Nip ® Nj,ki.
ij=1
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This theorem highlights the preservation of stability when applying the balanced trun-
cation method to an asymptotically stable system.

3.2.4.5 Stochastic POD Mehod

To our knowledge, the extension of the POD technique to SDEs influenced by Wiener
processes has received limited attention. An application of the POD method is mentioned
in [48] and [122], focusing exclusively on the stochastic Burgers equation. However, these
studies do not tackle the empirical approximation of the nonlinear term and rely solely
on low-order time integration methods. [116] extended POD techniques to stochastic
Hamiltonian systems, emphasizing structure preservation for improved solution accuracy
and stability, as demonstrated in experiments with the stochastic nonlinear Schrédinger
equation.

Let Z; be an n x N matrix representing empirical data on the system for the jth
realization of the Wiener process, as follows:

Zj= [z (t1, W), 2 (t2, W) ,... 2 (tn, WP)],  for W/ eQ, j=1,...,N,,

where N, N; > 0 are the number of time points and samples of the Wiener process,
respectively. We want this method to be computationally inexpensive. Therefore, Nj
should be small. We consider

Z = [JZ(),Zl,ZQ,. . .,ZNS] .

In fact, Z can be a collection of snapshots of a solution of this system for different
realizations of the Wiener process W (t). These snapshots are calculated for a particular
set of initial conditions xo and control term u(t). A low-rank approximation of Z can be
done by performing the SVD of Z and truncating it after the first r largest singular values,
that is,

A T
Z=VSU' =(Vv >k)<E *><U* >~JV2UT,

where 3 = diag (01,09,...) is the diagonal matrix of the singular values, V and U are
orthogonal matrices, ¥ is the diagonal matrix of the first r largest singular values and
V and U are orthogonal matrices constructed by taking the first r columns of V and U ,
respectively. Let & denote a vector in R”. Substituting x = V% in yields a reduced
SDE for & as

di(t) = [VTAVE(t) + V' Bu(t)|dt + Zq: VIN;VEt)dW;(t), #(0)=V 'z, (3.46a)
=1
y(t) = CVi(t), t>0. (3.46b)

If the singular values of Z exhibit rapid decay, a high-quality approximation of Z can
be achieved for r, with r < n. Consequently, serves as a low-dimensional ap-
proximation of (3.19), allowing for more efficient computational solutions. The solution
approximation to is reconstructed using x(t) = V(t). This procedure, which in-
volves deriving the matrix V' from the empirical or simulation data set Z, is often described
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as the offline phase in the context of model reduction. Although this stage can be compu-
tationally expensive, it is performed only once. On the other hand, computing solutions
within the reduced-dimensional framework of referred to the online stage of model
reduction and is supposed to be faster and more efficient than solving the full system
(13.19)).



4 SPDEs Driven by Fractional
Brownian Motion

In this chapter, we explore SPDEs driven by fBm with an additional control component.
We employ an abstract evolution equation approach to represent these SPDEs. In re-
cent years, significant developments have been made in the theory of SPDEs driven by
fBm, particularly for H € (%, 1). In particular, SPDEs in a Hilbert space with infinite-
dimensional fBm have been extensively studied, as referenced in [31} 132, [71]. To begin,
we define Cp-semigroups to characterize mild solutions. Next, we introduce and validate
the model of focus. The chapter continues with an example of a stochastic heat equation
driven by fBm. In the following sections, we apply the Galerkin scheme to our example,
similar to the one used in [29] for certain SPDEs with fractional noise. For SPDEs driven
by fBm, references such as [53| [120] discuss the use of the spectral Galerkin method for
spatial discretization when the Hurst parameter H > %

4.1 Preliminary

4.1.1 Cy-semigroups

The concept of Cp-semigroups and their corresponding generators is crucial to introduce
evolution equations. The following definitions and theorems are adapted from the book of
Vrabie |[119]. While Vrabie discusses Cp-semigroups on Banach spaces, our focus will be
on the Hilbert space setting, which is sufficient for our purposes. Let U denote a separable
Hilbert space (see Appendix and let L(U) be the set of all linear bounded operators
from U to U.

Definition 4.1 Afamily {S(¢);t > 0} of bounded linear operators S(t) € L(U) is called
a Cy-semigroup on U if:

(i) S(0) = I, where I is the identity operator on U,
(i) S(t+s)=S(t)S(s) for all t,s >0,

(iii) lim;_,o+ S(t)z =z for all z € U.

Theorem 4.2 [119] Let {S(¢);t > 0} be a Cp-semigroup. Then there exist constants
B € R and M > 1 such that for all ¢t > 0,

1Sl pwy < MeP". (4.1)

72
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Definition 4.3 The infinitesimal generator or simply the generator of the Cy-semigroup
{S(t);t > 0} is the operator A : D(A) C U — U defined by:

t—0+

1
D(A) = {x €U | lim Z(S(t)a; — ) exists},
1
Ax = lim —(S(t)zr —z), x€ D(A).
t—0+ t
Equivalently, we say that A generates {S(t);t > 0}.
Remark 4.4 e The generator of a Cy-semigroup is a linear operator but not neces-

sarily bounded.

e A Cy-semigroup is called a contraction semigroup if M =1 and 8 = 0 in (4.1)),i.e.,
for all £ > 0, we have

1S Ly < 1.
Next, we state the basic properties of Cp-semigroups.

Theorem 4.5 [119] Let A : D(A) € U — U be the generator of a Cp-semigroup
{S(t);t > 0}. Then:

(i) For all z € U and t > 0, we have

(ii) For all x € U and t > 0, we have
t t
/ S(s)xds € D(A) and A (/ S(s)xds) =S(t)r — =.
0 0

(iii) For all x € D(A) and t > 0, we have S(t)r € D(A). In addition, the mapping
t — S(t)zx is continuously differentiable on [0, +00) and satisfies

d

—(S(t)2) = AS(t)z = S(t)Ax.

(iv) For all x € D(A) and 0 <ty <t < 0o, we have

tﬂS(s)mds = t S(s)Axds = S(t)x — S(tg)x.

to to
We summarize further important properties of the generator of a Cy-semigroup in the
following theorems.

Theorem 4.6 [119] Let A : D(A) C U — U be the generator of a Cp-semigroup
{S(t);t > 0}. Then D(A) is dense in U and A is a closed operatorﬂ

!The graph of operator A is closed in U x U
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Theorem 4.7 [119] If A : D(A) C U — U is the generator of two Cp-semigroups
{S(t);t >0} and {T'(t);¢t > 0}, then S(t) = T'(¢) for all ¢ > 0.

4.1.2 Operator Spaces

Consider two separable Hilbert spaces denoted as (U, || - ||v, (-, -)v) and (V, || - ||v, (-, )v)-
As it mentioned before, the space of all bounded linear operators from U to V is represented
by L(U; V). For simplicity, we abbreviate L(U) = L(U;U). The set Li(V') represents the
space of nuclear operators (see Appendix , while Lo(V,U) denotes the space of
Hilbert-Schmidt operators from V' to U (refer to Appendix . The inner product for
these operators, (8,T) s, is given by (8, T)ms = > poy (Svk, Tug), where {v;}32 is an
orthonormal basis in V. The corresponding norm is denoted by || - || #s-

Throughout this chapter, we assume that the operator ) meets the following condition.

Assumption 4.8 Let @ € Li(V) be a self-adjoint, non-negative definite and bounded
linear operator.

Define Vj := Q%(V). We denote by £9 the Hilbert space of the Hilbert-Schmidt opera-
tors from V{ to U, with the inner product defined as

o0

1 1
(@1, P2) 0o = > <‘1>1Q2Uka ‘I)2Q2Uk;> ;

U
k=1

where {v;}72, is an orthonormal basis in V. The norm on this space is then defined as

1
I1Tley = |73 .
In this chapter, we introduce the following condition on the operator A:

Assumption 4.9 Let A : D(A) C U — U be a linear, unbounded, self-adjoint and
positive definite operator defined on a Hilbert space U, with a compact inverse.

Based on Assumption the fractional power A~ can be expressed as:

1 t
A= / e dt, a >0,
I'(a) Jo
where e~ is the analytic semigroup generated by —A, given by
1
e M= _— [ e*R(z;A)dz, t>0, (4.2)
211 T

with T being a contour in the resolvent set p(—A), such that argz — 46 as |z| — oo,
for some ¢ € (§, 7). Here, R(z;A) = (21 — A)~! is the resolvent of A.

Under Assumption A~ has a unique inverse denoted by A% and the domain U® =
dom(A®) is a Banach space equipped with the norm

2, = lAaz L 3 A\ 2
JulZe = [}a%u], =307 wu?,
k=1

where a € R, u € U and {uk }ken is an orthonormal basis of operator A in the separable
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Hilbert space U, consisting of its eigenvectors, satisfying:

Auk = )\kuk, (4.3)
where 0 < A1 < A9 < ..... Specifically, for a < 0, U” is defined as the closure of U with
the norm || - ||o. For a > 0, the spaces U are Banach spaces and U " is isometrically

isomorphic to the dual of U “. The spaces U “cUcCU “ form a Gelfand triple when
a > 0.
Introducing the fractional order space, we denote by Lgﬁ, with v > 0, the Hilbert space

of Hilbert-Schmidt operators from Vj to U 7, with the inner product

o0

1 1
(P, @)y = > <(I)1Q§Ul~c,q’2625vlc>l.]W ;

k=1

where {v,}72, is an orthonormal basis in V. Furthermore, the norm of 7 in Lgﬁ is given
by

Yt

1Tleg, = 43703

HS

In particular, when v = 0, 58,7 reduces to Lg.

4.2 Evolution Equations with fBm

In this section, we address an infinite-dimensional system characterized by the noise pro-
cess WH . The process WH takes values in a separable Hilbert space V and is defined on a

complete right-continuous filtered probability space (Q,S’, (Ft) >0 ,IP). Furthermore, we

assume that W is a fBm process with respect to the filtration (Ft);>0- The key proper-
ties of this process and the definition of an integral with respect to W are discussed in
Chapter 2| In this context, we consider Young integration with respect to fBm (refer to
Definition .

Let @) satisfies Assumption then the V-valued fBm W is defined by the formal

sum:

W) = Y Vvl (), (14)
i=1

where {w!};cn is a sequence of stochastically independent scalar fBms with the same
Hurst parameter H > %, {v;}ien is an orthonormal basis of V and additionally p; >
o > --- > 0 is a bounded sequence of nonnegative numbers such that Qu; = p;v; with
limy, o0 ptn, = 0 and Y o0, pi < oo.

Let G € £9, then the stochastic integral with respect to Q-fBm W can be defined as

/ " Geawt (5 =3 / L (5)Q" (5
0 = Jo .

0 T
= Z \/'LTZ/O G (s)vidw! (s), (4.5)
i=1
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where the convergence of the sums is understood in the mean square sense in V.
Throughout the remainder of this chapter, we will use C, K and L to represent generic
positive constants, which may vary in value with each appearance.

4.2.1 Existence and Uniqueness of Mild Solution

In this section, our main aim is to establish the existence and uniqueness of mild solutions
to the following stochastic evolution equation with multiplicative fBms:

dX(t) = (ﬁx(t) + 73u(t)) dt + N(X(@®) 0 dWH (1), te0,T],
X(0) =Xy eU. (4.6)
Where WH (t) denotes the fBm with the covariance operator @, as specified in Assumption

and the operator A = —A, where the operator A satisfies Assumption
The process v : Ry x  — R™ is adapted to (F;),~, satisfying

sup Eflu(t)[3 < C (4.7)
t€[0,T]
for every T' > 0, where || - |2 represents the Euclidean norm in R™. We also impose the

following assumptions on the initial value X the operator B and the operator N.

Assumption 4.10 Let 3 € (0,1] and v € [0, 3). We assume that the initial value X is
Fop-measurable and takes values in U 7, with Xg € L2(Q;U V). This implies the existence
of a constant K > 0 such that

HXOHLQ(Q;UW) <K.

Assumption 4.11 Let g € (0,1] and v € [0,3). Suppose that B is a bounded linear

. . -1 .
operator on R™ with values in U TP and satisfies

H‘BHL(RM7U’Y+671) <C.

Assumption 4.12 Let 3 € (0, 1] and v € [0, 8). Consider a mapping N : U — L9 which
is measurable and satisfies N(U A/) C Lgﬁ +p—1- Assume that there exists a constant L > 0
such that the following conditions are met:

y+B-1
2

GQ) [la N(u)HngL(l—i—HuHUv), for ue U7,

2y
o < Llju —v|y», foru,veU,

y+B-1

(i) |DFATE N(U)HLO <L+ |uly), foruel,
2

y+B-1
2

(iv) |[DHATS (N(u) — N(v))HLO < Llu—vly, foruved’.
2

Here, D denotes the Malliavin derivative defined in Section [2.5.3/in Chapter l%
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It is established that, under Assumption the following initial value problem
dX(t) + AX(t)dt =0, X(0)= Xo, te]0,T],

has a unique solution given by X(t) = S(t)Xo, where S(t) = e~ for t > 0, as defined in
(4.2). It is widely recognized that the semigroup S(t) exhibits the following properties:

[A*SE)||Ly < Ct™%, t,8 >0, (4.8)
IA*S(t) || Ly < Ct*7Y, t,s >0,
AT = St) Ly < CtP, t>0, pe0,1]. (4.10)

These properties are crucial for the regularity analysis of the solution.

Remark 4.13 In this chapter, we refer to the results in [29] to derive the following
outcome. As mentioned earlier, in our case, we consider the fractional Brownian motion
WH and the solution X(¢) to be defined on different Hilbert spaces V and U, respectively,
while in [29] the authors treated both on the same Hilbert space.

Now we give the definition of mild solution to equation (4.6)).

Definition 4.14 Let {X(t)}c[o,r] be a predictable U-valued stochastic process. We refer
to {X(t) }+efo,r) as a mild solution of the equation (4.6) if the operator

t t
U x, (X)(t) == S(t)Xo + / S(t — s)Bu(s)ds + / S(t — s)N(X(s)) o dWH(s), (4.11)
0 0
is well-defined and for almost every ¢ € [0, 7], it satisfies W x,(X)(¢) = X(t) almost surely.

But we will see that the mild solution has more regularity with the Assumption (see
Theorem [4.17).

To demonstrate that the concept of a mild solution is applicable in L%(Q;U), it is
necessary to verify that the stochastic convolution

Ry = /t S(t — s)N(X(s)) o dWH (s), te[0,T],
0

is well-defined within L?(€;U). According to Theorem presented in Chapter |2, we

can eXpreSS
= t -5 s (g " pn -7 T s,7)drds .
R, = /O S(t — YN(X(s))6WH (3) + /0 /0 DH(S(t — TN(X(r))é(s,7) drds,  (4.12)

where ¢(s,7) = H(2H —1)|s —7|>7=2 and the first term on the right-hand side represents

the fWIS integral, as defined in Section of Chapter
In [29], the author consider the following Wiener integral representation of W :

W) = /Ot Ky (t,s)dW(s)
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where the kernel function Ky (t,s) is defined in Proposition as follows

1

Ky (t, s) e [{ ()" (u—s)"3du, if H> 5

78 =
g b (D)3 (1= )75 — (H = )53~ [lul 3w - ) hdu] iH <
(4.13)

where by and cy are constants dependent on the Hurst parameter H. By employing
this kernel function, the integral with respect to fBm is defined as

/f AW (s /KHt W(s),

which indicates that, instead of directly integrating with respect to fBm, we can express
the integral as the It6 integral (see Section for more details). In particular, when
% < H <1, the operator Kj;, can be expressed as

Kin o) = [ 1028y

where, according to (4.13),

OKpy(T,s) NH-3 H_3
I

In the literature, it has been established that K7, is an isometry from ¢ to L3([0,T)),
where ¢ represents the space of step functions, denoted by ¢; = Z;”:l ajli; ;) (t) (for
more details, see Section [2.5.1]).

As stated in Proposition 6.12 of [44], the first integral on the right-hand side of
can be expressed as

/0 K7(S(t — $YN(X(s)))dW,.

In other words, by applying equation (4.12) alongside the above expression, we can rewrite

:Rt—/o K;I,t(s(t—s)j\f(x(S)))dWs—l—/o /O DHE(S(t — T)N(X(7)))¢(s, 7) drds. (4.14)

To demonstrate that Ry is well-defined, we need to introduce the following function space.
For p > 2 and v > 0, let O% denote the space of all U 7_valued predictable processes
{X(t) : t € [0,T]} satisfying

1
[Xlloz == sup [|X()[[2(q.7) = sup EHx(t)HQU“/ <00
7 el @u’) —, 0.7]
€lo, €[o,

For the special case where v = 0, the space O% becomes a Banach space equipped with
the norm

[SIE

1]z = Sup, (EIIX(0)]17)? < oo.

In this scenario, O3 is simply denoted by O%. However, when v > 0, the space
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O%, Il - HO% ) is not a Banach space. However, it is straightforward to verify that for
any M € (0,00), the subset

O3 (M) = {x € 03+ [0z < M |

equipped with the norm || - ||g2 forms a complete metric space.

Lemma 4.15 [29] Assume that Assumptions (i) and (ii) from Assumption [4.12]
are satisfied. Let 8 € (0,1], v € [0, ), max{0,3 —4H} <  — ~ and consider X(¢) as a
predictable process such that X(t) € O% for any ¢ € [0,7]. Then, there exists a constant
C > 0 such that

4H+B-3
IRl 2 0y < C <1+ sEpT]Hx( )||L2(Q;UA,)) te o, telo,T].
se

Proof. The proof follows the same steps as the proof of Lemma 3.2 in [29], as follow

t
1l iy < | [ Kina(S(e - s,

L2(Q;07)

0 /0 DJ(S(t — T)N(X(7)))(s, T)ds dr

L2(07)
! y 12 2
( / i ead s — sy Qs ds>
0 HS L2(Q4R)
t ot 5 9 3
+C DHAZS(t — 1)N(X(7))||  dsdr
S 0
0 Jo L3 L2(R)

1

l6(s, 7)[2ds dT> ’

(/Ot /Ot | DAt s — )| i

2

L2(QR

~—

2 3
C<1+ sup. 1) 2 ) </ HJCHtflis t—s)HUds

s€[0,T

+C (1 + sup HDC(S)HLQ(Q;Uv)> t

s€[0,7T
bty —p 2 >
=B+l 2
+C (14 s 1N gzory </ / |47 st = )| 160s,7)] dsd7’>
s€[0,T o Jo U
So we can write
H:RtHLz ©Q07) < C(l + sup HX( )HL2(Q;U7)) (Il —i—t—i—[g) . (4.15)

s€[0,T7]

According to Lemma 3.2 from [29], for I we have

B+2H 1

I, < Ct (4.16)
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Now, for I we have

I2 < CH?*(2H — / / Fl|s — 7M1 =4ds dr

_ 2 B-1 - oAH=44 dr
2CH2(2H — )/0( )/0( YAH=4qs

20H?*(2H — 1) [t
_ ¢ 8- 4H-3 4
103 /0 (t—7)"""7 T

By substituting v = I, applying the Beta function definition and using the relation

B(z,y) = Féé?igf?, we obtain

20H?(2H —1)? !
I2< t4H+6—3/ (1 _u)5—1u4H—3du
2 AH —3 0

2CH?*(2H —1)° AH+B3-3
— S BAH ~2,8)t
_ 2CH*(2H —1)’T(4H — 2)F(ﬁ)t4H+5,3

(4H — 3)I'(4H + B — 2)

(4.17)

where the integral is finite, since 8 € (3 —4H, 1]. Combining (4.15), (4.16) and (4.17)), we
can obtain that there exists a constant C' > 0 such that

4H B3
HRtHLQ(Q o <C (1 + SE)[;] ||DC( )||L2(Q;U’Y)> t— 2 , te [O,T].
ES

O

Next, we present a lemma that serves as a crucial component in establishing the global
existence and uniqueness of the mild solution for equation (|4.6)).

Lemma 4.16 [29] Let 0 < (<1, 0<a <1, > —aq; and let b, ¢ and d be non-negative
constants. Additionally, let a : [0,7] — R* be a non-decreasing, bounded function and
let z(t) be a non-negative, bounded function on [0,7) satisfying the inequality

t t
x(t) < alt) + b/ (t —s) ta(s)ds + c/ (t — 5)* 15’2 (s) ds.
0 0
Under these conditions, there exists a constant p > 0 such that
z(t) < 2¢%a(t), tel0,T),

where 0 < < min{«,(} and o+ 6 < 1.

We are now ready to present the existence and uniqueness theorem, following the ap-
proach in [29].

Theorem 4.17 [29] Assume that Assumptions 14.10, [4.11] and [4.12] are satisfied.
Let g € (0,1}, v € [0, 8) and max{0,3 —4H} < /3 — «. Then, equation has a unique
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mild solution and there exists a constant C > 0 such that

JX(@)lloz = sup (BIX@)Z)* < C. (4.18)

te[0,7]

Proof. In [29], the author employed a standard technique to demonstrate that the operator
Vy,, as defined in equation (4.11), maps O%(M ) into itself. Furthermore, it was shown
that there exists a sufficiently small time 7 such that ¥y, acts as a contraction mapping
under the norm || - [|g2, where M € (0, 00). This result implies the existence of a finite time
7 € (0,T) for which the equation admits a unique local mild solution for ¢ € [0, 7),
which is a predictable process satisfying

1
sup <EHDC(t)H%02 < M. (4.19)
telo,7)

Following the approach in [29], we now establish that the uniform estimate guar-
antees the existence of a unique global mild solution to equation for t € [0,T].

Let t € [0,7). Applying equation and Assumption and utilizing Holder
inequality, we obtain

Hx(t)HLz(Q;UW) <CK + / S(t — s)Bu(s)ds

LQ(Q;U’Y)

0
+‘ / S(t — T)N(X(T)dWH (1)
0

L2(Q;U'y)

+ ‘ / DfS(t —17)N(X(7))d(s, T)ds dr
0

L2(o0")
<CK+J+ 5L+ L. (4.20)
Utilizing equation (4.8)), along with Assumption we obtain the following result:

2

/Ot S(t — )Bu(s) ds /Ot lazse - s)BHzg lu(s)2ds

<]
) L(R)

L2(Q;U’Y

too1s
/0 A St — )13 lu(s)|3ds

< HBHi(Rm_U"ﬂrﬁ*l)

L(2R)
t
< CUBIE o, [ (€= 9" Bluto) s
< OIBIE g govss, 10 B < OT”

which is derived from the relation (4.7 for the control term w(t). So it yields

J < COT3. (4.21)
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Based on the proof of Theorem 3.5 in [29], the following inequality holds for I;:

1
2

¢ 2
I <C (/ 't — )20 (1 + HX(S)HB(QU”)) ds)
0 b

+C (/Ot(t —5)f1 (1 + HDC(s)HLQ(Q;UW)f ds> ’ : (4.22)

According to Assumption (731) and by following the reasoning outlined in the proof
of Lemma we obtain

= %

<C < /O (t—s)PLstH=3(1 4 ||x(s)||L2(Q;UV))2dS> . (4.23)

1

=5+l 2 2 2 2
St )} 1606, (L X))

By substituting (4.21), (4.22) and (4.23) into (4.20) and applying both the Cauchy and
Holder inequalities, the following result is derived

X7z 07y <CT7 + c/ (t = ) HIX()72 00
# 0[S PR g
+C/ 3= 5)7 | (s )HLQ(Q o8 (4.24)

By utilizing (4.19) in conjunction with Lemma [4.16 and incorporating it into (4.24]), we
derive that

16 20y < C

for t € [0, 7], the same estimate holds for ¢ € |7, 27] and so on. So, the proof is completed.
]

4.3 Spectral Galerkin Method

In this section, we apply a spectral Galerkin method for the spatial discretization of
equation (4.6)). Let A = (—A) with A : D(A) — U be a densely defined, linear operator
that is self-adjoint and positive definite. The operator A has an orthonormal basis {uy, }ren
in the separable Hilbert space U, consisting of its eigenvectors, satisfying:

Aup, = Mpuy, (4.25)
where 0 < A\; < Ay < ... and lim, ., Ay, = o0. The operator A generates a contraction
Co-semigroup {S(t));t > 0} defined by

o0

S(t)x = Ze*/\kt (x, ug) ug, (4.26)
k=1
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for x € U. The system is exponentially stable (8 < 0 in (4.1))) when A\ > 0. For a given
n € N, We introduce the finite-dimensional subspaces U,, C U and V,, C V, defined as
follows:

U, = span{uy,ug,...,up}, V, =span{vi,va,...,v,}.

Therefore, we introduce projection operators P, : U — U, and P, : V — V;, given by:

n

Pov = Z(u,uk)Uuk, u € U,

k=1
n
Prv = Z(v,vk>vvk, veV.
k=1
This implies that
n 2 n oo
|Prulf = Z(u, up)uug|| = (u, ug)u Z (u,up)u > = |ul?, wel,
U kzl k=1

n

=> v, o)yl < Z (v, o)y [ = [lolf}, veV.
\4 k=1 =

HZ v Uk VUL

We define the operator A,, : U — U, as A, = AP,, so that len = —A,,. Since jln is
bounded for each n € N, it is known that fNLn generates a Cp-semigroup on Uy, denoted
by S,(t) = S(t)P, = e/t for t € [0,T]. For any = € U,, we have the representation
Sp(t)z =S 7, e (x, ug); ug. It is straightforward to verify that

Sp(t)Pr, = S(t)Py, (4.27)
and

A (I = Pu)ull, < N llully, v>0, uel. (4.28)

Furthermore, utilizing (4.27)) and (4.28), we obtain

1(S(t) = Sn(®)Pn) ully = [1S@) (I = Pu) ully < METIN T ully,  w=0, uel. (4.29)
The spectral Galerkin method for equation (4.6)) can thus be formulated as
AX,(t) = Ap X (t) dt + PpBu(t) dt + PuN (X, (1) Pro dWH(t), te[0,T], (4.30)

with the initial condition X,,(0) = P, Xy and X, (t) € U, for all t.
The corresponding mild solution to equation (4.30)) is expressed as

X, (t) =S / Sp(t — 8)PpBu(s) ds
+ / Sy (t — 8)PuN (X (s)) Pp o dWH(s), (4.31)
0

where X,,(0) = P, Xo and t € [0,7]. Our primary objective now is to establish an error
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bound for the spatial semidiscretization. To achieve this, we begin by presenting a key
lemma.

Lemma 4.18 Assume that the conditions of Theorem [4.17] are satisfied. Then, there
exists a constant C' > 0 such that

1
[Xa®lloz = sup (EIX.(0)F)" < C.
T tef0,1]
Proof. The proof follows similarly to that of Theorem and is therefore omitted for
brevity. -

Theorem 4.19 Under the assumptions of Theorem [4.17] there exists a constant C' > 0
such that

D=

_
X0 = XDl < € (b + 3.5 ) o e€ 0.7 (432)

Proof. The following proof is based on the fundamental reasoning used in Theorem 4.2 of
[29]. By subtracting equation (4.31) from equation (4.11)) and evaluating the norms, we
obtain

1) = XDl 2,0y < N(S(E) = Sn(t)Pn) Xoll 207y

+ ’ / (S(t — s)Bu(s) — Sp(t — s)PrBu(s))ds
0 L2(U)
+ ’ / (S(t — §)N(X(s)) — Sp(t — s)ﬂ’nN(Xn(s))ﬁ’n) odWH(s)
0 L2(QU)
=:J1+ Jo + Js3, (4.33)

Clearly, by considering equation (4.8)), Assumption and equation (4.28), we can derive
the following estimate for Ji:

ol _ -1
Iy = Hm S(HAF (I - P,) Xo‘ pria < Chuit (4.34)
For the term J5, applying Assumption along with equations (4.7)), (4.8)) and (4.28)),
we obtain
t — —
Jo = ‘ / AFS(t— 8)A™F (I — Pp) A5 Bu(s)ds
0 L2(QU)
2
<O ( sup Bu()[B ] 1Bl g gt TN
- s€[0,7] L(Rm;U ) nr
_
<ON Gy (4.35)
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To estimate J3, we begin by splitting it into three components:

t
<) [ (50— 9CR(6) — 8.0~ 12N o AW

L2(;U)

- ’ /0 (S (t — 8)PuN(X(5)) — Sp(t — 8)PN(Xn(5))) o dWH ()

L2(Q;U)

t
+ ’ / (Sn(t — 5)PN(X(s)) — Sn(t — s)anN(Xn(s))‘Pn) odWH (s)
0 L2 ()
= J31+ J32 + Js33. (4.36)
Using equation along with the Minkowski inequality, we obtain
t
J31 < ‘ / S(t—s)(I — Pr)N(X(s))oWH (s)
0 L2(QU)
t s
+ / / DE(S(t — 7)(I — Pp)N(X(7)))o(s, T) drds
0 Jo L2(U)
= J31 + J3, (4.37)
Utilizing Theorem 4.2 from [29], we obtain the following:
Jh < O L on (4.38)

In the case of J3;, utilizing Assumption (747) and applying the steps outlined in
Lemma [4.15, we arrive at the following:

1
2

t t B B B 2
i1 < (/ / |pEA S — 1) AT (1 = P A TN, ]¢(s,r)|2dsd7>
0 70 “2 L2(Q4R)
_ t t 1-8 2 9 %
<O 2 </ / HATS(L‘ - T)H I6(s,7)] dsd7>
0 JO
< ON 2t (4.39)
Substituting (4.38)) and (4.39) into (4.37), we obtain
Js1 < CAL 2+ 0N, 25577 o 2,05 (4.40)

In the case of J3 3, we can write

Jys = /0 (Sult — $)PaN(Xn(5))) (I — ) o AW (s)

)
L2(U)

now, by applying ([#.4) in place of W (t), (#.12) and Assumption then the Theorem
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7.10 of [44], we obtain the following expression for J3 3:

/0 (Su(t — $)PaN(Xn(s))) (I — ) 0 dWH (s)

t
(/nKa
0
1 t
+ C/‘rzwrl (/
0

J33 = ‘

1
3 B-1 2
<Cppyy n(t —s)PpA 2 N(Xn(s))H%gds)

L2(Q4R)

+ B-1 2
Sn(t = 7)PrA 2 N(Xn (7))l cg deS)

L2(4R)

1

% ! B+l £-1 2 2 2

+ C,Un+1 2 Sp(t —7)PpA 2 N(XH(T))HLQW(& 7)|"drds
0 L2(Q4R)
Following the same argument as in Lemma [4.15] we obtain
1 2H+5-1 1 1 4H+B-3
J33 < Cpjiqgt +Cpli +Cukqt (4.41)

We now turn our attention to the estimation J3 9. Utilizing Assumption m (7i) along

with equation (4.12), we obtain

J32 < ‘ (= 8)PA T (N(X(s)) = N(Xn(s))) SWH (s)
L2(U)
DH.A w(t —1)Pp AT (N(DC(T)) —N(Xn(7))) o(s, T)ds dr
L2(;U)
= J3 o+ J (4.42)
Based on Theorem 4.2 from [29], we can write
t >
B = € ([ 72— 9P 206) = X0y )
0
1
t 2
w0 ([ =97 1306 = X0y ) (1.43)

By using (i) from Assumption 4.12 and (4.27), we obtain

N

(/t /Ot HDstl%S(t — T)anA% (N(X(7)) — N(Xn(r)))’ 2

([ [ %

<0 ([t 120 - X ey ) (4.44)

|p(s,7)2ds dT>

1
2

| /\

St —7)||lots. )P 1x(5) - Xn(S)Ilia(Q;U)dst
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Substituting (4.43) and (4.44) into (4.42), we obtain

N

t
Jir < C ( [ 572 P 306) — X6y ds>
0

2

w0 ([=9 1) - X )

1
2

e ( [t 306) = X6y ds) (4.45)

By substituting equations (4.40), (4.41) and (4.45)) into (4.36), we obtain the following
estimate for Js:

1
1 _a ¢ 2
Jy <CpZ, +CN 2 +C ( /0 ' — )22 X(s) — X ()1 F2 gy ds)

" </Ot(t =977 IX(s) = X)) d8> %

1
2

+C </0 (t—s)P ™3 (s) — Xn(S)H%?(Q;U) d3> (4.46)

Furthermore, inserting (4.34), (4.35) and (4.46) into (4.33]), we have

1 _a
1) — Xa(0) | p2(euany < C (@H n Anfl)

N|=

t
+C (/0 s1T2H (p — 5)2HAB=2 | 10(s) — Xn(S)H%?(Q;U) d3>

1
2

w0 ([= 971206 - X e 05

1
2

t
e ( [ =971 1306) - X By ds)
0

In this situation, the conditions of Lemma [4.16| are satisfied. Hence, applying the Cauchy
inequality, we similarly derive (4.32). This concludes the proof. O

4.4 Example

4.4.1 Stochastic Heat Equation

A key example that meets the generator assumptions is A = A, which corresponds to
the heat equation. In the following, we present an example to illustrate the application
of the abstract framework discussed in Section We begin with a modified version of
an example studied in [14]. In particular, not an It6 equation driven by a Brownian mo-
tion is studied. Instead, we consider the following Young/Stratonovich stochastic partial
differential equation driven by a (scalar) fractional Brownian motion W with the Hurst
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parameter H € [1/2,1).

Example 4.20 Consider a two-dimensional surface with perfect insulation along its
boundaries and a heat source located at its center. This situation can be described using
the following controlled stochastic partial differential equation, where ¢t > 0 and ¢ € [0, 7]%:

a%;():Ax@¢)+qL?P@W@y+emlg|@x@£)o

X(t,¢) =0, t>0, ¢e€d0,7)?, and X(0,() =0,

OWH (1)
at (4.47)

where W# is a scalar fBm that can model a random heat source or the impact of wind.
Furthermore, we define

(i) U=L*([0,x]*), V=R, m=1,

(ii) A is the Laplace operator, B = 1[%’%12(-),

(iii) Let g(¢1,¢2) = e_‘ﬁ_%‘_@, then N(z) = g(-)z = e I 5l=2 for v € L3([0,7]?).

The eigenvalues of the Laplacian on [0,7]? are expressed as —\;; = —(i% + j2) for
i,7 € Z*. The corresponding eigenvectors, which form an orthonormal basis, are defined as
uij = Hff%’ where f;; = sin(i-) sin(j-). For simplicity and to match the form presented in
, we denote the k-th largest eigenvalue as —\g, k£ € N and the associated eigenvector
as ug.

The scalar output of the system is the average temperature over the non-heated area
as follows

Y(t) = o / V(t, C)dc. (4.48)
312 Jio,mj2\ (2, 32 )2

where Cz = % f[om]Q\[%g?Tﬂ]Q z(¢)d¢ for z € L*([0,7]?).

Now, we apply the spectral Galerkin method introduced in Section to the type of
equation introduced in Example We assume the presence of an orthonormal basis
(ug)gen of U, which is included in D(A). Using , we can achieve the spectral Galerkin
method as follows.

dX,(t) = [ﬁtnxn(t) + Bnu(t)] dt + N, (Xn(t)) o dWH (1), te[0,1],
X,(0) = X, (4.49)
where
o Az =Pp(—A)x =7, (— Az, up)y up € Uy, for all z € D(A),
o Box=P,Br=>, | (Br,up)yu, €U, for all z € R™,
o Np(z) =Pn(9(-)x) =14 (9()x, uk)y ur € Uy for all z € U,
o Xon="PnXo=> 11 (Xo,ur)y ux € Up.
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The mild solution of equation (4.49)) is expressed as
t t
X, (t) = Sp(t) Xon + / Sn(t — 8)Bpu(s)ds + / S (t — $)Ny (Xn(s)) 0o dWH(s), (4.50)
0 0

for ¢t > 0. Furthermore, we consider the p-dimensional approximating output.

yn(t) = CXy(t), t > 0.

We express X, (t) as:

n

Xo(t) =Y (X(t), we) v,

k=1

where {ug }ren is an orthonormal basis of the Hilbert space U. We now describe the vector
of Fourier coefficients for the Galerkin solution X,, and define

£(t) = (Xa(t), u)yy - (Xn(t), wn)yr) "

The components of x satisfy the following:
¢
(Xn(t), u)y = (Sn(t) Xon, ur)y —|—/ (Sn(t — 5)Bru(s), ug)y ds
0

+ </Ot Sy (t — $)Ny (X (s)) o dWH (s), uk>

U

Ait

Using the representation Sy (t)x = > ; e~ (2, u;); u; (x € Uy), we obtain

(Sn(t) Xom, u)y = € (Xo o up)y = e (0, up)y
and
<Sn(t - S)Bnu(s)v uk>U = ei)\k(tis) <Bnu(8)7 uk>U = eiAk(tis) <B’ uk>U u(3)7

this holds for £ = 1,...,n. Furthermore, we have

( / St — )N (Xn(5)) 0 AW (5), ug)
0
- /O (Sl — )N (Xa(s)) » u)y o AW (s)

= Z/O <Sn(t — 3)9(-)Ui, uk>U <Xn(3), ui>U o dWH(S)

nooet
=Y [ gl )y (X)) 0 AW ()
=1 0
Hence, in compact form, x is given by

t t
z(t) = eMay + / A=) Bu(s)ds + / A Ngz(s) o dWH (s) (4.51)
0 0
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where
o A=diag(—=A1,...,—An)
e B=((B,ur)v)p=1, n
o N = (<g()u27uk>U)kz:1n

-
® To= (<$07u1>U PR <$07un>U) .
Below, we demonstrate that the solution to equation (4.51) also satisfies the strong solution

equation. Define

t t
g(t) ==z + / e~ Bu(s)ds + / e M Nz(s)odWH(s), t>0.
0 0

According to Theorem [2.14] for z(t) = eAg(t), we have

¢ ¢
eiTa:(t) = eiTeAtg(t) = eiTg(O) + / d (eiTeAs) g(s) + / e;eAs dg(s)
0 0

— e <xo+ /0 t Aeg(s)ds + /0 t Bu(s)ds + /0 t Nx(s)odWH(8)>’

)

where e; is the i-th unit vector of R™. Therefore, we have

t t
x(t) = xo +/ [Az(s) + Bu(s)]ds +/ Nz(s)odWH(s), t>0. (4.52)
0 0
The scalar output corresponding to the Galerkin solution is given by
yn(t) = Cu(t), t=0,
where C'T = (Cug)y—q, - This follows from the relation
(4.53)

yn(t) = Ca(t) = Y (Xu(t), ur)uCuy.

k=1
The Fourier coefficients of the Galerkin solution for SPDE in Example (4.20) are given
by (4.52) and are expressed in terms of the following components:

o A=diag(0,—-1,-1,-2,...),

" P <<1[1,T12<')’“’“>U)k1,...,n’

o N = (<e_|'_%|_'ui,uk> ) .
U/ kji=1,...n



5 Gramian-Based Model
Reduction for Unstable
Stochastic Systems

As we revisit the system dynamics previously discussed in Chapter we present the
system (3.19) again for continuity and ease of reference. The matrices within the system
retain their defined properties as follows:

dx(t) = [Az(t) + Bu(t)]dt + Z Nz (t)dW;(t), x(0) = xo, (5.1a)
i=1
y(t) = Cx(t), te 0,71, (5.1b)

where represents the state dynamics and defines the output equation of the
system. The state dimension n is assumed to be large and the quantity of interest y
is often low-dimensional, i.e., p < n, but we also discuss the case of a large p. Using
Definition x(t,xo,u), defined the state in dependence on the initial state xy and the
control u € M?([0, T];R™) (see (3.20)).

The goal is to construct a system with state x, and quantity of interest y, having the
same structure as but a much smaller state dimension r < n (see Section [3.2.4.1).

At the same time, the aim is to ensure y =~ y,.. The detailed results of this study have
been published in [101].

5.1 Gramian-Based MOR

5.1.1 Gramians and Characterization of Dominant
Subspaces

Identifying the effective dimensionality of the system requires the study of the fun-
damental solution to the homogeneous stochastic state equation defined in . As
previously developed, the matrix-valued stochastic process ®, which characterizes these
fundamental solutions, satisfies

B(t) = I, + /Ot Ad(s)ds + 3 /Ot Nid(s)dWi(s), te€[0,T], (5.2)
i=1

where I, denotes the identity matrix. By multiplying (5.2 by the initial state vector
xo from the right and assuming no control input (u = 0), we obtain the solution to the
stochastic state equation ([5.1a)).

91
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Now, we extend the concept of stochastic Gramians discussed in Chapter [3| by intro-
ducing their time-limited counterparts. Based on the stochastic fundamental matrix @
defined previously, we establish the time-limited Gramians as follows:

T

Pr:=E / ®(s)BB'® " (s)ds (5.3)
0T

Qr —E / o7 (5)CT CD(s)ds, (5.4)
0

where Pr and Qr are supposed to identify the less relevant states in and ,
respectively. The time-limited Gramians Pr and Q)7 serve as stochastic analogs to the
deterministic time-limited Gramians, which are obtained in the absence of noise influences
(N; = 0 for all i), leading to ®(t) = e“*. MOR scheme based on such Gramians in
a deterministic framework is investigated, e.g., in [37, 164, [102]. Pr and Q7 generally
exist in contrast to their limits limp_ o, Pr and limp_,o Q7 which require mean square
asymptotic stability. MOR, methods based on these limits are, for example, considered in
[9} [14) 196, [103] and are already analyzed in detail. However, in practice, the necessary
stability condition is often not satisfied.

Building on the foundational analysis introduced in Chapter 3], this section delves deeper
into the relationship between the covariance matrix Pr and the dominant subspaces of
the system described by , specifically under the condition of zero initial data. As
previously outlined, we consider an orthonormal basis (pg)g=1,..n of R", consisting of
eigenvectors of Pr, to express the state evolution:

n

w(t;0,u) =Y (@(t;0,u), pr)y P
k=1

As delineated in Section with the initial state set to zero, the upper bound of the
Fourier coefficients is governed by:

1
sup E[(z(t,0,u),pr)2| < Af [ullp, (5.5)
te[0,7)

where A denotes the eigenvalue associated with pi. A smaller A, suggests a negligible
influence of the corresponding eigenvector p; on the behavior of the system, allowing the
reduction of its presence in the system model.

Further, to assess the impact of the state directions on the quantity of interest y, we
revisit the expansion of the initial state xg as:

n

2o =Y (20, qk)y U

k=1

where (qx)k=1,..n is an orthonormal basis of eigenvectors of Qr, each associated with an



5 GRAMIAN-BASED MODEL REDUCTION FOR UNSTABLE STOCHASTIC

SYSTEMS 3

eigenvalue py. The solution representation of the state variable provides that:

y(t; xo,u) = CO(t)zo + C/Ot ®(t, s)Bu(s)ds

¢
= (%0, qr) CP(t)qr + C/ O(t, s)Bu(s)ds,
k=1 0

with ¢ € [0,T]. The eigenspaces corresponding to minor eigenvalues puj, are determined to
be of minimal consequence to y, supported by:

T
E/O IC®(t)qkll3 At = i Qrar = px. (5.6)

This indicates that the eigenspaces of ()7 corresponding to small eigenvalues ;. are not
crucial for the performance of the system. Given that the less significant directions in

the state space, as identified in equations (5.1a) and (5.1b|) through (5.5)) and (5.6)), are

intended to be eliminated. This can be done by diagonalizing Pr such that less important
variables in can be easily identified and truncated. Another, but computationally
more expensive, approach is based on simultaneously diagonalizing Pr and (r which
allows the removal of more redundant information from the system. Both strategies are
discussed in Section [(.1.2

Below, we point out the relation between the Gramians and linear matrix differential
equations, crucial for computing these Gramians Pr and Qr to facilitate the derivation
of a reduced system. Specifically, by employing the differential formulation from equation
, it can be demonstrated that the matrix function

F(t) =E[®({#)BB'®'(t)], for te0,T], (5.7)
satisfies the following differential equation:
. q
F(t)=AF(t) + F()AT + Y N;F(t)N] K;;, F(0)=BB'.
2,7=1

Utilizing the operators £ 4 and Iy, as defined in equations (3.5) and ([3.30) respectively,

we can express this relationship more precisely:
F(t) =LA (F(t)) + 0y (F(t)), F(0)=BB'. (5.8)
Integrating both sides of yields
F(T)— BB' = L4 (Pr) + 1y (Pr). (5.9)

The link between Q7 and the corresponding matrix equation is established in a dif-
ferent way. Before formulating this result in the following proposition, we first clarify
the definitions of the Lyapunov operators £% and IT};, as delineated in (3.6) and (3.31)
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respectively:

q
Lh=ATX+XA, Ty(X):=> N XNjki.
ij=1

Proposition 5.1 Let C'TC be contained in the eigenspace of the Lyapunov operator
L% + % Then, G(t) = E[®T(t)CTC®(t)], t € [0,T], satisfies

G(t) = £ (G() + Ik (G(t), G(0)=CTC. (5.10)

Proof. Since C''C' is contained in the eigenspace of the Lyapunov operator, there exists
2

@1, an2 € Csuch that CTC = Y77, gV, where (V) are eigenvectors of £% + II%

corresponding to the eigenvalues (). Then, we have

E[®' (1)CTCd(t) Z aE[Q (1) Ved(t)].

Let us apply Ito’s product rule, see Example to ® T (t)V,®(t) resulting in

d ((I)T(t)\?k@(t)> —d <<I>T(t)) V®(t) + & (£)Vid (B(t)) + d (@T(t)) Vid (®(1)) .

We insert the stochastic differential of ® above, compare with ([5.2)), leading to

d (@%)\7@@5)) = ((I)T(t)ATdt + Eq: @T(t)NdeWi(t)> V5 ®(t)

=1

+ @7 (t)Vy (A(I)(t)dt + i N,-(I)(t)dWi(t)>
=1
+0' (1) Eq: N,V Nk ®(t)dt
i,j=1

q
= (I'T(t) ATVk + Vi A+ Z Ni—rkajkij q)(t)dt
ij=1
q
+3 a7 (1) (N,Tkai) O (£)dW; (1)

i=1

We apply the expected value to both sides of the above identity and exploit that the
integrals have mean zero (see Lemma [1.19). Hence, we obtain

%E[q)T(t)Vk@(t)] =E[® (t)(L4 + IIy) (Vi) @(1)] = BRE[®T () Vi, ®(1)].

This implies that E[® T (£)V,®(£)] = e V;, providing E[® " ()T CO(t)] = S0~ | ay, Bt V.



5 GRAMIAN-BASED MODEL REDUCTION FOR UNSTABLE STOCHASTIC

SYSTEMS 9
Consequently, we obtain
n2 n2
SR (0T Ca()] = I GRS
= (L4 +1IY)(E[@ (1)CT O®(1)))
using the linearity of £% + II};. This concludes the proof. O

Remark 5.2 The assumptions of Proposition are invariably satisfied if the operator
X, defined in Remark as

q
K=A@I+I®A+ > N;® Nk, (5.11)
ij=1

is diagonalizable over C because in that case there is a basis of cr’ consisting of eigen-
vectors of K. Hence, vec(C''C) can be spanned by these eigenvectors which are of the
form vec(Vy) with V;, being an eigenvector of L% + II}; providing that CTC is in the
eigenspaces of this operator. Therefore, from the computational point of view, the as-
sumption of Proposition does not restrict the generality since the set of diagonalizable
n? x n? matrices is dense in C**"*,

In fact, we can find a stochastic representation of the solution to different from

E[®T (t)CTC®(t)], t € [0,T]. Introducing the fundamental solution ®; by the equation
t a_
dq(t) =1+ / AT®g(s)ds + > / N, ®4(s)dW;(s),

we see that G(t) = E[®4(t)CT C®J (t)]. This is a direct consequence of the relation between
E[®(t)BBT® T (t)] and the solution of when (A, B, N;) is replaced by (AT,CT,N,").
Therefore, E[®4(t)CTC®] (t)], t € [0,T], solves the equation and hence coincides
with E[®T (£)CTC®(t)], t € [0,T], given the assumption of Proposition

Generally, we have ®4(t) # ®'(¢). In case all matrices A, Ny,... , N, commute, we know
that A and N; commute with . Hence, ®4(t) = ® ' (t) which can be seen as transposing
and subsequently exploiting the commutative property. This is particularly given in
the deterministic case where N; =0 for alli =1,...,q.

Under the assumption of Proposition [5.1} it holds that
G(T) - C'C = L4 (Qr) + 1y (Qr), (5.12)

exploiting . In fact, we need to compute Pr and Qp within the MOR procedure
described later. Lyapunov equations and are used to do so. However, one
needs to have access to F'(T) and G(T') which are the terminal values of the matrix-
differential equations and . This is indeed very challenging in a framework,
where n > 100. We will address possible approaches for computing Pr and Qr for such
settings in Section [5.3

Lsee Proposition
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5.1.2 Reduced Order Modeling by Transformation of
Gramians

In this chapter, we delve deeper into MOR techniques that are previously introduced
in Section A crucial step in this process involves selecting an appropriate regular
transformation matrix .S, which redefines the state variable as xg(t) = Sz(¢). This trans-
formation, discussed in detail in Section facilitates the dimensionality reduction
of the system by focusing on its most significant dynamic behaviors.

Inserting this transformed state variable into the original system equation (|5.1)), as
derived in Chapter [3, we obtain the transformed stochastic differential equations:

dxs(t) = [Aszs(t) + Bsu(t)]dt + ZNi,5$S(t)dWi(t), y(t) = Csxg(t), tel0,T],
=1

(5.13)
where the transformed system matrices are defined as follows:
(A57 Bg, Cs, Ni,S) - (SAS_17 SB, CS_17 SNZS_l)

This setup ensures that the transformed system has the same input-output behavior
as but the fundamental solution and hence the Gramians are different. The funda-
mental solution of is ®g(t) = S®(t)S~! which can be observed by multiplying
with S from the left and with S~! from the right. Consequently, the new Gramians are

T
Prs=E | @s(s)BsBI®3(s)ds = SPrST
0

T
Qrs=FE / Dl (s)CECsPg(s)ds =S~ TQrS!
0

The idea is to diagonalize at least one of these Gramians, since in a system with diagonal
Gramians, the orthonormal bases (px) and (gx) are canonical unit vectors (columns of
the identity matrix). Thus, unimportant directions can be identified easily by and
(5.6) and are associated to the small diagonal entries of the new Gramians. For the first
approach, we set S = S1, where S is part of the eigenvalue decomposition Pr = SlT E(Tl )Sl.
This leads to Pr g = E(Tl ) with E(Tl ) being the diagonal matrix of eigenvalues of Pr. Notice
that ST = S~! holds in this case. If is mean square asymptotically stable, Pr can
be replaced by limp .o, Pr. This method based on the limit is investigated in Section
3.2.4.3l

The second approach uses S = S5 as the stochastic Balance Truncation metho which
leads to Pr = Qp = Eg), where E(TZ) is the diagonal matrix of the square roots of
eigenvalues of PrQr or HSVs of the system. Given Pr,Qr > 0, the transformation S
and its inverse are obtained by

_1 _1
Sy =% 2UTR, Syt =rusP (5.14)

where the ingredients of ([5.14) are computed by the factorizations Pr = LL", Qr = RTR

2See Section [3.2.4.4
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and the singular value decomposition of RL = U Zg)U T. The same procedure can be
conducted for the limits of the Gramians (as 7" — o0) if mean square asymptotic stability
is given (see Section. However, such a stability condition is generally too restrictive
in practice. We introduce the matrix

ZT = diag(aT’l, e 70T,n) = Zg}), Eg?)

as the diagonal matrix of either eigenvalues of Pp or of HSVs of system (5.1). For
S = 51,55 the coefficients of ([5.13|) are partitioned as follows

An A12> (B1>
Ag = , Bg= , Cg=(C1 (C9),
5 (A21 Ao s By s=(C @)
Nii1n N 12> <561(t)> (ETI >
Nis=1[." YL xs(t) = , Yr = ’ ,
b3 (Ni,Ql Ni 22 s(®) x2(t) r X129
where 331(75) S Rr, A11 € RTXT, B, € Rrxm7 Cl S Rpxr’ Ni711 € R™ " and ETJ € R™" ete.
The variables zo are associated to the matrix Y7o of small diagonal entries of ¥7 and
are the less relevant ones. A reduced system is now obtained by truncating the equations

of xg in (5.13). Additionally, we set 9 = 0 in the equations for z; leading to a reduced
system

(5.15)

da,(t) = [Arx,(t) + Bru(t)]dt + Z N; dW;(t), z,(0) =z, (5.16a)
i=1
yr(t) = Crap(t), te€10,T], (5.16Db)

As in equation (3.44)), we observe that
[zr(t) Ay Niy B, C=[z1(t) An Niy B1 Ci],

approximating (5.1). Below, we give another interpretation for (5.16). Let us decompose
the transformation, another representation for (3.12) and (3.13)

S = (MT> L ST = (V%) (5.17)

*

where M T and V are the first r rows and columns of S and S™!, respectively (see Section
). Notice that M TV = I and hence VM is a projection (see equation (3.14)).
Furthermore, we have M = V if S = S;. Consequently, can be seen as a Petrov-
Galerkin projection model with A, = M T AV, B, = M "B, C, = CV and N;, = MTN,V
which is obtained by the state approximation z(t) ~ Vx,(t), as derived in equation
of Chapter Inserting this approximation into and subsequently multiplying the
state equation with M T to enforce the remainder term to be zero then results in .

5.2 Output Error Bound

In this section, we prove a bound for the error between (5.1) and (5.16). Below, we
assume zero initial conditions, i.e., xg = 0 and zg, = 0. We begin with a general bound
following the steps of [14} 196]. The solutions x(t) and z,(t), t € [0, 7], to (5.1) and (5.16)
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can be expressed using their fundamental matrices ®(¢) and @, (t), respectively, see [96].
Therefore, we have

x(t;O,u):/O d(t, s)Bu(s)ds, xr(t;O,u):/O ,(t, s)Byu(s)ds.

As discussed in Remark we have ®(t,s) = ®(t)®~1(s) and ®,(t,s) = ,.(¢)®,(s).
Consequently, representatlons for the outputs are

y(t) = Cx(t;0,u) = C/O ®(t, s)Bu(s)ds,

t (5.18)
yr(t) = Crap(t;0,u) = C’r/ ®,(t,s)Bru(s)ds,
0
where ¢ € [0,T]. Then, we find
t t
Elly(t) -y (t)]2 = ]EHC/ B(t, 5) Bu(s)ds — cr/ @, (1,) Byu(s)ds|
<]E/ H (CD(t,s)B — Cp@,(t, 5)B H (5.19)

< ]E/O HC’CI)(t, $)B — C,®,(t, 5)

/| o) ads

Here, || - || denotes the Frobenius norm (see Appendix|A.1.2). Using Cauchy’s inequality,

it holds that
Elutt) ~ -0l < (E [ ootz - G0, ) (e / Juts qus)

- (e [ [lesore.sm ) (e A uusuéds) |

where ®¢ = [%’ gr] is the fundamental solution to the system with coefficients:

VI

a=[38), Ne=[¥a.] B =[£] c=lc—cl.
Applying the arguments that are used in Remark we know that
E[®¢(t, s)B° BT ®¢ " (t,5)] = E[®°(t — s)B°B  ®°" (t — 5)]. (5.20)
For t € [0,T], the identity in yields

E/Ot Hcecbe(t, 5) B i

t
ds=E / tr(Ce®°(t, s) BB @' (t,5)C¢ " )ds
0

t
=K / tr(C°®°(s)B*B¢ T @ (s)C¢ " )ds (5.21)
0

<tr (Ce /OT F¢(s)ds CeT)
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with F€(t) = E [@e(t)BeBET@eT(t)] exploiting Fubini’s theorem as well as the fact that
the trace and C¢ are linear operators. Since F(t) = E [®(t)BB'®"(t)] is a stochastic
representation for equation (5.8)), see Section F© satisfies

q
FO(t) = A°F(t) + Fe()A°T + ) NfFe(t)N{ ki, F°(0) = B°B°T, (5.22)
ij=1
using the same arguments. From , it can be seen that the left upper n x n block

of F¢ is F which solves | . On the other hand, the right lower r x r block F,. and the
right upper n X r block F' of F¢ satisfy

q
Fo(t) = A Fu(t) + F.(DA] + Y NipFo ()N, kij, F(0)=B.B/, (5.23)
i,j=1
~ ~ ~ q ~ ~
F(t)=AF(t)+ F(t)A] + > N;F(t)N],ki;, F(0)= BB/, (5.24)
i,j=1

with stochastic representations

F,(t) = E[@,(1)B.B] ®] (1), E(t) = E[®(t)BB] @] (1)]. (5.25)

Consequently, using ([5.21) with the partition F¢ = [ EF } we find

TFE
t 2
]E/ H06q>6(t,s)Be
0 F

sl

ds < tr (CPT ¢T) +ur (CoPrC) ) =2t (CPrC),

where Pp, = fo t)dt and Pr = fo t)dt solve
q
F.(T) - BB = A Pr, + Pr,Al + Y Ni Pr,Nj ki, (5.26)
ij=1
~ ~ ~ q ~
F(T) - BB = APy + PrAl + Y N,PrN] ki. (5.27)
ij=1

Summing up, we obtain that

1

s Elu(t) —y w2 < ((CPrCT) 4 10(CPr, C) —26(CPrCT)) fullr. (5.29)
te[o,T

The bound in is very useful in order to check for the quality of a reduced system.
Since Pr has to be computed to obtain , the actual cost to determine the bound
lies in solving the low-dimensional matrix equatlons 5.26) and - However,

only an a-posteriori estimate which is computed after the reduced order model is derlved
Therefore, we discuss the role of X7 = diag(o741,...,07,,) Which is either the matrix
of neglected eigenvalues of Pr or HSVs of the system. ¥ is associated to the truncated

state variables xo of (5.13), compare with (5.15). By (5.5) and (5.6)), it is already known

that such variables x are less relevant if or,41,...,07, are small. This makes the values
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o; a good a-priori criterion for the choice of r. In the following, we want to investigate
how the truncated values o7,1,...,07, characterize the error of the approximation. For
that reason, we prove an error bound depending on X75. As we will see, 72 is not the
only factor having an impact on the bound that is structurally independent of whether we
choose S = S1 or S = 5.

Theorem 5.3 Let y be the output of and y, be the one of . Suppose that
S = 51,59, where S7 is the factor of the eigenvalue decomposition of the Gramian Pr
and S is the balancing transformation defined in . Using partition of the
realization (Ag, Bg,Cs, N; g), we have

sup Elly(t) — yr(t)ll2

te[0,T
T T A T (of (Niae
< | tr (Y12 |Cy O 4 2415Q, + Z N2 (2Q N,’22 - QTNJ,12> kij
g,

2,j=1

2 (@ (g; - ?;) ) fu (ch(FH - F>)> Jullr,

where Q, and Q = (Ql @2) and are the unique solutions to

q
AlQr + QA + Z NzTrQrNj,rkij =-C'c,, (5.29)
ij=1
~ ~ q ~
AlQ+QAs + Z N%EQNj,Sk?ij =-C)Cs. (5.30)
ij=1

Moreover, the above bound involves

Fs(T) := SF(T)S" = [5; ?} and Fs(T) = SF(T) = [ﬂ ,

where F(T), F, = F,(T) and F(T) are the terminal values of (5.8), (5.23) and (5.24),

respectively.

The terms in the bound of Theorem that do not directly depend on Y79 are related
to the covariance error of the dimension reduction at the terminal time 7' (with u = 0).
To see this, let V' be the matrix introduced in . As explained below , the state
of the reduced system can be interpreted as an approximation of the original state
in the subspace spanned by the columns of V. By the stochastic representations of F'(T),
F(T) and F,(T) (see and (5.25)), we can view F(T) and F,(T') as covariances of the
original and reduced model at time 7', whereas F(T') describes the correlations between
both systems. Let us now assume that

F(T)~ F(T)VT, (5.31)
F(T)=VE(T)V', (5.32)

i.e., the covariance at T is well-approximated in the reduced system. This is, e.g.,
given if the uncontrolled state is well-approximated in the range of V at time T, i.e.,
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®(T)B =~ V®,(T)B,. Now, multiplying (5.31) with S from the left and with M (defined
in (5.17)) from the right, we obtain that [?7?1] is small. Multiplying (5.32) with M "

2—1421
from the left and with M the right provides a low deviation between Fj; = M T F(T)M
and F.. Although we additionally have these terms related to the covariance error, looking
at X is still suitable for getting an intuition concerning the error and hence a first idea
for the choice of 7. This is because a small Y75 goes along with a small error between
®(T)B and its approximation V@, (T") B, in the range of V. This observation can be made

due to
r T
E [ 1@®B) zrlfdt = 5 Prar =0,
0

where zp € ker Pp. Since t — ®(t) is P-almost surely continuous, we have (®(¢)B)" zp = 0

P-almost surely for all ¢t € [0,7]. Choosing t = T', we therefore know that the columns of
®(T')B are orthogonal to ker Pr. Given that Pr is symmetric, its image and kernel are
orthogonal complements of each other in the vector space. Therefore, the orthogonality of
®(T)B to the kernel implies that ®(7')B € im Pr. Hence, there is a matrix Zr such that

.
O(T)B = PrZr =SS0 " Zr = (V) (E“ . ) <V* ) Zp =~ VIV Zp,
T2

i.e., the columns of ®(7)B lie almost in the span of V if 379 is small. Therefore, a
good approximation can be expected if one truncates states with associated small values
OTr+1s---,0Ty. This can be confirmed by computing the representation in after a
reduced order dimension r was chosen based on the values o7 ;. We prove the error bound
in the following:

Proof of Theorem[5.3. Since S = Sy, S, diagonalizes Pr, we have

q
AgSr + SrAlL + Z N; s%7 N, gkij = —BsBg + Fs(T). (5.33)
ij=1

We set Y := SP7 and obtain the corresponding equation by multiplying (5.27) with S
from the left resulting in

q
AsYr+YrAl + > NisVrN[ kij = —BsB + Fs(T). (5.34)
ij=1
Now, we analyze the trace expression €2 := (tr(C’PTCT) + tr(CPr,.C1) — 2 tr(C’f-’TC;r)>
in (5.28). We see that
€ = (tr(cszTcST) 4 tr(Cy Pr, O ) — 240(CsY 7O ))

) (5.35)
- (tr(C’TZT,lC,,T ) + t1(CoBr2CF ) + tr(C P, OF ) — 2te(Cs ¥V 7 CF )) .
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Exploiting ([5.30)) yields

q
—tr(CsY7C) = —tr(YrCl Cs) = tr [ Y1 |A]Q + QAs + Y N;LQN; ski
i,j=1

q
=tr | Q |AsYr + YAl + ) NisVrN/ Ky
i,7=1

Comparing (5.30) and (5.34), we find that
—tr(CsY 7O ) = —tr(QBsB," ) + tr(QFs(T)). (5.36)

Using the partition in (5.15), the first r columns of ((5.33) are

Ay leAT> : <<N ) T (Nz‘m) T>
Sro+ (ol )+ S0 SraNT 4+ (V2 50, NT L ) ki
<A21> ol <ET,2A1Tz La \\Njg ) 751 Njgp ) “T20012 ) R
4,j=1 (537)
F
_ T 11
= —BgB, + <F21> .

We insert ((5.37) into (5.36) and obtain
_ o ATy = (F1—Fi
tr(CsYrC, ) =tr <Q <F2 B F21>>
+ir | Q (AT>E +(ET’1ATT>
Ay ) T Y12l

N;
w3 wo () e () 2raa) |

i,j=1

B ~ Fl — F11 J,12
= tr <Q <F2 . F21>> + tr ZTQ A12Q2 + Z 12Q < 2) i

2,7=1

- [ A, N,
+tr | 71 (Q <A2 ) +ATQ: + Z (ij7m> kij

i,j=1

Using the partition of the balanced realization in (5.15), we observe that the last term
of the above equation is the first r columns of (5.30). So, we can say

. - (F1—F ~ :
—tr(CsY7C)) = tr <Q <~ 1 11)) Ftr | Bro | ALO, + Z 12@ ( ],12> y
Fo — Fy P
—tr(27raC Cy).
(5.38)
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Inserting (5.38) into ([5.35)), we have

q
- -~ /N
e =tr|Sry |CyCa+2450,+2 ) NbQ < NJ;Z) kij
ij=1 ” (5.39)

- ([ —F
+ 2tr <Q <1:"; B F;)) + tr ((PT,r — ETJ)CTTC}) .

Equation ([5.29) now yields

tr ((PT,T oAl CT)

q
=—tr | Qr |A(Pry — S10) + (Pryr — S1.0)A] + Y Nig(Pry — S11) N} ki
i,j=1

The combination of ([5.26) and the left upper block of (5.33) gives

q
Ay (Pr, —%71) + (Pr,. — S11)A} + Z Nir(Pr, — ET,l)NjTTkij
ij=1

q
= Z Ni 12572 N okij + (F — Fuy).
ij=1

Consequently, we have

q
tr ((PT,T - ET,l)C;rCr> =—tr| X729 Z Ni,TngrNj,lzkij +tr (Qr(Fi1 — F)) .
ij=1

So, we obtain that

q
. ~ [ N;
e =tr Y12 Cy Cy +2A0,Q5 + Z Nsz (2 <sz
.]7

) - QrNj,12>k‘ij
ig=1

+2tr (Q (?; : 21)) +tr (Qr(F11 — F)),

which concludes the proof of this theorem. O

Notice that the estimate in Theorem is also beneficial if N; =0 foralli=1,...,q,
since it improves the deterministic bound [102] in the sense that we can generally deduce
the relation between the truncated HSVs and the actual approximation error here. It is
important to note that, in the deterministic case, ”improvement” is not meant in terms
of accuracy. The error bound representation in [102] just has the drawback that it al-
lows making similar conclusions only if the underlying system is asymptotically stable.
Moreover, the result of Theorem is a generalization of the bounds for mean square
asymptotically stable stochastic systems [14, [103], where the covariance related terms
vanish as T' — oo.
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5.3 Computation of Gramians

In this section, we discuss how to compute Pr and Q)7 which allow us to identify redundant
information in the system. These matrices are solutions to Lyapunov equations and
with left hand sides depending on F(T') and G(T'), respectively. Given F(T) and
G(T) it is therefore required to solve generalized Lyapunov equations

L(X) = £4(X) + Iy (X), (5.40)

efficiently, where L is some matrix of suitable dimension. According to Remark in
Chapter |3| this can be done by vectorization, i.e., one can try to solve vec (L) = K vec(X)
with the Kronecker matrix X defined in . Since K is of order n?, the complexity
of deriving vec(X) from this linear system of equations is O(n®) making this procedure
infeasible for n > 100.

However, more efficient techniques have been developed in order to solve , see,
e.g. [26], where a sequence of standard Lyapunov equations (IIy = 0) are solved to find
X. Such standard Lyapunov equations can either be tackled by direct methods, such as
Bartels-Stewart [7], which cost O(n?®) operations, or by iterative methods such as ADI or
Krylov subspace methods |111], which have a much smaller complexity than the Bartels-
Stewart algorithm, in particular, when the left hand side is of low rank or structured
(complexity of O(n?) or less).

Solving for Pr and Q1 now relies on having access to F(T') and G(T") which are the
terminal values of the matrix-differential equations and . The remainder of
this section will deal with strategies to compute these terminal values.

5.3.1 Exact Methods

One solution to overcome the issue of unknown F(T") and G(7') is to use vectorizations of
(5.8) and ([5.10)) for dimensions n of a few hundreds. If we define f(t) := vec(F(t)) and
g(t) = vec(G(t)), then

F)=%f(t), f0)=vec(BB'), §(t)=%X"g(t), ¢(0)=vec(C'C),

where X is defined in (5.11). Therefore, obtaining F(T") and G(T') rely on the efficient
computation of a matrix exponential, since

F(T) = e T vec(BBT), ¢(T) =X Tvec(CTC).

One can find a discussion on how to determine a matrix exponential efficiently in [64] and
references therein. Alternatively, one might think of discretizing the matrix differential
equations and to find an approximation of F(T") and G(T'). However, as
stated above, these equations are equivalent to ordinary differential equations of order n?.
Solving such extremely large scale systems is usually not feasible. In addition, only implicit
schemes would allow for a reasonable step size in the discretization making the problem
even more complex. For that reason, we discuss more suitable numerical approximations
in the following.
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5.3.2 Sampling Based Approaches

We aim to derive an approximation of the terminal value F(T) = E[®(T)BBT®"(T)] of
. by different stochastic representations. This alternative approach is required since
computing e*7 is not feasible if n > 100 knowing that X € R xn* . Therefore, we discuss
sampling-based approaches in the following. Let ®*(T), i € {1,..., M}, be i.i.d. copies
of ®(T). Then, we have - > M &/(T)BBT®/(T)" ~ F(T) if M is sufficiently large.
This requires to sample the random variable ®(7") B possibly many times. ®(7")B is the
terminal value of the stochastic differential equation

dl’B(t) = A.%'B(t)dt + i NZ':L'B(t)dWZ‘(t), .%'B(0> = B, (5.41)

where xp(t) € R™™. System ([5.41) can be seen as a homogeneous version of (5.1a))

since the control dependence is gondl If needs to be evaluated for many different
controls u and additionally a large number of samples are required for each fixed wu, it even
pays off to generate many samples of the solution to . In particular, this is true if
the number of columns of B is low. However, we want to avoid evaluating too often.
The number of samples M required for a good estimate of F/(T') depends on the variance of
®(T)BBT®T(T). Therefore, we want to reduce the variance by finding a better stochastic
representation than E[®(T)BBT®"(T)]. In the spirit of variance reduction techniques,
we first find the zero-variance unbiased estimator. To do so, we apply Ito’s product rule
(see Example in order to obtain

d(eprE®) = dep®) () + 2pt)d (25(0)) +d (@p(t) d (2h(0))
= (Ax p(t)dt + i Nz B(t)dWi(t)> zh(t)

=1

+x5(t) (xg(t)ATdt + Zq: xg(t)NleWi(t))

i=1

- Z Nixp(t)zp(t)N ki
i,j=1

= (La+TIy) (2t )dt+ZLN (zs(t)2h(1)) aWi(e).

This stochastic differential is now exploited to find
d (emff) vec(xB(t)xg(t))) — — XTD Kyec(zp(t)z h(1))dt

+ KT g (VeC(l'B )z (t)))

_ zq:ex(T—t) vec <LN1- (xB(t)xg(t)» dW;(t)
=1

3See equation (3.21))
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using that vec ((£4 +In) (zp(t)z5(t))) = K vec(zp(t)z (t)). Hence, we have

vec (z5(T)z (1)) = e*T vec(BBT) + 31, f KT vec (Ln, (zp(t)zf(t))) dWi(t).

Devectorizing this equation yields

F(T) = 25(T)a§(T) - i /0 "r (7~ 1. L, (ws(0af(0) ) dWico) (5.42)

where the second argument in F' represents the initial condition of . The right hand
side of now is an unbiased zero variance estimator of F'(T'). However, this estimator
depends on F' which is not available. Therefore, given a symmetric matrix Xy, we approx-
imate F'(t, Xo) by a computable matrix function F(¢, X) that we specify later. This leads
to the unbiased estimator

Eg(T) :=ap(T Z/ —t, LN, <9CB(75)1‘B( ))) dw;(t), (5.43)
=1

for F(T'). The hope is that a few samples of E5(T) can give an accurate approximation
of F(T). Of course, E5(T') can only be simulated by further discretizing the above Ito
integrals, e.g., by a Riemann-Stieltjes sum approximation. The variance of E4(T) is

IEHE;;(T) _ F(T)H; - EH zq: /OTF (T — 1, Xi(1)) — F (T — t, X;(t)) dWi(t)Hi
=1

q

T
=3B [ (PE LX) - T T -1 X)),

1,5=1

F(T = ,;(t) = F (T, X,() ) it

setting X;(t) = Nizp(t)z(t) + xp(t)z 5 (t)N," and exploiting Ito’s isometry (see Lemma
1.19). Consequently, the benefit of the variance reduction depends on the difference
F(tv XO) - “':F(t7 XO)

We conclude this section by discussing suitable approximations F(¢, Xo) of F(t, Xo).
For that reason, we establish the following theorem.

Theorem 5.4 Let F(t, Xy), t € [0,T], be the solution to
F(t)y=La(F(t)) + Iy (F(t)), F(0) = X,,

where the initial data Xy is a symmetric matrix. Then, there exist constants ¢ and ¢ such
that

t t
eAt XO eATt +C/ eAS HN (I) eATs ds S F(t) S eAt XO eATt +C/ eAS HN (I) eATs ds.
0 0
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Proof. Exploiting the product rule, it can be seen that F' is implicitly given by
¢
F(t) = e Xget 't + / A=) Ty (F(s)) e (79 ds. (5.44)
0

The solution ¢ — F(t) is continuous and F'(t) is a symmetric matrix for all ¢ € [0, 7.
Consequently, exploiting (see Corollary , there exist continuous and real functions
A, ...y Ap such that Aj(t),..., A\, (t) represent the eigenvalues of F(t) for each fixed ¢.
We now define continuous functions by A := min{\,..., A\, } and X := max{\y,..., \,}.
Symmetric matrices can be estimated from below and above by their smallest and largest
eigenvalue, respectively, leading to A(t)I < F(t) < A(t)I. Therefore, given an arbitrary
vector in v € R", we have

q q
oIy (F(t) v =Y (Now) F(t)Njukij = > (Niw) T F(t)Njve] K2 Kze;
i,j=1 hj=1
q

resulting in A(t)y (I) < Iy (F(t)) < Aty (I), where e; is the canonical basis of RY.
Since A, A are continuous on [0, 7], they can be bounded from below and above by some
suitable constants. Applying this to (5.44)), we obtain the result by substitution. O

Of course, the constants in Theorem [5.4] are generally unknown. However, this result
gives us the intuition that F'(t, X() can be approximated by

t
F(t, Xo) = e X et +c/ e Ty (1) ed' s ds, (5.45)
0

where ¢ € [c,¢] is a real number. From the proof of Theorem [5.4] we further know that
c,c > 0 if Xy is positive semidefinite. We cannot generally expect a reduction of the
variance for all choices of ¢. However, a good candidate will reduce the computational
complexity. A general strategy how to find such a candidate is an interesting question for
future research.

Remark 5.5 Besides generating (a few) samples of zp from , we require the matrix
exponentials e an a grid 0 =ty < t; < ... < tn, = T to determine the estimator
with F as in . Here, n4 is the number of grid points when discretizing the Ito integral
in . If the points ¢; are equidistant with step size h, one first computes e”. The other
exponentials are then powers of e4" such that a certain number of matrix multiplications
(depending on n, ) have to be conducted.
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The Gramian Q7 can be computed from ([5.12)) requiring to determine G(T"). According
to Remark we know that G(T') = Elzc(T)xl(T)], where

dl‘c(t) = ATxc(t)dt + i Ni—rl'c(t)dWi(t), xc(O) = CT,
=1

with z¢(t) € R™*P. Exploiting the above consideration regarding F'(T'), we can see that

Eq(T) := xc(T)z&(T) — zq: /0 " (T —t LY, (xc(t)xg(t))) dW;(t) (5.46)
=1

is a possible unbiased estimator for G(T"). The approximation § of G can be chosen as in
(5.45) replacing (4, N;) = (AT, N;T).

5.3.3 Gramians Based on Deterministic Approximations of
F(T) and G(T)

Based on Theorem an estimation of F/(T') (and also G(T')) is given in (5.45). Instead
of using these approximations in a variance reduction procedure like in Section we
exploit it directly in (5.9) and (5.12). This leads to matrices Pp and Q7 solving

F(T,BB") — BB = L4 (Pr) + Iy (Pr),
S(T,CTC)—CTC = L% (Qr) + 1Ty (Q7),

where the left-hand sides are defined by

T
F(T,BBT) =T BBT A" T t¢p / M Ty (et *ds, cp €R, (5.47)
0
T
S(T,CTC) =" TCTC AT teg / AT I (I) e ds, ¢ € R. (5.48)
0

Certainly, the choice of the constants ¢y and cg determine how well Pr and Qp are ap-
proximated by Pr and Qr, e.g., in terms of the characterization of the respective dominant
subspaces of system . Notice that for N; = 0, F(T, BBT) and §(T,CTC) yield the
exact values for F(T, BB") and G(T,C"C). At this point, it is important to mention that
the Gramian approximation of this section is computationally less complex than the one
in Section First of all, we do not need to sample from and secondly, no Ito
integral as in has to be discretized. Calculating F and § might also require to com-
pote matrix exponentials on a partition of [0,7], company with Remark However,
fewer grid points than for the sampled Gramians of Section [5.3.2have to be considered
since an ordinary integral can be discretized with a larger step size compared to an Ito
integral. Alternatively, the integrals in (5.47) and (5.48) can also be determined without
a discretization since it holds that
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T
L4 ( / eASHN(I)eATSds) = —TIn(I) + e Ty (De? T
0
T AT A AT A
L </ e” Iy(I)e Sds) = I (1) + e TTI3 (1)eT
0

This approach has the advantage that only the matrix exponential eAT at the terminal
time is needed.

5.4 Numerical Experiments

In order to indicate the benefit of the model reduction method presented in Section
we consider a linear controlled SPDE as follow

M = AX(t,¢) + Bu(t) + zq: N; X(t, )

Wi (t)
ot =1 .

ot

(5.49)

In addition, we emphasize the applicability to unstable systems by rescaling and shifting
the Laplacian. The concrete example of interest is (for ¢ € [0,1] and ¢ € [0, 7]?)

59%?0 = (@l + BI) X(£,¢) + Lz sxj2(Qu(t) +ye 9732 A, Qalgt(t),

X(t,¢) =0, te[0,1], ¢ed0,7]*, and X(0,{) =0,

where a, 8 > 0, v € R and W is an one-dimensional Wiener process. X(t,-), t € [0,7],
is interpreted as a process taking values in H = L?([0,7]?). The input operator B in
(5.49) is characterized by 1[%’ %r]z(-) and the noise operator N7 = N is defined trough

NX = e =217 X for X € L?([0,n]?). Since the Dirichlet Laplacian generates a Co-
semigroup and its eigenfunctions (hg)ren represent a basis of H, the same is true for
aA + pBI. Therefore, we interpret the solution of the above SPDE in the mild sense.
For more information on SPDEs and the concept of mild solution, we refer to [24]. The
quantity of interest is the average temperature in the noncontrolled area, i.e.,

Y(t) = eX(t,) = 342/ X, Q).
™ Jom2\[F. 52
In order to solve this SPDE numerically, a spatial discretization can be considered as a
first step. Here, we choose a spectral Galerkin method that is based on the global basis of
eigenfunctions (hg)ren. The idea is to construct an approximation X,, to X taking values
in the subspace H,, = span{hi,...,h,} and which converges to the SPDE solution with
n — oo. For more detailed information on this discretization scheme, we refer to [40].
The vector of Fourier coefficients z(t) = ((Xn(t), h1) g, - - -, (Xn(t), ha)g) | is a solution of
a system like with ¢ = 1 and discretized operators

o A=adiag(—Ai,....,—A\)+BL, B={B,hi)r)i—1 v C=Chi)iq >
o Ny = ((Nhi,he)rr)y, =1, and x0=0,
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where (—Ag)ren are the ordered eigenvalues of A. We refer to Chapter |4, where a similar
example with fBm noise was studied, providing further details on the derivation of this
system and its associated matrices. For the case of Wiener noise, we refer to [14]. Now,
a small a and a larger f yield an unstable A, i.e., 0(A) ¢ C_ which already violates
asymptotic mean square stability of , ie., E|x(t; xo, 0)||§ -+ 0 as t — oo . Moreover,
a larger v (larger noise) causes further instabilities. For that reason, we pick a = 0.4,
8 = 3 and v = 2 in order to demonstrate the MOR, procedure for a relatively unstable
system. Notice that enlarging 8 or v (or making « smaller) leads to a higher degree of
instability. This affects the approximation quality in the reduced system given T is fixed.
The intuition is that the less stable a system is the stronger the dominant subspaces are
expanding in time. This is because some variables in unstable systems are strongly growing
such that initially redundant directions become more relevant from a certain point of time.
This can also be observed in numerical experiments.

In the following, we fix a normalized control u(t) = ¢, e~ %! t € [0,7], (the constant
¢y ensures |lul| = 1) and apply the MOR method to the spatially discretized SPDE that
is based on the balancing transformation S = S5 described in Section In Section
we compare the approximation quality of the ROMs using either the exact Gramian
or inexact Gramians introduced in Section Subsequently, Section shows the
reduced model accuracy in higher state space dimension, where solely inexact Gramians
are available. We conclude the numerical experiments by discussing the impact of the
terminal time 7" and the covariance matrix K in Section [5.4.3

5.4.1 Simulations for n =100 and T' =1

We compare the associated ROM with the original system in dimension n = 100 first
since this choice allows to determine F(T"), G(T) and hence the Gramians Pr, Qr exactly
according to Section As a consequence, we can compare the MOR scheme involving
the exact Gramians with the same type of scheme relying on the approximated Gramians
that are computed exploiting the approaches in Sections [5.3.2]and [5.3.3. In particular, we
first approximate F'(T") and G(T') based on a Monte-Carlo simulation using 10 realizations
of the estimators and , respectively. The functions F and G entering these
estimators are chosen as in with ¢ = 0. We refer to the resulting matrices as the
Section Gramians. At this point, we want to emphasize that these sampling based
Gramians do not necessarily have to be accurate approximations of the exact Gramians
in a component-wise sense. It is more important that the dominant subspaces of the
system (eigenspaces of the Gramians) are captured in the approximation. Notice that the
dominant subspace characterization is not improved if the number of samples is enlarged
to 1000. Secondly, we determine the approximations Pr and Qr according to Section
[5.3.3 and call them Section [5.3.3] Gramians. The associated constants are chosen to be
cr =cqg = 0.

In Figure the HSVs o, i = {1,...,50}, of system are displayed. By Theorem
and the explanations below this theorem, it is known that small truncated or; go along
with a small reduction error of the MOR scheme. Due to the rapid decay of these values,
we can therefore conclude that a small error can already be achieved for small reduced
dimensions r. For instance, we observe that or; < 3.5e—06 for ¢ > 8 indicating very high
accuracy in the ROM for r > 7. This is confirmed by the error plot in Figure and the
second column of Table Moreover, Figure [5.2 shows the tightness of the error bound
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in that was specified in Theorem The bound differs from the exact error only
by a factor between 2.5 and 4.6 for the reduced dimensions considered in Figure [5.2] and
is hence a good indicator of expected performance. Notice that the error is only exact up
to deviations occurring due to the semi-implicit Euler-Maruyama discretization of
and as well as the Monte-Carlo approximation of the expected value using 10000
paths. Besides the MOR error based on Pr and ()7, Table states the errors in case
the approximating Gramians of Sections [5.3.2] and [5.3.3] are used. It can be seen that
both approximations perform roughly the same and that one loses an order of accuracy
compared to the exact Gramian approach. However, one can lower the reduction error
by an optimization with respect to the constants c,cp,cg. Moreover, we see that the
accuracy is very good for the estimators of the covariances F'(T") and G(T") used here.

0p -2 I I
o Py —6— Log. Exact Error
OoOO g —3— Log. Error Bound
~ =]
—~" 5 [¢6) - Q
S} Q3000 &) —4
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Figure 5.2: logyo (supsepo,1) Elly(t) —
HSVs of system based on Yr (t)Hg) and  logarithmic
time-limited Gramians Pr and bound in for different
Qr. values of r.

Figure 5.1: Decay of first 50 logarithmic

Error subyc EN9(E) — 3 (D)]l> of MOR using
exact Gramians Pr, Qr ‘ Section |5‘3.2 Gramians ‘ Section |5.3.3 Gramians

Reduced dimension r

2 7.00e—04 2.61e—03 1.75e—03
4 2.09e—04 1.82e—03 8.61e—04
8 2.99e—06 2.63e—05 4.51e—05
16 5.38e—08 1.31e—06 1.55e—06

Table 5.1: Error between the output y of (5.1 with n = 100 and the reduced output
y, of (5.16) using different Gramians to compute the balancing transfor-
mation S = Ss.

5.4.2 Simulations for n = 1000 and T' =1

We repeat the simulations of Subsection for n = 1000. This is a scenario, where the
exact Gramians are not available anymore. Therefore, we conduct the balancing MOR
scheme using the Sections |5.3.2] and [5.3.3| Gramians only. In the context of the Section
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Gramians, it is important to mention that in higher dimensions it is required to
use very efficient discretizations of the Ito integrals in and . Otherwise, a
very small step size is needed such that from the computational point of view it is better
to omit these Ito integrals within the estimators, i.e., just x5 and x¢ are supposed to be
sampled to approximate F'(T') and G(T"). Table|5.2[shows that the balancing related MOR
technique based on the approximated Gramians of Sections [5.3.2] and [5.3.3] is beneficial
in high dimensions. A very small reduction error can be observed and in the majority of
the cases the sampling based approach seems slightly more accurate than the approach of
Section given the same type of approximations for F'(T") and G(T') for each ansatz.

Error sup,¢io1) Elly(t) — y-(#)|l2 of MOR using
Reduced dimension r || Section |5.3.2 Gramians \ Section |5.3.3 Gramians

2 1.43e—03 1.72e—03
4 2.07e—03 8.57e—04
8 5.18e—05 9.26e—05
16 2.13e—06 4.88e—06

Table 5.2: Error between the output y of (5.1) with n = 1000 and the reduced
output y, of (5.16) using Sections [5.3.2 and [5.3.3 Gramians to compute
the balancing transformation S = S,.

5.4.3 Relevance of T and K

As in Section let us fix n = 100 to be able to compute the Gramians exactly. We
begin with deriving reduced systems on different intervals [0, T']. Secondly, we extend our
model to a stochastic differential equation with noise dimension ¢ = 2 and investigate the
effect of different correlations between the two Wiener processes.

Relevance of the Terminal Time Let us study the scenario of Section with
T =0.5,1,2,3 using the exact Gramians to illustrate that dominant subspaces are chang-
ing in time. Indeed, we observe in Table [5.3|that for a fixed reduced dimension r the error
gets bigger the larger the interval [0, 7] is. This means that with increasing 7' the reduced
dimension has to be enlarged to ensure a certain desired approximation error. This is also
intuitive in the sense that it is generally harder to find a good approximation on a larger
interval in comparison to a smaller one.

Error sup;epo 1 Elly(t) — y:(?)|[2 of MOR for
Reduced dimension r T=0.5 \ T=1 \ T =2 \ T=3

2 3.98e—04 | 7.00e—04 | 2.17e—02 | 3.13e—02
4 1.46e—05 | 2.09e—04 | 2.86e—04 | 6.86e—04
8 2.82e—07 | 2.99e—06 | 7.80e—06 | 2.23e—05
16 5.46e—09 | 5.38¢—08 | 1.12e—07 | 2.90e—07

Table 5.3: Error between the output y of (5.1) and the reduced output y, of ([5.16))
using the exact Gramians: n = 100, S = S5 and T'= 0.5,1, 2, 3.
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Relevance the the C%variance Structure Let us extend the SPDE discretization
by introducing Ny := N7 so that we have a system of the form with ¢ = 2 and
standard Wiener processes W7 and W5. The goal is to investigate how the correlation
between W7 and W5 influences the MOR error. For that reason, we choose the following
three scenarios: E[W;(t)Wa(t)] = pt with p = 0,0.5, 1. Table[5.4]states the MOR errors for
these correlations. In this example, we can observe that a higher correlation between the
processes yields a larger error. A different observation was made in numerical examples
studied in [98], where systems with high correlations in the noise processes gave a smaller
reduction error. However, [98] studies different types of stochastic differential equations
in the context of asset price models that do not have control inputs.

Error sup,co 1 Elly(t) — y:(t)|l2 of MOR for
Reduced dimension r p=0 ‘ p=0.5 ‘ p=1
2 1.10e—03 1.43e—03 1.79e—03
4 2.44e—04 2.34e—04 3.24e—04
8 5.71e—06 8.95e—06 1.34e—05
16 1.64e—07 2.37e—07 3.36e—07

Table 5.4: Error between the output y of (5.1)) and the reduced output ¥, of (5.16))
using the exact Gramians: n = 100, S = S;, T'=1, ¢ = 2 and different
correlations p = 0,0.5, 1.



6 Model Reduction for Stochastic
Systems Driven by fBm

In this chapter, we study large-scale linear fractional stochastic systems representing, for
example, spatially discretized stochastic partial differential equations (SPDEs) driven by
fBm with a Hurst parameter H € [%, 1). Such equations in the case of H < % are more
realistic in modeling real-world phenomena compared to frameworks that do not capture
memory effects. To the best of our knowledge, dimension reduction schemes for fBm
settings have not been studied so far.

In this chapter, we investigate empirical reduced-order methods that are either based
on snapshots (e.g., POD method) or on approximated Gramians. In each case, dominant
subspaces are learned from data. These model reduction techniques are introduced and
analyzed for stochastic systems with fractional and Wiener noise and later applied to
spatially discretized SPDEs driven by fBm to reduce the computational cost arising from
both the high dimension of the considered stochastic system and the large number of
required Monte Carlo runs.

We validate our proposed techniques with numerical experiments for some large-scale
stochastic differential equations driven by fBm. These results are published in [50, [51].

6.1 Setting and (Projection-Based) Reduced
System

We consider the following Young/Stratonovich stochastic differential equation controlled
by u € M2([0, T]; R™) satisfying |jul% = EfOT lu(t)]|3dt < oo (see (3.20)).

da(t) = [Az(t) + Bu(t)]dt + Y Na(t) o dWH (1),  2(0) = 2o = Xoz, 61)
=1 :

y(t) = Cx(t), te][0,T],

where A, N; € R"*" B e R"™ C € RP*" Xy € R"™" 2z € R” and T > 0 is the terminal
time. Wi ..., WqH are independent fBm with Hurst index H € [1/2,1). System is
defined as an integral equation using Definitions (H > 1/2) and (H =1/2) to
make sense of fg N;z(s) o dWH (s).

For the latter reduction procedure, rewriting the Stratonovich setting in the It6 form
can be beneficial. Given H = 1/2, the state equation in is equivalent to the Ito

equation

dz(t) = [(A+ % zq: N2 x(t) + Bu(t)]dt + zq: Nz (t)dWH () (6.2)
i=1 1=1

exploiting that the quadratic covariation process is Y ;_; fg NZ2xz(s)ds, t € [0,T] (See (L.13)

114
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in Chapter .

The goal of this chapter is to find a system of reduced order. This reduction is achieved
through the application of the Petrov-Galerkin projection method, which is detailed in
Section of Chapter [3] For clarity, the Petrov-Galerkin method involves identifying
a subspace that is spanned by the columns of a matrix V € R™*". This subspace facili-
tates the approximation x(t) ~ Vz,(t), where z,(t) represents the reduced state vector.

Inserting this into (6.1)) yields

= z t x, (s u(s)|ds y t Va,.(s)o H g e(t),
Va,(t) = Xo +/0[AV (s) + Bu(s)]d +§_;/0 NV (s) o dWH (s) + e(t)
yr(t) = CVa,(t), (6.3)

We enforce the error e(t) to be orthogonal to some space spanned by columns of M € R"*",
for which we assume that M "V = I. Multiplying (6.3) with M " from the left yields

dw(t) = [Apae () + Beu()]dt + Y Nipzp(t) o dWH (1), 2,(0) =m0, = Xos2, 6.4)
=1 :

yr(t) = Crap(t), t€[0,7],
where X, = M T X,y and
A, =M"AV, B,=M'B, N;,,=M"N;V, C,=CV,

refer to equation in Chapter [3| If M = V has orthonormal columns, we obtain a
Galerkin approximation, as discussed in Section On the other hand, we want to
point out that reduced order systems can also be of a different form when H = 1/2. In-
serting z(t) ~ Vz,(t) into instead of and conducting the same Petrov-Galerkin
procedure, we obtain a reduced It6 system with drift coefficient A, + %Zgzl M TNEV.
Transforming this back into a Stratonovich equation yields

q

dﬂ_gr(t) = [(AT + % Z(MTNEV - Nz%r))jr(t) + BTu(t)]dt + Z Ni,rfr(t) © dWiH(t>a
1=1 i=1

(6.5)

which is clearly different from the state equation in (6.4). This is due to the It -
Stratonovich correction not being a linear transformation, as derived in . Another
goal of this chapter is to analyze whether x, or z, performs better for H = 1/2. This
question arises due to the fact that as soon as classical integration (Young/Stieltjes-sense)
does not work anymore (e.g., H < 1/2), potential extensions of Young/Stieltjes-integrals
are no longer unique. Therefore, it is interesting to ask for an optimal setting in which
the dimension reduction is conducted. So, it can make sense to consider reduced systems
(6.5) rather than the direct and maybe more intuitive choice (6.4)).
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6.2 Fundamental Solutions and Gramians

6.2.1 Fundamental Solutions and Their Properties

Before we are able to compute suitable reduced systems, we require fundamental solutions
.

Definition 6.1 A process z(t) valued in R", defined for ¢ € [0,T7], is recognized as a
solution to the stochastic differential equation (SDE) specified in (6.1) if it almost surely
satisfies the equation:
t a_
x(t; o, u) = xo + / [Az(s) + Bu(s)]ds + Z/ Nz (s) o dWH (s) (6.6)
0 — Jo
where xg in R™ is the initial state and u belongs to the space M2([0, T]; R™), serving as

the control function. In the specific case where no control is applied, the SDE simplifies
to:

dx(t) = Az(t)dt + Zq: Niz(t) o dWH (1), (6.7)
i=1
y(t) = Cx(t), fortel0,T], z(0)= o, (6.8)

which defines the homogeneous solution x4, as x, := z(t; zo,0).

These ® will later lead to the concept of Gramians that identify dominant subspaces.
The fundamental solution associated to (6.7)) is a two-parameter matrix-valued stochastic
process ® solving

t 4q t
O(t,s) =1+ / A®(T, s)dT + Z/ N;®(7,s) o dWH (1) (6.9)
S i=1 S

for t > s > 0. For simplicity, we set ®(¢) := ®(¢,0) meaning that we omit the second
argument if it is zero. We can separate the variables, since we have ®(t,s) = ®(¢)®(s)™?
fort > s > 0, as discussed in Remark in the Wiener case. This result can be extended
to the context of fractional noise. Now, we derive the solution of the state equation
in the following proposition, which is a known result based on the product rule.

Proposition 6.2 The solution of the state equation (6.1) for H € [1/2,1) is given by
t
x(t; o, u) = P(t)xo +/ ®(t,s)Bu(s)ds, te0,T]. (6.10)
0

Proof. Defining k(t) = zo+ fg ®(s)~! Bu(s)ds, the result follows directly from the classical
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product rule (available in the Young/Stratonovich case) to ®(t)k(t),t € [0,7]. Thus
¢ t
B()k(t) = 0 +/ B(s) dk(s) +/ (d(s))k(s)
0 0
t t a_
=0+ / Bu(s)ds + / AD(s)k(s)ds + Z/ N;®(s)k(s) o dWH (s),
0 0 = Jo

meaning that ®(¢)k(t), t € [0, T, is the solution to (6.1)). The desired result follows directly
from the identity ®(¢,s) = ®(t)®~1(s). O

As noted previously, a limitation of the stochastic system is its inability to offer a uni-
versally explicit expression for the fundamental matrix solution. Nevertheless, an explicit
representation of the fundamental matrix solution, ®(¢), is achievable in instances where
the matrices A and N; for i = 1,..., ¢ in Equation are commutative, as demonstrated
subsequently.

Proposition 6.3 Assume that all A, N; commute. Then the fundamental solution ®(t)

ofis

O(t) = exp (At + i NiWiH(t)) .

i=1

Proof. We write Z(t) for the exponent in (6.7, such that

q
dZ(t) = Adt + > N; o dW/(t).

=1

Then we have

do(t) = “W dz(t) = d(t) <Adt + Zq: N;o dW,.H(t)>

=1

q
= AQ(t)dt + Y~ N; o dW (),
=1

since ®(t) commutes by assumption with A and all N; for i € {1,...,q}. O

The fundamental solution lacks the strong semigroup feature compared to the deter-
ministic case (IV; = 0). This means that ®(¢,s) = ®(t — s) does not hold P-almost surely,
as the trajectories of W on [0,¢ — s] and [s, ] are distinct. As discussed in Remark
of Chapter [3, the same property holds in the Wiener case. In the following lemma, we
can demonstrate that the semigroup property holds in distribution exploiting the station-
ary increments of W, In fact, this lemma is the key for studying MOR for stochastic
systems driven by processes with stationary (not necessarily independent) increments and
can therefore be applied to settings beyond the case studied in this chapter.

Lemma 6.4 It holds that the fundamental solution of (6.1 satisfies

D(t,s) LDt —s), t>s5>0.
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Proof. We consider ®(-) on the interval [0,¢ — s] and ®(-, s) on [s, t]. Introducing the step
size At = “Ts, we find the partitions ¢, = kAt and t,(:) =s+tg k€ {0,1,...,N}, of
[0, — s] and [s, t]. We employ the Euler discretization of Equation , as introduced in
Section [2.8.1] as follows:

q
Dpyq = Bp, + ADLAL + Z N; @, AW/,

= (6.11)

q
s s s s H,(s
o), =0 + A0 At + > Njo AW,

Jj=1

where we define AW]{{ = WJH(tkH) = W]-H(tk) and AW;}:(S) = WJH(t,(izl) - WjH(tgj)).

According to Theorem the Euler scheme converges P-almost surely for H > 1/2
yielding in particular convergence in distribution, that is

oy L ot —s), DY L a(t,s), (6.12)

as N — oo. The Euler method does not converge almost surely in the Stratonovich setting.
However, for H = 1/2, we can rewrite as the Ito equation

O(t,s) =1+ /t(A + % i]\ff)q)('r, s)dr + i /t N;® (7, s)dWH (7).

s i=1 i=1

This equation can be discretized by a scheme like in (6.11) (Euler-Maruyama). The
corresponding convergence is in L'(2, F,P) (see Theorem [1.38), so that we also have

(6.12)) for H = 1/2 as well. By simple calculation, we can get from (6.11)) that

N—-1 q

oy =[] [T+AAt+) NAWS, | = F(2),
k=0 j=1
N-1 q

o) = I [1+4at+ Y Naw ¥ | = F(z9),
k=0 j=1

where Z = (AWﬁC) and Z(%) .= (AWJHk’(s)) (j=1,...,qand kK =0,...,N — 1) are
Gaussian vectors with mean zero. Notice that the function F is just slightly different for
H =1/2, ie., A is replaced by A + %Zgzl N?. Tt remains to show that the covariance

matrices of Z and Z() coincide leading to ®y(t,s) 4 ®n(t — s). Subsequently, the
result is followed by (6.12). Using the independence of W/ and W]H for i # j, the non

(2

zero entries of the covariances of Z and Z() are E[AWﬁCAWﬁ] and E[AWﬁ’(S)AVVﬁ’(S)]
(k, = 0,1,...,N — 1), respectively. These expressions are the same, since exploiting
(2.1)), we obtain that

EAW O AW ) = B[(W] (s + trer) = WH (s + 1)) (W (s + tesn) — W (s + 1))

(e — tel™ + [te — tesr | — [trgs — tora 27 = [t — ")

N
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is independent of s. This concludes the proof. O

Let us mention that the result of Lemma [6.4] is new even for the well-studied case of
H = 1/2. In fact, we later exploit that Lemma yields

E [@(t, s)M®(t, s)T} _E [(I)(t —Md(t—s)T],

for a matrix M of suitable dimension. This property was proved for H = 1/2 using
relations to matrix ODEs. This is not possible for general H, so that the much stronger
result of Lemma [6.4] is required.

6.2.2 Exact and Empirical Gramians
6.2.2.1 Exact Gramians and Dominant Subspaces

Similar to the approach presented in the POD-based method outlined in Section [6.4.2]
our methodology involves partitioning the primary system described in equation (6.1))
into distinct subsystems in the following manner:

dxy(t) = [Azy(t) + Bu(t)]dt + Zq: Nizy(t) odWH (),  2,(0) =0, yu(t) = Czu(t),
- (6.13)

q
gy (t) = Azgy (At + > Ny (£) o AW (), 240(0) = 20 = X0z, Yy (t) = Cagy (1)
i=1
(6.14)

Proposition [6.2] shows that we have the representations
t
Ty (t) = ®(t)xo, and x,(t) = / ®(t, s)Bu(s)ds,
0
so that y(t) = yu,(t) + yu(t) follows. Lemma is now vital for a suitable definition of

Gramians. Due to the weak semigroup property of the fundamental solution in Lemma
[6.4] it turns out that (see Section for more details):

Pur ;:E[/OT<I>(3)BBT¢(3)T<13], Pyor ::E[/Obe(s)XOXOT(I)(s)Tds . (6.15)

are the right notion of Gramians for (6.13) and (6.14). With (6.15) we then define a
Gramian Pr := P, r + Py, r for the original state equation (6.1). In case of the output

equation in (6.1), a Gramian can be introduced directly by
T
Qr —E / B(s)TCTOD(s)ds. (6.16)
0

The following proposition contains estimates that tell us in which sense the above Gramians
characterize dominant subspaces of the system. It heavily relies on Lemma indicating
the importance of this key lemma in the theory of dimension reduction for stochastic
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systems driven by fBm. In particular, the next proposition addresses the theoretical

shortcomings of [51].

Proposition 6.5 Given v € R”, an initial state of the form zy = Xpz, a parameter
p = 1,2 and a control u € M?([0, T]; R™) that is assumed to be deterministic if p = 2.

Then, we have that

T
/ E{2z, (1), v)3dt < v Pyy o] 2|3, s[up]E|<fﬂu(t),v>2lp < (0" Pourv) &fullf:
0 te[0,T

for p = 1, 2. Consequently, we have
T
/ E|(z(t), v)o|dt < V2v/vT Promax{VT|z||2, T|jul/7}.
0
for general u € M2([0, T]; R™) and
T
/ E[(z(t), v)2[*dt < 20T Promax{]| 2|3, T|ul|7}.
0
if u is further deterministic. Moreover, it holds that

T
/ E||C®(t)v||3dt = v Qrv.
0

(6.17)

(6.18)

(6.19)

(6.20)

Proof. The first relation is a simple consequence of the inequality of Cauchy-Schwarz and

the representation of z,, in Proposition Thus,
T T T
/ E (24, (), v)5dt = IE/ <<I>(t)on,v)§dt—E/ (z, Xy ®(t) Tw)2dt
0 0 0
T
< 118 |17 @) T
0

T
- ||z||§vT/ E [@(t)XOXOT@(t)T} dtv
0
= v Py 10| 2])3.

Utilizing equation (6.10) and the Cauchy-Schwarz inequality once more, we have

p

E|(za(t), v)al? = EW B(t, 5) Bu(s)ds, v}

<E (/y tsBu)HdS)}
= (/‘ ), BT®(t, 5) v>2(d8)p}
<E ( / Ju(s)ll2| BT @ (2, S>T””2d8>p}

t 2
< (Jxa/ (I)(t,s)BBTQ(t,s)Tdsv) lull2-
0




6 MODEL REDUCTION FOR STOCHASTIC SYSTEMS DRIVEN BY FBM 121

for ¢ € [0,T]. Based on Lemma we obtain that
E [cp(t, s)BBT®(t, s)T} —E [@(t — BB ®(t— )"
Hence,
El(zu(t),v)2]” < (v TE/Ot‘I’(t —5)BBT®(t — 5)Tdsv)? Jully < (v Pz o)? ully

by variable substitution and the increasing nature of P, 7 and |jul|% in 7. This shows the
second part of (6.17). Exploiting Proposition we know that © = x5, + z,,. Therefore,
we have

/OTIE@(t),v)%dtS 2(/:1@:%0() >2dt+/OTE<xu(t),v>§dt)

g2(1fmx@m<> e+ T sup Elwa(t),v)3)

by the linearity of the inner product in the first argument. Applying (6.17) to this in-
equality yields (6.18) using that Pr = P, 7 + P, 7. On the other hand, we obtain

T T T
‘AEW@WM&</IW%J)>W+/IW%®WM&

< \F\// E{zay (£), 0)3dt + T sup E|(za(t), v)a].

te[0,T7]

Applying (6.17) with p = 1 to this inequality yields (6.18) using that

\/UTPQCO,TU + \/UTPuij <V2/vT Pro.

By the definitions of Q7 in (6.16) and the Euclidean norm, we have

T T
/ E||CD(t)v|2dt = UT/ E [cp(t)TcTocp(t)] dtv = v Qrv.
0 0
So this proof is concluded. O

Remark 6.6 If the limits P,, = limr_ Py 7, Py, = limr_oc Py 7, P = limr_,o Pr and
Q = lim7_, o, Q7 exist, the Gramians in Proposition can be replaced by their limit as
we have v Pro < v Pv, v Qrv < v Qu etc for all v € R™, as discussed in Section
of Chapter

The following remark explains the role of the results in Proposition in more detail.
In fact, Proposition delivers the theoretical motivation for the dimension reduction
procedure studied in this chapter.

Remark 6.7 We can read Proposition as follows. If v is an eigenvector of P, 7
and P, 7, respectively, associated to a small eigenvalue, then z,, and x, are small in the
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direction of v. Such state directions can therefore be neglected. The same interpretation
holds for x using (6.18) when v is a respective eigenvector of Pr. Now, given ty € [0,7),
we expand the state variable as

n

2(to) = Y _{x(to), k)2,

k=1

where (gx)r=1,....n represents an orthonormal set of eigenvectors of Q7. We aim to answer
the question which directions gy in x(¢y) barely contribute to y on [to, T]. We can represent

the state in (6.1) by

z(t) = z(to) + /t[Aa:(s) + Bu(s)|ds + Z tNix(s) odWH(s), telty,T]. (6.21)

to i=1 "t
and introduce Z as the solution of (6.21) when replacing z(to) by

Z(to) :== z(to) — (@(to), qr)2qx;

i.e., the direction g is neglected. The process x — Z then solves (6.21) with u = 0 starting
in (z(to), qx)2qr at to. Therefore, the difference in the associated outputs is

y(t) — Ci‘(t) = <x(t0),qk>20¢>(t,to)qk, t e [to,T],

using the solution representation in (6.10). For that reason, we solely focus on the term
C®(t,to)qr and observe that

T T T
| Blca al = [ Eljoat - el < [ Bjoama
to to 0

using Lemma Identity (6.20) therefore tells us that the direction v = g in z(¢o) has
a low impact on y(t), t € [tg,T], if the corresponding eigenvalue is small. Such g can
be removed from the each state z(tp) without causing a large error in between the exact
output y and its approximation C'z.

6.2.2.2 Approximation and Computation of Gramians

In theory, Proposition together with Remark is the key when aiming to identify
dominant subspaces of (6.1)) that lead to ROMs. However, for practical purposes, strategies
to compute the associated Gramians are vital.

Empirical Gramians for H > 1/2 The Gramians that we defined above are
hard to compute. In fact, no established connection exists between these Gramians and
algebraic Lyapunov equations or matrix differential equations when H > %, in contrast
to the Wiener case, which is detailed in Section of Chapter For that reason,
we suggest an empirical approach in the following in which approximate Gramians based
on sampling are calculated. In particular, we consider a discretization of the integral
representations by a Monte Carlo method. Let us introduce an equidistant time grid
0=359 <81 < < sy =T and let Ny further be the number of Monte-Carlo samples.
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Given that N and N, are sufficiently large, we obtain

T N Ns
Ns ZZ(I)(SZ‘,LU]‘)BBT(I)(SZ‘,W]‘)T,
i=1 j=1

N

N
ZZ (si,wj) XoXq ®(si,w5) ",

Pu,T ~ Pu,T =
(6.22)

Pxo,T ~ P:L‘O,T -

where w; € 2. Now, the advantage is that ®(-)B and <I>(-)X0 are easy to sample as
they are the solutions of the control independent variable z,, in with initial states
xo — B and xyp — Xy, rebpectwely This is particularly feasible 1f B and Xy only have
a few columns. Based on , we can then define Pp := PC,;0 7+ P, 7 approximating
Pr. Here, the goal is to choose N and Ny so that the estimates in Proposition [6.5| still
hold (approximately) ensuring the dominant subspace characterization by the empirical
Gramians. Notice that if the limits of the Gramians as T' — oo shall be considered, then
the terminal time needs to be chosen sufficiently large. In fact, it is also not an issue to
write down the empirical version of () which is

N N

_ T S
QT = N- N ZZ(I)(si,wj)TCTCé(si,wj).

S =1 j=1

However, this object is computationally much more involved. This is because C®(-) is
not a solution to an equations like that can be sampled easily in case only a few
initial states are of interest. In fact, we might have to sample from to determine Q.
This is equivalent to computing samples of z;, in for n different initial states, i.e.,
xg — I. The issue is that n is very large, whereas the number of columns of B and Xj is
generally low. This leaves the open question of whether Q; is numerically tractable.

Exact computation of Gramians for H = 1/2 Let us briefly discuss that the
computation of Pp, Qp or their limits as T' — oo is easier when we are in the Stratonovich
setting of H = 1/2. Once more let us point out the relation between It6 and Stratonovich
differential equation. So, the fundamental solution of the state equation in defined
in is also the fundamental solution of , i.e., it satisfies

ty=1+ /Ot AND(s)ds + Z/Ot N;®(s)dWH (s),
i=1

where Ay 1= A + % % | NZ2. Let us consider the linear operators
q
Lay(X)=ANX + XAY, and Iy(X)=) NXN/,

then it is a well-established fact, as a consequence of 1t6’s product rule demonstrated in

Example that Z(t) = E [®(t)M®(t)"] solves

d

dtZ( ) =Lay[Z(t)] +TIN[Z(1)], Z(0)=M, t>0, (6.23)
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where M is a matrix of suitable dimension. Setting M = BB' + XX, and integrating
(16.23) yields

Z(T) - BB" — XX = Lay [Pr] +On[Pr] (6.24)

using that Pp = E[fOT ®(s) (BBT + XoXJ)(I)(S)TdS] If system ([6.1)) is mean square
asymptotically stable, that is, E||®(¢)||? decays exponentially to zero, then we even find

—BB'" — XX, =Ly [P] +1x[P]

for the limit P of Pp. There is still a small gap in the theory left in Theorem on how
to compute Q7 in the case of H = 1/2. Therefore, the following proposition was stated
under the additional assumption that C'TC is contained in the eigenspace of Ly + Uy,
where £% (X) = ALX + XAy, II(X) =39, N XN;. We prove this result in full
generality below.

Proposition 6.8 Given that we are in the Stratonovich setting of H = 1/2. Then, the
function Z,(t) = E[®(t) T CTC®(t)] solves

d
dt
Proof. Let us vectorize the matrix differential equation (6.23) leading to

Z.(t)= L4, [Z.0)] + Oy [Z.®)], Z.(0)=C"C, t=>0. (6.25)

%Vec[Z(t)] = Kvec[Z(t)], vec[Z(0)] = vec[M],

where K defined as follows
q
K=Av®I+I®Ay+> N;®N;
i=1

Therefore, we know that
Xt vec[M] = vec[Z(t)] = vec [E [cb(t)M@(t)T]] —E[®(t) ® D(t)] vee[M],

again exploiting the relation between the vectorization and the Kronecker product (see
Proposition @) Since this holds for all matrices M, it follows that E[®(t) @ ®(t)] = ™.
This is now applied to

vec [Z(t)] = vec [IE [@(t)TCTC@(t)]] = E[q)(t)T ® @(t)T] vec[C'TC] = eKTtvec[CTC']

since E[®(t)T @ ®(1) "] = (E[®(t) ® (ID(t)])T. Therefore, it holds that

d
T vec[Z.(t)] = KT vec[Z.(t)], vec[Z.(0)] = vec[CT C].
Devectorizing this equation and exploiting that KT serves as the matrix representation of

L%, 1y leads to the claim of this proposition. O
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Integrating and using that Qp = E[fOT ®(t)TCTCP(t)dt] leads to
Z(T) - CTC = L%, [Qr] + Iy [Qr]. (6.26)
Once more, mean square asymptotic stability yields the well-known relation
—CTC = L%, Q] + Ty Q]

by taking the limit as 7' — oo in (6.26). Although we found algebraic equation and
from which Ppr and Q7 could be computed, it is still very challenging to solve these
equations. This is mainly due to the unknowns Z(7T') and Z.(T'). In fact, Section of
Chapter [5] discusses strategies based on sampling and variance reduction to address the
problems defined in equations (6.24) and (6.26). For further details, the reader is referred
to this chapter.

6.3 Model Reduction of Young/Stratonovich
Differential Equations

In this section, we introduce ROMs that are based on the (empirical) Gramians of Section
as they (approximately) identify the dominant subspaces of . In order to accom-
plish this, we discuss state space transformations first that diagonalize these Gramians.
This diagonalization facilitates the assignment of unimportant directions in the dynamics
to specific state components, as outlined in Proposition Subsequently, the issue is
split up into two parts. A truncation procedure is briefly explained for the general case
of H € [1/2,1), in which unimportant state variables are removed. This strategy is as-
sociated with (Petrov-)Galerkin schemes sketched in Section Later, we focus on the
case of H = 1/2 and point out an alternative ansatz that is supposed to perform better
than the previously discussed projection method. Let us notice once more that since a
fractional Brownian motion with H > 1/2 does not have independent increments, no Lya-
punov equations associated with the Gramians can be derived. Therefore, we frequently
refer to the empirical versions of these Gramians and the corresponding reduced dimension
techniques.

6.3.1 State Space Transformation and Balancing

We introduce a new variable zg(t) = Sxz(t), where S is a regular matrix. This can be
interpreted as a coordinate transform that is chosen in order to diagonalize the Gramians
of Section [6.2.20 This transformation is the basis for the dimension reduction discussed
in Sections [6.3.2] and [6.3.3] Using the same procedure as discussed in Section we
substitute xg(t) = Sz(t) into Equation to obtain:

drg(t) = [Aszs(t) + Bou(t)dt + Y Nigzg(t) o dW/ (), x5(0) = z0,5 = Xo,52,
=1
y(t) = Csxs(t), te€[0,T],
(6.27)
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where Ag = SASil, Bg = SB, Nz‘,S = SN@Sil, X()’S = SXy and Cg = CS—1. As
previously noted throughout this thesis and as evidenced by equation (6.27), the output
remains unchanged under the transformation. However, the fundamental solution of the

state equation in (6.27)) is
Dg(t) = SB(t)S™ 1. (6.28)

Relation (/6.28) immediately transfers to the Gramians which are
T
Prg:= IE/ Dg(s)(BsBg + Xo,sX(5)®Ps(s) ds = SPpST (6.29)
0

T
Qrs:= IE/ Dg(s)TCLCsPg(s)ds =S~ TQrS~1. (6.30)
0

Exploiting (6.28) again, the same relations like in (6.29) and (6.30) hold true if Pr and Qr

are replaced by their limits P, @) or their empirical versions Pr, Qp. In the next definition,
different diagonalizing transformations S are introduced.

Definition 6.9 (i) Let the state space transformation S be given by the eigenvalue
decomposition Pr = STXS, where ¥ is the diagonal matrix of eigenvalues of Pr.
Then, the procedure is called Pp-balancing.

(17) Let Pr and Q7 be positive definite matrices. If S is of the form S = 22U L with
the factorization Pr = LLT and the spectral decomposition L' QrL = UX2UT,
where 32 is the diagonal matrix of eigenvalues of PrQ7. Then, the transformation
is called Pr/Qr-balancing.

(731) Replacing Pr and Q7 by their limits (as 7' — o0) in (i) and (i7), then the schemes
are called P-balancing (see Section or P/Q-balancing (see Section [3.2.4.4)),
respectively, where in these cases ¥ is either the matrix of eigenvalues of P or %2
contains the eigenvalues of PQ.

(v) Using the empirical versions of Pr and Qr instead, the methods in (i) and (i) are
called Pp-balancing and Pr/Qp-balancing. Here, ¥ can be viewed as a random
diagonal matrix of the respective eigenvalues.

Notice that balancing based on Gramians Pr, P or Py refers to the aim of an approxi-
mation of the full state x instead of y. Diagonalizing only one Gramian is, of course, also
computationally cheaper but certainly leads to a worse approximation of y if information
in Qr,Q or Qp is not involved in the model reduction procedure. It is not difficult to
check that the transformations introduced in Definition diagonalize the underlying
Gramians. Nevertheless, we formulate the following proposition.

Proposition 6.10 e Using the matrix S in Definition (1), we find that the state
variable Gramian of system (6.27) is Prg = X.

o If instead S is of the form given in Definition (71), we have Prg = Qr g = X.

e The same type of diagonalization is established if the underlying Gramians are either
P7 Q or PT7 QT'
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Proof. The result follows by inserting the respective S into (6.29) and (6.30). Since these
relations also hold true for the pairs P, ) and Pr, Q7, the same argument applies in these
cases as well. O

Having diagonal Gramians 3, Proposition (choose v to be the ith unit vector in
R™) together with Remark tells us that we can neglect state components in
that correspond to small diagonal entries o; of 3. Those have to be truncated to obtain
a reduced system.

6.3.2 Reduced Order Models Based on Projection

In that spirit, we decompose the diagonal Gramian based on one of the balancing proce-
dures in Definition 6.9 We write

5 [21 22] 7 (6.31)

where 1 € R™" contains the r large diagonal entries of ¥ and Y9 the remaining small
ones. We further partition the balanced coefficient of (6.27) as follows

A A B Nia Ni, [ Xo, B
Ag = [A; AZ] , Bg= [B;} , Nig= [NL; Nz;§:| Xos = [XS;} Cs=[cica].
(6.32)

The balanced state of is decomposed as xg = [71], where 21 and x5 are associated
to X1 and 3o, respectively. Now, exploiting the insights of Proposition xo barely
contributes to (6.27). We remove the equation for x5 from the dynamics and set it equal
to zero in the remaining parts. This yields a reduced system

dz,(t) = [Ana,(t) + Bru()]dt + > Nina,(t) o dW (1), 2,(0) =z, = X012,
i=1
yr(t) = Crz,(t), te€(0,T],
(6.33)

which is of the form like in . If balancing according to Definition is used, then V'
are the first r columns of S~!, whereas W represents the first 7 columns of ST, as derived
in equation of Chapter Notice that if solely Pr, P or Pt are diagonalized (instead
of a pair of Gramians), we have S™' = ST and hence W = V. This method is discussed
in detail under the Galerkin approximation in Section

6.3.3 An Alternative Approach for the Stratonovich Setting
(H = 1/2)
6.3.3.1 The Alternative

As sketched in Section the truncation/projection procedure is not unique for H = 1/2
meaning that (6.5)) can be considered instead of (6.33)) (being of the form (6.4)). Such a
reduced system is obtained if we rewrite the state of (6.27) as a solution to an It6 equation
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meaning that Ag becomes Agy = Ag + % P Ngs in the Ito setting. Now, removing s
from this system like we explained in Section we obtain a reduced Ito system

q
dre(t) = [Ay 1z, (t) + Bru()]dt + Y Ny, ()dW (1),  2,(0) = 20, = X012,
=1
yr(t) = Chzp(t), t€0,T],

where An 11 = A + %23:1(]\7311 + Nj12N;21) is the left upper r x r block of Agy. In
Stratonovich form, the system is

1 q q
day(t) = (A + 5 z; Nia2Nig1)a, () + Bru(t)]dt + Z; Niaiz,(t) o dW/ (1),
yT‘(t) = leL‘r(t), le [OaT]a .’Er(O) = To,r = XO,lza

(6.35)

which has a state equation of the structure given in (6.5]).

6.3.3.2 Comparison of (6.33) and (6.35) for H = 1/2

Let us continue setting H = 1/2. Moreover, we assume zo = 0 in this subsection for
simplicity. We only focus on P- as well as P/Q-balancing (explained in Deﬁnition (7))
in order to emphasize our arguments. In addition, we always suppose that P and @) are
positive definite. Let us point out that relations between and are well-studied
due to the model reduction theory of It6 equations exploiting that these Stratonovich
equations are equivalent to and . In fact, the (uncontrolled) state equation is
mean square asymptotically stable (E[|®(¢)||*> — 0 as t — oo) if and only if the same is
true for (6.2)) (see Theorem . This type of stability is well-investigated in It6 settings,
see, e.g., [25 59]. It is again equivalent to the existence of a positive definite matrix X,
so that the operator £4, + Iy evaluated at X is a negative definite matrix (as discussed
in part (iv) of Theorem 3.19), i.e.,

Lay[X]+ON[X] <O. (6.36)

Now, applying P/Q-balancing to (6.1]) under the assumptions we made in this subsection,
the reduced system (6.35) preserves this property, i.e., there exists a positive definite
matrix X, so that

q
A Xy + Xp ANy + ) Nin XN < 0. (6.37)
=1

This result was established in [11] and Theorem given that o, # 0,41, where o;
is the ith diagonal entry of X. If P-balancing is used instead, basically holds as
described in [99]. However, generally a further Galerkin projection of the reduced system
(not causing an error) is required in order to ensure stability preservation. We illustrated
with the following example that stability is not necessarily preserved in given the
Stratonovich case.
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Example 6.11 Let us fix 2o = 0, ¢ = 1 and consider (6.1]) with

-1 2 T+ |1 3 -1
S A N

and hence Ay = [_01 92]. This system is asymptotically mean square stable, since
is satisfied. We apply P/Q@Q-balancing in order to compute ROMs and for
r = 1and H = 1/2. Now, we find that 2Ax11 + N7;; = —0.85926 < 0 which is
equivalent to in the scalar case. On the other hand, is not stable, because
2(A11 +0.5N7 ;) + Nfp; = 0.13825 > 0.

Example @ shows us that we cannot generally expect a good approximation of
by in the Stratonovich setting as the asymptotic behavior can be contrary. This
is an important theoretical finding as it indicates that direct dimension reduction in the
Stratonovich framework is not optimal.

We emphasize this argument further by looking at the error of the approximations if the
full model and the reduced system have the same asymptotic behavior. First,
let us note the following. If is mean square asymptotically stable, then applying P-
or P/Q-balancing to this equation ensures the existence of a matrix W (depending on the
method), so that

1

sup Ely(t) = e (1) < (0 (W)l (6.33)
te[0,T

where v, is the output of . This was proved in [14,199]. Notice that W is independent
of the diagonalized Gramian ¥ and X9 contains the truncated eigenvalues only, see .
It is important to mention that [99] just looked at the P-balancing case if C' = I but
6.38]) holds for general C, too. Let us now look at ROM and check for a bound like
6.38)). First of all, we need to assume stability preservation in for the existence of
a bound. This preservation is not naturally given according to Example in contrast

to (E35)

Theorem 6.12 Given that we consider the Stratonovich setting of H = 1/2. Let system
with output y and zg = 0 be mean square asymptotically stable. Moreover, suppose
that with output ¥, and zo, = 0 preserves this stability. In case is based on
either P-balancing or P/@Q-balancing according to Definition (7i1), we have

sup E [ly(t) = 50l < (tr (Z1(Q1 = @)Awm) +tr (W) Jully,  (6.39)
t€[0,T]

where

q
A~ A N’L
W= 03 Co+ 245 1505+ 3 N5 (2@ [Nzgg] . QTNm).
=1

The above matrices result from the partition (6.32)) of the balanced realization (6.27) of
(6.1) and Agy = [AN*“ AN’IQ} where Agy = Ag + %Zgzl NZ%S. Furthermore, we set

Anj21 AN22 |
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Ani1 = D% 1 Ni12N; 21 and assume that Q = [Q, @,] and @, are the unique solutions to

1 " I .
(Axn = 5An1) " Q + QAsn + ) N1 QNis = —C[ Cs,  (6.40)
=1

1 1 !
(An11— iAN,ll)TQT +Qr(Ana = 5AN) + > ONLQ N = -ClCr. (6.41)

i=1

The bound in (6.39) further involves the matrix ¥ = [21 22] of either eigenvalues of P

(P-balancing) or square roots of eigenvalues of PQ (P/Q-balancing). In particular, ¥
represents the truncated eigenvalues of the system.

Proof. We have to compare the outputs of (6.27) and (6.33). This is the same like cal-
culating the error between the corresponding It6 versions of these systems. In the Ito
equation of (6.27), Ag is replaced by Agn and the Itd form of (6.33]) involves

1 < 1
A+ 3 z;NZH =An11 — §AN,11,
=

instead of Aj;. Since either P-balancing or P/Q-balancing is used, we know that at least
one of the Gramians is diagonal, i.e., P = X (see Proposition . Since we are in the
case of H = 1/2, we also know the relation to Lyapunov equations by Section SO
that we obtain

q
AgnX + EA:gI—N + Z Ni’szNZTS = —BSB;«—. (6.42)

i=1
In the It6 setting, an error bound has been established in [14]. Applying this result yields

1
sup Blu(0) = (D), < (tx(Cs3CE) + t(CL PO ) = 26x(CsPCT) ) ully - (6.43)
te[0,T

The reduced system Gramian P, as well as the mixed Gramian P exist due to the assump-
tion that stability is preserved in the reduced system. They can be defined as the unique
solutions of

1 1 a
(An11 — §AN,11)PT + P.(Anj1 — §AN,11)T + ZNi,nPrNi,Tn = -B1B/, (6.44)
i—1
.. 1 a .
AsnyP + P(An 11 — §AN,H)T +3 NigPN]j, =—-BsBl.  (6.45)
i1

Using the partitions of Agy and the other matrices in (6.32), we evaluate the first r
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columns of (6.42) to obtain

ANz N; 12
_ AN L1AN 1 011 0,12 T
- |:AN,211| X+ |:22AN12:| +Z ([N 21:| 111 + |:N 22] E2Ni712> :

Using the properties of the trace, we find the relation tr(CPC]') = tr(QBsB] ) between
the mixed Gramians satisfying (6.40) and (6.45). In more detail, one can find this relation
by inserting into tr(@]g?Bir ) and exploiting that two matrices can be switched in the
trace of a product of both without changing the result. We insert into this relation
giving us

—BsB| = Agy [T1] + [ N“} +ZN152{ “1} (6.46)

STy A1 T AN Z1AN 1
—tr(Cspcl ) =tr (Q [ |:AN,21:| 21+ |:22AN 12:|
[N ] =+ [Nez] EQNZT“] )
N i
] can- s vt

=1

AN12Q2+Z 12@[ :;ﬂ]) .

=1

+
'MQ

s
Il
R

I
-+
=
l\.')\ —
t
1
&

tr (Z1840Q1) +tr (22

The first r columns of (6.40) give us

Q[AN’H} (ANll_*ANll Q1+Z 11Q[ “1}2—0;01

AN,21 Ni 21
i=1

and hence

. 1 A
—tr(CsPCT) = —tr(C12,07 ) + ke (ZlAJTV 11@1)

(22 AN12Q2+Z 12@[ :;ﬂ])

We exploit this for the bound in (6.43) and further find that

tr(CsXCl) = tr(C151CY ) + tr(CaXaCy ).
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Thus, we have
T T ST
tr(CsXCq) + tr(C1P.Cy ) — 2tr(CsPCY )

+ tr (ZQ

Now, we analyze P, — ¥1. The left upper r x r block of (6.42) fulfills

q

A A Nl

CF Co +24% 1,05 +23 NI, [Nig; }] ) . (6.47)
=1

1 1 1
(An11 — §AN,11)21 +X1(An1 — §AN,11)T + Z Ni,llleiTll
i1

q
1 1
=—BiB] =) Ni1z%aNjio — 5 AN 1S — S5 AN
i=1

Comparing this with (6.44) yields

1 1 a
(An11 — §AN,11)(PT -3+ (P —21) (AN — §AN,11)T + ZNi,ll(Pr - El)Nlel

i=1

q
1 1
= Z Ni71222Ni:|—12 + §AN,1121 + EliAE,n-
i=1

Therefore, using (6.41), we obtain that

tr(C1(P, — 21)C] ) = tr((P, — ¥1)C] Cy)

1 1 ’
= —tr <(Pr - Z)[(Avn — §AN,11)TQr +Qr(Ana — 5AN) + ZN@THQTN@H])

=1

1 1
= —tr <[(AN,11 - iAN,ll)(Pr -¥1)+ (P —%1)(Ann — §AN,11)T

q q
+ Z Ni (P — EI)NZ‘TH]QT> =—tr ([Z N; 125N, + AN,HEl]Qr)
i=1 i=1

q
= —tr ([22 > N 19QiNia2 + ZlQrAN,H])
=1

Inserting this into (6.47)) concludes the proof. O

Even if stability is preserved in , we cannot ensure a small error if we only know
that Yo has small diagonal entries. This is the main conclusion from Theorem [6.12|as the
bound depends on a matrix ¥; with potentially very large diagonal entries reflecting the
dominant eigenvalues associated with the key modes of the system. This is an indicator
that there are cases in which might perform poorly. The correction term %A N1 =
% Zgzl N; 12N; 21 in ensures that the expression in that depends on Ay 11 is
canceled out. This leads to the bound in . At this point, let us also refer to the error
analysis for Pp/Qp-balancing for H = 1/2 in the Ito setting in Section of Chapter
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Let us conclude this Chapter by conducting a numerical experiment.

6.4 Numerical Results

In this section, the reduced order techniques that are based on balancing and lead to a
system like in or are applied to an example. In detail, stochastic heat equation
driven by fractional Brownian motions with different Hurst parameters H are considered
and formally discretized in space. This discretization yields a system of the form
which we reduce concerning the state space dimension. Before we provide details on the
model reduction procedure, let us briefly describe the time-discretization that is required
here as well. We use an implicit scheme, because spatial discretizations of the underlying
stochastic partial differential equations are stiff.

6.4.1 Time Integration

The stochastic differential equations (6.1]), (6.33) and (6.35) can be numerically solved
using various general-purpose stochastic numerical schemes. As previously mentioned,

stiff differential equations pose significant challenges for numerical simulation in both
deterministic and stochastic systems. Implicit methods are generally more effective than
explicit methods for solving stiff problems. This work aims to utilize an implicit numerical
method well-suited for addressing stiff stochastic differential equations. The stochastic
implicit midpoint method will be the focus throughout the numerical section. For a more
detailed discussion of Runge-Kutta methods based on increments of the driver, refer to
Section for (H > 1/2) and [104] for (H = 1/2). In particular, we rewrite the
stochastic implicit midpoint method, as defined in , as follows:

q
Tprl = Zp + [A (W) + Bu <tk + A;)] At+Y N, <”3’“+2“”’“+1> AW (6.48)
=1

when applying it to , where At denotes the time step related to equidistant grid
points tx. Moreover, we define AWH = Wi (¢, + 1) — WH(t;). The midpoint method
converges with almost sure/LP-rate (7arbitrary close to) 2H —1/2 for H € [1/2,1). Before
proceeding to the numerical experiments, let us briefly sketch the POD scheme that we
use as a reference method within the numerics.

6.4.2 POD-Based Method

The proper orthogonal decomposition (POD) method is a data-driven strategy for the
reduction of large-scale models that is based on the singular value decomposition (SVD)
of snapshot matrices. However, POD techniques for stochastic differential equations driven
by fBm have not been studied yet. For the convenience of the readers, a brief explanation
of the POD method is provided here. For a more detailed discussion, please refer to Section
13.2.4.51.

The idea is to sample the solution for fixed u and zg to obtain matrices

Zj:[x(tl,wj),x(tg,wj),...,m(tN,wj)], for ijQ, j:1,...,NS,
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where N, N; > 0 are the number of considered time points and samples. We introduce a
data matrix Z := [Xo, Z1, Za, ..., Zy,] and calculate its SVD:

Z=(V ) <EZ *> (U:>

The dominant subspace is identified by considering only singular vectors associated to the
singular values in >z above a certain threshold. We end up with a POD-based reduced
system , where the projection matrix V' = W consists of vectors associated to large
singular values of the snapshot matrix. Instead of using POD for directly, we can
also apply it to subsystems and . Subsequently, we find an approximation for
by the sum of the reduced subsystems.

6.4.3 Dimension Reduction for a Stochastic Heat Equation
We recall the stochastic heat equation from Example (t € [0,1],¢ € [0, 7T]2) :

o0X(t, T owH
S B0, + g sppQu) + e E e 0 L

X(t,¢)=0, tel0,1], ¢€d[0,n]*, and X(0,¢) = bcos(C),

where a,b > 0, v € R and a single input meaning that m = 1. Instead of considering
the entire state, we focus on a finite number of observations, specifically the average
temperature in the non-heated region, given by:

4
U0 = 503 [y O (650

We approximate Y(t) using the output of the Galerkin solution discussed in Chapter
The Galerkin approximation for this specific case is detailed in Example and is given
by:

yn(t) = Cx(t)

where CT = (Cug)p—y.. ,- Here, C is the integral operator defined on the right-hand
side of equation (6.50) and (ug),_; , are the eigenvectors of the Laplace operator with
Dirichlet boundary conditions. The corresponding state x is expressed as (refer to Example
4.20):

x(t) = /0 Azx(s) + Bu(s)ds + /0 Nz(s) o dWH(s),
where:

e A=diag(0,—1,—1,-2,...) and U = L%([0, 71]?),

o N = (<6_"_g|_'ui,uk> ) ,
U/ kyji=1,...n

" P- <<1[ ,3:]2<')’“’“>U>k—1 "

=1l,...

ENEY
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In the following, we fix a = 0.2, b = 1 and set n = 1024. We investigate two cases. These
are H = 0.5 and H = 0.75. In the following, we explain the particular dimension reduction
techniques for each scenario.

Case H=0.75: We have pointed out in Section that Gramians Pr and Qr (or
their limits P and @) are hard to compute for H > 1/2, since a link of these matrices
to ordinary differential or algebraic equations is unknown. Therefore, we solely consider
empirical Gramians discussed in Section m 2 for H = 0.75. In fact, Py is available by
sampling the solution of (| m whereas Qp seems computatlonally much more mvolved
For that reason, we apply Pp-balancing (see Deﬁnltlon . (iv)) to system ) that
obtained from the above heat equation. This results in Wthh is truncated in order
to find the reduced equation . Two other related approaches are conducted in this
section as well.

. We apply the same Prp- balancmg procedure to subsystems (6.13) and , ie.,

P, r-balancing is used for (6 and P, r-balancing for (6.14) compared to (6. 2 .
The sum of the resulting reduced order systems is then used to approximate ([6.1)).

Refer to this second ansatz as splitting-based Pp-balancing.

e Another empirical dimension reduction technique, as discussed above, is the POD
method. In this method, the solution space of is learned using samples, which
are potentially based on various initial states xg and controls u. Note that the
snapshot matrices are computed from a small set of zg and u to provide a POD-
based reduced system (|6.4]) that perform well for a larger number of xg and u. In
this approach, we apply the POD scheme to the subsystems (6.13) and ( and
approximate ([6.1)) by the sum of the reduced subsystems. We refer to th1s method
as splitting-based POD.

Case H = 0.5: Similar techniques are exploited for the Stratonovich setting. However,
we have the advantage that Pr and Q7 can be computed from matrix equations; see
and Still, these equations are difficult to solve. Therefore, we use the
samphng and variance reduction-based schemes proposed in Section [5.3] of Chapter
order to solve them. Due to the availability of both Gramians, we apply PT /Qr- balancmg,
see Definition [6.9] - (i), instead of the procedure based on diagonalizing P7. However, we
truncate differently, i.e., the reduced system (|6 is used instead due to the drawbacks of
pointed out in Section When H= 0.5. The splitting-based Pr/Qr-balancing
is defined the same way. It is the technique, where P, 7/Q7-balancing is conducted for
and Py, 7/Qr-balancing is exploited for to obtain reduced systems of the
form for each subsystem. Again, we use a splitting-based POD scheme according
to Section [6.4.2] for H = 0.5.

For the discretization in time, the stochastic midpoint method , stated in Section
6.4.1] is employed here, where the number of time steps is N = 100. Moreover, all empirical

objects are calculated based on Ny = 10% samples. The error between the reduced systems

and the original model is computed for the control u(t) = \/g sin(t), where the reduction

supe(o1) Elly(t) =y (1) ]2

SUP¢e(o,1] Elly(®)l2
In the case of H = 0.5, Figure illustrates that splitting-based Pr/Qp-balancing
(2. Gramian), which was described just above and Pr/Qr-balancing (1. Gramian), which

error is measured by the quantity Rp =
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H=0.5

T
—>-POD

—6—1.Gramian
102 ¢ —&—2.Gramian |

% Table 6.1: R for r € {2,4,8,16}
k- and H = 0.5.
* POD 1. Gramian 2. Gramian

2.4471e — 02 2.6131e — 03 2.4251e — 03
8.1898e¢ — 04  3.6254e — 04 3.9410e — 04
9.0777e — 05 1.4427e — 05 1.5756e — 5
6 3.4842¢ — 05 6.2128¢ —07 6.1161e — 07

= 00 = N 3

L L L L L L
2 4 6 8 10 12 14 16

Reduced order dimension r

Figure 6.1: Rg for three approaches with
Hurst parameters H = 0.5.

H=0.75

T
——POD

—©—1.Gramian
—=—2.Gramian| |

Table 6.2: Rp for r € {2,4,8,16}
and H = 0.75.

Relative error

POD 1. Gramian 2. Gramian

p
2 1.9428e — 02 2.0531e — 02 2.0543e — 02
4 4.6419e — 04 4.2626e — 04 5.6448e — 04
8  3.5032¢ — 05 7.8586e — 05 7.1846e — 05
16 1.1479¢ — 05 1.652e —05  9.8581e — 06

L L L L L L
2 4 6 8 10 12 14 16

Reduced order dimension r

Figure 6.2: R for three approaches with
Hurst parameters H = 0.75.

generate very similar results, produces notably better outcomes compared to the splitting-
based POD method. The worst case errors of the plot are also state in the associated Table
6.1l

On the other hand, the Young setting in which we have H = 0.75 presents a different
scenario. Figure demonstrates that splitting-based POD exhibits a better performance
compared to splitting-based Pp-balancing (2. Gramian) and the usual Pp-balancing (1.
Gramian) methods, except when the reduced dimension is 16. Surprisingly, for » = 16, the
2. Gramian method yields better results compared to the POD method. It is worth noting
that both empirical Gramian methods provide similar outcomes, which is an indicator for
a nearly identical reduction potential for both subsystems (6.13) and (6.14). Note that
the error of the plot can be found in Table

For both, H = 0.5 and H = 0.75 an enormous reduction potential can be observed,
meaning that small dimensions r lead to accurate approximations. According to Remark
this is known a-priori by the strong decay of certain eigenvalues associated with the
system Gramians, since small eigenvalues indicate variables of low relevance. Given H =
0.75, Figure shows the eigenvalues of Pr (1. Gramian), the sum eigenvalues of P, 7
and P, r (2. Gramian) as well as the sum of the singular values corresponding to the
POD snapshot matrices of subsystems and . Similar types of algebraic values
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H=0.75

T T
—-POD
—6—1.Gramian

—&—2 Gramian

1010k

1015k

Singular values or eigenvalues of the system

102

i (index)

L L L L L L L L L
5 10 15 20 25 30 35 40 45 50

Singular values or eigenvalues of the system

10718

H=0.5

T T
——POD
—6—1.Gramian

—&—2 Gramian

L L L L L
25 30 35 40 45 50

i (index)

Figure 6.3: First 50 POD singular values Figure 6.4: First 50 POD singular values

or eigenvalues associated to

Pp for H=0.75.

or eigenvalues associated to
PT/QT for H = 0.5.

are considered for H = 0.5 in Figure Here, square roots of eigenvalues of PrQp (1.
Gramian) or the sum of square roots of eigenvalues of P, Q7 and Py, 7Q7 (2. Gramian)
are depicted. The large number of small eigenvalues (or singular values) explains why
small errors could be achieved in our simulations.



Conclusions

This dissertation develops advanced techniques in model order reduction for stochastic
systems driven by both standard and fractional Brownian motion. The focus is on ad-
dressing theoretical challenges and proposing practical computational frameworks to re-
duce the complexity of high-dimensional stochastic systems. The following is a summary
of the key contributions presented in each chapter.

The introductory chapter, Chapter |1, establishes the mathematical foundation of the
dissertation. It covers essential concepts in stochastic calculus, including stochastic pro-
cesses, stochastic integrals, and the It6 formula. These preliminaries set the stage for
subsequent chapters by providing a robust framework for analyzing stochastic systems.

Chapter [2| delves into fractional Brownian motion, highlighting its distinct properties
such as self-similarity and long-range dependence, governed by the Hurst parameter H.
This chapter discusses various integration techniques suitable for fBm, including Young
integration and Malliavin calculus, and explores numerical methods for solving stochastic
differential equations driven by fBm.

Chapter [3] focuses on model order reduction for deterministic and stochastic linear
dynamical systems. The chapter begins with an exploration of Lyapunov operators and
stability in deterministic systems, extending these concepts to stochastic systems. It
introduces Gramian matrices as tools for characterizing dominant subspaces, which form
the basis for MOR techniques. Special attention is given to the Balanced Truncation
method and the Proper Orthogonal Decomposition method, which are applied to reduce
the computational complexity of high-dimensional systems while retaining their essential
dynamics.

Chapter [4| introduces linear stochastic partial differential equations (SPDEs) in an ab-
stract evolution equation framework. We focused on stochastic heat equations with frac-
tional noise, approximated using a spectral Galerkin scheme. The convergence of the spec-
tral Galerkin solution to the mild solution of the corresponding SPDE was demonstrated.
This discretization resulted in high-dimensional linear SDEs, motivating the extension of
balancing-based model order reduction to mean square asymptotically stable controlled
stochastic systems.

Chapter [5]addresses model order reduction for large-scale linear stochastic systems, such
as spatially discretized stochastic partial differential equations, where asymptotic stability
is often not guaranteed due to noise. The focus is on developing Gramian-based MOR
schemes suitable for unstable systems. These Gramians are constructed to identify domi-
nant subspaces and can be computed using Lyapunov equations, which require covariance
information. To address this, efficient sampling-based methods with variance reduction
are proposed, along with deterministic approximations of covariance functions. An error
bound is derived, providing a criterion for selecting the reduced dimension of the system.
Numerical experiments demonstrate the effectiveness of the proposed MOR. techniques.

Finally, in Chapter [6, we study large-scale linear systems driven by fBm with Hurst
parameter H € [1/2,1). These equations are interpreted in the sense of Young (H > 1/2)
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or Stratonovich (H = 1/2), with Young equations particularly suited to capture mem-
ory effects in real-world phenomena. Addressing the computational challenges of high-
dimensional systems, we investigate model reduction techniques for both settings. We
analyze fundamental solutions of the systems, introducing empirical reduced-order meth-
ods based on snapshots (e.g., POD method) or approximated Gramians, which identify
dominant subspaces. For H > 1/2, the absence of links between Gramians and alge-
braic equations complicates the computation, so we propose empirical Gramians derived
from simulation data. Projection-based models are constructed using dominant subspaces,
though such projections may not preserve stability in Stratonovich settings. To address
this, we propose an improved reduced-order model for H = 1/2. The proposed techniques
are validated through numerical experiments on large-scale stochastic differential equa-
tions derived from spatially discretized fractional stochastic PDEs. This study provides
valuable insights into reduced-order methods for stochastic systems with fractional noise,
enabling more efficient computational strategies for practical applications.

In conclusion, this dissertation makes significant contributions to the field of MOR by
developing innovative techniques tailored to stochastic systems driven by sBM and fBm.
These methods provide a unified approach to dimension reduction, applicable to a broad
range of stochastic modeling scenarios.



Summary of Contributions

This thesis is partially based on the papers that are listed below.

Preprint

N. Jamshidi and M. Redmann, (Empirical) Gramian-based dimension reduction for stochas-
tic differential equations driven by fractional Brownian motion, Applied Probability Jour-
nals, submitted.

Sections and [6.4] are based on this paper. However, in this thesis the results are
explained more detailed.

Publications

M. Redmann and N. Jamshidi, Gramian-based model reduction for unstable stochastic sys-
tems, Mathematics of Control, Signals, and Systems, vol. 34, 2022, pp. 855—881.

Results of this paper enter in Chapter

N. Jamshidi and M. Redmann, Sampling-based model order reduction for stochastic dif-
ferential equations driven by fractional Brownian motion, Proceedings in Applied Mathe-
matics and Mechanics, vol. 23, 2023, pp. 1-6.

Section are based on this paper.

Breakdown of Contributions
My individual contributions to each of the papers are as follows:

¢ ”Gramian-based model reduction for unstable stochastic systems”:
The core idea for this paper was proposed by Prof. Redmann, and we collabora-
tively developed the theoretical framework. However, the majority of the theoretical
contributions were led by Prof. Redmann. I was responsible for writing the experi-
mental code.

e ”Sampling-based model order reduction for stochastic differential equa-
tions driven by fractional Brownian motion”:
This paper focused on developing model order reduction schemes for large-scale sys-
tems driven by fractional Brownian motions. The concept was initiated by Prof.
Redmann. I contributed by applying the Proper Orthogonal Decomposition (POD)
method in this context and comparing it with the Gramian-based approach. I was
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responsible for implementing the experimental code, and Prof. Redmann and 1
co-authored the paper together.

¢ ”(Empirical) Gramian-based dimension reduction for stochastic differen-
tial equations driven by fractional Brownian motion”:
This work aimed to extend the results from the previous paper on sampling-based
MOR for stochastic differential equations driven by fBms to a more general case.
Prof. Redmann incorporated the case where H = % (standard Brownian motion),
while I conducted the numerical experiments. I also wrote the section on fractional
Brownian motion, while Prof. Redmann contributed the Stratonovich calculus for
the standard Brownian motion case and revised the entire paper.



A Norms

A.1 Norms of Vectors and Matrices in Finite
Dimensions

Consider V' — R as a linear space over the real or complex number field. A norm on V is
a function v : V' — R such that the following properties are satisfied:

e Strictly positive: v(z) > 0 for all x € V and v(z) = 0 if and only if x = 0.
e Satisfies the triangle inequality: v(z +y) < v(z) + v(y) for all z,y € V.
e Exhibits positive homogeneity: v(ax) = |a|v(x) for any scalar « € C and z € V.

For a vector = (21,...,2,)"

p-norm, is articulated as:

€ C", the norm, often referred to as the Holder or

1
iz i), 1 <p < oo,

max |ei, p = oo.

2l =

Matrix norms of significance are those formulated from the vector p-norm specified
above. Specifically, for a matrix A = (a;;) € C"*™, the corresponding induced p-norm is:

| Az |l
| Allp = sup
P z#£0 ||33Hp’

For p = 1, 2, 0o, the matrix norms are expressed as follows:

n

IAlr = max Y agl,

1<i<m
)

[A]l2 = v/max(A(A*A)),

m
[Alloo = max " asl,
i=1

1<i<n

where A\(A*A) signifies the maximal eigenvalue of the positive-semidefinite matrix A*A,
and A* is the conjugate transpose of the matrix A.

Besides the induced matrix norms, there are alternative matrix norms, such as the
Schatten p-norms, which are invariant under unitary transformations. For the formulation
of these norms, we reference the singular value decomposition.
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A.1.1 Singular Value Decomposition

Singular value decomposition (SVD), as referenced in [81], applied to a matrix A € C**™,
ensures the existence of non-negative real numbers {o;}/_; and unitary matrices

U=[u ... u,)eC”™™ UU*=I,
V=[x ... vp]eC™™ VV'=1,

where I, and I, denote the identity matrices of dimensions n X n and m x m, respectively,
such that:

A=USV*,

/%0
==(% 0)

where ¥ is a diagonal matrix with non-negative real numbers on the diagonal:

where

o1 0
21 = .. )
0 oy
here the singular values o; of A are arranged in a non-increasing order,i.e o1 > g9 > ... >

or > 0 and r = rank(A). The columns of U and V are known as the left and right singular
vectors of A, respectively. Moreover, the vectors {u;}l_; and {v;};_, satisfy

Av; =o;u; and A*u; =ov; for i=1,...,7.

They are eigenvectors of AA* and A*A, respectively, with eigenvalues \; = o2 for i =
1,...,r. The vectors {u;};",,; and {v;}j", ., (if 7 < n and r < m, respectively) are
eigenvectors of AA* and A*A with eigenvalue 0.

A.1.2 Schatten p-norm
Consequently, for a matrix A = (a;;) within the complex space C*"*™ with m < n,
we define the Schatten p-norm, which is not derived from other norms, in the following

manner:

I4lls, = {@Z’Lﬂam»p)p Cspes
Omax(4), p= oo,

where 0;(A) are referred to as the singular values of the matrix A, or equivalently, the
square roots of the i-th largest eigenvalues of the product AA*.
For particular cases where p = 1,2, 00, the Schatten p-norms are specified as follows:

> imy 0i(A), p=1, (trace norm),
[Allsp =1 (X,(0i(A))?)2 = trace(A*A), p=2, (Frobenius norm),
(max (A4%))?

[SII=

p =00, (spectral norm).
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A.2 Banach and Hilbert Spaces

A Banach space is identified as a vector space V over the field R for real numbers or C for
complex numbers equipped with a norm || - || that turns V' into a complete metric space.
This means that every Cauchy sequence in V has a limit in V. Hilbert spaces are spacial
cases of Banach spaces with a richer structure that arises from the presence of an inner
product, a mapping from V x V to R defined by:

(,):VxV SR (A.1)
(,y) = (z,y) €R (A.2)

This function is characterized by the following properties:
e Strict positiveness: For all x € V', (x,z) > 0 with equality if and only if x = 0.
e Linearity in the first argument: For all x,y € V' and scalars «, 8 € R, it holds that

<Oél‘ + By, Z) = a(x, Z> + B<y7 Z>

e Conjugate symmetry: For all z,y € V, (x,y)* = (y,x).

The norm induced by this inner product on V is given by ||z|| = /(z, z).

Definition A.1 A Hilbert space is separable provided it contains a dense countable sub-
set.

Theorem A.2 A Hilbert space J is separable if and only if it has one countable or-
thonormal basis, and this is equivalent to every orthonormal basis for H being countable.

A.2.1 Nuclear Operator

Let H be a separable Hilbert space with {ex} as a complete orthonormal basis in H. If
T € Li(H,H), the trace of T is defined as

[e.e]
T = Z (Tej,ej)q -
j=1

Proposition A.3 [24] A nonnegative operator T' € L(H) is classified as nuclear (or trace
class) operator if and only if, for any orthonormal basis {ex} of H, we have

Z (Tej,ej)q; < +o00.

00
J=1

Furthermore, in this situation, the trace of T satisfies TrT = || T|1.
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A.2.2 Hilbert-Schmidt Operator

A linear continuous operator T : V' — U between two Hilbert spaces V and U is called a
Hilbert-Schmidt operator if

o0
ITN7rs == D I Texlty < oo,
k=1

where {ej}7°, is an orthonormal basis for the Hilbert space V, and || - ||y is the norm on
U. The quantity ||T||gs is called the Hilbert-Schmidt norm of 7', and it is independent of
the choice of the orthonormal basis {ej}. The space of all Hilbert-Schmidt operators is a
Hilbert space itself, denoted by Lo(V,U), with the inner product

oo
(T, Toyus = > _(Tiex, Toex)u
k=1

For a comprehensive treatment of Hilbert-Schmidt operators, see [24] .



B Kronecker Product

In this section, we explore the process of vectorizing a matrix alongside an exploration of
the Kronecker product, including an examination of its attributes. This particular matrix
operation simplifies various computational procedures. As such, it is utilized in deducing
the controllability and observability Gramians from the Lyapunov equations, as indicated
in or , and in determining the matrices K and KT of a system as discussed in
Remark For an in-depth discussion on the characteristics of the Kronecker product
and proof of these properties, the reader is referred to [16].

Definition B.1 Consider a matrix A € R™*™. The vectorization operator is defined as

coly (A)
vec A = : e RMmx1,
coly, (A)

resulting in a nm x 1 column vector by consolidating the columns of A. To reconstruct
A from vec A, we utilize the inverse vectorization process:

A = vec (vec A).

Further, we demonstrate the following for C' € R™*P:
trace(AC) = (vec C'") vec A.

Definition B.2 Let A € R"*™ and B € RP*¥. Then, the Kronecker product A ® B of
A € R"™>F ig the partitioned matrix

ApB ApoB Ao B
Aopo | ey (22 (2:m) B.1)
A(n,l)B A(n72)B e A(n,m)B

Unlike matrix multiplication, the Kronecker product A ® B does not entail a restriction
on either the size of A or the size of B.

The following results are immediate consequences of the definition of the Kronecker
product.

146



B KRONECKER PRODUCT 147

Proposition B.3 [16] Let a € R, A € R™™ B ¢ RP** and C € R™*P. Then,

A® (aB) = (0d)® B=a(A® B),
A®B=B® A,
(A B)T =AT @ BT, (B.4)

—
W o
S—"

Proposition B.4 [16] Let A, B € R™™ and C € RP*¥. Then,

(A+B)®C=A®C+B®C,
CR(A+B) =C®A+CoB.

—
o W
N—

Proposition B.5 [16] Let A € R™*™, B € RP** and C € R?*!. Then,
A (BeC)=(A®B)®C.
Hence, we write A B® C for A® (B®C) and (A® B)® C.
Proposition B.6 [16] Let A € R**™, B € RP*¥ and C' € R™*P. Then,
vec(ACB) = (BT ® A) vec(C)

The following result demonstrates a practical alignment between traditional matrix
multiplication and the Kronecker product operation.

Proposition B.7 [16] Let A € R™*™ B € R™>** C € R™*9 and D € R¥*P, Then,

(A® B)(C ® D) = AC ® BD.

Corollary B.8 [17] Let t — A(t) be a continuous map from an interval I into the space
of n xn matrices. Then there exist continuous functions A;(¢) ... A, (¢) that, for each t € I,
are the eigenvalues of A(t).
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