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Abstract

The Ericksen-Leslie model for nematic liquid crystal flows in case of an isother-
mal and incompressible fluid with general Leslie stress and anisotropic elasticity,
i.e. with general Ericksen stress tensor, is shown for the first time to be strongly
well-posed. Of central importance is a fully nonlinear boundary condition for the
director field, which, in this generality, is necessary to guarantee that the system
fulfills physical principles. The system is shown to be locally, strongly well-posed
in the L ,-setting. More precisely, the existence and uniqueness of a local, strong
L »-solution to the general system is proved and it is shown that the director d
satisfies |d|» = 1 provided this holds for its initial data dy. In addition, the solution
is shown to depend continuously on the data. The results are proven without any
structural assumptions on the Leslie coefficients and in particular without assuming
Parodi’s relation.

1. Introduction

In physics there are various ways of describing order parameters in liquid crys-
tals: the Doi-Onsager -, Landau-De Gennes - and Ericksen-Leslie theories. These
lead to mathematical theories at various levels. The Ericksen-Leslie model is a
so-called vector model. Another type of model describing liquid crystal flows is
the Q-tensor model, including the Landau-De Gennes theory. In contrast to vector
models, it uses a traceless 3 x 3-matrix Q to describe the alignment of molecules,
see e.g. [4] or [45]. We should also mention the micropolar Eringen model taking
into account microstructure effects, see e.g. [16,17]. For a relation between the
Ericksen-Leslie equations and Eringen’s theory; see e.g. [20].

In this article we concentrate on the Ericksen-Leslie model with general Leslie
and general Ericksen stress. In their pioneering works, Ericksen and Leslie [14,
15,32,33] developed during the 1960’s the continuum theory of nematic liquid
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crystals. This theory models nematic liquid crystal flows from a hydrodynamical
point of view and reduces to the Oseen-Frank theory in the static case. It describes
the evolution of the complete system under the influence of the velocity u of the
fluid and the orientation configuration d of rod-like liquid crystals; see also [3]. The
original derivation [14,33] is based on the conservation laws for mass, linear and
angular momentums as well as on certain very specific constitutive relations, which
nowadays are called the Leslie and Ericksen stress. For a very thorough description
and investigation of the Ericksen-Leslie model we refer to the monographs by Virga
[48] and Sonnet and Virga [45].

Due to the complexity of these systems, certain simplified systems were inves-
tigated frequently in the past. In fact, the rigorous analysis of the Ericksen-Leslie
system began with the work of Lin [34] and Lin and Liu [35], who introduced and
studied the nowadays called simplified isothermal system, see also [22]. For well-
posedness criteria concerning various simplifications and various assumptions on
the Leslie as well as Ericksen coefficients, we refer to [10,18,36,50-52] as well to
the survey articles [25,53] and the references therein.

It was a long outstanding open problem to decide whether the Ericksen-Leslie
system subject to general Leslie and general Ericksen stress is well-posed in the
weak or strong sense. First results in this direction go back to Wu, Xu and Liu [49,51]
and Lin and Wang [36], who proved well-posedness results for the Ericksen-Leslie
system under the assumptions that the Leslie coefficients are satisfying certain as-
sumptions related to Parodi’s relation and where the Oseen-Frank free energy ¥ is
simplified to the energy functional for harmonic maps, i.e., I (d) = fQ v(d,Vd) =
fQ |Vd|*dx due to the isotropy assumptions in the Oseen-Frank functional de-
scribed in detail below.

In this article we give an affirmative answer to this problem for the general case
with general Leslie stress and anisotropic elasticity, i.e. general Ericksen stress. For
the description of the full system see, e.g., Section 4.7 of [25] or Section 2 below.
Denoting by o the density and by 6 the temperature of the fluid, the free energy ¥
is of the form ¢ = ¥ (0, 0, d, Vd), where d is the director field. In the isothermal
and incompressible situation, i is given by the classical Oseen-Frank free energy

Y (d, Vd) = ki(divd)? + kold x (V x d)3 + k3|d - (V x d)[?
+ (ko + ko) [tr(Vd)? — (divd)?],

where k; are the so-called Frank coefficients. Based on physical principles, the four
Frank coefficients k1, k2, k3, k4 are all different in general, however, the first three
ones should be strictly positive. The Frank coefficients are often assumed to satisfy
the Ericksen inequalities

ki >0,ky >0,k3 > 0,ky > |kg|, 2k; > kp + kg,

which are known to be necessary and sufficient for the inequality ¥ (d, Vd) >
¢|Vd|? for all d and some constant ¢ > 0, see [2].

The first three terms in v defined above describe the splay, twist and bend of the
director field. The fourth term k> + k4, the saddle-splay term, is a null Lagrangian
meaning that (ko + k4) fQ tr(Vd)* — (divd)?dx depends only on the values of d
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on the boundary 9€2. Thus if d,, is prescribed, such as for Dirichlet boundary con-
ditions, the term can be neglected with respect to energy considerations. However,
this is not the case when d|,, is only partially prescribed, as in the situation of weak
anchoring boundary conditions or for fully nonlinear boundary conditions as in our
case and described in detail below, see (1.4). For the general free energy ¥ (d, Vd),
the general Ericksen stress tensor becomes
oy T

Sg=—o0 3vd) [Vd]'.
We remark that in the isotropic case, i.e. if k} = kp = k3 = 1 and k4 = 0, the
Oseen-Frank free energy v (d, Vd) coincides with |Vd|?, hence % = 2Vd,
which simplifies the problem.

In [24], strong well-posedness for the Ericksen-Leslie system in the incompress-
ible case with general Leslie but isotropic elasticity stress, i.e. if k; = ko = k3 =1
and k4 = 0 in the Oseen-Frank free energy v, was proved for the first time with-
out assuming any structural conditions on the Leslie coefficients, as e.g. Parodi’s
relation [40]. It was possible to prove a result of this type, since the approach given
in [24] is based on the theory of quasilinear evolution equations and not on energy
estimates. It seems that the latter requires certain dissipation rates and therefore
structural conditions on the Leslie coefficients are needed, when pursuing an ap-
proach based on energy estimates as in [49,51]. In [24,25] it is only assumed that
the six Leslie coefficients are smooth functions and that the coefficient u (corre-
sponding to o4 in [36]) associated with the usual Cauchy stress tensor is strictly
positive, thus guaranteeing that the resulting Laplacian has the correct sign.

In the special case of Q2 = R3, Hong, Li and Xin [27] and Ma, Gong and Li [37]
obtained a well-posedness result for anisotropic elasticity, however, for completely
vanishing Leslie stress S; and without stretching terms and with the assumption
that kp + k4 = 0.

For a modification of the Ericksen-Leslie equations with positive moment of
inertia but without any dissipative terms, in particular without any stretching terms,
Chechkin, Ratiu, Romanov and Samokhin [8,9] proved the existence and unique-
ness of strong solutions in the two- and three-dimensional L,-setting with either
periodic, Dirichlet or (linear) Neumann boundary conditions, provided the Frank
coefficients satisfy the particular conditions k; = ko = k3 = —k4 in [8] and
ky = k3 = —k4 in [9]. For results on a simplified version of the Eringen model [17]
we refer to [7].

It is the aim of this article to investigate for the first time the Ericksen-Leslie
system with general Leslie stress Sy, and anisotropic elasticity, i.e. with general Er-
icksen stress Sg (see (2.7) and (2.12)), in bounded domains € ¢ R3 with boundary
32 € C3. We show that this system is strongly well-posed without any structural
assumptions on the Leslie coefficients. For the Frank coefficients, we assume that

ki > 0,ky > 0,k3 > 0and for 0 < o < min{ky, ko, k3} letky = o — kr. (1.1)
Moreover, we suppose that at least one of the conditions

93 > k1 or 2|k; — k3| < min{ky, k3} (1.2)
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is satisfied.

In the two-dimensional case, and if d is the heat flow of harmonic maps, solu-
tions with finite time singularities are constructed in [6], which yields blow-up in
the d-equation. Huang, Lin, Liu and Wang [28] were able to construct examples, in
case of Q being the unit ball in R? and of initial data u, dy having sufficiently small
energy and dy fulfilling a topological condition in the case of Dirichlet boundary
conditions d = (0,0, 1), for which one has finite time blow-up of (u, d). For a
related result in two space dimensions we refer to [29].

On the other hand, recalling the results given in [24] and [25], we already
noted that the Ericksen-Leslie system with isotropic elasticity and general Leslie
coefficients, but classical Neumann boundary conditions for d is strongly well-
posed. It was also shown in [23] and [25] that in this case the Ericksen-Leslie
system subject to Neumann boundary conditions is thermodynamically consistent,
meaning that it fulfills the second law of thermodynamics. In order to find boundary
conditions for d in the case of general, anisotropic elasticity which respect the
underlying physics, we refer for example to [23]. There it was shown that in the
case of general elasticity certain fully nonlinear and natural boundary conditions for
d are needed in order to ensure that the system is consistent with physical principles.
More precisely, it is shown in [23, Section 15.2], that the entropy production of the
Ericksen-Leslie system is nonnegative, i.e. the second law of thermodynamics is
satisfied, provided that the energy flux @, of the Ericksen-Leslie system is modeled
by

oy
(V)T Did.

Q,=qg+nmu— Su—

Here u means velocity, 7 pressure, S extra stress (cf. (2.7)) and, g denotes the heat
flux, while y is the Oseen-Frank free energy and D, = 0, + u - V is the Lagrangian
derivative.

At the boundary 0€2, energy should be preserved, meaning that (®.|v) = 0,
where v denotes the unit normal vector field on d€2. Under the assumptions (g |v) =
0 and u = 0 at 9€2, this readily implies

(i.v‘p@:o on 99. (13)
a(Vd)

As the director d has length 1, it holds that P;D,;d = D;d, where Py =1 —d ®d.
Therefore, (1.3) is clearly valid, provided d satisfies the natural boundary condition

Py A4
0(Vd)

-v=0 ondQ. (1.4)

For this reason we employ (1.4) throughout this paper. Let us emphasize that this
type of boundary condition has already been investigated in detail in the book of
E. Virga, see (3.116) in [48], using variational techniques and the Euler-Lagrange
formalism. In [48], this type of boundary condition is called no anchoring condition
for d. Moreover, citing [48, page 132], "it should be noted that boundary conditions
are often responsible for the appearance of defects in liquid crystals". It is very
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interesting to see, that the no anchoring boundary condition obtained by variational
principles in [48], coincides with the boundary condition (1.4), obtained by using
the entropy principle and the principle of thermodynamical consistency.

Let us also note that we are investigating here the boundary condition (1.4) for
the first time with respect to well-posedness of the Ericksen-Leslie system.

Observe that, in general, (1.4) is a fully nonlinear boundary condition for d; see
Section 3.2 for details. On the contrary, in the isotropic case k| = k» = k3 = 1,
k4 = 0, it holds that 3("7'/’01) = 2Vd, and hence in this case, pure Neumann boundary
conditions for d are natural. For a detailed discussion of other possible boundary
conditions for d we refer the reader to, e.g., [48, Section 3.5].

From a mathematical point of view it is very satisfactory to see that the natural
(nonlinear) boundary condition (1.4), motivated originally by physical principles,
yields the existence and uniqueness of strong solutions to the Ericksen-Leslie sys-
tem subject to general Leslie stress and anisotropic elasticity, i.e., with general
Ericksen stress, see Theorem 2.1 for details.

There are several major difficulties arising in the investigation of the general
Ericksen-Leslie system. In a first key step, we will show that the associated Ericksen
operator is normally elliptic in R3 under the assumption that the Frank coefficients
ki, ..., ks satisfy the above condition (1.1)-(1.2) but no other assumptions. Sec-
ondly, considering the situation of bounded domains, by physical principles, we are
naturally lead to the above fully nonlinear boundary condition (1.4) for d, which,
however, is analytically delicate. We master these difficulties by showing first that
the linearized system satisfies the Lopatinskii-Shapiro condition and thus that the
general Ericksen-Leslie system constitutes a normally elliptic boundary value prob-
lem in the sense of [42, Section 6]. On the technical side, we note that our proofs are
using a broad range of methods ranging from operator-valued Fourier multipliers
to Schur complements.

Our approach, based on modern quasilinear theory, yields strong local-in-
time well-posedness of the general Ericksen-Leslie system. Of course, d satisfies
|d(t,x)|], = 1 forall t € [0, T], for some T > 0 and all x € €, provided 2 is
bounded. The approach also yields that the solution depends continuously on the
data.

The rest of this article is organized as follows; in Section 2 we start with a
precise description of the Ericksen-Leslie model including the involved stress ten-
sors as well as its natural boundary conditions motivated by the second law of
thermodynamics and we close Section 2 by stating the two main results of this
article. Section 3 is devoted to the computation of the Ericksen operator, based
on the general Oseen-Frank free energy functional, while in Section 4, we intro-
duce the functional analytic setting for our approach. In Section 5 we show that
the principal part of the linearized Ericksen operator subject to the principal part
of the linearization of the boundary operator is strongly elliptic and satisfies the
Lopatinskii-Shapiro condition, thus allowing an approach based on modern quasi-
linear theory. The results obtained in Section 5 are crucial for proving maximal
regularity results in Section 6. In Section 7, we prove our two main results. Finally,
in Section 8 we summarize the results of this paper in a conclusion.
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To formulate our main result in the next section, we define time weighted spaces
Ly (J; E)foraUMD-space E, J = (0, T),0 < T < 00, p € (1,00), 1t € (%, 1
as

Lyu(J;E):={u: J — E | [t t"™"u@t)] € L,(J; E)}

equipped with their natural norms ||u||LN(J;E) = ||t — tl_“u(t)]”L (J:E)" For
. L,
k € Np, the associated weighted Sobolev spaces are defined by

k . _ gk . .
Wh (J:E) =H (J:E):
={ue Wi (J:E) [uP € Ly, (JiE), je{0,... k}}

and these spaces are equipped with their natural norms. For s € (0, 1), the weighted
Sobolev-Slobodeckii spaces W;’ M(J ; E) are defined as

Wi (s E)={u € Lpu(J; E): ullws ,s:5) < oo},
where

lullws .6y == llullL, ) + lulws ,(7:E)

and

1/p
o lu @ —u @l

see [13, Formula (1.5)]. Furthermore, we set W[S,’G(Q; R3) = WIS,(Q; R} N
Ly s(S2; R3) for any s > 0, where L, ,(2; R3) denotes the space of solenoidal

L ,-functions on €2 and W;(Q; R3) is a classical Sobolev-Slobodeckii space, see,
e.g., [46,47].

2. The general Ericksen-Leslie model and Main Results

In their pioneering articles, Ericksen [14] and Leslie [33] developed a continuum
theory for the flow of nematic liquid crystals based on the conservation laws for
mass, linear and angular momentums as well as on certain constitutive relations.

The general incompressible Ericksen-Leslie model in the isothermal case reads
as

oru+ (u-Vyu=dive in(0,7T) x Q,

divu=20 in (0,T) x €2,
d x ( —i—dlv(a(Vd))—de):O nO.T)yxQ, @0
ldlo=1 in (0,T) x 2,

(u, d)jr=0 = (uo, dp) in Q.
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Here, u denotes the velocity of the fluid, d the so-called director, and o the stress
tensor, given by
oy

= —nl — —Vd ,
o T 3(vVd) + oL

where 7 is the fluid pressure and

or :=a1(d" Dd)d ®d+asN ®@d +a3d @ N +a4D +as(Dd) @d +asd @ (Dd)

(2.2)
denotes the Leslie stress. Here «;, i = 1,...,6 denote the Leslie viscosities,
D = %([Vu]T + Vu) is the deformation tensor,

N:=Nu,d):=0d+ u-V)d—-Vd,

with V = %(Vu — [Vu]T) being the vorticity tensor, and (a ® b);; := a;b; for
1 <i, j < 3. The kinematic transport of d is denoted by g and is given by

g :=g,d):=MN+rDd, (2.3)

where A1, Ay € R. Moreover, the free energy ¥ is given by the classical Oseen-
Frank free energy defined by

V(d, Vd) = ki(divd)?> + kald x (V x d)|3 + ks|d - (V x d)|?
+ (ko + ko) [tr(Vd)? — (divd)?], (2.4)

where k; are the so-called Frank coefficients. The system has to be completed by
suitable initial and boundary conditions.

Following arguments from thermodynamics and employing the entropy prin-
ciple, the above Ericksen-Leslie model (2.1) was extended in [23] to the non-
isothermal situation and to the case of compressible fluids in a thermodynamically
consistent way. Let us emphasize that these extended models contain the classical
Ericksen-Leslie model in its general form as a special case.

Given a bounded domain Q2 C R”, n > 2, with smooth boundary, the general
Ericksen-Leslie model in the non-isothermal situation derived as in [23,25], reads
as

orp + div(pu) =0 in 2,
pDiu+Vr =divS in Q,
pDie +divg =S : Vu — ndivu + div(pdyqg ¥ D:d) in €2,
yDid — pyVd = Pd(div(p%) — pVa¥) + upPyDd in Q,
u=0, g-v=0 on €2,
p(0) = po, u(0) =ug, 60) =6y, d(0)=do in Q.
2.5)

Here the unknown variables p, u, m denote the density, velocity and pressure of
the fluid, respectively, ¢ the internal energy and d the so called director, which
must have modulus 1. Moreover, g denotes the heat flux, D; = 9; + u - V the
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Lagrangian derivative and Py is defined as P; = I —d ® d. These equations have
to be supplemented by the thermodynamical laws

e=Y4+0n n=—dy, k=0ie w=/p>dV, (2.6)

and by the constitutive laws

S =Sy +Sg+ S,
NS =2usD + ppdivu I,
SE =—paggvdl,
SL — Sztrelc + S;‘]l‘”,
sgtretch — %n@aﬂr %d@n, n=puyVd+upP;Dd — yDid,
2
+,
sfiss =LEmed+den) + L (PyDd ©d +d ® PgDd) + po(Ddld)d @ d,
2.7
and
g = —ayV0 — a1 (d|Vo)d. (2.8)

Here all coefficients i ;, &; and y are functions of p, 6, d, Vd. For thermodynam-
ical consistency the following conditions are required

ms =0, 2ug+nup >0, a>0, ag+ar >0, po,ur >0, y>0.
(2.9)

We also recall from (1.4) that the natural boundary condition at d<2 for d becomes

p, 0V
15(vd)

-v=0 onodL, (2.10)

which, in general, is fully nonlinear.

In the case of isotropic elasticity with constant density and constant temperature
one has k1 = ko = k3 = 1 and k4 = 0 and so the Oseen-Frank energy reduces to
the Dirichlet energy, i.e.

¥(d, Vd) = |Vd|?,

and thus div(%) = 2Ad. Then the Ericksen stress tensor simplifies to

Sg = —AVd[Vd]", 2.11)

where A = pd ¥, T = %IVd|2, and the natural boundary condition at d€2 for d
becomes the Neumann boundary condition d,d = 0 on 9€2.

We emphasize thatinthe case iy = y,our parameters [is, (Lo, LV, LD, AP, UL
are in one-to-one correspondence to the celebrated Leslie parameters a7, . . ., ag
given in the Leslie stress o7, defined as in (2.2), where D, N and V are defined as
above. This shows that our model (2.5)-(2.7) contains the classical isothermic and
incompressible Ericksen-Leslie model as a particular case.

Itis the aim of this article to investigate the Ericksen-Leslie system with general
Leslie stress and anisotropic elasticity, i.e. with general Ericksen stress tensor,
analytically, in the isothermal situation and for incompressible fluids. Since the
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density p > 0 in this case is constant, we set p = 1 in the sequel, since this does
not change the analysis.
The system then reads as

Diu+ Vo =divS in ,
divu =0 in €2,
yDid — pyVd = Pa(div(zg) — Va¥) +upPaDdin Q. (2.12)
Pd%w) =0 on 02,
u=~0 on 0€2,

subject to initial data (u(0), d(0)) = (ug, dp). Here D;, P, are defined as above and
S, ¥ are defined as in (2.7) & (2.4). We show in Section 3.2 that the fully nonlinear
boundary condition for d reads as

Iy

Pda(Vd) v =2k3Vd - v+ 2Pk divd - T — ks(Vd)T) - v

+ 2(kr — k3)(d - curld)(d x v)
+2(ks + ka) Py(Vd)T —divd - I) - v.

We note furthermore, that all coefficients w ;, y are functions of d, Vd.
Let us state our assumptions on the coefficients in the Ericksen-Leslie model
with general Leslie and Ericksen stress tensor.

(R) The Leslie coefficients u ; for j € {s, V, D, P, L, 0} and the parameter y may
depend on d, Vd and are assumed to be smooth,
(P) Itholds that ugy > 0, > Oand u; > Ofor j € {0, L},
(F) The Frank coefficients satisfy k; > 0 for j € {1,2,3} and for 0 < o <
min{ky, ko, k3} let k4 = o — ky. Furthermore, let at least one of the conditions
o 9k3 > ki,
o 2|ki — k3| < min{ky, k3},
be satisfied.
(B) The initial data dy satisfies the compatibility condition By,(V)dp = 0 on 9<2,
where

1 .
EBdo(vyjzo :=k3Vdo - v + Pyy(ky divdy - I —k3(Vdp)T) - v
+ (ky — k3)(dp - curl dp)(dy x v)
+ (ko + ka) Pay (Vdo) T — divdo - 1) - v.
In particular, note that we do not assume Parodi’s relations. We note furthermore,
that assuming condition (F), the Oseen-Frank functional  is positive, i.e. we have
¥ (d,Vd) > 0forall d € R3 with |d|, = 1.
Theorem 2.1. Let 1 < p < 00, 4 € (% + %, 1], 2 C R3 be a bounded domain
with boundary 02 € C3, and assume that (R), (P) and (F) are satisfied. Then,
given

2

-2 2, 1-2
(uo, do) € Wy's /P (@ R?) x Wt 17217 (@ RY),
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satisfying |do(x)|2 = 1 for all x € Q, the compatibility conditions (B) as well as
ug = 0 on 0K, there exists T = T (ug, do) > 0 such that problem (2.12) has a
unique, strong solution

weEl (0.T) = H) ,((0,T): Ly(R*)) N Ly, (0, T); HX (R RY),
deR{,0.T):=H} ,(0,T); Hy(Q:R%)) N L,,(0,T); H}(Q: R)
V€ Ly, ((0, T): Ly(: RY).

Moreover, d satisfies |d(t, x)|2 = 1 for all (t,x) € [0,T] x Q and the solu-
tion can be extended to a maximal solution with a maximal interval of existence
[0, T4 (uo, do)).

Remarks 2.2.

a) Note that in the case of isotropic elasticity, i.e., if k; = kp = k3 and k4 = 0, the
nonlinear boundary condition (2.10) reduces to the classical linear Neumann
boundary condition d,d = 0 on 9€2.

b) We emphasize that the boundary condition (2.10) is not a mathematical con-
struction but occurs as a natural condition for proving that the non-isothermal
and compressible Ericksen-Leslie system is thermodynamically consistent mean-
ing that the total energy is preserved, whereas in the isothermal situation, the
available energy is nonincreasing, see Remark 2.4 below. Moreover, the asso-
ciated entropy production rate of the system is nonnegative and thus satisfies
the second law of thermodynamics. For more details we refer to [23] and [25].

c¢) To construct nontrivial initial data d satisfying the compatibility condition
Bay(V)do = 0 on 02 as well as |do(x)|2 = 1 for x € Q, take e.g. any 670 €
C(Q; R3) with compact support in €2 and such that the third component of do
is nonnegative. Then do = do + (0,0, T satisfies |do|2 > 1 and therefore the
unit vector field do := do/|dol> € W,%“H 2P (©; R3) is well-defined. Since
do is compactly supported, we have dy = (0,0, 1)T in a tubular neighborhood
of the boundary 92, hence By, (V)dp = 0 on 9€2.

d) For the related system [8,9] with positive moment of inertia (with k» = k3 =
—ky for the Frank coefficients, without dissipative terms as stretching and with
linear boundary conditions), the authors assume the regularity uq € sz (Q:R?)
and dy € W23 (€2; R3) for the initial data. Compared to our setting, Theorem 2.1
requires that ug € W (S2; R3) and dy € W;,“(Q; R3) forany s > 1 +3/p
and any p > 5. This shows that, making use of the time-weighted L ,-spaces,
the regularity of the initial data can be decreased considerably. We refer to [43]
for a general theory on quasilinear parabolic equations in the framework of
weighted L ,-spaces.

We also prove that the solution of (2.12) depends continuously on the initial
data (uo, dp). To formulate the result precisely, let us define the sets

Xy = {ue Wy P (@R :u=00n0Q) x W77 (Q; R?) and
and

M :={(u,d) € X, . : |d]a = 1 in Qand B4(V)d = 0 on 9},
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where B;(V)d is defined as in (B) but with dy being replaced by d. We also set that
Ei,(0,T) =B} (0, T) x E{ (0, 7).

Theorem 2.3. Let 1 < p < o0, 4 € (% + %, 1], 2 C R3 be a bounded domain

with boundary 02 € C3, and assume that (R), (P) and (F) hold. For (ug, dy) € M
consider the unique solution of (2.12) with maximal time of existence Ty (uo, dy) >
0 given by Theorem 2.1.

Then, for any T € (0, Ty (uo, do)), there exists r > 0 such that for each
(ito, do) € MOIB%XV u((uo, do), r), the unique solution (i, d, 7w) = (u(-, (i, do)),
d( , (o, do)), 7 (-, (o, do))) of (2.12) with initial value (uo, do) satisfies

(i, d,7) € By (0, T) x Lp (0, T); H)(Q))
and the mapping
MNBy,,, (0. do), r) = E1,,(0, T) x Lp (0, T): H)(2)),
(0, do) > (i, Gio, do)). d(-, o, do))., 7 (-, o, do)) )
is continuous.

Remark 2.4. Let us comment on the thermodynamical consistency of (2.5) as well
as (2.12). In the case of the non-isothermal system (2.5), the fotal mass specific
energy is given by e := |u|%/2 + €. A short computation as in [23, Section 15.2]
yields

p0;+u-Vye+divd, =0 inQ,

where &, := g+mu—Su— D:d is the energy flux. Consequently,ifg-v = 0,

a(Vd avd)T
u = 0 on 92 and if the natural boundary condition
oy
A v=0 ondR (2.13)
a(Vd)

for the director d is satisfied, the fotal energy

E(r) ::/ p(t, x)e(t, x)dx
Q

is preserved for all ¢ € [0, T].

On the other hand, in the isothermal situation, the temperature 6 is constant and
the equation for the internal energy ¢ in (2.5) is ignored. Then one cannot expect
conservation of total energy, cf. [26, Section 2]. However, to handle the isothermal
case, we define the available energy e, by e, := |u|% /2 + ¢ with the free energy
Y. Since ¢ = Y + On with the entropy 7, it follows from the balances of internal
energy and entropy that

P +u - Veg + div(d, — 0®,) = —0r — pnyD,6 — D, - V6,
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with the entropy flux ®,, := ¢/6 and the entropy production
Or = [a| V15 + a1 (d|V60)*1/6 + 25| D3 + o] div u]?

1
+;|Pd(a — wpDA)|5 + pr|PaDd)3 + po(Dd|d)?,

where a := 0;(pVy,a¥) — pVa, cf. [23, Section 15.2.8 & 15.3.3]. In case of
constant 6, this reduces to

00 +u- Ve, +div(®, — 0Dy) = —r1y,
with
ra == 0r = 2u|DI3 + pp| divul?
+%|Pd<a — wpDA)|5 + ur|PaDd); + po(Dd|d)*.

Consequently, by the natural boundary condition (2.13), the fotal available energy

E.(t) := / o(t, x)ey(t, x)dx
Q

satisfies

d

—Eq () =— ra(t,x)dx <0

dt Q
for all r € [0, T], since r,(f, x) > 0 by assumption (P) and if u; > 0. Hence the
total available energy is nonincreasing and serves as a Lyapunov functional.

3. The Ericksen operator

In this section we compute the nonlinear operator associated to div(%) as
well as its boundary condition given in (2.12).

3.1. Computation of the Ericksen-operator

In the following, We compute the nonlinear operator associated to div(%)
defined in (2.12), with i from (2.4). For a smooth vector field d, its derivative
Vd € R3*3 and rotation curld € R3 are defined by Vd = (9;d;);,j and

curld = (32d3 — 83d2, 33d1 - 31d3, 31d2 - azdl)T.

It follows that

3
Te(Vd)* = ) id; didy.
i,k=1
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where Tr A = 21-3:1 a;; is the trace of a Matrix A = (a;;) € R**3. This readily
implies

9 Tr(Vd)?

_ T
o =2vd)".

Furthermore, we have

a(divd)? o divd . adivd

_ —2divd - Iyys.
I(Vd) VS va) Va3

For a differentiable matrix A = (a;;) € R33 its divergence div A € RR3 is defined
by diva = (¥3_, 9a;)

i=

53" We note that this readily implies

" (a Tr(Vd)?  d(divd)?

— — : T . . )
a(vd) 8(Vd) >_2d1V(Vd) 2 div (led I3><3)

=2Vdivd —2Vdivd =0,

o (2 )(_W)
a(Vd) 0(Vd)

V(d,Vd) = ki (divd)® + ka(d - curl d)* + k3|d x curld|?.

hence

where

For convenience, we will rewrite the expression for i as follows:

U(d, Vd) = ki (divd)? + ka(d - curld)* + kz|d x curld|?
= ky(divd)* + k3| curl d|3
+ (ka — k3)(d - curl d)>.
Here we have used the property |d|» = 1 and the fact |a - b|*> + |a x b|§ = |a|§ . |b|%
foralla, b € R3.
Since | curl d[3 = (3pd3 — d3d2)? + (33d) — 31d3)* + (d1d2 — d2d1)?, we obtain
3| curl d|? T
- =2(Vd - (Vd)").
3va) ( (Vd)")

This readily implies that

_(9(ki(divd)? + k3| curl d|?)\ o . ;
div ( 3(Vd) ) = 2ky div(divd - I3x3) + 2k3 div(Vd — (Vd) ")
=2k V divd 4 2ksAd — 2k3V divd

=2k3Ad 4+ 2(k; — k3)V divd.
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Next, we will take care about the term (d - curl d)2. In a first step, we obtain

0 —ds dy
d(d - curld
wz & 0 —d, |, (3.1)
a(Vd) —d di 0

by employing the definition of curl d. This in turn implies

div <a(d - curl d)? 9(d - curl d))

) = 2div ((d - curl d)

(Vd) v
e A

(V(d -curld))T.

Here we have used the fact that div(f - A) = f -divA + A - (Vf)T for any
differentiable matrix A and any differentiable scalar f with derivative V f =
(01 f, 02 f, 93.f). A direct computation yields

. (9(d-curld)

div| —— ) = —curld,
a(Vd)

by (3.1), and hence

, <a(d-cur1d)2
div| ————

) . ( 8(d-curld)>
=2div|{(d-curld)————

A(Vd) A(Vd)
0 —ds d
= 2 -culd)curld +2 | ds 0 —d;
—~dr di 0

-(V(d - curld)T.

The last term can be rewritten as

0 —ds d»
s 0 —d|-(Vd-curld)T
—d» di 0

= (d x V)(d - curld)
=((dxV)®d)-curld + ((d x V) ® curld) - d,
where a ® b = (a;b;); ; € R¥>3 fora,b € R¥and V = (31, 82, 93) .
Altogether, this yields

53
div (f)(de)) = 2ksAd 4+ 2(ky — k3)Vdivd + 2(kp — k3) ((d x V) @ curld) - d
4+ 2(ko —k3) ((d x V) ®d) - curld — 2(ko — k3)(d - curld) curl d

It remains to apply the projection P; = I —d ® d. Since |d|» = 1, we obtain
Ad-d= —|Vd|% and hence

Py(Ad) = Ad + |Vd|5d.
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Furthermore, a direct computation yields
((dxV)y®curld)-d L dand ((d x V)®d) -curld L d. (3.2)
Therefore
P;(((d x V)®curld) -d) = ((d x V) ® curld) - d
as well as
P;(((dxV)®d)-curld) = ((d x V) ®d) - curld.

Summarizing, we arrive at the expression
0y .
P, div (W) — 2k3Ad + 2(ki — k3) PyV divd
+ 2(ko — k3) ((d x V) ® curld) - d
+2(kp —k3) ((d x V) ®d) - curld
—2(ky — k3)(d - curld) Py curl d + 2k3|Vd|3d.
Finally, we note that the principle part of the linearized Ericksen operator is then
given by
A3(V)d = 2ks Ad +2(ki —k3) P;V divd +2(ky — k3) ((ci x V) ® curl d) d

5 (3.3)
for some given d.

3.2. Boundary condition for the Ericksen operator

As explained in (1.4), the natural boundary condition for the Ericksen operator
reads as
oy

Fasway

v =0, (3.4)

with ¢ from (2.4). We first compute a(ade) - v. The results in Section 3.1 yield

ddivd)r aTe(Vd)? T
W V= Z(dIVd)l), W sV = Z(Vd) -V,
2
% v =2(Vd — (Vd)T) - v,

and

0 —-dy d
v=2(d-curld)| d3 0 —=di|-v=2(d-curld)({d x v).
—dr di O

a(d - curl d)? .
a(Vd)
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Summarizing, this yields

9
a(de) v =23Vd v+ 20k divd - T —k3(Vd)T) - v
20k — k3)(d - curl d)(d x v) + 2(ky + ka) (V)T = divd - T) - v.

We observe that P;(Vd -v) = Vd -vsinced' -Vd -v=vT - (Vd)" -d =0, as
|d|> = 1. Furthermore, we have P;(d x v) = d x v. This finally yields
oy
o(Vd)

Py v =2k3Vd v+ 2Pk divd - [ —k3(Vd)T) - v
+2(ky — k3)(d - curl d)(d x v) 3.5
+ 2(ka + ka) Pa(Vd)T —divd - T) - v.

We note that the principle part of the linearization B;(V)d of the right hand side
of (3.5) reads

Bj(V)d = 2k3Vd - v +2P;(ky divd - I — k3(Vd)") - v

+2(ky — k3)(d - curl d)(d x v) + 2(ka + ka) P3(Vd)" —divd - I) - v,
(3.6)

for some given d.

4. Functional analytic setting

Let T € (0, 00) and  C R? be a bounded domain with boundary 92 € C 3,
For the velocity field u, we choose the base space

Lp (0, T); Ly(2RY)),

where 1 < p < oo and i € (1/p, 1]. In the equation for u, the terms of highest
order are d;u for the variable r+ € (0,T) and 9y, 0 U for the variable x € .
Therefore, the optimal regularity class for u is given by

Hy (0, T); Ly(QR)) N Ly (0, T); Hy(Q: RY)),
whereas
Vi € Ly, (0, T); L,(2; RY))

is optimal for 7. Since D;d is a part of S7 and since div Sy appears in the equation
for u, it is natural to assume

1 .glio.- w3
d € Hy , (0, T); Hy (2 RY),
In Section 3.1, we explicitly computed the Ericksen operator P, div (%) , which
acts as a quasilinear differential operator of second order. Hence, choosing

Ly u((0,T); Hy(Q: RY)
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as the base space for the d-equation, it follows that
H) (0. T); Hy(Q:R)) N Ly (0, T); Hy(Q: RY))

is the optimal regularity class for the function d.
We note that for £ € {0, 1}, the embeddings

H) (0, T): Hi(Q: R)) N Ly (0, T); Hy (2 RY))
< C(0. T1; By, P (@: RY)
imply that, necessarily,
u(0) € Bo 2P R%) and d(0) € BT TP (@ R).

Here B;q(Q; R3), 1 < p,q <oo,s > 0, denotes a classical Besov space, see e.g.
[46,47].

With a view on the nonlinear boundary term Pda(Bde - v computed in Section
3.2, we will also need the optimal regularity class for the trace of 9;d, j € {1, 2, 3}
on 9€2. Given

deH,,(0,T); Hy(QR)) NL,,(0,T); Hy(2; RY)),
it follows that
djd € H, ,((0,T); Lpy(Q:R)) N L, (0, T); Hy(Q: RY))
and hence
trae djd € Wy, /P ((0, T); L,(02: R*) N L, . (0, T); W, /7 (3Q; R)),
for each j € {1, 2, 3}. For the remainder of this article, we will always assume that

1 5
+

l<p<oo and =+ — <u<1I, 4.1)
2 2p

so that
2u+0—2 2+£-2
Wle‘ /P(Q; R3) — Bngr /P(Q; R3),
as2u+ ¢ —2/p ¢ Nfor £ € {0, 1}. Moreover, (4.1) ensures the embedding
WP (@ RY) s CIHH@RY), € e (0, 1)

Setting z := (u, d), we rewrite (2.12) together with its boundary and initial condi-
tions in the equivalent form

du+ Ay@u+ Rl Q)dd+Vr =F,(z) in (0,T)xQ,
—Ro(Du + v (2)0,d + Ag(2)d = F;(2) in (0,7) x ,

divu =0 ?n 0,7T) x Q, 42)
u=0 in (0,7T) x 0L,
Bs(V)d =0 in (0,7) x 0L,

(u,d) = (ug,dy) in {0} x Q.
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Here, for given
F=(i.d) e WP R x WP (@i RY),
we set —Ay(2)d := A;(V)d, and
As(V)d = 2k3Ad + 2(k; — k3) P;V divd + 2(ky — k3) ((ci X V) @ curl d) 4,

is the principle part of the linearized Ericksen operator defined in (3.3). Furthermore,

B3(V)d : = 2k3Vd - v+ 2P;i(kidivd - I — ks(Vd)T) - v
+ 2(ky — k3)(d - curl d)(d x v)
+2(ka + ka) P3(Vd)T —divd - 1) - v,

is defined as in (3.6) and, following Section 3.2, we have

oy
v
a(Vd)

Ba(V)d = Py

For the definition of the second order operator A, (z) and of the first order operators
R1(Z) and Ry(Z) we refer to [26, pages 1454—1455], where, however, one has to
replace U by z and V,, by V in that reference. We note further that div(Vu)T =0
since div u = 0, so that the second term in the definition of A,(Z) in [26] vanishes.
Ifz = (u, d ) € R3 x R3 is constant, a detailed expression of the Fourier-symbols
of R;(Z) an A,(Z), is given in the proof of Theorem 6.2 below. Finally, F,(z) as
well as F;(z) collect all terms of lower order.

5. Properties of the linearized Ericksen operator

The aim of this section is twofold: we first prove that in R3, the principal part of
the linearized Ericksen operator is strongly elliptic in the sense of [42, Section 6].
Secondly, we show that in half-spaces, the linearized Ericksen operator subject to the
principal part of the linearized boundary condition satisfies the Lopatinskii-Shapiro
condition. The results obtained in this section are crucial for proving maximal
regularity results in the following Section 6.

We start by recalling from subsections 3.1 and 3.2 that the Ericksen operator is
of the form

Py div <%) = 2k3Ad + 2(ky — k3) P;V divd
+2(ky — k3) ((d x V) @curld) - d
+2(ky —k3) ((d x V) ®d) - curld
—2(ky — k3)(d - curl d) Py curld + 2k3|Vd|3d
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and that its natural (nonlinear) boundary condition reads as

Iy

Pda(Vd) -v=2k3Vd - v+ 2Py(k1divd - I — k3(Vd)T) Y

+ 2(ky — k3)(d - curl d)(d x v)
+2(ks + ka) Py(Vd)" —divd - T) - v.

We recall from Section 3 that for sufficiently smooth 7, the principle part of the
linearized Ericksen operator is given by

Aa(V)n :=2k3An 4+ 2(ky — k3) PsV divy 4+ 2(ka — k3) ((d x V) Q@ curln) - d,
(5.1)
and that the principle part of the linearized boundary condition reads as
Ba(V)n :=2k3Vy - v + 2P (ki divy - I —ks(V)') - v
+2(ky — k3)(d - curl n)(d x v) +2(ka + ka) Pa (V)T — divy - 1) - v,
(5.2)

with constant coefficients d € R> and with |d|, = 1.

5.1. Strong Ellipticity

We show in the following that the operator —.A4,4(V) given by (5.1) is strongly
elliptic. To this end, we denote by

ma ()0 = 23130 + 2(k1 — k) Pa(E ® )0+ 2(ka — k3) (d X ) ® (6 x ) -d
= 2k3[§ 130 + 20k — k3) Py (6 @ §)n -+ 2(ka — k3)(d x E)[(E x 1) - ]
= 2k3[8 130 + 2(k1 — k3)P(§ @ §)n -+ 2(ka — k3)(d x E)[(d x £) - 1]
= [2316B1 + 201 — k) Pu(e ®8) +2(kr —ka)d x ©) ® (@ x §) | n

the Fourier symbol of the operator —A,(V).

Proposition 5.1. (Strong ellipticity) Assume (F) and let d € R3 with |d]» = 1.
Then the operator —Ag(V) is strongly elliptic, i.e., there exists a constant ¢ > 0
such that

ma(E)n -n = cl&3inl3 (5.3)
forall €, n € R3.

Proof. We consider in a first step the condition 9k3 > ki from assumption (F). Let
us denote by

my"™ (&) = 2k3|E51 + (ki — k3)[Pa(€ ® §) + (6 ® &) Pa]
+2(ka —k3)(d x &) ® (d x §)
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th¢ symmetric part of mg(£€). We note that for £ € R3, € # 0, it holds that
my" (&) = |&15m," (¢), where ¢ = £/|£|> and

;" () = 2k3l + (ki — k3)[Pa(C ® &) + (¢ ® ¢) Pal
+2(ky — k3)(d x §) ® (d x ¢).

We will prove that the symmetric matrix 71}, " () € R**3 is positive definite. To
this end, we distinguish several cases.

Case I: Assume thatd || ¢. Thend x ¢ = 0andd = ¢ ord = —, since
|d], = 1. It follows that ¢ ® ¢ = d ® d and therefore

I-d®d)dRd)=dRdA)(I —d®d)=(d®d)—(dRd) =0,
where we made again use of the fact |d|, = 1. So, in this case,
my " (&) = 2k3 1,

wherefore all three eigenvalues coincide with 2k3 > 0.
. Case II: Assume thatd x { # 0. In this case, d x ¢ is an eigenvector of i)} " (),
since

" () (d x §) = 2k3(d x ) +2(ka — k3)|d x £15(d x ¢)
= (2Kald x ¢ B+2ks(1 = 1d x £ D) (d % ©).

Here we have used the fact that {,d L (d x ¢). The corresponding eigenvalue
satisfies

2kyld x 13 4 2k3(1 — |d x £|3) = 2min{ky, k3} > O,

since |d|2 = |¢|2 = 1. We are now looking for other eigenvalues and eigenvectors
and make the ansatz «¢ + Bd, «, B € R. Since

(@¢ + pd) L (d x ¢)
a short computation shows that
iy "™ () (g + Bd) = [2ksa + (ki — k3) (@ + Bz + (1 — 2))]¢
+ [2k3B — (ki — k3)(az + Bz2)]d,

where z := (d|¢).
Case II.1: If z = 0, then ¢ is an eigenvector with eigenvalue 2k; > 0 ((«, B) =
(1, 0)) and also d is an eigenvector with eigenvalue 2k3 > 0 ((«, B) = (0, 1)).
Case I1.2: In case z # 0, we require that there exists A (an eigenvalue) such
that

2kza + (ki — k3) (@ + Bz + a(1 — 2%) = ra
and

2k3p — (ky — k3)(az + Bz%) = AB.
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If ki = k3, then ¢ and d are eigenvectors to the same eigenvalue 2k3. In case
k1 # k3, we solve the last equation for A, to obtain (observe that § = 0 would yield
o =0incase z # 0 and k1 # k3)

o= 2k3 — (k1 — k3)(az/B +2°), (54)
and plug it into the other equation. This yields
20+ Bz +a’z/B = 0.

Multiplying with 8 and dividing by z # 0 implies
2, 2 2
o+ Zaﬂ + B =0.
This quadratic equation can be solved for « to the result

o=-LPasyiz2),
z
which in turn implies

(%Z:—I:F\/l—zz.

We insert this expression into the equation (5.4) for A, to obtain
Ap =2k — (ki —ka) (=1 FvV1—22+2%)
=2k3 + (k1 —k3)(1 — 22 £ V1 —22).

This shows that, if k1 < k3, then A4 < A_ and
Ay =2k3 + (ki — k3)(1 — 22 + /1 — 22) > 2k3 + 2(ky — k3) = 2k; > 0,
since

0<l—-224V1-722<2

for |z| = |[(d|¢)] < 1, by the Cauchy-Schwarz inequality.
On the contrary, if k| > k3, then Ay > A_ and

Ao =2ks + (ki —k3)(1 — 22 = /1= 22),

This time we use the estimate
1
1-22—V1-2z2 T
valid for all |z| < 1, to obtain

1 Oks — k
k_22k3—4—‘(k1—k3)=%>0,
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by the assumption 93 > k; from (F). This shows that the symmetric matrix
m;;" () is positive definite, which in turn is equivalent to the fact that the ma-
trix mq(¢) is positive definite.

Let us finally consider the condition 2|k| — k3| < min{k», k3} from assumption
(F). The considerations from above for the very special case k; = k3 show that the
symmetric matrix

My(€) == 2k3|E[31 + 2(ka — k3)(d x £) ® (d x &)
is positive definite and satisfies the estimate
Mq(€)n - = 2min{ks, k3}I5 131013
Since |d|, = 1, it holds that
2 PyE @ &) -l =2/ —d @ d)(§ ® E)n -l < 4lEBInl3
by the Cauchy-Schwarz inequality, which implies that the matrix
Mq(§) +2(ky —k3)Py(§ ®§)

is positive definite, provided 2|k; — k3| < min{ka, k3}. This completes the proof of
Proposition 5.1. O

Remark 5.2. If, instead of condition (F), one merely assumes that the Frank coef-
ficients satisfy k; > O for j € {1, 2, 3}, one can prove that all eigenvalues of the
(non-symmetric) matrix-valued symbol m 4 (&) of — A, (V) are real and positive, i.e.
the operator — A, (V) is normally elliptic. Let us emphasize that, in general, normal
ellipticity does not imply strong ellipticity. However, in the proof of Theorem 6.2
below we need to know that —.A4,(V) is strongly elliptic.

5.2. The Lopatinskii-Shapiro condition

For given d € R3 with |d|, = 1, we consider the pair (A4(V), B;4(V)), defined
in (5.1) and (5.2). Our aim is to prove that (A4 (V), B;(V)) satisfies the Lopatinskii-
Shapiro condition, formulated precisely in Proposition 5.4 below. To this end, let H
denote a half space in R3, hence H may be written as a translation and/or rotation
of the half space Ri. We start with the following

Proposition 5.3. Assume (F) and let d € R with |d|, = 1. Then, for each 1 € C
with Re & > 0, the only solution 1 € H22(H; C3) of the boundary value problem

m—=—A;(VY n=0 inH, B;(V)n =0 ondH,
is n = 0. Moreover; for each n; € H22(H; P,C3) with B4(V)n = 0, it holds that
—(Ad(VInin)L, = all Vi, g

with the constant « from assumption (F).
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Proof. We split n and write n = Pyn+ (I — Pg)n =: n1 + n2. Applying (I — Py)
to the equation An — Ay (V)n = 0 yields

A — 2ka(I — P))A(ny +m2) =0,

since (I — P;)P; =0,as |d|, = 1,and ((d x V) ® curln) -d L d. Moreover, we
have

(I = P)A(m +m2) = AU — Py)(n1 +m2) = Any.
Applying (I — Py) to the boundary condition B;(V)n = 0 yields
0=2k3({ — P))V(1 +n2) - v =2k3VU — Pg)(m +n2) - v =2k3Via - v.
Therefore, 1y solves the problem
Ay —2k3Anp, =0 inH, Viy-v=0 ondH.

Taking the inner product with 1 in L (H; C3), integrating by parts and taking real
parts, yields

Re Allnall7, my + 2631 V02117, gy = O

If ReA > 0, then np = 0. If Re L = 0, then 7, is constant, hence 1, = 0, since
otherwise 1, ¢ Ly (H). This shows that n = n; = Pyn.
Taking the inner product of —A4(V)n; with 51 in Lo(H; C3), it follows that

(Aa(VInin) L, = 2ks(Aniin) L,
+2(ky — k3)(V divni|n1)z,
+2(ka — k3)(((d x V) @ curl n1) - d[n1)L,,

since P} = Pj and P;n| = n1. We write
ki(Vdivnin)r, = ki(div(divny - DInyi,
and
k3 (V div i Dz, = ks (div(Yn)TIm) L,
Since d € R3 is constant, the latter term can be rewritten as
(((d x V) ®curlny) - dIn)r, = (div(D( - curl n1))In1)L,,

where

0 —ds d
D=|d 0 —-d
—dy di O
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Integrating by parts and invoking the boundary condition B;(V)n; = 0 yields

2k3(AniIny)p, + 2k (div(divny - Din)p, — 2k3(diV(Vn1)T|m)L2
+ 2(kp — k3)(div(D(d - curl n1))In1) 1,

= =2k3(Vn1|Vn1) L, — 2k1| div mlliz + 2k3((V771)T|V771)L2
—2(kp — k3)(D(d - curl ) [Viy)p, — 2(ka + k) (V)T = divapy - 1) - VIND Ly o
Another integration by parts yields, that the last (boundary) term can be written as
(V)T —divay - 1) - |01, o
= (V)" —divy - DIV L, = (Vo) IV, — I divin |7,
= (V)" = Vi V)L, + (Y Vi), — Ildiva )13,

since diV(Vm)T —div(divny - 1) =0.
A short computation shows that (D(d - curln1)|Vn1)r, = |Id - curl n; ||%2. In
summary, this yields

—(Aa(V)m )L, = 2kl div II%2 + 2k3(Vn — (Vm)TIVm)Lz
+2(ky — k3)|id - curl 17,
+ 20k + k)Y T = V[V, + IVnil7, — Iidiva 17,1
‘We observe that
(Vm = (Vo) IV, = [ eurln |17,
whence

—(Ag(V)miIn)L, =20k — ky — ka) [ div |17, + 2(ks — ko — ka)|| curl |17,
+2(ky — k3)|ld - curl 1|7, + (k2 + k) [V |7,

Since |d|, = 1, we may write
lcurl g7, = lld x curl i1, + [ld - curl ||,
which in turn yields
—(Aa(VymiIn) i, =20k —ky — k)|l div g |17, + 2(ks — ky — k) lld x curl |17,
—kylld - curl gy |17, + (k2 + k) IV 117,
For any 0 < o < min{ky, k7, k3}, it follows from (F) that k4 = o — k», hence
ki—ky—ks=kj—a>0, je{l,3), and —kg4>0,
which implies
—(Aa(VminD L, = oIVl m)-

This is the claimed estimate.
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Finally, taking the inner product of An; — A4(V)n; = 0 with 51 in Lo(H; C3),
and taking real parts, we obtain

0 =ReAlmllg,m — Ad(VDniln)L, = Redllmlg,m) + I VnilZ, ).
which in turn implies that n; = 0. O
By the same strategy, we are able to prove the following result:

Proposition 5.4. (Lopatinskii-Shapiro condition) Assume (F) and let d € R3 with
|d|» = 1. Then, for all . € C withRex > 0 and all £,v € R? with & 1 v and
(X, &) # (0,0), the only solution n € H22 R4; C? of the initial value problem

A —Aq(i& +voyn =0, y>0, By@i§+vd,)n=0, y=0,

is n = 0. Moreover, for each n| € H22(R+; P,;C3) with By(i& + voy)n =0, it
holds that

—(AaE +vamIn)L, = «(EPImIL,e, ) + 19mI7,e,)
with the constant « from assumption (F).

Proof. We use the same strategy as in the proof of the preceding proposition,
however now the differential operator V is being replaced by i§ +v4d,,. The splitting
n = n1 + na2 with n; = Pyn and integration by parts with respect to the variable
y > 0yields

Re Mm@, + 2k (&P Iml T, @, + 10m207,@, ) =0,

which shows that 7o = (I — Py)n = 0, hence n = n1 = Pyn. Taking the inner
product of —A,(i§ 4 vdy)n; with ny in L>(R4)? and integrating by parts with
respect to y > 0, implies the desired estimate. In fact, the technical steps from the
proof of Proposition 5.3 can be mimicked and are therefore omitted. Finally, taking
the inner product of the equation An; — A4 (i€ +v9,)n1 = O withny in Lo(R; ()
yields n; = 0, hence n = 0. O

Remark 5.5. Since the state space C> of 7 in Proposition 5.4 is finite dimensional,

strong ellipticity of —A;(V) implies that the Lopatinskii-Shapiro condition is
equivalent to the fact that for each g € C3, the problem

An—Ag(iE +voy)n=0, y>0, By@i&+viy)n=g, y=0

has a unique solution 1 € H(IZ(R+; C?) for any 1 < g < oo. We refer to [42,
Remark 6.2.2 (iv) & Section 6.2.2] for details.
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6. Linearized problems and maximal regularity

We start by considering a linearized problem for the function d, which reads as
yod —A;(V)d=f in (0,T)x <,
B;(Vyd =g in (0,T)x 0%, (6.1)
d=dy in {0} xQ,
where A(;(V)d and B(;(V)d are defined as in Section 4.

Proposition 6.1. Let 1 < p < 0o, u € (% + %, 1], vy > 0 and assume (F).
Suppose that T > 0, Q € {R3, Ri_} and let d € R> with |d|» = 1. Then, for any
T > 0, the problem (6.1) admits a unique solution
deH, ,(0,T); Hy(:R)) N L, (0, T); Hy(Q:R),
if and only if the data are subject to the following conditions.
(1) feLpu,T); H,%(Q; R?)),
@) g € Wy 2P (0. T): Lp(@02: R?) N Lp (0. T); Wy~ /7 (02 RY)),
(3) do € W' 1P (@ R3)
4) B;(V)do = g(t = 0).

Proof. The assertion follows from [42, Section 6.1.5 (i) & Proof of Theorem
6.3.3], since —A5(V) is strongly elliptic by Proposition 5.1 and since the pair
(A;(V), B;(V)) satisfies the Lopatinskii-Shapiro condition by Proposition 5.4. O

Next, we linearize the problem (4.2) for (u, d) at some given
2= (@ d) e WP @R x W TP (@i RY),

and drop all terms of lower order. This yields the principal linearization of equation
4.2)

du—+ AyGu+ RN (2)d,d + Vr = f, in (0,7T) x Q,
—Ro(Du +y(2)d:d + Ag(2)d = fy in (0,7T) x Q,
divu =0 Tn 0,T) x Q, 62)
u=>0 in (0,7T) x 012,
B;(V)d =g in (0,7) x 0%,
(u,d) = (ug,dp) in {0} x Q.

For the system (6.2), we prove the following maximal regularity result.

Theorem 6.2. Let 1 < p <00, 4 € (% + %, 1] and assume (F),(P) and (R). Let
Q C R3 be a bounded domain with boundary 32 € C> and let

2= (@ d) e Wy @R x WP RY),
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with |c?(x)|2 =1, x € Q. Then, for any T € (0, 00), the problem (6.2) admits a
unique solution

ue Hpy,((0.T): Lp(@:RY) N Ly u((0.T): Hy(2: RY),
Vi € L, (0, T); Ly RY)),
d € Hy (0. T); Hy(@: RY) N Ly, (0, T); Hy (R RY),

if and only if the data are subject to the following conditions.

(1) fu € Lp (0, T); Lp(2; R3)),

(2) fa € Lpu((0, T); Hy(2; RY)),

(3) g€ Wy PP((0, T); L3 R3)) N L, (0, T); Wy~ /P (092 R3)),
@) up € WP (@ RY),

5) divug =0,

(6) ug = 0 on 022,

(7) do € W27 R),

(8) B{;(V)do =g(t =0)ond.

Proof. The proof is subdivided into several steps.
Stepl: Let Q = R3 and consider the case of constant coefficients, i.e., we linearize
at a constant vector 2 = (ii,d) € R3 x R3 such that |d|, = 1. By Proposition
6.1 for Q@ = R3 and [42, Theorem 7.1.1], we may first reduce (6.2) to the case
(ug, do) = (0, 0). Note that the inhomogeneities (f,, fz) then have to replaced by
some modified data in the right regularity classes.

Denoting by & the Fourier variable in space and by X the Laplace variable in
time, the Laplace-Fourier symbol of the differential operator defined by the left
side of (6.2);—(6.2)3 is given by

M, (h, &) iET iAR (E)T
L ahi§) = iE£ 0 0 :
—iRo(§) O My(x, &)

where i R j (§) are the Fourier-symbols of the first order differential operators R (Z),
M, (A, §) is the Laplace-Fourier-symbol of

o + Au(2),
and M; (X, &) is the Laplace-Fourier-symbol of

Y@ + A = y@)d, — A3 (V).



76 Page 28 of 45 Arch. Rational Mech. Anal. (2025) 249:76

In particular, it holds that

My(h, &) =yl +m5(E),
my(E) = 2k3|E171 + 2k —k3)(I —d ® d)E ® & + 2(ky — k3)(d x &) ® (d x £).
Ro®) = P27V pre@d + P2V gjay g,

R1() = Ru(&) — Ro(®),
Ry (§) = p+ Py @ d + p—(E|d) Py,
Mu(,8) = my O )1 + po€ld)’d ©d + R(E)TR(E)

upuv

b T T
+ —Ru(&) Rp) + —— ST (Eld)(RE) — R (),

4y
R() = P& ®d + (£|d)P;.
mu(h, €) = + €L,
where P; =1 — d ®d and U+ = up £y + pp. Let us remark that, apart from
Mg (X, &), the definitions of the above symbols coincide with those in Section 5 of
[24] or [26] .
For the time being consider, the purely parabolic part £° of the symbol £

My (h, &) iAR1 ()T
Loy i8) = (—iRo(E) Md(x,a)’

which results from /.3( 7 by dropping the pressure gradient and divergence equa-
tion. For J(u, d) := (u, Ad) and v := (u, d), a computation shows that

Re(L£%.

W21 I
V17 V) = Remy (G ©)lul3 + po€1d)° @) + =7 | Rul3

1
+ @ue,m% + Re[ir(d|Ru)] + y[A*1d]3 + Re x(mj(E)d|d).

By strong ellipticity of —A;(V), see (5.3), we obtain

(m;€)d|d) > clg31d|3

for some constant ¢ > 0. Furthermore,
1 . 1
@uw@ + Re[iA(d|Ryu)] + y 1A 1d|3 = —|R,m|% — A2l Ruuly + AP 1d13

IRuulz) .

= (V7 Ixlld]z - f

by the Cauchy-Schwarz inequality. Assumption (P) then yields the estimate

Re(L), 7 v1J) = (Reh + s €3 ul3, (6.3)

provided Re A > 0. Next, we consider the equation

—iRyE)Yu+ My(x, €)d = fy



Arch. Rational Mech. Anal. (2025) 249:76 Page 29 of 45 76

and solve it for d. Let us note that for ReA > 0 and (X, &) # (0, 0), the matrix
Mg (X, &) is invertible by (5.3). Therefore, we obtain

d =M. §)"" (fa+iRo(&)u).
For f; = 0, this yields the Schur complement
M(h, i&) = My (A, &) — AR ()" Ma (. £) ™' Ro(£)
for u and (6.3) implies the estimate
Re(M (L, i&)ulu) > (Re A+ us € 3)ul3,

since Schur reduction preserves positive (semi) definiteness. Therefore, we are in
a position to apply the techniques from [42, Section 7.1] to prove maximal L -
regularity of the corresponding generalized Stokes problem for # in the full space
R3. In fact, in [42, Section 7.1] one has to replace A + A(§) by M (%, i&).

Having a unique solution u of the generalized Stokes equation in its optimal
regularity class, it follows that

RoG)u € Lp (0, T); Hy(R?; RY)),

since Ro(Z) is a first order differential operator. Hence, solving the equation for
d by Proposition 6.1 we obtain a unique solution d which belongs to its optimal
regularity class. This completes the proof for the case 2 = R3.
Step 2: Let 2 = Ri and consider the case of constant coefficients, i.e. we linearize
at a constant vector 7 = (ii,d) € R x R3 such that |d|» = 1. We first reduce
(6.2) to the case (ug, do, g) = (0,0, 0), by applying Proposition 6.1 for the case
Q= Ri and [42, Theorem 7.2.1] for the case of no-slip boundary conditions.

In the half space R3_, we replace the spatial co-variable £ by & — i vdy, where
y > 0and & L v. Asin Step 1, we extract the Schur complement of «. To this end,
we consider the differential operator

Mg, & —ivdy)d = yrd +mj(E —ivdy)d = yrd — A;(i& +vdy))d,
supplemented with the homogeneous boundary condition
B;(i& + vdy)d = 0 for y = 0.

We claim that for ReA > 0, (A,&) # (0,0) with & L v, the operator M is
invertible. Indeed, consider the equation

Ma(h, & —ivdy)n = f

for given f. In a first step, we extend f from R to a function f on R and solve
the full space problem

Yl — Az(iE +va)i=f, yeR,
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by the classical Mihklin multiplier theorem with respect to the variable y and with
the help of (5.3). This yields a unique solution 7. Next, we consider the boundary
value problem

vy — Agis +vd)i =0 y >0,

B;(i& +vay)n=h y=0,

with h := —Bj;(i& + vd,)7, to obtain a unique solution 7 by Remark 5.5. This
shows that My is invertible, which in turn implies that

d =My, & —ivdy) ' (fa+iRo(E — ivdy)u).

(6.4)

Therefore, the Schur complement of u is given by
My (A, & —ivdy) — AR (§ — ivay)TMd(A,E - ivay)_lRo(é —ivdy).

We will now show that the Lopatinskii-Shapiro condition is satisfied. To be
precise, this means that, for all Re A > 0, (A, &) # (0, 0) with & L v, the problem

M, (A, € —ivdy)u +iARi(E —ivdy)Td =0 y >0,
—iRo(§ —ivoy)u+ My(A, & —ivdy)d =0 y >0,
u=0 y=0,

Bi(i +vd,)d =0 y=0,

(6.5)

admits only the trivial solution u = d = 0 in Ly(Ry). Let us splitd = dy + d>,
where d| = P‘;d andd, = (I — Pg)d. Since

(I — Pp)Ro(€ — ivdy)u =0,

by the definition of Ry, we may conclude from equation (6.5); that d, = 0. Indeed,
this can be seen as in the proof of Proposition 5.4. Therefore, we may replace d by
di = Pjd in (6.5). As in step 1, we will test (6.5); with it and (6.5), with Ad; and
integrate by parts with respect to the variable y > 0. Assumption (P) then yields
the estimate

0 > Re A[||u||iz(R+) + (mj(§ —ivdy)dildi) L, p)]
FHAP I, @, + EBIT, @, ) + 19Ul ], @, -
Since, by Proposition 5.4,
(mjE —ivdy)dild) L,y = — (A (& +vdy)dild) v,
> (€PN, @,y + 10vdi 1T, @, )

we may conclude that dyu = 0, hence u = 0 as u € L>(Ry). Inserting this
information into (6.5),, the boundary condition (6.5)4 and Proposition 5.4 imply
dy; = 0. This shows that the Lopatinskii-Shapiro condition is satisfied.

We may now employ half-space theory for u by the methods in [5, Section 6]
or [41, Section 2] or [42, Section 7.2] to prove maximal L ,-regularity for the half
space ]Ri. Having a unique solution u in its optimal regularity class, it follows that

Ro@u € Ly (0, T); Hy(RY; RY)).
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Hence, we solve the equation for d by Proposition 6.1 to obtain a unique solution d
which belongs to its optimal regularity class. This completes the proof for the case
Q=R3.

Step 3: The results of Steps 1 and 2 extend by perturbation arguments to a bent half-
space and to the case of variable coefficients with small deviation from constant
ones. We then may apply a localization procedure to cover the case of general
domains with boundary of class C3 and variable coefficients. For details we refer
at this point to, e.g., [42, Sections 6.3 & 7.3]. This completes the proof of Theorem
6.2. O

We will now rewrite (4.2) in a more abstract form. To this end, let
Xo =Ly o (2R x Hy (2 RY),

where L 5 (£2; R3) = PuL,(L2; R?) and Py denotes the Helmholtz projection.
Furthermore, let

Xy :={ueH , (R)|u=00n0Q}x Hy( R,
where Hy (Q: RY) := HX(Q; R?) N L), » (2 R?) and let

Xy = Xo, XDpu-1/p,p
be the space of the initial data. In fact, it holds that
Xy, =1{ue Wi PR | u=00n02) x Wi P RY).  (6.6)
Observe next that
X, = CH(QRY) x C2(Q; RY),
by our assumption (4.1) on p and . Given any Z = (ii, d) € Xy 11, we define

AG) = (PHA"(Z) 50

—=PyRI(Z) Ro(Z) — y(Z)PHRl(Z) Ad(2) 67)
Ro(2) Aa(2)

V(Z) V(z)

and, for sufficiently smooth z = (u, d), we introduce, following (3.6), the boundary
operator B(Z) by

B(2)z := B;(V)d = 2k3Vd - v + 2Pj(k1divd - [ — ks(Vd)T) - v
+ 2(ky — k3)(d - curld)(d x v) (6.8)
+ 20k + ka) P3(Vd)T — divd - 1) - v,
Finally, let

6.9
Fq(2) (09)
We note that the definition of A(Z) as well as of F(z) results from (4.2) by applying
the Helmholtz projection to the first equation and by substituting 9;d from the
second equation into the first equation of (4.2).

F(z) = (IP’HFM (2) — G IP’HRT(Z)Fd(Z)> |

)/(z)
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With these definitions, system (4.2) can be rewritten as

0z+A(Rz=Fk in (0, T)x 2,
B(z)z=0 in (0,7T) x 0€2, (6.10)
z(0) = 20 in {0} x Q.

For the sake of readability, for 0 < T < oo, we further define that Jr = [0, T'],

Eo..(Jr) = Ly u(Jr; X0), E1,Ur) == H), ,(Jr; X0) N Ly, (Jr; X1)
and

Fu(Jr) 1= Wy 2P Uy Ly@Q R) N Ly (s Wy /P (02 RY)).
Moreover, we set
)A(%M ={z=W,d) e X, | ldx)hr=1, x € Q} (6.11)

and, forz € X, ;,

Du@, T) :={(f, 8 z0) € Eo,u(Jr) x F (J1) X Xy i | B(2)z0 = tri=0 g}
Then the following result for the linearized system

%z+AQ@)z=f in (0,7T)x Q,
BZ)z=¢ in (0,7)x 0%, (6.12)
z(0)=z0 in {0} x L,

is a direct consequence of Theorem 6.2.

Corollary 6.3. Let the assumptions of Theorem 6.2 be satisfied. Then, for any z €
Xy, and all (f,g,20) € Du(2, T), the linear problem (6.12) admits a unique
solution z € Ky, (Jr).

In the situation of Corollary 6.3, for any z € X v, the mapping
L) = (8 + A@), B@), tri=0) : E1,u(Jr) = Du(Z, T)
is linear, bounded and invertible. Denoting by
S@ =L@ (6.13)

the inverse operator, the open mapping theorem implies that S(z) : D, (2, T) —
Eq, . (Jr) is bounded. Therefore, there exists a constant C = C(T') > 0 such that
the unique solution z of (6.12) satisfies

Izl ) < C (I f g, o) + N8NELor) + I20llx,,.) - (6.14)

With the help of extension-restriction arguments one can prove that in case zg = 0,
the constant C = C(T) is uniform in T € (0, T,] for some given and fixed Ty €
(0, 00), see e.g. [13, Proposition 4.1 (b)].
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We remark that by assumptions (R) and (4.1), the mapping
Xy 2> L(2) € LOE,y(UT), Eo,y(JT) X oFv(JT))

is continuous, where the lower left subscript 0 means that the trace at = 0 vanishes.
Indeed, for A continuity follows from a direct calculation and concerning B, one
may use the fact that the space F, (Jr) is a Banach algebra, cf. also [13, Lemma
B.1]. Corollary 6.3 then implies that the mapping

A

Xy u32 8@ € LEyw(Jr) x oFy(J7), 0E1,,(JIT))

is continuous, since )A(V,M is a subset of X, ,, see (6.11), and since inversion is
smooth. Here the solution operator § is defined in (6.13), but restricted to trivial
initial data.

Next, let us define nonlinear mappings (A, B) by

A(z) = A(z)z and B(z) = B(2)z,

where (A, B) are given in (6.7) and (6.8). Let further F be given as in (6.9). Then
the functions A, 5 and F enjoy the following regularity properties:

Lemma 6.4. Let1 < p <00, u € (% + %, 1] and assume (P), (R). Then

A, F e CY &y, (Jr): Eo,u(Jr)), B e CH(Ey ,(Jr); FrulUr)),
with
A (z:)z = A(z)z + [A'(z0)2]z4, B'(24)7 = B(z4)z + [B'(24) 2]24s

where z, 2, € By, (Jr).
Moreover, given Ty, M > 0, then for any T € (0, Ty] and any 7, = (ux, dyx) €
E1.(J1), 2 € By u(J7) with 2(0) = 0 saisfying

I troe V! dullF, (s7)> zellcr:x, o0 1zxllEy s 12IE ) < M,
for j € {0, 1}, the estimate
[H(zs +2) — H(zs) = H' (z0zlx < e(zlle, o) 12IE,, r)

holds for (H, X) € {(A, Eo,.(J1)), (F, Eo,,.(J7)), (B, F,,(JT))}. Here & : Ry —
R is continuous such tha_t e(ry > 0asr — 0.
If in addition 7 = (u, d) € Ey ,(J7) with 2(0) = z4(0) satisfies

Il trae VZdllz, up)s 1Zlcur:x,0e IZIE, ur < M,
for j € {0, 1}, then the following estimate holds

IH 20z = H'@zllx < elllze — Zlle, , or)12lE L)

where the choice of (H, X) is as above.
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Proof. For the proof one may follow the strategy of [13, Proof of Proposition B.3
and Lemma B.2]. Indeed, by (4.1), the space IF,(Jr) is a Banach algebra and the
nonlinearities in B3 are of the form

d®d)-¢(Vd) or (d|curld)d,
where
¢(Vd) = (Vd)" or ¢(Vd) =divd - I =Tr(Vd) - 1.
O

For the proof of local well-posedness in the next section, we consider the fol-
lowing nonautonomous problem

9z 4+ Az —F@z)z=f in (0,T)xQ,
B(z.(t)z=g in (0,T) x 8%, (6.15)
z(0) = z0 in {0} x Q.
Here,
A(z) :=A(z)z and B(z) :=B(2)z,

and z,. € Eq ;,(Jr) is a given function. By Lemma 6.4, A, 3 and F are continuously
differentiable, with

A'(z:)7 = A(z)z + [A (29)2]24, B (z4)z = B(z+)z + [B'(z4) 7]z

Proposition 6.5. Suppose that the conditions of Theorem 6.2 are satisfied. Then,
Sforany z, € By, (J7) with z,(t) € Xy, 1, t € Jr, and all

(f. 8 20) € EO,M(JT) X IF;,L(JT) X Xy,u

such that B'(z4(0)) = tr;—qg g, the linear problem (6.15) admits a unique solution
z € Ky, (Jr) satisfying the estimate (6.14).

Moreover, in case zo = 0, the constant C = C(T) in (6.14) is uniform in
T € (0, T,] for some given and fixed Ty € (0, 00).

Proof. In afirst step, one proves the assertion for the nonautonomous problem

7+ A@«)z=f in (0,T)x L,
B(z«(t)z=g in (0,7T) x 0%, (6.16)
z(0) =z0 in {0} x Q.

To this end, we follow the strategy of the proof of Proposition 4.2 in [13], take into
account that for any fixed s € Jr, problem (6.12) with z = z,(s) € X y,u has the
property of L ,-maximal regularity by Corollary 6.3 and that I, (J7) is a Banach
algebra by (4.1). The result then follows via a suitable decomposition of the interval
[0, T].

In a second step, we include the terms [A’(z4)z]z, [B'(z+)z]z+ and F/(z,)z by
a perturbation argument as in the proof of Proposition 4.3 in [13]. The details of
this procedure hence are omitted. O
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7. Proofs of the Main Results

We start with the unique strong solvability of the abstract system (6.10).

Proposition 7.1. Let 1 < p < 00, i € (% + %, 1] and assume (F),(P) and (R).

Then, for every zo € )A(y,u satisfying B(zo)zo = 0, there exists T = T(z9) > 0
such that problem (6.10) has a unique solution z € Ey ,(Jr).

Proof. We claim first that there exists Tp > 0 and z, € Ei ,(Jg) satisfying
z4(1) € )A(),,,L for all t € Jr, and such that z,(0) = z¢. Indeed, for given

uo € {u € W' P (2 R?) | u = 0 on 092}
we obtain from [42, Theorem 7.3.1] a function
uy € Hy \(Ry; Ly o (RN NL, u(Rys Hp (2 RY))

such that u,(0) = uo. Concerning dy € W,%’H'l_z/p(Q; R3), we first extend dy to
some 670 € W,%” +1=2/p (R3; R3) and solve the full space problem

dd+wd—Ad=0 in Rp xR,
(7.1)

d0)=dy in {0} x R3,
for some @ > 0, to obtain a unique solution
d e H,, R Hy®RR)) N Ly, (R Hy (R RY),

by [42, Theorem 6.1.11 & Section 6.1.5 (i)]. The restricted function d = c?|g then
satisfies

d e Hy, (Ry: Hy(QR)) N Ly Ryt Hy (2 R))

and 3(0) = dy. Since zo = (ug, dp) € )A(y,u, we know that |dg|, = 1. Let us recall
that
d € C(Ry; C*(Q; RY)) (7.2)

by our assumption (4.1) on p and u. Therefore, by continuity and compactness,
there exist Ty > 0 and «, 8 > O such that

0<a<ldit,x)h<p<oo

for all (¢, x) € [0, To] x . This estimate and (7.2) in turn imply that the function

d.(t,x) = A;C?(t» x)
, x)|2

satisfies

di € Hp ,(Jry: Hy(Q R) N Ly (s Hy (2 RY)
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with |dy (¢, x)|2 = 1 for all (¢, x) € Jg, x Q and d.(0) = mdo = djp. Hence,
Zx := (U, dy) has the desired properties.
For the remainder of the proof, we define

Az = A(ze(0)z = F'(z:(), Bu(D)z:= B'(z(1))z
and solve in a first step the linear problem
9z + Az = A2z — A(z) + F(zo) = F'(z)ze in (0, Tp) x £,

B.(t)z = B'(z+)z« — B(z4) in (0, Tp) x 92,

2(0) = 20 in {0} x €,
(7.3)
by Proposition 6.5 to obtain a unique solution w € [E; , (Jg,) of (7.3). We note that
the compatibility condition

B..(0)z0 = B'(z0)z0 — B(z0)

at t = 0 is satisfied, since B(zg) = B(z¢)zo by definition of B and B(zg)z9 = 0 by
assumption.
Given any Ry > 0, we define, for (T, R) € (0, Tp] x (0, Ro] the set

(T, R) :={z € E1,(Jr) | Iz = wlE, ,(sr) = R, tri=0z = 20},

which is a closed subset of E1 ,, (J7). For a given Z € %(7T, R), we solve the linear
problem

3z + Az =A@ — AR +FR@) —F(zz in (0,7T) xQ,
B.(1)z = B'(z.)z2 — B(2) in (0,7)x0Q, (7.4)
z(0) = zo in {0} x Q,
to obtain a unique solution z = 7 () € E; ,(Jr) by Proposition 6.5. We note that
the compatibility condition B, (0)zg = B'(z0)z0 — B(zo) att = 0 is again satisfied.
We see that z € X(T, R) solves (6.10) if and only if z is a fixed point of 7,
i.e. 7(z) = z. For the latter purpose, we will employ the contraction principle.
It follows from (6.14), (7.3) and (7.4) that there exists a constant C > 0, not
depending on T € (0, Tp], such that
172 —wlg, ) < CUAR) — A(z) — A'(2:) € = z) IRy . (s7)
+ IF@) — Fzs) = F' (@) = ) IEo (1)
+ ||B(2) — B(z4) — B/(Z*)@ — Z*)”]Fu(JT)),

since tr;—o(7 () — w) = 0. Observing that
12 = zellEy i) S 12 = wllEy 0 + 0 = z4llEy ) < R+ W — zillE, (1)
Lemma 6.4 yields the estimate

17@2) — wllg,, ) < ez =zl )2 = z24llE )
= 8(R + ”w - Z*”]ELM(JT))(R + ”w - Z*”]EI,H(JT)) = Ra
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provided 7', R are chosen sufficiently small. Here we used the fact that w, z, €
E1,.(Jr,) are fixed functions and

lw = z«llE, ,(sr) = O

as T — 0. Furthermore, for z, 7 € (T, R), we obtain

172 = Tl ) <CUAE) = AR@) — A'(2)E = DlIE, 1)
+IIF@) = F@) — F'(z0E = Dllrg )
+IB@) = B@) = B'(2:)(Z = DlIF, (sr)-

Estimating

IA@) - AR) = A @) € = DIy 0 < 1AG) = AR) = A @) E = DllEg . 01)
+ 1A' (z4) = AENE = Dllrg (1)

and applying again Lemma 6.4 we verify that
IAG) — AG@) — AR E = DlIry ) < €2 = ZIEy , p)IIZ = ZllE, (77
and
1A (z5) = A@)E = DIIEg,(47) < eUlzx = 2By, () IE = 2R, (s7)-

Here we used the fact that there exists a constant M > 0 such that for all (T, R) €
(0, Tp] x (0, Rp] and for every z = (1, d) € X(T, R) we have

Itrae VVdllg, s 12lcur:x,.0s 121EL 0 < M, j €{0,1}.
We further see that
12 = ZllE, ) < 12— wllg,,on + v —ZllE, 0 < 2R
and
lze = 2B o) < llzs — wllgy ) + 1w = ZllE, ) < lze — wlE, ) + R

Analogous estimates for the terms involving F and 5 finally imply

A - .
17z =T @I, ) < §||Z = ZllE r)>

provided that 7 and R are chosen sufficiently small. Hence, 7 : X(7, R) —
% (T, R) is a contraction and we obtain the existence and uniqueness of a fixed
point z € (T, R) of 7, which is then the unique solution of (6.10). O
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It follows from the definition of the Helmholtz projection Py that any solution
to (6.10) is a solution of (2.1_2) or (4.2). Indeed, given v € L,(Q; R3), we have
Pyv=v— Vm,wherer € H [i (£2) solves the weak Neumann problem

(VIVP) 0 = IV Ly ¢ € Hpy(Q),
with p’ = p/(p — 1). Hence, setting v := —u - Vu + div S, it follows that
o — v+ Vo =ou—Pgyv=0.

Vice versa, any solution of (2.12) or (4.2) is also a solution of (6.10). This follows
by applying the Helmholtz projection to the first equation of (2.12) or (4.2).

Proof of Theorem 2.1. Note first that existence and regularity of a unique solution
for (2.12) follows directly from Proposition 7.1.

Concerning the property |d(¢, x)|» = 1, we recall the differential equation for
d

.0
y0:d + yu -Vd = Pd(dlv(%) — Vo) +uyVd 4+ up Py Dd. (7.5)
Let us further recall from Section 3.1 that
Py div W\ _ 2k3(Ad + |Vd|3d) + 2(ki — k3) P4V divd
a(Vd)

+2(ky —k3) ((d x V) ®@curld) -d
+2(ky —k3) ((d x V)®d) - curld
— 2(ky — k3)(d - curld) P, curld.

Our goal is to derive an initial boundary value problem for the function ¢ := |d |% -1
by testing (7.5) and the boundary condition for d with d and to show that ¢ = 0.
To this end, we observe that (Ad|d) = lA(p — |Vd|% and hence

1
(Ad + |Vd|3d|d) = FAe + |Vd|59.
Furthermore, (P;V divd|d) = (Vdivd|Psd) = —(V divd|d)p and
(d - curld)(Pycurld|d) = (d - curld)(curl d| Pyd) = —(d - curl d)(curld|d)e,

since PdT = Py and Py;d = —qd. Therefore, by (3.2), we obtain

. oy _ 2 .
(Pd div (a(w)) ‘d) = k3 Ag + 2k3|Vd|2¢ — 2k — k3)(V divd|d)g

+ 2(ko — k3)(d - curld)(curld|d)¢p.
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For the remaining terms on the right side in (7.5) we have
(PaVayld) = —(Vald)p, (PyDd|d) = —(Dd|d)p and (Vd|d) =0,
since V is skew-symmetric. The terms on the left side of (7.5) are treated as
1 1
(0,d|d) = Eatgo and (u-Vd|d) = §(u|V<p).
Finally, we consider the contributions by the boundary condition for ¢ by d. Let us
recall from (3.5) that

oy
3(Vd)
+ (ka — k3)(d - curl d)(d x v) + (ka + ka) Pa(Vd)| —divd - I) - v,

0="Pry v =k3Vd - v+ Pykydivd - I — k3(Vd)T) - v

which, multiplying by d, yields
1
0= sk3dvg — (ki divd v — (V)T - vid)g — (ky + ka) (V)T - v —divd - v|d)e.

Here we used again the identity P;d = —¢@d. Thus, we obtain the following problem
for ¢:
Y09 =2ksAp + G in Q,

k30,0 = Gog on 0€2, (7.6)
00)=0 in  ,
where
Gig = 2k3|Vd 3¢ + (Va¥|d)g — jup(Dd|d)g — v (u|Ve)
—2(k1 — k3)(Vdivd|d)p + 2(ko — k3)(d - curl d)(curl d|d)¢p,
and

Gog = (ky + ks — k3) (V)T - vId)g — (ka + ka — k1) div d (v]d) .

Our aim is now to show that ¢ = 0 is the unique solution to (7.6). To this end, we
observe that if

deH) , (Jri Hy(QR)) N Ly (Jrs Hy (2 RY),
then

¢ € Hy ,(Jr; Ly(2) N Ly u(Jr; Hy () = Ef |, (J1),

since d € C(Jr; Cziﬁ)) by our assumption (4.1) on p and p. Furthermore, we
have u € C(Jr; C'(Q)). Hence, there exists a constant C; = C(T) > 0 such that
for any € (0, T'] it holds that

”Gl(p”Lp(JTXQ) S Cl ”(ﬂ”Lp(J,;ng(Q)) E Tl/pCl ”(p”Loo(J‘(vH]g(Q))

=< tl/PC1M1||(P”E‘1’#(jT)7



76 Page 40 of 45 Arch. Rational Mech. Anal. (2025) 249:76

with some constant M > 0, not depending on 7, since ¢(0) = 0 and
Ef ,(Jo) = C([0, T} W' P (@) < C([0, t]: H)()),

by the assumption (4.1) on p and . Furthermore, the trace space for d,,¢ on 9€2 is

2—-1/2 -1
Gu(Jr) = W2V (gre L 02) N Ly (Ir: WEYP (992)).

It follows from [13, Lemma A.5 (ii)] that there exists a constant C» = C»(T) > 0,
such that, for any 7 € (0, T'], the estimate

1Golls, un < CallBlle, el < C2MalBls,un el o)

is valid, with some constant M > 0 being independent of , since ¢(0) = 0. Here
we have used the fact that

1-1/2 21
F(Jr) = tra Y (Jr) = Wy /2 (Urs Lpy32) N Ly (Ir: Wy~ /P (992)

for any T € (0, oo]. Finally, let us note that |Bllg,,) — 0ast — 0, by the
absolute continuity of the integral.

Since by assumptions (R) & (P), y = y(d,Vd) € C(Jr x Q) and y > 0,
maximal L ,-regularity for the Neumann-Laplacian with inhomogeneous boundary
conditions and a perturbation argument imply that ||¢ ||]E<lp LU = 0 provided r > 0

is sufficiently small. This in turn implies ¢(¢) = 0 in its trace space
. w2r—2/p
X4, =W, (@)
for all € [0, T]. We define that
7. :=sup{t € [0, T] |Vt e[0,7]:¢(@) =0in X;‘,”M

Suppose that 7, < T. Then we may solve (7.6) with initial time 7, and initial
value ¢(t4) = 0. Applying again the maximal L ,-regularity for the Neumann-
Laplacian and the above perturbation argument, we obtain the existence of some
T > O such that ¢(¢) = 0 in X;f,lt for all ¢ € [y, T4« + 7], which is a contradiction
to the maximality of t,. This yields ¢(r) = 0 in X;f,ﬂ for all t+ € [0, T']. Hence,
@(t,x) = 0 for all (¢, x) € [0, T] x Q, by the embedding X)(f,u — CHQ) and
(4.1). Note that ¢ = 0 if and only if |d], = 1.

Finally, the fact that the solution (u, d) of (2.12) can be extended to a maximal
interval of existence follows by an iterated application of Proposition 7.1. O

Proof of Theorem 2.3. For the proof, one may literally follow the lines of the proof
of [13, Proof of Theorem 5.1 (b)]. We consider the equivalent system (6.10) with
the definitions (6.7)-(6.9). With a view on [13, Proof of Theorem 5.1 (b)], we need
to know that
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[z B(z) =B(2)zl € C'(Xy ., Yy ), (7.7)

and that, for any zg € M,
B'(z0) € L(Xy. 10, Yy 1)

has a continuous right inverse, where

2

Yy = ttimo B (Jr) = WP (09 R?)

is the trace space of IF, (Jr) att = 0.

Adopting the strategy of the proof of [13, Lemma B.3 (a)], (7.7) follows readily.
The existence of a continuous right inverse for 3’ (z¢) can be proven as in [38, Proof
of Proposition 2.5.1] in combination with Propositions 5.1, 5.4 and [42, Section
6.3.5 (iv)]. O

8. Conclusion

In this paper we considered the Ericksen-Leslie model (2.12) for nematic liquid
crystal flows in case of an isothermal and incompressible fluid with general Leslie
stress and anisotropic elasticity. The free energy ¥ is given by the classical Oseen-
Frank free energy

V(d, Vd) = ki(divd)?> + kald x (V x d)|3 + ks|d - (V x d)|?
+ (ka + ka)[tr(Vd)? — (divd)?],

where k; are the so-called Frank coefficients. For the director field d we prescribe
the fully nonlinear boundary condition

Py A4 Y
0(Vd)

’

which is a natural boundary condition ensuring that the non-isothermal and com-
pressible Ericksen-Leslie system is thermodynamically consistent meaning that the
total energy is preserved, whereas in the isothermal situation, the available energy
is nonincreasing, see Remark 2.4. Moreover, the associated entropy production rate
of the system is nonnegative and thus satisfies the second law of thermodynamics.

Under the conditions (R), (P), (F) and (B), we have proven in Theorem 2.1 the
existence and uniqueness of a local-in-time strong solution

e H (0, T): Ly(R:R) N L, (0, T); HA(Q: RY),
deH) (0. T); HN(QR) N L, (0, T); HI(Q: R?))
Vi € L, (0, T); Ly RY)

of (2.12). The use of the time-weighted L, ,-spaces thereby allows to decrease the
regularity of the initial data
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(o, do) € Wi 2P (@, RY) x w127 (0; R?)

by adjusting the weight . € (1/2 +5/2p, 1], where p > 5. We have furthermore
proven that the condition |dp(x)|>» = 1 for all x € 2 on the initial value dj is
preserved, i.e. for all + € [0, T] and all x € Q it holds that |d(¢, x)|, = 1. The
proof of Theorem 2.1 is heavily based on the fact that the principal part of the
linearized Ericksen operator subject to the principal part of the linearization of
the boundary operator (cf. Sections 3.1 & 3.2) is strongly elliptic and satisfies
the Lopatinskii-Shapiro condition (see Propositions 5.1 & 5.4), thus allowing an
approach based on modern quasilinear theory.

We have furthermore proven in Theorem 2.3 that the solution (u, d, ) to (2.12)
depends continuously on the initial data (1, do) and that the local existence time
T > 01in Theorem 2.1 is locally uniform.
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