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Abstract: Health indicators are among the most important ways to assess health status and predict sudden health 

relapses. Non-contact health monitoring is critical for overcoming limitations of traditional vital sign 

measurement methods, such as infection risks and patient discomfort during continuous monitoring. This 

study will present a method for real-time heart rate measuring without contact with people by using a standard 

webcam and applying processing on the extracted signal from frames of video, applying a Butterworth filter, 

Chrominance-based method algorithm to obtain a signal similar to the heart rate signal, then calculate the 

heart rate using two methods, the first peaks detection and second method by Fast Fourier transform (FFT) 

and compare between them. These Experiments were conducted indoors with a lighting source in front of 

participants, and the number of participants was 15. The results obtained from the proposed method were 

compared with those of the Pulse Oximeter, which was medically approved, and the final results of median 

absolute error (MAE) were 1.28 for the Peak detection method and 2.47 for the FFT method. These results 

demonstrate the potential of webcam-based heart rate monitoring as a reliable, non-invasive alternative for 

health assessment.

1 INTRODUCTION 

Remote Photoplethysmography (rPPG) is a non-

contact method for calculating health indications, 

including blood pressure, heart rate estimation, and 

breathing rate, using standard cameras. This paper 

will discuss remote heart rate estimation. Remote 

tracking of health indicators has been widely popular 

because it offers a more comfortable and unobtrusive 

method when calculating the health indicators, 

especially for people with sensitive or burnt skin or 

who require continuous vital sign measurement, as in 

an intensive care unit (ICU) also in some cases, 

contact with a Patient carrying an infectious disease 

must be avoided when taking healthy 

measurements [1]. The principle of operation of the 

rPPG involves more than one step. After recording 

the video of the face with a traditional camera and 

then dividing the recorded video into frames to apply 

processing signals on each frame, the first step is to 

select the region of interest (ROI) after detecting the 

face using pre-trained network algorithms. The 

selected ROI has thin skin and veins close to the skin 

surface [2]. The second step is to count each frame's 

average colour to obtain the raw signal. Changed in 

colour value calculated It depends on the amount of 

light absorbed and reflected from the blood vessels 

under the surface of the skin, as the heartbeats with 

each beat cause an increase in the amount of blood 

inside the veins, which is the leading cause of the 

difference in the amount of absorbed and reflected 

light as shown in Figure 1 [3]. Then apply filtering on 

the raw signal to remove the noise after that, apply the 

algorithms such as Independent Component Analysis 

(ICA) [4], Principal Component Analysis (PCA) [5], 

Laplacian Eigenmap (LE) [6], Eulerian Video 

Magnification (EVM) [7], CHROM [8], Plane 

Orthogonal-to-Skin (POS) [9], and convolutional 

neural network (CNN) [10], [11]. All previous 

algorithms used to extract the final signal were 

similar to the heart rate signal. The results of the rPPG 

were acceptable compared with the availability of the 

technologies used and comfortable for the patient 

during the measurement [12]. There are some 

challenges in the rPPG approach, and needs to take 
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into account several different matters during the 

design stage of the rPPG, and among these matters is 

the physical distance from the camera that records the 

video and the person, controlling the number of 

frames during processing, the various environments 

and lighting conditions, the diversity of Samples that 

the systems are tested on it in terms of age, gender 

and skin colour; The movement of people during the 

test must also be taken into account; the methods that 

use deep learning must consider the previous matters 

in the database used to make the results more 

accurate [13], [14]. This paper proposes a method to 

estimate the heart rate remotely based on a web 

camera. The suggested method focuses on removing 

the noise from the main signal and then applying the 

Chrome method to obtain the heart rate signal. 

Afterwards, two methods are applied to determine the 

heart rate: first, counting the peaks of the obtained 

signal, and second, applying the FFT to the signal. 

For further assessment, the results of the two methods 

are compared with those obtained by the pulse 

oximeter.  

Figure 1: Principles of absorption and reflection of light 

on the skin. 

The rest of the paper is organized as follows: 

Section Two provides a Theoretical background, 

Section Three describes the Experiment setup, 

Section Four describes the experiment's 

methodology, Section Five presents the results and 

discussion, and Section Six gives the conclusions. 

2 THEORY 

This section will explain the background theory of 

the parts used in the proposed method. 

2.1 Face Detection 

YuNet is a model developed by Shiqi Yu et al., an 

efficient, lightweight face detector created for edge 

devices that need low power consumption and high-

speed processing. It is a single-stage face detector 

based on a fully convolutional neural network (CNN), 

which can accurately predict the precise location of 

faces in an image. YuNet utilizes depth-wise 

separable convolution and channel attention 

mechanisms to reduce computational complexity 

while maintaining accuracy. It is lightweight and 

smaller than other models, such as MTCNN and 

YOLO, for face detection while giving a strong 

performance, achieving 81.1% accuracy on the 

WIDER FACE dataset [15], [16]. It is optimized for 

real-time performance on low-power devices like 

mobile phones or embedded systems. As a result, it 

can achieve at least 100 frames per second (FPS) 

efficiently while maintaining high-performance 

accuracy [17].  

2.2 Facial Landmark 

Dlib’s 68-point facial landmark detector is widely 

used in facial recognition and analysis applications. 

Developed with machine learning techniques, it can 

detect 68 distinct facial landmarks on a human face. 

These landmarks include key points around the eyes, 

nose, mouth, jawline, and brows, allowing for a 

detailed mapping of facial features. The model works 

by detecting the face from the image using a 

histogram of oriented gradients (HOG) or other more 

efficient methods based on CNN. Then, the face is 

aligned, and the points are found in the eyes, nose, 

and mouth. Then, combine them to obtain an array of 

68 points in the form of (x, y) coordinates that map to 

the facial structures of the face, as shown in 

Figure 2. [18]. The time it takes for Dlib's 68-point 

facial landmark detector to process and detect points 

depends on factors such as the CPU’s specifications 

and the image resolution. Typically, on mid-range 

processors (e.g., Intel Core i5 or i7) and using 

standard image resolutions (such as 640x480 pixels), 

the detector operates at around 15 to 30 milliseconds 

per image, which translates to approximately 33 to 66 

FPS. This type of algorithm currently has many 

applications, including those in augmented reality and 

emotion detection [19], [20]. The proposed method 

will use the facial landmarks to determine the ROI. 
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2.3 Signal Filtering 

Noise is one of the most critical obstacles we face 

when processing signals. The proposed method uses 

several filters to overcome these obstacles, removing 

noise according to its properties. Then, the required 

data can be extracted from the given signal [21]. 

Figure 2: 68 Facial landmarks [19]. 

2.3.1 Butterworth Filtering 

It is a filter used to let a specific range of frequencies 

pass through while blocking frequencies outside that 

range. The Butterworth design gives it a uniquely 

smooth and flat response within the passband, 

meaning it doesn’t have any ripples or unwanted 

bumps, so the signal stays as clean as possible within 

the allowed frequency range. Butterworth filters are 

known for their simplicity and reliability. They're 

widely used for a clean, balanced signal, particularly 

in systems where phase accuracy [22]. 

2.3.2 Detrending 

It removes the “drift” from a signal- those gradual ups 

and downs unrelated to the data of interest. 

Detrending eliminates these slow changes during 

heart rate monitoring, allowing us to focus on the 

rapid, beat-to-beat variations that indicate blood 

flow [23]. 

2.3.3 The Savitzky-Golay 

Filter is a smart way to smooth out data without 

affecting essential details. This filter smooths the 

signal but keeps the peaks and troughs representing 

meaningful changes. Here, we use the Savitzky-

Golay filter to reduce random noise in the heart rate 

signal, ensuring that the critical variations of 

heartbeat cycles are preserved and accessible to 

analyze [24]. 

2.4 Chrominance 

The Chrominance Algorithm is integral to image and 

video processing. It handles colour information by 

separating it from luminance (brightness), enhancing 

colour correction, segmentation, and compression 

tasks. This approach originates from the YCbCr and 

YUV colour spaces or uses custom transformations to 

emphasize specific colours or tones by linearly 

combining RGB channels. This approach is useful in 

colour-based object detection, where chrominance 

channels represent colour without brightness, 

optimizing data processing and compression by 

reducing the data needed for colour while preserving 

visual quality. This method isolated the light from the 

obtained signal to get pure color data from video 

frames [25]. 

2.5 Peak Detection Algorithm 

The peak detection algorithm is an important 

algorithm that detects the peaks of the signal through 

which the frequency that represents this signal is 

calculated accurately. This algorithm is based on 

determining the threshold or derivatives of the 

signal [26]. This algorithm was used in the proposed 

method to detect the peaks of the final signal. These 

peaks represent the highest recorded value of the rate 

of change in colour, which corresponds to the 

heartbeats.  Following peak detection, the intervals 

between successive peaks are measured to calculate 

the final heart rate. 

3 EXPERIMENT SETUP 

The signal processing was implemented in Python 

version 3 using a computer with an Intel Core i7 2.5 

GHz CPU and 8 GB RAM. The computer's webcam 

was used at 640 × 480 pixels with 30fps. The 

experiments were conducted on 15 participants 

between 18 and 60 years of age. The experiments 

were conducted indoors with an LED light source at 

a distance and height of 3 meters from the person 

sitting in front of the camera at a distance from 0.5 to 

0.75 meters from the camera, as in Figure 3. 

Participants were asked not to move excessively and 

to sit generally in front of the camera. The results 

obtained from the method will be compared with 

those of a pulse oximeter. 
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Figure 3: Experimental setup. 

Figure 4: Selecting ROI. 

4 METHODOLOGY 

This study employed real-time heart rate monitoring 

based on video analysis using a combination of 

Python libraries and pre-trained models. Essential 

libraries include NumPy for numerical computations, 

cv2 (OpenCV) for video processing, YuNet for face 

detection, dlib for facial landmark detection, and 

matplotlib for data visualization. The Scipy signal 

library implements advanced signal filtering and peak 

detection functions. 

4.1 ROI Extraction and Tracking 

Non-skin areas (including eyes, hair, and eyebrows) 

are not useful for obtaining the heartbeat signal. In 

most cases, the movement of these areas causes noise 

that affects the initial signal that needs to be extracted. 

To increase the signal-to-noise ratio (SNR), the initial 

signal is extracted from the ROI in the face, 

specifically from those with thin skin and where the 

blood vessels are close to the surface of the skin, 

which contain the initial signal closest to the heartbeat 

and not from the entire face. After opening the 

webcam, the recorded video is processed for each 

frame by Model YuNet, which is pre-trained to detect 

the entire face. This method is characterized by its 

high speed in identifying the face, and this is useful 

for us because the proposed method focuses on 

presenting HR in a real-time model. After that, the 68-

point facial landmark is used to identify the facial 

features. Points 19 and 24, located above the 

eyebrows, are chosen to draw a rectangle in the 

middle of the forehead and consider ROI to take the 

initial heartbeat signal from it, as shown in Figure 4. 

The initial signal containing the heart rate data from 

the ROI will be extracted from each frame. 

4.2 Count Frame Per Second 

One of the most important things that must be 

calculated accurately is measuring the frame per 

second (FPS). The period between processing one 

frame and the next was calculated, and the value of 

FPS was calculated through this period. During the 

experiments noticed that these values change between 

one frame and another, and thus, the sampling 

frequency is variable. If it depends on one value for 

the FPS, the obtained results will be in error. In the 

proposed method, the FPS value is measured 

continuously throughout the heart rate measurement 

period, and to make the measurements more accurate, 

every 5 seconds, the average rate of FPS is calculated 

and not relying on one of the FPS values measured 

during the five seconds, FPS value is variable during 

run the code according to the availability of 

processing resource. 

4.3 Signal Processing 

The rate of change in colours is extracted by 

calculating the pixel values for red, green, and blue 

for the ROI and dividing them by the number of pixels 

in the ROI to obtain the average of these three colours 

for each processed frame. This is the initial signal 

which will apply the process below. 

4.3.1 Detrending 

The focus is on the periodic or subtle variations of the 

skin-reflected RGB signal, which represents the 

physiological signal. Therefore, the trend removal 

principle was used to improve the data analysis. 

Making the signal centered around zero reduces the 

complexity of operations. 
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4.3.2 Band-Pass Butterworth Filter 

The initial signal obtained from the ROI suffers from 
unwanted frequencies resulting from noise, lighting 
changes, or movement. To remove these frequencies, 
a Butterworth filter with a 5th-order and frequency 
range between (0.8 - 3) HZ will be applied to the RGB 
signal so that the potential heartbeats will be between 
(48- 180). By focusing only on this range, the filter 
removes frequencies outside the range of the heart 
rate frequency, helping us get a cleaner signal directly 
linked to the heartbeat signal. 

4.3.3 Savitzky-Golay Filter 

Applying the Savitzky-Golay Filter with window 
length=11 and polyorder=2 to an RGB signal 
smooths out the data obtained while preserving 
essential details like the main peaks of the signal. This 
filter works to polish the received signal from the 
Butterworth filter to remove the oscillations centred 
on this signal, thus improving the results of the 
following operations. 

4.4 Chrominance 

This method has been used previously and has proven 
its effectiveness in dealing with the problems of 
changes in lighting and its effect on the results. The 
basic principle of this method is that the original 
signals (RGB) contain useful information but are 
mixed or disturbed by noise or external influences. 
This means it Amplifies colour channels that contain 
physiological signals and subtracts them from others. 
By Linear Mathematical Operations of the channels 
and analyzing their relationship, we get a signal close 
to the heartbeat signal. From the experiments, we 
found that the red channel contains a more significant 
physiological signal than the others. so will amplify 
the red channel due to its unique interaction with 
human skin and blood. Specifically, red light has a 
longer wavelength, which allows it to penetrate 
deeper into the skin layers. This deeper penetration 
enables it to reach blood vessels beneath the surface, 
making it less susceptible to interference from minor 
skin movements and surface changes. Consequently, 
red light can provide a more stable signal in varying 
environmental conditions, including different 
lighting settings. After applying this method, the final 
signal is obtained, which will be relied upon in the 
next step, which is the last, to extract the heart rate. 
Figure 5. shows the signals obtained after each step 
for the red channel, specifically because it has strong 
physiological signals. 

4.5 Heart Rate Estimation 

The proposed method focused on two methods to 
measure heartbeats from the final signal. The first was 
using a Fast Fourier transform to find the frequency 
representing this signal, then multiplying the result by 
60 seconds to obtain the final result for Beats Per 
Minute (BPM). The second was to detect the peaks of 
the final signal and calculate the time taken between 
the peaks, then divide the 60 seconds by the average 
time between peaks to obtain the final BPM. The 
results of the two methods are compared in the results 
section. After executing the code, the previous steps 
will be executed to obtain the final signal, and then 
the heartbeats will be calculated. The pulse reading 
will be taken every second and stored in a stack 
without displaying it on the real-time screen, with the 
removal of values that carry a severe increase or 
decrease within a short time, because this data carries 
high noise and thus affects the final results. After that, 
the average of these readings is calculated every 5 
seconds to be displayed on the display screen. 

5 RESULTS AND DISCUSSION 

The proposed method calculated the final heart rate 
result from the final signal using the FFT and peak 
detection. The recorded results were for a period of 
50 seconds, showing the minimum and maximum HR 
recorded by the proposed method, the average of 
recorded values, Standard Deviation (SD), absolute 
error (AE), and the average of the Pulse Oximeter. 
Table 1 shows the results of the FFT method. It is 
clear from this table that the error range extends from 
(0.2-5.06), whereas the standard deviation values 
fluctuate between (2.14-8.29). The results of the 
detection peaks method are shown in Table 2. It can 
be seen that lower error values and standard deviation 
were obtained using this method. Table 3 shows the 
comparison between the results for the two methods. 
The peak detection method gives HR a lower error 
rate than the FFT method. However, both methods 
estimate the HR with an acceptable error range. 
Figures 6 and 7 illustrate the differences between 
each method and the pulse oximeter. The FFT method 
showed differences ranging from -5 to 3 bpm, while 
Peak detection differences were tighter, ranging from 
-2 to 2 bpm, with most values clustered around zero.
Figure 8 highlights the distribution of absolute errors:
FFT errors reached up to 5 bpm, whereas Peak
detection errors peaked at approximately 2.5 bpm.
These findings indicate that Peak detection is more
accurate and consistent, making it preferable for
applications requiring precise heart rate monitoring.
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Figure 5: Shows the steps of the proposed method. 

Figure 6: Histogram of Differences between FFT and Pulse Oximeter. 

Figure 7: Histogram of differences between peak detection and pulse oximeter. 
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Table 1: Results of HR using the FFT method. 

Table 2: Results of HR using the Peak detection method. 

Table 3: Comparison between HR results for FFT and the 

Peak detection method. 

The superior performance of Peak detection can 

be attributed to its focus on identifying distinct pulse 

peaks, which aligns well with the periodic but 

variable nature of heartbeat signals. Heart rates often 

fluctuate slightly due to factors like breathing or 

movement, and Peak detection effectively captures 

these peaks to calculate beats per minute (bpm).  

Figure 8: Absolute error distribution for FFT and peak 

detection. 

Conversely, FFT, while powerful for analyzing 

complex signals, is more sensitive to noise, such as 

lighting changes or motion in non-controlled 

environments. This sensitivity can distort frequency 

analysis, leading to less accurate heart rate estimates. 

Therefore, for non-contact heart rate monitoring 

using a webcam, Peak detection appears to be the 

more reliable method 

6 CONCLUSIONS 

This paper presents a method for measuring heart rate 

in real time using a Webcam. Experiments conducted 

indoors with a light source in front of the person have 

proven high accuracy in heart rate estimation. In 

addition, the results were compared between the peak 

detection and FFT methods, where the first method 

outperformed the FFT regarding the absolute error 

rate. These results highlight the potential of webcam-

based monitoring as a reliable, non-invasive solution 

for healthcare applications. The findings revealed that 

peak detection consistently outperformed FFT in 

terms of absolute error rate, providing more precise 

and stable results. These outcomes highlight the 

promise of webcam-based monitoring as a reliable, 

non-invasive solution for healthcare applications, 

particularly for remote patient monitoring and 

telemedicine services. The future work could explore 

enhancing robustness under varying lighting 

conditions, incorporating advanced signal processing 

or machine learning techniques, and extending the 

system to measure additional vital signs, ultimately 

paving the way for more comprehensive and 

accessible digital health solutions. 
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