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Abstract 

This master thesis deals with determining of innovative projects 

"viability". "Viability" is the probability of innovative project being 

implemented. Hidden Markov Models  are used for evaluation of this factor. The 

problem of determining parameters of model, which produce given data 

sequence with the highest probability, are solving in this research.  

Data about innovative projects contained in reports of Russian programs 

"UMNIK", "START" and additional data obtained during study are used as 

input data for determining of model parameters. 

The Baum-Welch algorithm which is one implementation of expectation-

maximization algorithm is used at this research for calculating model 

parameters. 

At the end part of the master thesis mathematical basics for practical 

implementation are given (in particular mathematical description of the 

algorithm and implementation methods for Markov models). 
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Introduction 

Nowadays, there are many innovative projects in different fields of 

science. Some of them do not find the application and implementation. 

 Innovative project (IP) is a complex system of interdependent and 

interrelated resources, time limitations and persons aimed at achieving specific 

goals and objectives for the priority areas of science and technology [1]. 

The aim of this research is to determine the "viability" of innovative 

projects. 

"Viability" in this study refers to the probability of innovative projects 

will be implemented. 

The relevance of the study due to the following factors: 

 A large number of innovative projects presented in the various 

programs; 

 The need to determine parameters of the "ideal" innovative project, 

i.e. such a project, which will be implemented in the future for sure. 

The definition of "viability" will give probabilistic predictions about the 

prospects for the implementation of this innovative project; it will assess the 

financial risks and other factors related to the innovative project. 

The objectives of the study are: 

 Description of the innovation project lifecycle; 

 Search and analysis of necessary baseline data; 

 Search of method for determining the "viability" of the innovation 

project; 

 Assessing of possibility of using this method for the evaluation of 

"viability". 

To evaluate the "viability" of these projects, data of the projects, which 

participate in Russian programs "UMNIK", "START" and "UMNIK to 

START", implemented by the Foundation for Assistance to Small Innovative 

Companies in the scientific and technical sphere are used. Thus, the "viability" 

can be defined as a likelihood that projects will pass all stages in "UMNIK", 



"START" and "UMNIK to START" programs and subsequently will be 

successfully implemented. 

  



1. Innovative project as an object of study 

1.1 Description of the innovation project 

The general concept of the innovation project and its life cycle is given in [2]. 

Main phases of the innovation project lifecycle include: 

 Pre-investment phase - performing of various studies for planning 

innovation project; 

 Investment phase - preparation of documentation for the 

implementation of an innovative project; 

 The phase of tenders and contracts - contracts for the supply of 

various equipment and performance of works are making; 

 Phase of the project implementation – plans and schedules of works 

on the project are developing; 

 The final phase of the project - innovative project closes, the launch of 

the facility and the start of implementation of the product, analyzes the results of 

the work. 

As for the analysis are only available data on the participation of 

innovative projects in the Russian programs "UMNIK", "START" and "UMNIK 

to START", in this study under the lifecycle of the innovative project to be 

understood passage of the project cycle stages of participation in these programs 

and further implementation. 

1.2 "UMNIK" program 

The "UMNIK" is a federal Russian program to promote the development 

of youth innovation projects [3]. Only individuals (program focuses mainly on 

young professionals with no experience in business) participate in the program. 

The program consists of several stages, presented in Fig. 1.1. 



 

Figure 1.1 - Structure of the program "UMNIK" 

To participate in the program one shall submit a request to the organizing 

committee, which is considered in several stages. Organizing Committee 

chooses from among the most promising applications and forwards them to the 

pre-selection. As part of the pre-selection of the applicant is a project in the 

internal report. As a result of reports of the commission shall decide on the 

admission of the participant to the next stage or reject the application. The next 

stage is the final selection, in which the reports are heard preliminary selection 

of the winners. According to the results of the final selection addressed the issue 

of providing funding. The winner is awarded a contract with a small innovative 

company for one year, during which the project is implemented. In the first, the 

Party shall provide a report on the results of which addressed the issue of the 

extension of funding for the second year. 

1.3 "START" program 

The program "START" is a federal Russian program to promote the 

development of small innovative companies [4]. Participate in the program only 

to legal entities. The structure of the "START" program is presented in Fig. 1.2. 



 

Figure 1.2 - Structure of the program "START" 
To participate in the program one shall submit a request to the organizing 

committee. After that committee  considers this request in several stages. 

Organizing Committee chooses from among the most promising applications 

and takes them into consideration. This application is no longer available for 

editing. The next step is the evaluation of the application according to different 

criteria, application requirements deviate inappropriate. As part of the 

examination of the application, the Committee shall select the most promising 

projects for financing, as well as the possibility of holding a full-time hearing, 

for a more detailed examination of the application. With the project, 

successfully passed examination of the application is a contract for one year, 

during which will be further development of the project. In the first year of 

funding decision is made to continue funding the project, as well as the party 

attracted extra-budgetary investment for the development of its project for the 

second year. The result of the second year of the project, a decision to continue 



or refuse funding for a third year. 

1.4 "UMNIK to START" program 

The "UMNIK to START" is a youth innovation projects program, which 

allows the winners to participate in the "START" program [5]. Participate in the 

program winners of the program "UMNIK" who are willing to create a small 

innovative company to participate in the "START" program. Structure "UMNIK 

to START" program is presented in Fig. 1.3. 

 

Figure 1.3 - Structure of the program "UMNIK to START" 

To participate in the program "UMNIK to START" winners "UMNIK" 

programs submit an application to the Organizing Committee, considered at 

several stages. At the stage of the examination of correspondence to select the 

most promising innovative projects. The decisive step in this program is the 

final conference, which decision is the conclusion of a contract for the first year 

of the program "START". 

  



2. Search of method for determining the "viability" of the 

innovative project 

In the course of this Master's research it becomes necessary to search for 

the method of determining the "viability" of innovative projects. Several 

methods that can afford to adequately assess the probability of passing of 

innovative projects at all stages of participation in federal programs ("UMNIK", 

"START", "UMNIK to START") and further implementation were reviewed. 

2.1 Artificial Neural Networks 

One of the methods considered for the definition of "viability" of 

innovative projects is the method of artificial neural networks. 

Artificial neural network (ANN) – is a system composed of many 

simple processing elements operating in parallel whose function is determined 

by the structure of the network, the power of mutual ties and calculations are 

made in themselves elements or nodes [6, 7]. 

The brain has a basic property study. For ANN training - is the process of 

configuring the network architecture and weights of synaptic connections for 

efficient solutions to the problems. Usually ANN training occurs on a sample. In 

the process of learning that takes place on some algorithm, the network is 

responding better and better on the incoming signal. 

There are the following methods: 

 supervised learning; 

 unsupervised learning; 

 blended learning. 

In the first method, known correct answers to each input examples and the 

weight will adapt so as to minimize the error. Unsupervised learning allows you 

to distribute samples categorized by the disclosure of internal structure and 

nature of the data. In the blended learning combines the above approaches. 

2.2 Genetic algorithms 

Genetic Algorithms (GA) – is algorithms for solving optimization 



problems. For example, such problems can be trained ANN, i.e. the selection of 

the weight value at which the minimum of errors. In this case, the base basis of 

the GA is an algorithm random search. The main drawback to a random search 

is that it becomes unknown how much time to need for finding an answer to this 

problem. To avoid spending time to solve problems, apply algorithms that have 

arisen in the biological sciences. In this case, using algorithms that were 

discovered in the study of evolution and the emergence of new species. It is 

known that only the fittest can survive in the course of evolution. This leads to 

the fact that the value of population fitness grows, allowing it more likely to 

survive in changing conditions [8, 9]. 

2.3 Markov process 

Random process in some system called a Markov, if the probability of 

transition of the system to a new state depends only on the state of the system at 

the moment and does not depend on when and how the system has passed in this 

state. More details Markov process is considered in [10-14]. 

In other words, in the Markov process influence throughout history in the 

process of its future fully focused on the current state of the process. 

The main objective of research of Markov processes is to identify 

probabilities Pi(t),i= 0,n, being process at any time t in one or another state, 

which gives full information about a random process. To solve this problem it is 

necessary: 

 Clarification of the conditions in which the process is in the initial 

time; 

 Describe the transitions between states. 

Process state at the initial time t = 0 is given by the vector of initial 

probabilities P(0)={P0(0),P1(0), …,Pn(0)}. 

Markov processes with continuous time transition can be described as a 

graph or to define a system of differential equations. 

To find the end-state probabilities of differential equations are converted 

into a system of linear equations. 



2.3.1 Hidden Markov model 

Hidden Markov model (HMM) - a model of the process in which the 

process is considered to Markov, the unknown, in which state Si of the system 

(status hidden), but each state Si can with some probability bioj produce an event 

oj that can be seen. HMM is described in [15-21]. 

The transition probabilities between states are described by probability 

matrix A={aij}, where aij – the probability of transition from i-th state to j-th 

state. The probability of obtaining each of the M values of the parameters in 

each of the N states are determined by the vector B={bj(k)}, where bj(k) – the 

probability of obtaining k-th value of the parameter in j-th condition. The 

probability of a given vector of initial states π={πi}, where πi - the probability 

that the initial time the system is in the i-th state. Thus, the hidden Markov 

model - a triple λ={A,B,π}. 

2.4 The use of a hidden Markov model relative to federal programs 

"UMNIK", "START" and "UMNIK to START" 

 For visual proof of the applicability of the HMM to participate in 

innovative projects of federal programs "UMNIK", "START" and "UMNIK to 

START", construct a model consisting of the programs of stages and transitions 

between them (Fig. 2.1). 

 

Figure 2.1 – Structure of the HMM for participation IP in a Russian 

programs 



The states described in the model, based on the stage of the program, 

described in section 1. 

The program "UMNIK" - states 1-8; 

The program "UMNIK to START" - states 9-12; 

The program "START" - states 13-22. 

States of program "UMNIK": 

1 – Filling an application and appeal to the regional government; 

2 – The deviation of the application by the regional government; 

3 – Preliminary selection of applications (presentation); 

4 – Final selection; 

5 – Making the contract with a small innovative company for 1 year 

(financing); 

6 – Termination of R & D funding; 

7 – Making the contract with a small innovative company for 2 year; 

8 – Continuation of work on the project. 

States of program "UMNIK to START": 

9 – Filing an application; 

10 – Extramural expertise; 

11 – Deviation of application; 

12 – Final conference. 

States of program "START": 

13 – Filing an application; 

14 – Evaluation of application; 

15 – Deviation of application; 

16 – Examination of application; 

17 – Making the contract for the first year; 

18 – Presenting a project; 

19 – Making the contract for the second year; 

20 – Termination of the contract; 

21 – Making the contract for the third year; 

22 – Continuation of the work small innovative companies. 



Initially, it is possible to describe only the structure of the Markov model, 

transition probabilities are unknown. The transition probabilities can be found 

indirectly by using data on the implementation of the projects. 

Based on these determinations, it can be concluded that the model 

described above can be considered HMM because it contains a finite number of 

discrete states, the transitions between them take place at regular intervals, and 

for each possible transition to determine the probability that a constant 

transition. 

2.5 Search algorithm for finding the unknown parameters of a hidden 

Markov model 

Usually, when working with a hidden Markov model, there are three 

tasks. 

1) Definition of probability of occurrence of a sequence of observations O 

= o1, o2, ..., oT model λ = (A, B, Π). 

2) Selection of chain state Q = q1, q2, ..., qT which best fits the available 

observation sequence O, for given λ and O. 

3) Determination of the model parameters λ = (A, B, Π), ensuring 

maximum probability P[O|λ]. 

In this research, solved the third problem. To solve this problem requires a 

sequence of input data. Structure of Markov model must be known. It is 

necessary to determine the initial probability of each state and transition 

probabilities between states in this model. 

To solve this problem use the Baum-Welch algorithm [22-26]. 

Brief overview of the Baum-Welch algorithm: 

For given a set of states: 𝑆={𝑆1,𝑆2,…,𝑆𝑁} and a set of observation 

symbols: 𝑉={𝑣1,𝑣2,…,𝑣𝑀}, model 𝜆=(𝑃,𝑂,𝜋1) is defined, where 

𝑃=[𝑝𝑖,𝑗] - Probabilities of state transition; 

𝑂=[𝑜𝑗(𝑚)] - Probabilities of observation; 

𝜋1=(𝜋1,𝑖) - Initial state probabilities.  

Algorithm consists of two steps. At the first step from the known 



parameters of the model probability of being at time t in state 𝑆𝑖 (𝛾𝑡(𝑖)) and 

probability of being at time t in state 𝑆𝑖 and at time t+1 in state 𝑆𝑗 given the 

observation sequence and the model (𝜉𝑡(𝑖,𝑗)) are calculated using following 

formulas: 

(𝑖,𝑗)=(𝑞𝑡=𝑆𝑖,𝑞𝑡+1=𝑆𝑗|𝑂,𝜆) 

(𝑖)=Σ 𝜉(𝑖,𝑗) 

At the second step model 𝜆 are compute based on values (𝑖), 𝜉(𝑖,𝑗), then 

re-computing of similarity given and calculated 𝜆 are performed. 

Then the first step is repeated using the calculated. For multiple repetition 

of this procedure, probability of coincidence the calculation of function with the 

original one increases. The algorithm converges in the moment when the 

probability stops changing. 

In this research: 

Set of states: 𝑆={𝑆1,𝑆2,…,𝑆𝑁} – the state of the program shown in Fig.  

2.1; 

Set of observation symbols: 𝑉={𝑣1,𝑣2,…,𝑣𝑀} – known data on innovative 

projects (the number of projects, contracts are made, etc.); 

Model 𝜆=(𝑃,𝑂,𝜋1). 

It is necessary to determine the hidden probability. 

  



3. Search and analysis of training data 

3.1 Search and analysis of the necessary input data 

It is necessary to have input data for training a model in this research. The 

input data were selected reports the Foundation for assistance development of 

small companies in the scientific and technical sphere for the years 2010-2013. 

Data about total amount of projects participated in the program 

"UMNIK", amount of projects, which are gone out to the program START and 

amount of contracts are made on the program UMNIK to START are presented 

in the Table 3.1. 

Table 3.1 

Statistical data about projects and contracts of program "UMNIK" during 

the period 2007-2013 
Program 

UMNIK 2
0
0
7
 

2
0
0
8
 

2
0
0
9
 

2
0
1
0
 

2
0
1
1
 

2
0
1
2
 

2
0
1
3
 

Amount of 

participants 
804 1037 1334 1533 1910 1841 1986 

Project, which 

are gone over to 

the program 

START 

43 48 50 65 61 68 63 

Amount of 

contracts made 

on the program 

UMNIK to 

START 

- - - - - 52 68 

 

Data about total amount of projects participated in the program "START" 

and contracts are made every year on this program are presented in the Table 

3.2. 

 

 

 

 



Table 3.2 

Statistical data about projects and contracts of program "START" during the 

period 2007-2013 

Program 

"START" 2
0
0
7
 

2
0
0
8
 

2
0
0
9
 

2
0
1
0
 

2
0
1
1
 

2
0
1
2
 

2
0
1
3
 

Amount of 

applications 
1430 1480 1533 2068 1812 1938 1639 

Making the 

contract for the 

first year 

380 400 450 488 537 495 499 

Making the 

contract for the 

second year 

82 77 63 143 165 177 181 

Making the 

contract for the 

third year 

17 31 27 33 46 71 70 

 

Analysis of input data takes place on various parameters, such as: 

- The number of submitted and accepted applications for participation in 

the programs; 

- Funding for each program ("UMNIK", "START" and "UMNIK to 

START"); 

- The number of applications submitted for each specific topic; 

- Features the most successful projects. 

The selected data is suited to train the model, but they are not enough for 

obtaining high-quality results and answer the question about the "viability" of 

specific projects. 

For obtaining of more adequate results need to be introduce additional 

parameters, such as: 

- The implementation of cost; 

- The complexity of implementation (Number of people and the number 

of hours to be spent on project); 

- Significance (Evaluation the significance and necessity of the project for 

the real work). 



In finished form, such data cannot be obtained since a part of them is 

intellectual property, and the other part is not calculated on a straight statistical 

authorities. In this regard, it is necessary to calculate this data based on indirect 

indicators (e.g., macro parameters). 

3.2 Influence criteria of the innovative project at the program stage 

To study the "viability" innovative projects were selected the necessary 

data for several of the innovative projects from reports the Foundation for 

Assistance to Small Innovative Enterprises in the scientific and technical sphere 

for the years 2010-2013. 

The criteria required for an adequate analysis of the "viability" of 

innovative projects are: 

 amount of financing; 

 number of articles on the subject; 

 payback; 

 implementation period; 

 number of potential customers; 

 an operating time over a project; 

 number of workers involved; 

 research category; 

  realization of the region; 

 degree of dependence of the project on foreign suppliers and 

services. 

To calculate the probability of influence of the criteria of the innovative 

project on passage of the program steps ("UMNIK", "START" and "UMNIK to 

START") and visual presentation, reduce the number of criteria innovative 

project (Table 3.3). Innovative project design criteria used for analysis: 

 amount of financing (1); 

 payback (2); 

 implementation period (3); 

 number of articles on the subject (4); 



 number of potential customers (5). 

Table 3.3 - Data from a sample and a reduced number of criteria IP 

Criteria of the IP 

/ IP 
1 2 3 4 5 6 7 8 9 10 

Amount of 

financing 200 150 300 280 120 90 700 160 60 350 

Payback 140 120 150 300 130 200 400 250 330 280 

Implementation 

period 0,5 1 1 2 2 2 1 1,5 1,5 1 

Number of 

articles on the 

subject 

3 2 4 5 3 0 4 3 2 1 

Number of 

potential 

customers 

7 4 3 1 1 1 2 2 3 5 

 

The next step is to assess the impact of each criterion on the steps of 

passing the stages of innovative project programs ("UMNIK", "START", 

UMNIK to START "). For a more adequate assessment of the impact of the 

criteria, combine similar stages of programs. As a result, for the assessment, 

there are three most important stages (Fig. 3.1): 

• probability of approval of the application IP; 

• probability of passing IP selection steps in a specific federal program; 

• probability of successful participation in a specific IP federal program. 

 

Figure 3.1 - Steps of passage IP federal programs 

Estimate impact of each criterion for passing stages innovative project of 

federal programs. 



 

Figure 3.2 - Impact of the first criterion for passing the stages of the innovation 

project of federal programs 

 

Figure 3.3 - Impact of the second criterion for passing the stages of the 

innovation project of federal programs 

 

Figure 3.4 - Impact of the third criterion for passing the stages of the innovation 

project of federal programs 



 

Figure 3.5 - Impact of the fourth criterion for passing the stages of the 

innovation project of federal programs 

 

Figure 3.6 - Impact of the fifth criterion for passing the stages of the innovation 

project of federal programs 

To determine the criteria, have the greatest impact at every stage of the 

innovation project of participation in federal programs, it is necessary to 

estimate the probability of passage of each stage of the innovation project with 

its data values for each criterion. 



 

Figure 3.7 - Degree of influence the criteria of the innovative project on the 

application stage 

 

Figure 3.8 - Degree of influence the criteria of the innovative project on the 

selection stage 



 

Figure 3.9 - Degree of influence the criteria of the innovative project on the 

participation stage 

Based on the above impact analysis and assessment of each criterion on 

the steps of passage IP federal programs stages, concludes that "the ideal IP", i.e. 

such a project, which will surely be implemented. 

  



4. Practical implementation of the Markov model and the calculation 

of "viability" of innovation projects 

In the Master's studies necessary to implement HMM in one of the 

software packages. Implementation of the HMM should assume the existence of 

states, in this case, steps IP participation in Russian federal programs. It is also 

necessary to have the transition probabilities between the states, which are 

initially unknown. The program is to be implemented, should meet the following 

conditions: 

• training and re-training model; 

• prediction of known probabilities for the "new" IP. 

In the first stage training model will be implemented on the basis of a 

statistical sample IP. IP data will have different statistics for each of the criteria. 

Retraining the model will be the addition of new statistical data to the original 

HMM, thus will increase the accuracy of prediction of the unknown 

probabilities for the prediction phase. 

The second step in the HMM model loading criteria for the "new" IP 

("new" is called the IP, which was not involved in the statistical sample at 

training model). After downloading the information about the "new" IP in the 

HMM is a calculation of unknown probability of transition between states with 

the help of a trained model and algorithm, the Baum-Welch. In the prediction of 

unknown transition probabilities between the states of the model, the graph is 

observed iterative process between the unknown parameters computed Baum-

Welch algorithm to convergence. After the convergence of these parameters, 

recalculation of unknown probability "new" IP stop at a certain value, which 

will be the predicted probability of of passage IP of a phase of its 

implementation. 

4.1 Preparation of the Markov model 

To build a more appropriate model, reduce the number of states of 

Markov model (Fig. 4.1): 



 

Figure 4.1 - Structure of the Markov model 

Description of states of the model: 

1 - Filing of the application and the selection of the program "UMNIK"; 

2 - Filing applications and selection of the program "START"; 

3 - Rejection of the application or the end of the project to participate in 

the program; 

4 - Participation in the "UMNIK" program; 

5 - Participation in the program "START"; 

6 - Filing of the application and the selection of the program "UMNIK 

START"; 

7 - Implementation of the project. 

In practice, a reduced number of states turned great anyway, so it is 

necessary to re-state reduction. 

After analyzing the available statistical data and the existing state sets the 

program: "UMNIK", "START" and "UMNIK to START", conclude that for the 

first version of the algorithm implementation Baum-Welch and calculate hidden 

probably be enough only four states (Fig. 4.2 ): 

• filing an application SP; 

• IP selection; 

• IP participation in the federal program; 



• IP implementation 

1 2 3 4
 

Figure 4.2 -Basic steps (state) cycle IP in federal programs 

Description of states of the model: 

1 - filing the application IP on a particular federal program; 

2 - selection stage IP on a specific federal program; 

3 - IP participation in a specific federal program; 

4 - IP implementation. 

In this model is necessary to determine the transition probabilities 

between the hidden states. Such probability is: 

• probability of approval of the application, SP; 

• probability of passing IP selection steps in a specific federal program; 

• probability of successful participation in a specific IP federal program. 

4.2 Implementation of Markov model 

Construction of HMM and the calculation of the unknown probabilities is 

implemented in the software package MATLAB [27-30]. 

First need to train the HMM on the basis of available statistical sampling 

on several IP involved in the Russian federal programs, "UMNIK", "START" 

and "UMNIK to START". 

After training HMM necessary predict the unknown transition 

probabilities for the "new" IP-based algorithm, the Baum-Welch (Fig. 4.3). 

 

Figure 4.3 - Detail of the implementation of the algorithm from MATLAB 

In the application stage is fed statistical sample consisting of several IP 



and HMM learning takes place. This method of learning is called – supervised 

learning. 

After training HMM, load the desired IP and observe algorithm iterations 

of Baum-Welch. After several iterations, the algorithm converges, and the 

transition probabilities between states are unchanged (Fig. 4.4, 4.5). This 

method of learning is called – unsupervised learning. 

 

Figure 4.4 - Predicted probabilities of state transition to the "new" IP 

 

Figure 4.5 - The iterations of the Baum-Welch algorithm 

In Figure 4.5 it is clear that the "new" IP algorithm iterations of Baum-

Welch converged about, on the twentieth computing step. 

Thus, it is concluded that the use of the HMM and the Baum-Welch 

algorithm is applicable to the analysis of "viability" IP. 

  



Сlosing 

In the study has been described an innovative project and its life cycle, 

have also been described Russian federal program "UMNIK", "START" and 

"UMNIK to START".  

Various methods for the analysis of "viability" innovative projects were 

considered. Of the methods considered Markov Models method has been chosen 

as the method takes into account the initially character Markovski innovation 

project lifecycle. It was found that the method of hidden Markov models applied 

to the problem of the definition of "viability" of innovative projects. 

Hidden Markov model was developed to describe all the stages and 

transitions between Russian federal programs "UMNIK", "START" and 

"UMNIK to START". 

As a method of solving algorithm was proposed the Baum-Welch. 

Assumptions and limitations necessary for its implementation have been 

identified.  

Analyzed the influence of the criteria of the innovative project at the stage 

of the passage of the federal programs "UMNIK", "START" and "UMNIK to 

START". And also analyzed the most important criterion of an innovative 

project for each program stage. 

During the implementation of the Baum-Welch algorithm, hidden Markov 

model in the software MATLAB complex was built. This model has been trained 

on a sample of innovative projects. Further it was predicted unknown (hidden) 

the transition probability between the states of the programs for a "new" 

innovative project. 

The definition of "viability" will give probabilistic predictions about the 

prospects for the implementation of innovative projects and will assess the 

financial risks and other factors related to their implementation. 
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