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- Amount of neurons of hidden layer
A way used to calculate amount of neurons in the layer:

(number of attributes + number of classes) / 2 + 1
- Training cycles
- Learning rate
- Momentum

For automatically tuning the parameters and finding the 
best combination of them, we used the statistica program 
tools. It allows to set some limits for parameters and to train
specified number of nets. As a result, we have nets ranked
by performance. 

VI. METRIC TO ESTIMATE THE PERFORMANCE OF MODELS

As was said before, such typical metric as classification 
accuracy is not a good metric, because if a model correctly 
classify just instances of majority class, then the model have 
high accuracy by using the metric of estimation. 

In the case, when the minority class is a class which 
represents fault states of the technical equipment and it is 
more important to accurately classify the vectors of the 
class, than vectors of the other class.

That is why, the confusion matrix was chosen as a metric 
to determine the quality of the model. The matrix allows to 
estimate the recall of a specific class and getting a clearer 
representation of the model efficiency. 

To calculate the recall of the minority class in the data set 
(monitoring parameters of technical equipment) it is 
necessary to split the dataset into 3 parts: training set, 
validation set, testing set. The first step is to train the 
classifier with data from the major part, which is more than 
50 % of whole data set. The second step is to make some 
intermediate validation of model efficiency following by
tuning the model. The last step is a final one-time testing. It
allows to make more accurate estimation of the model
performance, because testing on a validation set is some 
kind of training (changing parameters of a model and 
retraining the model). The results of the final testing are 
shown in table 2.

Calculation of classification accuracy:

Therefore, the result is an accuracy equal to 92%, which
is a good result for classification. However, the method of 
estimation does not represent the whole efficiency of the
model.

Calculation of the recall of class True:

Comparison of classification results PNN and MLP:
The result is 85 percent, that means class True is 

recognized with probability of 85 percent. So with 
propability of 15 percent a failure or failts will not be 
recognized, that’s not enough for effective operation of a 
system.

Training the models (MLP and PNN) on unbalanced data/ 
unrepresentative data showed, performance/accuracy of the 
models are equal, however it is not enough for effective 

performing of the current task of technical state of 
technological equipment determination.

TABLE II
CONFUSION MATRIX

VII. CONCLUSION

In the paper it was explained what unbalanced data are

and what influence it has on the performance of a system to 
classify different states of a technical equipment. Principal 
approaches of handling unbalanced data are discussed.
Making a representative training set by using k-means 
clustering is shown. Several machine-learning algorithms 
such as probabilistic neural net and multilayer perceptron 
have been chosen as models to deal with the task of 
determination of different states of the technical equipment.

The traditional methods of diagnosis and control of 
parameters of the technological equipment are time-
consuming and it doesn’t present a possibility for express 
analysis. The results of the approaches presented in the 
article can be useful in some difficult situations as additional 
information to make a good decision.

Future research will be concentrated on applying all of 
that approaches and methods of handling with unbalanced 
data. The main issue is to figure out how much does this 
affect the final performance of the model. It is important to 
know which type of neural net fits to the case most.
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Real values / classification

True False

Predicted values 
/ classification

True tp = 323 fp = 132

False fn = 57 tn = 2130
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