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Abstract

This thesis comprises a systematic approach for the evaluation of the reverse water-
gas shift chemical looping (RWGSCL) process for CO2 utilization. The RWGSCL pro-
cess is first investigated theoretically by thermodynamic principles. By assessing the
maximum possible oxygen storage capacity and by calculating the reaction equilib-
rium of many possible oxygen storage materials (OSMs), it is shown that even though
many potential OSM candidates are available only very few warrant further investi-
gation. Iron oxide is shown to be one of the most promising materials for the RWGSCL
process. A thorough analysis of the entire syngas production chain from CO2, H2 and
solar energy is performed for the RWGSCL process based on flowsheet simulation
and optimization and compared to the traditional RWGS reaction. It is shown that
an overall solar-to-syngas efficiency of 13.7% can be realized which is comparable to
theoretical estimates for solar-thermochemical looping as the main competing process
of RWGSCL. Energy consumption in the reactor/seperator sequence of the process
flowsheets is reduced by 54% for RWGSCL compared to a traditional RWGS reactor.
These results serve as a proof of concept indicating that the RWGSCL is a promising
process for CO2 utilization.

To validate iron oxide as a possible OSM for RWGSCL different experimental tech-
niques were used. Pure iron oxide was modified with Ce0.5Zr0.5O2 to enhance the sin-
tering resistance and to improve the reaction kinetics. The modified iron oxide was
characterized by in-situ XRD and TEM. Transformation from Fe3O4 to Fe upon re-
duction with H2 and subsequent reoxidation from Fe to Fe3O4 with CO2 was verified
yielding a potentially high oxygen storage capacity. The reduction and oxidation reac-
tion kinetics were measured by TGA at ambient pressure and varying temperatures
(973–1173K) and inlet conditions (8–75mol% of CO2 or H2, respectively). Different
kinetic models were compared and kinetic parameters were estimated for the most
suitable model based on the experimental data. Furthermore, long time experiments
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were conducted and a stable CO production during oxidation was realized after 100
redox cycles.

Based on the kinetic expressions derived in this thesis, process simulation and
optimization is performed to identify the most promising reactor concept for scale-up
of the RWGSCL process. Dynamic 1D models are derived for fixed bed and fluidized
bed reactor designs. Special emphasis is on the derivation of thermodynamically con-
sistent reaction rate expressions for the equilibrium limited gas-solid reactions that
occur in the RWGSCL process. Process optimization is performed for both reactor
designs. Two conflicting objectives were used to evaluate the process performance: 1)
the OSM utilization and 2) the average CO concentration. It is shown that the fixed
bed reactor design is superior with regard to both objectives.



Zusammenfassung

In dieser Arbeit wird ein systematisches Vorgehen für die Analyse und die Bewertung
des Reverse Water-Gas Shift Chemical Looping (RWGSCL) Prozesses im Kontext der
CO2-Nutzung vorgestellt. Zu Beginn wird der RWGSCL Prozess basierend auf ther-
modynamischen Prinzipien theoretisch untersucht. Durch die Ermittlung der ma-
ximal möglichen Sauerstoffspeicherkapazität und durch chemische Gleichgewichts-
berechnungen wird gezeigt, dass nur sehr wenige der vielen potenziell verfügbaren
Sauerstoffspeichermaterialien für weitere Untersuchungen in Frage kommen. Es
stellt sich heraus, dass Eisenoxid eines der vielversprechendsten Materialien für den
RWGSCL Prozess ist. Weiterhin wird der RWGSCL Prozess mit anderen Chemical-
Looping Prozessen verglichen und es wird gezeigt, dass solarthermisches Looping der
einzige direkt vergleichbare Konkurrenzprozess ist. Eine umfassende Analyse eines
möglichen Gesamtprozesses zur Synthesegasherstellung aus CO2, H2 und Sonnenen-
ergie wird für den RWGSCL Prozess mit Hilfe von stationärer Prozesssimulation und
-optimierung durchgeführt. Die Resultate werden einem Vergleichsprozess, basierend
auf der traditionellen RWGS Reaktion, gegenübergestellt. Ein energetischer Gesamt-
wirkungsgrad (ausgehend von Sonnenenergie bis hin zum Synthesegas) von 13,7%
kann für die Synthesegasherstellung mittels RWGSCL erreicht werden. Dieser Wert
ist vergleichbar mit theoretischen Werten für solarthermisches Looping. Der En-
ergiebedarf im Reaktor-Separator-Netzwerk des Gesamtprozesses lässt sich durch
den RWGSCL Prozess im Verleich zur traditionellen RWGS Reaktion um 54% ver-
ringern. Die Resultate belegen die theoretische Machbarkeit des RWGSCL Konzepts.

Zur Validierung von Eisenoxid als potenzielles Sauerstoffspeichermaterial für den
RWGSCL Prozess wurden diverse Experimente durchgeführt. Basierend auf dem
Vorwissen von früheren Arbeiten wurde das reine Eisenoxid mit Ce0.5Zr0.5O2 dotiert,
um die Sinterungsbeständigkeit zu erhöhen und die reaktionskinetischen Eigenschaf-
ten zu verbessern. Das modifizierte Eisenoxid wurde mittels Röntgenbeugung und
Transmissionselektronenmikroskopie charakterisiert. Die Reduktion von Fe3O4 zu
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Fe mittels H2 sowie die anschließende Oxidation von Fe zu Fe3O4 mittels CO2 wur-
den experimentell belegt. Die Kinetiken der Reduktion und Oxidation wurden durch
thermogravimetrische Messungen bei atmosphärischem Druck, Temperaturen von
973–1173K und unterschiedlichen Gaszusammensetzungen am Reaktoreingang er-
mittelt. Unterschiedliche kinetische Modelle wurden zur Beschreibung der Kinetiken
verglichen und die kinetischen Parameter wurden für das passendste Modell ermit-
telt. Weiterhin wurden Langzeitexperimente durchgeführt, um die Stabilität des Ma-
terials nach wiederholten Reduktions-Oxidations-Zyklen zu analysieren. Ein stabiler
Betriebszustand konnte nach etwa 200 Zyklen erreicht werden.

Mithilfe der ermittelten kinetischen Gleichungen können weitere Simulations-
und Optimierungsstudien durchgeführt werden, um vielversprechende Reaktorkon-
zepte für eine großskalige Synthesegasherstellung basierend auf dem RWGSCL Pro-
zess zu identifizieren. Dynamische, örtlich verteilte Modelle werden für den Fest-
bettreaktor und den Wirbelschichtreaktor hergeleitet. Ein spezieller Fokus liegt auf
der Herleitung von thermodynamisch konsistenten Reaktionsratengleichungen für
die gleichgewichtslimitierten Gas-Feststoff-Reaktionen, die im RWGSCL Prozess ab-
laufen. Eine Prozessoptimierung wurde für beide Reaktortypen durchgeführt. Dazu
werden zwei gegensätzliche Optimierungsziele definiert: 1) der Nutzungsgrad der
Sauerstoffspeicherkapazität und 2) die mittlere CO Konzentration am Reaktoraus-
gang. Es wird gezeigt, dass der Festbettreaktor für beide Optimierungsziele bessere
Werte erzielt als der Wirbelschichtreaktor.
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Nomenclature

Roman Symbols
C Solar concentration factor −
cp Molar heat capacity J/mol/K
D(s)

v Average vertical dispersion coefficient for the solid m2/s
db0 Initial bubble size m
dbm Limiting bubble size m
dp Particle diameter m
dt Fluidized bed reactor inner diameter m
EA Activation energy J/mol
F Dimensionless energy factor −
Ḟ Volume flow m3/s
g Gravitational acceleration m/s2

G0 Nominal solar influx W/m2

Ḣ Enthalpy flow mol/s
HHV Higher heating value J/mol
h Molar enthalpy J/mol
j Diffusive flux kg/m2/s
k0 Pre-exponential factor (Arrhenius equation) s−1

K (be) Bubble-emulsion gas interchange coefficient s−1

Keq Chemical equilibrium constant −
L Reactor length m
LH Parameter for heat loss −
M Molar mass g/mol
m Reaction order (gas phase) −
Ṅ Molar flow mol/s
n Reaction order (solid phase) −
NC Number of components −



xvi Nomenclature

NFV Number of finite volumes −
NR Number of reactions −
o Experimental data point −
p Pressure Pa
Q̇ Heat flow J/s
r Reaction rate varies
R Universal gas constant J/mol/K
R2 Coefficient of determination −
T Temperature K
t Time s
v Velocity m/s
v(b’) Bubble gas velocity m/s
v(b) Rise velocity of bubble gas m/s
vbr Bubble rise velocity for single bubbles m/s
vmf Minimum fluidization velocity m/s
V Volume m3

Ẇ Work flow/power J/s
w Mass fraction −
X Conversion −
x Mole fraction −
xCO Average CO concentration −
XOSM OSM utilization −
y Ratio of mole fractions −
YCO CO yield molCO/kg
YC Gas phase carbon content −
YH Gas phase hydrogen content −
z Axial spatial coordinate m

Greek Symbols
α Degree of reduction −
∆R g Free Gibbs energy change of reaction kJ/mol
∆Rh Enthalpy change of reaction kJ/mol
δ Bubble fraction −
εmf Minimum fluidization voidage −
ε Fixed bed void fraction −
η Steepness parameter for sigmoid function −
ηeff Effectiveness factor of the reaction rate −
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ηS Separation efficiency −
ηSEC Solar energy collection efficiency −
ηStE Solar-to-electricity efficiency −
ηStS Solar-to-syngas efficiency −
µ Dynamic viscosity Pa ·s
ν Stoichiometric coefficient −
Ψ Influence of the solid on the reaction rate −
ρ Density kg/m3

σ Stefan-Boltzmann constant W/m2/K4

σM Specific source term kg/m3/s
Θ Generalized time s
ξ̇ Reaction extent per unit time mol/s
ξ Reaction extent −

Superscripts
0 Value at standard conditions (298K and 0.1MPa)
(b) Bubble phase
(E) Electrolyzer
(e) Emulsion phase
(g) Gas component
(C) Condenser/H2O flash
Ox Oxidation reaction
(R) Reactor
Red Reduction reaction
(s) Solid component
(S) Separator

Subscripts
+ Forward reaction
− Reverse reaction
act Actual
α Gas component index
β Solid component index
eff Effective
in Inlet conditions
int Interstitial
out Outlet conditions
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TG Thermogravimetric unit

Acronyms / Abbreviations
CCS Carbon capture and storage
CCU Carbon capture and utilization
CLC Chemical looping combustion
CL Chemical looping
CLDR Chemical looping dry reforming
CLOU Chemical looping with oxygen uncoupling
CLR Chemical looping reforming
CWGS Cyclic water-gas shift
HR-TEM High resolution transmission electron microscopy
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LPG Liquefied petroleum gas
MEA Monoethanolamine
NLP Nonlinear programming
OSC Oxygen storage capacity
OSM Oxygen storage material
RWGSCL Reverse water-gas shift chemical looping
RWGS Reverse water-gas shift
SEC Solar energy collection
SERWGS Sorption enhanced RWGS
SNG Synthetic natural gas
SOFC Solid oxide fuel cell
StE Solar-to-electricity
STL Solar thermochemical looping
StS Solar-to-syngas
TEM Transmission electron microscopy
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TPO Temperature programmed oxidation
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XRD X-ray diffraction



1 | Introduction

The system of nature, of which man
is a part, tends to be self-balancing,
self-adjusting, self-cleansing.
Not so with technology.

E. F. Schumacher

1.1 Motivation

Biophysical subsystems on Earth evolved dynamically over the course of millions of
years through natural selection and proved to be stable within certain boundaries
over a limited time frame. However, several mass extinction events led to the col-
lapse of a great number of subsystems. These events are hypothesized to be caused
by a combination of prolonged multi-generational stress on ecosystems (e.g. change
in sea level, volcanism and resulting CO2 emissions, etc.) and a sudden, catastrophic
event (e.g. asteroid impact) [16]. To the best of our knowledge none of the mass
extinction events has been caused by a single living species but they were a result
of global environmental change. However, increasing evidence shows how today hu-
mankind disturbs the global environment on Earth far more than any other living
being, throwing many of its subsystems out of balance. In a paper by Rockström et al.
[146], nine planetary boundaries are identified in which humankind is expected to be
able to operate safely without triggering global, abrupt environmental change. While
these boundaries can only be roughly estimated with the current state of knowledge,
their existence is certain. It is furthermore estimated that humanity already trans-
gressed three of the nine planetary boundaries. These are for climate change, rate of
biodiversity loss and change in the global nitrogen cycle. Thus, humans are already
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causing prolonged multi-generational stress on ecosystems. Transgressing even more
boundaries for too long will eventually result in a functional collapse of our current
environment.

Today, the most widely recognized transgression of a planetary boundary is for
climate change caused by extended green house gas emissions, most importantly CO2.
While no one can ascribe climate change effects to humankind (and humankind alone)
with full certainty, strong and convincing evidence exists that we are at least a major
contributor [91]. The science community worldwide agrees on this as seen by the fact
that approximately 97% of published papers directly or indirectly dealing with climate
change endorse a strong human influence [45, 46]. However, the predicted global
temperature rise may not be interpreted as a “climate disaster” as it is often referred
to in the public media. While the climate just is disturbed from the current state to a
new state the “disaster” occurs for the human species (among many other species [5])
as we are neither adapted to the world we are about to create nor are we able to adapt
to it in a sufficiently short amount of time. Once we disturbed the Earth; now we
are the disturbed ones. The recent political developments regarding the deceleration
and/or reversal of climate change (most importantly the Kyoto Protocol and the Paris
Agreement) reflect the growing concerns of human-made climate change. They show
that we can no longer reject the responsibility we have to our planet. Reductions of
global fossil fuel use and the resulting CO2 emission are the foremost goals of the
recent debates about climate change. Nonetheless, concern was raised if the planned
intergovernmental actions negotiated in the Paris Agreement (among other treaties)
are sufficient and suitable to keep the global temperature rise below 2K compared
to pre-industrial levels [148]. The main reason is the lack of enforcing mechanisms
for the agreed upon policies. In a recent paper, Victor et al. warn that all major
industrialized countries are failing to meet the pledges they made and that they are
not even enacting all the policies that they planned to do [170].

What is needed now more than ever are efficient technologies that reduce further
emissions of CO2 and replace fossil fuels in the long run. These technologies must
be feasible and affordable to be able to compete with solutions that use (still) inex-
pensive fossil fuels. Carbon capture and storage (CCS) is one major technology for
reducing CO2 emissions by capturing CO2 preferably from large-scale point sources
like fossil fuel power plants and storing it in underground geological formations (CO2

sequestration) like depleted oil or gas reservoirs. While it is a technologically feasi-
ble [79] and economically attractive way to reduce CO2 within the coming years [91],
CCS has several problems. When implemented in power plants, carbon capture uses
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up 10−40% of the energy produced [129] leading to a net increase in fossil fuel con-
sumption [145]. Furthermore, CO2 emissions may be reduced but on the other hand
the emission of air pollutants like ammonia and nitrous oxides are increased [91] and
the potential risks of storing massive amounts of CO2 underground for thousands of
years can hardly be assessed.

Another emerging technology branch is Carbon Capture and Utilization (CCU) in
which CO2 is captured (just as in CCS) but instead of being stored it is used as a reac-
tant for chemical processes like the production of methanol, carbon-neutral fuels and
other chemicals (especially the production of synthetic fuels from CO2 is attractive
because our current carbon based economy would not need to be refitted to run on al-
ternative fuels like hydrogen). CCU is not a technology for reducing CO2 emissions or
the total atmospheric CO2 but it plays an important role in closing the carbon loop (i.e.
stabilizing the net CO2 amount in the atmosphere). For CCU to be carbon-neutral the
energy that is needed for the chemical transformation of CO2 into the desired product
must be supplied by renewable and carbon-neutral energy. Otherwise, CCU processes
become just another source of CO2. By collecting CO2 from the atmosphere the carbon
loop can be closed in theory and a steady atmospheric CO2 level can be established
(i.e. if renewable energy is abundantly available). Since there are economic sectors
where reasonable alternatives for fossil fuels are yet to be found (e.g. aviation) the
need for CCU is indisputable. If large parts of human economy remain based on
carbon, CCU processes must be established on a large scale to create a sustainable
foundation for our future (possible future economies based on hydrogen or methanol
are not discussed here for the sake of space).

CCS and CCU are both important technologies in light of the climate change de-
bate, but they serve very different purposes. While CCS is a relatively mature tech-
nology, most CCU processes are in an earlier stage of development. This thesis focuses
on CCU as it is seen as one foundation for a sustainable carbon economy.

1.2 Aim of this work

Since there are only few direct uses of CO2 (e.g. for the production of urea and salicylic
acid, carbonated water or as dry ice), the heart of every CCU technology is the conver-
sion of CO2 into another substance which can be used instead. This work investigates
possibilities for converting CO2 by hydrogen via the reverse water-gas shift reaction
(RWGS). The RWGS can be used to produce synthesis gas (from here on abbreviated
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as syngas) which is a platform chemical used in a variety of large scale chemical
processes and for the production of liquid fuels via Fischer-Tropsch synthesis (see
Fig. 1.1). Sternberg et al. compared power-to-gas routes for syngas and methane pro-
duction and estimated that syngas production is environmentally more friendly than
methane production [164]. Thus, producing syngas sustainably from CO2 offers high
potential reductions in CO2 emissions. Within this thesis the reverse water-gas shift

Syngas

Phosgene Synthesis Phosgene

Monsanto Process Acetic Acid

Hydroformylation
& Hydrogenation Oxo Alcohols

Direct Reduction
of Iron Ore Steel

Fischer-Tropsch LPG, Naphtha,
Diesel

Alcohol Synthesis Methanol,
Ethanol

Methanation SNG, Methane

Ammonia
Production Ammonia, Urea

0.0

Cl2

0.0-0.02

Methanol
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Alkenes

1.3-1.5

Iron Ore

1.6-2.3

CO2

2.0-2.3

CO2

3.0

>105

N2

Fig. 1.1 Most important reaction routes for syngas with corresponding products. Num-
bers on the left indicate the necessary H2/CO-ratio for the respective production route.
Data taken from [85, 154]. Figure adapted from [176] with permission of Wiley and
Sons.

chemical looping (RWGSCL) process is introduced and analyzed in detail. The process
is based on the RWGS reaction and intensified by using an oxygen storage material
(OSM). The analysis of the RWGSCL process is broadly structured into three parts:
(1) thermodynamic analysis as proof of concept, (2) kinetic measurements, (3) detailed
process simulation and optimization with the previously measured kinetics. The aim
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of this thesis is to provide a systematic analysis of the RWGSCL process to show the
advantages and drawbacks of using this approach for syngas production from CO2

compared to the RWGS and other competing technologies.

This thesis is divided in seven chapters. Chapter 2 gives a short theoretical
overview of the RWGS reaction and its possible applications for CO2 utilization. A
brief summary of the history is given and the importance of the RWGS with regard
to CO2 utilization in the future is emphasized. Process intensification options for the
RWGS reaction are discussed.

Chapter 3 introduces the concept of chemical looping in general and gives an
overview of the most important current applications. The advantages and drawbacks
of chemical looping are discussed and the chemical looping concept is applied to the
RWGS reaction. The resulting RWGS chemical looping (RWGSCL) process for syn-
gas production from CO2 is introduced and the general idea is explained. The unique
features of the RWGSCL process are highlighted and compared to other chemical
looping processes. A systematic OSM selection framework is proposed based on ther-
modynamic properties. Based on the results it is argued why modified iron oxide is
chosen as OSM for RWGSCL within this thesis.

In Chapter 4 thermodynamic analysis is applied to the RWGSCL process to give a
first estimate of its possibilities and limitations. The analysis is based on the assump-
tion that renewable and CO2-neutral energy is available to power the electrolyzer for
hydrogen generation and all other processes. It is shown that with the RWGSCL
process different syngas compositions can be supplied with an overall efficiency com-
parable to competing technologies. This chapter acts as a proof of concept and lays
the foundation for more detailed investigations into the process.

Kinetics measurements on modified iron oxide particles are presented in Chapter
5. The preparation of the particles is followed by long term experiments in which the
particles are thermally aged under operating conditions to give reasonable results
which are comparable to real reactors. The material is characterized by in-situ x-ray
diffraction (XRD) and transmission electron microscopy (TEM). Thermogravimetric
analysis is used to measure the kinetics of the reduction and oxidation reactions. A
mathematical model for the thermogravimetric unit is derived to simulate the results.
The master plot method is used to discriminate between suitable kinetic models. Ki-
netic parameters are estimated for the most reasonable kinetic model.

In Chapter 6 the kinetic model is used to simulate real reactor behavior of the
RWGSCL process. Mathematical models are derived for a fixed bed and a fluidized
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bed reactor concept each based on two simultaneously operated reactors to system-
atically compare the two reactor designs for the RWGSCL process. The simulation
results are analyzed and the unique reactor behavior due to the equilibrium limited
gas-solid reactions is highlighted. Two different optimization problems are defined for
the continuous production of CO2. The optimal operating conditions for both reactor
concepts are found and it is shown that the fixed bed reactor design gives superior
performance over the fluidized bed reactor design.

Chapter 7 summarizes the thesis and puts it in perspective of the current state of
CO2 utilization. An outline is given for possible future research activities.

A graphical overview of the thesis is provided in Fig. 1.2.

Theoretical
background

Efficiency analysis
(proof of concept)

Kinetic analysis

Process design
& optimization

Summary

Chapter 2

Chapter 3

Chapter 4

Chapter 5

Chapter 6

Chapter 7

Methods:
• Thermodynamic analysis
• Flowsheet simulation
• Flowsheet optimization

Methods:
• XRD, TEM, TGA
• Model discrimination
• Parameter estimation

Methods:
• Dynamic 1D modeling
• Process simulation
• Process optimization

Fig. 1.2 Overview of the thesis.
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If one does not know to which port
one is sailing, no wind is favorable.

Seneca

This chapter gives an introduction to CO2 utilization reactions. Important re-
actions in the context of the climate change debate are highlighted and compared.
It is illustrated how the RWGS reaction can be used to activate CO2 and how it
compares to competing CO2 activation routes. The thermodynamic properties of the
RWGS reaction are analyzed and critically discussed to illustrate its advantages and
weaknesses for CO2 utilization. An overview of process intensification options for the
RWGS reaction is given.

2.1 CO2 utilization reactions

Although CO2 is a very stable molecule there are numerous reactions that it can theo-
retically undergo to form useful products [17, 25]. Currently, the industrial production
of urea consumes the most CO2 annually (≈ 130Mt) [13]. However, the necessary CO2

is usually extracted from the exhaust gas of an ammonia plant that is often combined
with the urea plant for this reason. Incorporating CO2 into other industry sector is
important to decrease the net release of CO2 into the atmosphere. In particular, reac-
tions for producing bulk chemicals like syngas, methane (synthetic natural gas, SNG)
or methanol gained increasing attention in the last years since high potential reduc-
tions of CO2 emissions can be achieved if the traditional production routes are re-
placed by CO2-based routes. Table 2.1 lists some of the most important power-to-gas
reactions which are actively researched within the climate change debate (selected
sources for reference in the context of CCU are given in the last column, the CO2 dis-
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sociation reaction is listed as a reference). As can be seen, the heat of reaction of CO2

Table 2.1 Enthalpy change of reaction for important power-to-gas reactions using CO2
as reactant with CO2 dissociation as a reference. Values of ∆Rh0 given in kJ/mol at
298K and 0.1MPa. Selected sources for reference are given in the last column.

Name Chemical reaction ∆Rh0 References

CO2 dissociation CO2 
 CO+ 1/2O2 +283 [43, 40, 97]
Dry reforming CO2 +CH4 
 2CO+2H2 +247 [61, 26, 136]
Reverse water-gas shift CO2 +H2 
 CO+H2O +41 [98, 47, 176]
CO2 hydrogenation CO2 +3H2 
 CH3OH+H2O −49 [18, 89, 172]
CO2 methanation CO2 +4H2 
 CH4 +2H2O −165 [31, 30, 149]

dissociation is very high due to the chemical stability of CO2. Thus, large amounts of
energy (e.g. heat or radiation) must be supplied to drive the reaction. On the other
hand, contacting CO2 with substances with increasing energy density (like methane
and hydrogen) lowers the necessary energy input for the corresponding reaction. The
CO2 hydrogenation and the Sabatier reaction are exothermic because the high energy
content of hydrogen relative to CO2 provides more energy than necessary to split CO2

(even though the temperature has to be sufficiently high in the first place to initiate
the reaction by overcoming kinetic resistances). Thus, to overcome the energy barrier
and to activate CO2 (i.e. break the chemical bonds between C and O) it has to be con-
tacted either with a highly reactive substance, a large amount of energy (e.g. heat,
radiation, electrical energy) or both depending on the specific reaction [77, 41].

However, all reactions are driven by the difference of the Gibbs free energy be-
tween the the products and reactants at certain conditions. Therefore, even if enough
energy is supplied to overcome the activation energy barrier of a reaction involving
CO2 as a reactant, the CO2 conversion may still be very low due to thermodynamic
limitations. Fig. 2.1 shows the Gibbs free energy of reaction ∆R g for the reactions in
Table 2.1. As can be seen, the RWGS reaction and dry reforming are thermodynami-
cally favored (exergonic) by higher temperatures while CO2 methanation is favored by
lower temperatures. The CO2 dissociation and CO2 hydrogenation to methanol are
thermodynamically unfavored (endergonic) within the depicted temperature range.
From a thermodynamic perspective an operating temperature in the exergonic region
should be preferred to achieve high CO2 conversions. However, other aspects like
reaction kinetics and catalyst operating temperature further restrict the permissible
operating region making CO2 activation a complex engineering problem.
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Fig. 2.1 Comparison of the Gibbs free energy of reaction ∆R g for the reactions in
Table 2.1. Data taken from [80] and [182].

2.2 RWGS for CO2 activation

Due to the challenges stated above, the number of feasible and industrially inter-
esting CO2 activation reactions is highly limited by thermodynamic and engineering
considerations. Furthermore, CO2 activation remains economically unattractive due
to the low price of fossil fuels and the lack of incentives to mitigate CO2 emissions.
Thus, in today’s economy the main challenge is to find an energy efficient route for
CO2 activation [158, 157].

The RWGS reaction (and its counterpart, the water-gas shift reaction) has been
studied extensively in the past as it occurs as an important side reaction in large scale
industrial processes (e.g. steam reforming [114], methanol synthesis [183], condition-
ing of syngas [155], ect.). The main research focus has been on catalyst development
(mostly Cu, Pt and/or Rh are used and immobilized on a variety of supports [47]),
studies on the reaction mechanism and kinetic studies for the aforementioned pro-
cesses. However, the literature on RWGS-based processes for CO2 activation and
syngas production is still scarce even though the number of publications is rising.

The most important reasons for the minor interest in the RWGS reaction for CO2

utilization are arguably the high necessary operating temperature and the limited
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CO2 conversion. However, the technological readiness of the RWGS gives the process
an important edge over other competing technologies for CO2 utilization. The impor-
tance of the RWGS in present and future CCU scenarios is recognized and highlighted
in recent literature. Mallapragada et al. compared different CO2 conversion routes to
liquid fuels based on the assumption that only renewable energy (solar energy) is used
to make all routes sustainable. The pathway that uses the RWGS reaction for CO2

activation was estimated to be the most promising with regard to energy efficiency
in the present and the future [122]. Dimitriou et al. analyzed different concepts for
liquid fuels production from CO2 in which the RWGS reaction is used for CO2 acti-
vation [53]. They found that all concepts are not yet economically viable. One of the
reasons was the low CO2 conversion in the RWGS process. Thus, active research on
improving the RWGS reaction is needed. Nonetheless, the RWGS reaction followed
by Fischer-Tropsch synthesis is already successfully used to produce liquid fuel in a
pilot plant near Dresden by the German company Sunfire [4]. To further facilitate the
rapid replacement of traditional production routes for chemicals by CCU processes,
more successful implementations have to be demonstrated and scaled to industrial
size in the future by innovative companies.

2.2.1 Thermodynamic considerations

In the RWGS reaction CO2 reacts with hydrogen according to the following equation:

H2 +CO2 
H2O+CO ∆Rh(1073K)= 36.84kJ/mol (2.1)

The reaction is mildly endothermic and strongly equilibrium limited as shown Fig. 2.1.
To achieve an equilibrium CO2 conversion of 50% a reaction temperature of T ≈
1090K is necessary (assuming equimolar amounts of hydrogen and CO2). Higher
temperatures lead to higher conversion but the thermal stress on the reactor parts
and the catalyst limit the permissible reaction temperature. Therefore, the outlet
gas of the RWGS unit consists of significant amounts of reactants. This is especially
important to consider for downstream processing (see Fig. 1.1 in the introduction).

Fig. 2.2 shows the equilibrium composition of the RWGS reaction assuming equimo-
lar amounts of hydrogen and CO2 and a reaction pressure of p = 0.1MPa. At temper-
atures below 900K the CO2 methanation is thermodynamically more favorable than
the RWGS reaction (also see Fig. 2.1). Therefore, CH4 is formed instead of CO. To
avoid the formation of methane the temperature must be increased. Above 900K
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there is virtually no CH4 formation. Alternatively CO-selective catalysts must be
used (e.g. copper-based) for decreasing the methane content in the outlet gas [39, 147].
Pressure does not influence the equilibrium composition of the RWGS since there is
no change in the total number of moles during the reaction (two moles on the reactant
and product side).
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Fig. 2.2 Equilibrium gas composition calculated by Gibbs energy minimization for
equimolar amounts of CO2 and hydrogen at different temperatures and p = 0.1MPa.
CH4 is stable for temperatures below 900K.

2.2.2 Advantages of RWGS for CO2 activation

To further reinforce the argument for the RWGS reaction, the advantages over some
of the other CO2 activation options are summarized in the following.

Most importantly, the RWGS produces syngas which is widely used in chemical
industry (see Fig. 1.1). While worldwide syngas production was ≈ 70000MWth in 2010
[2], the production capacity today is ≈ 110000MWth with an increasing trend in the
future. Producing these amounts by RWGS is of course inconceivable at the present
moment but the large possible reduction of CO2 emissions is justification enough to
actively research alternatives to the traditional syngas production routes based on
fossil fuels.
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Compared to the CO2 hydrogenation and methanation routes in Table 2.1 the
RWGS reaction only needs one mole of hydrogen per mole of CO2 to produce a value-
added product (syngas). This is especially important considering the high cost of H2

produced from renewables.

The RWGS reaction is mildly endothermic compared to other reactions discussed
in Section 2.1. Thus, problems like hotspot formation in highly exothermic reactions
like the CO2 methanation can be avoided. Compared to the highly endothermic dry
reforming reactions, the RWGS needs low energy supply. However, the energy still
has to be supplied at a high temperature.

Direct CO2 dissociation options via concentrated solar-thermochemical pathways
seem promising in the future since they do not need an additional energy carrier
like hydrogen or methane to activate CO2. However, the technology is still in the
research and development stage [124]. In a recent review Koepf et al. point at the
“stubbornly stable resurgence of fossil fuel energy discovery and utilization” that per-
petually delays the commercial breakthrough of solar-thermochemical CO2 utilization
among other sustainable technologies [107]. On the other hand, hydrogen production
by electrolysis is commercially available already. Furthermore, the RWGS reaction
is a standard heterogeneously catalyzed reaction that can be implemented today on
a larger scale [75]. Thus, syngas production via the RWGS reaction is a technology
ready for implementation.

2.2.3 Intensification of RWGS

Process intensification in the context of CO2 utilization is concerned mostly with in-
creasing the energy efficiency of the process and/or reducing the amount of CO2 that
is exhausted by the process. The main problems of the RWGS reaction are the high
reaction temperature and the strong equilibrium limitation. Overcoming these prob-
lems could potentially make the RWGS reaction more attractive for commercial ap-
plications. In this section an overview is given of possible intensification options that
have been already applied to the RWGS or that are actively researched. For a com-
prehensive list of process intensification options in general the reader is referred to
textbooks on that topic [162, 142].

Sorption enhanced RWGS (SERWGS) In a paper by Carvill et al. from 1996 the
concept of sorption enhancement for process intensification was proposed and studied
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on the RWGS reaction as an example [36]. It was shown that nearly pure CO was pro-
duced at 523K using a commercial NaX zeolite for water adsorption. The SERWGS
process was mentioned in a perspective paper by Haije and Geerlings highlighting the
potential for large scale syngas production [75]. However, the author could not find
any other published work on the SERWGS process. It can only be guessed why fur-
ther research stalled but reasons might include the inherently periodic operation of
the reactors, low adsorption amounts per reactor volume and the difficult and complex
pressurization and depressurization strategy of the reactor. Instead, active research
is now focused on the sorption enhanced water-gas shift (SEWGS) process for pre-
combustion carbon capture [169]. Since this concept is concerned with CCS it is not
further discussed in this thesis.

Membrane reactors Whitlow and Parish published a paper on a RWGS membrane
reactor concept in 2003 [178]. Optimal operating conditions for the demonstration
reactor were found at 673K and 310kPa achieving a CO2 conversion close to 100%.
However, this was a small scale demonstration which was motivated by using the
RWGS for space exploration (CO2 is readily available on Mars and H2 is obtained as
a byproduct of oxygen generation). The author did not find scientific literature outside
of space exploration for an RWGS membrane reactor.

Electrochemical promotion Some articles have been published on electrochem-
ical promotion of the RWGS reaction. Bebelis et al. showed that the rate of CO
formation can be increased by a factor of 6.7 by decreasing the catalyst potential to
0.34V [24]. In another work by Pekridis et al. the RWGS was performed in a solid ox-
ide fuel cell (SOFC) and CO formation rates were increased ten times in closed circuit
operation compared to open circuit operation [139]. Karagiannakis et al. compared
the reaction rates of the conventional, catalyzed RWGS to the RWGS performed with
protons instead of molecular hydrogen in a H+ conducting cell [99]. They found the
reaction rates to be one order of magnitude higher for the electrochemically supplied
hydrogen (protons).

Chemical looping Another process intensification option for RWGS is the concept
of chemical looping, where the reaction is split into two reactions using a chemical
intermediate, the so called oxygen storage material. In the next chapter the concept
of chemical looping is introduced in general and applied to the RWGS reaction.
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We are all apprentices in a craft
where no one ever becomes a master.

Ernest Hemingway

The concept of chemical looping (CL) dates back to 1910 when a US patent was
issued for a novel hydrogen production process [128]. The proposed process which
is known as the steam-iron process is based on the water-gas shift reaction which is
split into two reactions by an oxygen storage material (iron oxide in this example).
The steam-iron process was used in the beginning of the 20th century for hydrogen
production until competing technologies based on fossil fuels led to its gradual phas-
ing out [57]. In recent years, the process gained renewed interest for clean hydrogen
production for fuel cell applications [74, 181, 81]. The term chemical looping itself
was coined in a paper by Ishida et al. published in 1987 [95]. Chemical looping in this
thesis refers to any process in which an overall reaction is decomposed into multiple
sub-reactions (at least two) by an oxygen storage material (OSM) that is cyclically
reacted and regenerated [57]. Furthermore, the oxygen storage materials considered
are limited to metal oxides as the majority of published literature is concerned with
metal oxides. Thus, an arbitrary gas phase reaction

A+B
C+D (3.1)

may be decomposed into two reactions by using an OSM:

A+MeyOx−1 
C+MeyOx (3.2)

B+MeyOx 
D+MeyOx−1 (3.3)
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Here, MeyOx−1 and MeyOx refer to an arbitrary metal in its reduced and oxidized
state, respectively. Adding up equations (3.2) and (3.3) yields the original equation
3.1 of the gas phase reaction. As can be seen, the OSM acts as an intermediate and
is oxidized in the first reaction step (eq. (3.2), oxygen uptake) from its reduced state
(MeyOx−1) to its oxidized form (MeyOx) and then reduced in the second reaction step
(eq. (3.3), oxygen release). Therefore, cyclic oxygen release and uptake from and by
the OSM is the key concept of chemical looping (see Fig. 3.1).

The successful implementation of any chemical looping concept requires that the
reactions between the OSM and the gas are heterogeneous, i.e. the OSM is in the solid
phase and reacts with a gas. It is in principle conceivable that the OSM reacts with
another solid or liquid but these types of reactions are typically orders of magnitude
slower than the preferred gas-solid reactions. In those cases the condensed phases
should be gasified first and then reacted with the OSM [130].

OSM
Oxidation
(eq. 3.2)

OSM
Reduction
(eq. 3.3)

A

C

B

D

MyOx

MyOx−1

Fig. 3.1 Chemical looping concept for an arbitrary gas phase reaction A+B 
 C+D.
The OSM is cyclically oxidized and reduced.

This chapter will first highlight the motivation for using chemical looping. Se-
lected examples for important CCS and CCU applications are explained and com-
pared. The reverse water-gas shift chemical looping (RWGSCL) process is introduced.
The important role of the oxygen storage material will be highlighted and an OSM se-
lection framework is presented for the RWGSCL process.

3.1 Rationale for chemical looping

The application of chemical looping as a process intensification option is motivated
by some advantages that are discussed in the following. Principle thermodynamic
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analyses of chemical looping processes were conducted by Richter and Knoche [143]
as well as Anheden and Svedberg [15]. They found that process irreversibility can be
minimized by applying the chemical looping concept to combustion reactions. Thus,
the overall energy efficiency of a process can be enhanced. Furthermore, splitting a
gas phase reaction into two or more sub-reactions leads to an inherent product sep-
aration. Considering the example above, the reaction products C and D are already
separated in the chemical looping process (see Fig. 3.1) as opposed to the conventional
gas phase reaction (eq. (3.1)), where a mixture of C and D is present at the reactor out-
let. Therefore, energy expenditure for downstream product separation is potentially
lowered. This advantage is the main motivation for using the chemical looping con-
cept for CO2 capture. Another important advantage is that undesired side reactions
can effectively be avoided. In the previous example, the reactants A and B are never
in direct contact in the chemical looping process. Thus, 100% selectivity towards the
desired reaction is ensured.

On the other hand, using the chemical looping concept also entails some disadvan-
tages. From an engineering perspective, using an OSM to split an arbitrary gas phase
reaction into multiple sub-reactions means that a previously continuous process is
turned into a cyclic semi-batch process. While this leads to increased degrees of free-
dom for operation, continuous operation is usually preferred for industrial processes
(especially large scale processes). Thus, there is a natural barrier for industrial plant
operators to adopt a semi-batch process instead of a truly continuous process. Another
problem associated with chemical looping is the handling of the OSM. A frequent
problem is gradual material degradation through sintering [86, 90, 153, 57, 12]. Fur-
thermore, efficient contacting between the gas and the OSM has to be ensured. There-
fore, the active surface area of the OSM must be maximized. This can be achieved for
instance by special design of the material in a fixed bed type reactor (e.g. reticulated,
porous structures [64, 12] or nanparticles embedded on a structural matrix [26]) or by
using fluidization techniques. Heat recovery is another problem that has frequently
been addressed in the literature. The problem of heat recovery occurs whenever the
OSM reduction and oxidation (see Fig. 3.1) proceed at different temperatures. In that
case, the reactors have to be cyclically cooled and heated which is detrimental to the
overall energy efficiency [152, 33, 20, 55, 113].
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3.2 RWGS chemical looping (RWGSCL)

The idea of chemical looping is now applied to the RWGS as a possible process inten-
sification option. The RWGS reaction given in eq. (2.1) is split into two sub-reactions
using a general metal oxide (MeO) as follows:

Oxidation: Me+CO2 
MeO+CO (3.4)

Reduction: MeO+H2 
Me+H2O (3.5)

The metal is oxidized by CO2 in the first reaction step and reduced by hydrogen in
the second reaction step. Adding up both equations yields the RWGS reaction.

A comparison of general process schemes for the production of syngas by the con-
ventional RWGS reaction and by RWGSCL is illustrated in Fig. 3.2. In both schemes
renewable energy is used to fuel all process units (red dashed line=the system bound-
ary). The gas mixture after the conventional RWGS unit (Fig. 3.2, left) has to be
separated or conditioned to obtain syngas with a specified composition since all four
components are present at the reactor outlet according to chemical equilibrium (see
Fig. 2.2). Hydrogen may be added optionally to adjust the syngas composition further
(dashed line). In the RWGSCL scheme (Fig. 3.2, right) CO leaves the RWGSCL unit
and is mixed with H2 to obtain any desired syngas composition. Water is recycled
back to the electrolysis unit. Thus, it is theoretically more straightforward to produce
CO-rich syngas with the RWGSCL process scheme. However, it must be noted that
residual amounts of CO2 may be present in the CO stream depending on the process
conditions and the used OSM (a detailed comparative analysis is given in the Chapter
4).

First investigations of the RWGSCL process were conducted by Bhavsar et al.
and Najera et al. [132, 26]. Their original goal was to combine chemical looping with
dry reforming (see Table 2.1) and to obtain kinetic data by thermogravimetric mea-
surements on iron-based OSMs. However, in their experiments they used hydrogen
instead of CH4 as a reducing gas effectively resulting in the RWGSCL process. Their
experimental results showed that the process is feasible on a laboratory scale.

Similar research was conducted at Ghent University. Galvita et al. proposed
chemical looping dry reforming (see Section 3.3) on cerium-doped iron oxide but they
performed temperature programmed reduction and oxidation (TPR and TPO, respec-
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Fig. 3.2 General process schemes for the sustainable production of syngas from renew-
able energy, CO2 and H2O. Left: process based on the conventional RWGS reaction.
Right: process based on RWGSCL. Red dashed lines indicate the system boundaries.

tively) with hydrogen and CO2, respectively [67]. Thus, proving again the feasibility
of the RWGSCL process.

Daza et al. were the first reserch group to name the process RWGSCL [48, 49].
Their work focused specifically on the RWGSCL process as opposed to the previ-
ously mentioned studies where hydrogen was used as a surrogate for other fuels
like methane. They used XRD as well as TPR and TPO to analyze perovskite-type
OSMs. Strontium-doped lanthanum cobaltites (La1−xSrxCoO3−δ and ) were used in
their first work on RWGSCL and they observed CO-formation at temperatures as low
as 723K [48]. In another paper they proved isothermal operation with a similar OSM
(La0.75Sr0.25Co1yFeyO3) at 823K [49]. Structural stability was observed over five re-
action cycles (i.e. oxidation and reduction).

This thesis builds up on the work previously done in the field and aims to provide
new insights for energy efficient operation of the RWGSCL process as most of the
work done so far focused on OSM characterization and improvement. In the next
section a brief overview of important chemical looping applications is given and the
RWGSCL process is put into context.
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3.3 Comparison of chemical looping applications

Since numerous applications of the chemical looping concept emerged in the last
few decades and only few are interesting in the context of this thesis, the following
overview is not meant to be comprehensive. It rather serves the purpose of putting
the RWGSCL process into context and highlight the main competing processes.

First of all it is important to differentiate between CCS and CCU applications of
chemical looping. The convention in this thesis is that CL processes in which CO2 is
produced are grouped into CCS and CL processes in which CO2 is used as a reactant
are grouped into CCU. Fig. 3.3 and Table 3.1 provide an overview of chemical loop-
ing processes that are important within the scope of this thesis. In the following all
processes are shortly introduced and compared to RWGSCL.

Table 3.1 Classification of important chemical looping based processes. CLC=chem-
ical looping combustion, CLOU=chemical looping with oxygen uncoupling,
CLR=chemical looping reforming, CLDR=chemical looping dry reforming, STL=solar
thermochemical looping, RWGSCL=reverse water-gas shift chemical looping. The re-
actions for CLC and CLR are based on methane for simplicity but any general gaseous
fossil fuel CnHm may be used instead.

Process Purpose CCS/CCU? Original reaction(s)

CLC Power production CCS CH4 +O2 
 CO2 +H2O

CLOU
Power

production CCS C+O2 
 CO2

CLR
Syngas

production –
CH4 +H2O

CH4 +2H2O





CO+3H2
CO2 +4H2

CLDR
Syngas

production CCU CH4 +CO2 
 2CO+2H2

STL
Syngas

production CCU
2H2O
2CO2






2H2 +O2
2CO+O2

RWGSCL
Syngas

production CCU CO2 +H2 
 CO+H2O

Most research on chemical looping has been conducted for chemical looping com-
bustion (CLC, see Fig. 3.3), in which gaseous fossil fuels (generally CnHm, often nat-
ural gas) are burned without contacting air and the fuel directly. Thus, a pure CO2

stream is obtained ready for sequestration. The concept of CLC was first proposed in
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Fig. 3.3 Overview of important chemical looping based processes. Red: Power pro-
duction with CCS. Gray: Non-sustainable syngas production from fossil fuels. Blue:
Non-sustainable syngas production from fossil fuels and CO2 (CCU). Green: Sustain-
able syngas production from renewables and H2O and CO2 (CCU). Reduction and
oxidation refer to the OSM. Further explanation given in Table 3.1.
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theory by Ishida et al. in 1987 [95]. CLC was later proven experimentally by Ishida et
al. [92–94] and the first pilot-scale experiments in a continuously operated fluidized
bed reactor were performed by Lyngfelt et al. [121]. Since then numerous papers
have been published on CLC and several reviews summarized important advance-
ments [86, 58, 11].

CLC can be seen as the chemical looping alternative to natural gas power plants
and therefore has great potential in reducing the CO2. However, an even larger frac-
tion of the world’s total power production is supplied by coal [1]. Thus, to obtain
sequestration-ready CO2 in coal-fueled power plants as well, the concept of chemi-
cal looping combustion was applied to solid fuels, particularly coal (research on CLC
with liquid fuels like heavy oils is under way as well [151]). However, as discussed
earlier, solid-solid reactions are extremely slow. Therefore, there are two distinct op-
tions in which solid fuels can be used in CLC: (1) the solid fuel is gasified before CLC
or within the fuel reactor of the CLC plant (in-situ gasification CLC, iG-CLC) [11]
(2) using OSMs which release gaseous O2 which reacts with the solid fuel [126]. The
second option which is called chemical looping with oxygen uncoupling (CLOU, see
Fig. 3.3) is relatively new and shows superior performance compared to the first op-
tion because the slow gasification step can be avoided [11]. A thorough review on
CLOU is given by Lyngfelt and Linderholm [120].

CLC and CLOU are mentioned here as very important examples for CCS applica-
tions of chemical looping. As research on CLC is far more advanced than on any other
chemical looping process, the insights gained from CLC on OSM design and reactor
design have been partially adapted to other chemical looping processes. The chemical
looping processes discussed in the following are concerned with syngas production in-
stead of power production because syngas production is the main motivation of this
thesis. Thus, the CLC process can be modified to produce syngas if the air to fuel ratio
is kept low in order to prevent full oxidation of the fuel. This process is the chemical
looping alternative to steam reforming and was first proposed by Mattisson and Lyn-
gfelt as autothermal chemical looping reforming (short CLR, see Fig. 3.3) [125]. Just
as in CLC, gaseous fuel (CnHm) is used in the fuel reactor but ideally the reactor outlet
consists mainly of H2 and CO. CLR has been studied extensively by several research
groups in the last decade [150, 50, 160]. The use of solar energy to power the CLR
process (solar CLR) has also been studied extensively [109]. The CLR process neither
belongs to CCU (CO2 is not used as a reactant) nor CCS (no sequestration-ready CO2

stream is produced in CLR).
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Another chemical looping process for syngas production emerged recently by ap-
plying the chemical looping concept to the dry reforming reaction (see Table 2.1). The
chemical looping dry reforming (CLDR, see Fig. 3.3) process was first proposed by
Najera et al. [132]. Several other research groups published papers on the process re-
cently [67, 88, 69, 116]. A further intensification option of CLDR was proposed and in-
vestigated by Buelens et al. in which different chemical looping cycles are combined in
one reactor [32]. The process is called “super-dry reforming” and it potentially yields
a higher CO production per mole of methane. Because CO2 is used as a reactant, the
CLDR process is classified as a CCU process. However, the main problem of CLDR
from the sustainability perspective is that the majority of methane comes from fossil
sources. Producing methane from renewable hydrogen by methanation first and then
using that methane for producing syngas by CLDR seems unattractive since renew-
able hydrogen can be used to produce syngas directly by RWGS or RWGSCL. Using
renewable methane from biogas is possible in principle but the CLDR concept requires
CO2 and methane to be separate streams. However, a prior gas phase separation step
requires additional energy. Löfberg et al. investigated the possibility of feeding bio-
gas directly to the fuel reactor of the CLDR process [116]. They found that as long
as methane is in excess with respect to CO2 the reactor performance (particularly the
selectivity towards H2) is not significantly decreased. However, the experiments were
conducted with highly diluted gas streams and the results have not been verified with
real biogas yet. Therefore, the majority of methane for CLDR is expected to come from
fossil sources.

In the following solar thermochemical looping (STL) is introduced and compared to
the RWGSCL process. STL is based on the idea that the OSM reduction reaction can
in principle also be realized by high temperature instead of a chemical reducing agent.
In STL concentrated solar energy is used to provide high temperature for OSM reduc-
tion (i.e. release of oxygen from the metal). In that respect, STL is different from all
the previously discussed chemical looping processes and RWGSCL because STL does
not use a chemical reducing agent for OSM reduction (see Fig. 3.3). The first proposal
for H2 production by STL date back to 1977 when Nakamura [133] and Bilgen et al.
[27] published similar ideas independently from each other almost simultaneously
(Funk and Reinstrom first proposed two-step cycles for hydrogen production in 1966
but not based on solar energy [62]). Back then the idea was not popular as there was
yet no social and political pressure to reduce carbon emissions. In the last decades
water and CO2 splitting by the STL process gained renewed interest with extensive
research efforts by several groups [165, 163, 9, 65, 106]. However, the first results for
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co-splitting both substances to produce syngas were published in 2010 by Stamatiou
et al. [161] (an extensive review of syngas production by STL is given by Agrafiotis
et al. [12]). Even though STL is very attractive since no additional fuels is needed,
new problems arise due to the need for concentrated solar energy. The OSM has to be
able to withstand temperatures as high as 2000K, heat recovery is needed between
the reduction and oxidation reactor for efficient operation and low pressure and/or an
inert carrier are necessary during OSM reduction for facilitating the oxygen release
[118, 12] (OSM reduction at reduced pressure has been shown to be beneficial for the
reduction extent of many OSMs [37, 112]).

Summarizing all the chemical looping processes discussed above, RWGS does not
stand in direct competition to CCS processes (CLC and CLOU) because it is clearly
a CCU process. It also does not compete with CLR or CLDR because RWGSCL uses
no fossil fuels for syngas production. Therefore, the only competing technology is STL
as it is the only process that uses renewable energy and CO2 and water to produce
syngas. In this sense, it was demonstrates that many chemical looping processes are
not directly comparable to RWGSCL since the process constraints are fundamentally
different (either their applications or their inputs and outputs are not comparable).
Thus, in this thesis RWGSCL is exclusively compared to the traditional RWGS re-
action as its benchmark and to STL as its main competitor for sustainable syngas
production.

3.4 Oxygen storage materials

All of the chemical looping processes mentioned in Section 3.3 are dependent on an
oxygen storage material. Finding suitable OSMs has been one of the key research
areas in the last years [86]. Generally, important criteria for suitable OSMs include
high reactivity, high oxygen storage capacity, morphological stability (low tendency for
attrition as well as agglomeration), low raw material cost, low production cost (easy
preparation), low environmental impact, high temperature stability and the ability of
the material to be fluidized. [58, 50, 86]. Many of these criteria are conflicting and it
is a difficult task to find an OSM that provides a useful trade-off for a specific process.
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3.4.1 Classification of OSMs

Due to the large number of possible OSMs, they have been classified according to some
of their most relevant properties. In the literature it is often distinguished between
volatile vs. non-volatile cycles, pure metal vs. mixed metal oxides and stoichiometric
vs. non-stoichiometric cycles.

In volatile cycles the OSM in its oxidized form is typically in solid state whereas
the reduced form is in gaseous state. Example materials for these cycles include Zn
and Sn. While these cycles provide very high oxygen storage capacities per amount of
OSM they suffer from the fact that the volatile products must be quickly quenched to
avoid recombination [153, 12]. There has not been found an energetically efficient way
to solve this problem, yet [14]. Non-volatile cycles refer to any OSM that remains in
the solid state throughout reduction and oxidation. In the following only non-volatile
cycles are discussed.

Pure metal oxides are typically easy to synthesize but it has been shown numer-
ous times that pure metal oxides tend to sinter and, thus, do not perform well for pro-
longed cycling [104, 57]. Pure metal oxides may be doped to obtain mixed metal oxides
which show superior resistance to sintering but the synthesis of uniformly distributed
mixed oxide materials is more complicated. A typical example are perovskites which
have been thoroughly researched in recent years [127, 48, 153, 12].

The distinction between stoichiometric vs. non-stoichiometric cycles refers to the
extent that the metal oxide is reduced. In stoichiometric cycles (e.g. iron oxide) the
reduction and oxidation of the OSM generally proceeds according to the following
reaction

A+MyOx 
B+MyOx−1, (3.6)

where A and B are gas phase components. More specifically, A is a reducing gas and B
is an oxidizing gas with regards to the chosen metal/metal oxide pair. The metal oxide
undergoes a change from one oxidation state to another and oxygen is released in
stoichiometric proportion. In contrast, in non-stoichiometric cycles the OSM releases
only small relative amounts of oxygen leading to a non-stoichiometric state according
to equation

A+MyOx 
B+MyOx−δ. (3.7)
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Here, δ denotes the non-stoichiometry. Stoichiometric cycles typically yield much
higher oxygen storage capacities as more oxygen is released per amount of OSM
compared to non-stoichiometric cycles. However, the change of oxidation states in
stoichiometric cycles often results in severe morphological changes in the OSMs crys-
tal structure (due to volume contraction and expansion during reduction and oxi-
dation, respectively) potentially decreasing the long term stability of the material
[104, 153].In non-stoichiometric cycles the crystal structure is often maintained dur-
ing oxidation and reduction which results in superior material stability over pro-
longed cycling [57] (a well known example is CeO2 [137]). Non-stoichiometric cycles
are also associated with faster reaction kinetics compared to stoichiometric cycles
[153].

3.4.2 Selection of OSMs for RWGSCL

The selection process for OSMs for a chemical looping process typically starts with
thermodynamic screening to identify suitable candidate materials [12] since the ther-
modynamic boundaries determine the maximum possible performance of any given
material. Aspects like reaction kinetics and physicochemical properties (e.g. thermal
stability) are equally important but they can be assessed and compared only after
extensive measurements on different OSMs since there is a lack of reliable and com-
parable data in the literature. Conversely, reliable standard thermodynamic data for
pure OSMs is readily available which makes thermodynamic screening an attractive
method for preliminary OSM selection. Further kinetic investigations are warranted
only if the process is found to be thermodynamically feasible and efficient within the
given restrictions in the first place [34].

One of the key thermodynamic properties for OSM selection is the oxygen storage
capacity (OSC), i.e. the amount of oxygen that an OSM is able to release and take up
again upon cycling at given process conditions. The OSC is defined as

OSC= MOx −MRed

MOx
(3.8)

where MOx and MRed denote the molar mass of the OSM in its oxidized and reduced
form, respectively. The maximum possible amount of CO that can be produced from
a certain amount of OSM is linked to the OSC value since for every oxygen atom that
is taken up by the OSM one molecule of CO can be produced from CO2 according to
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equation (3.4). This value is defined as the CO yield (YCO) and calculated as follows:

YCO = OSC
MO

(3.9)

where MO is the molar mass of oxygen. The CO yield is expressed as molCO/kg of
material in its oxidized state. Table 3.2 lists the oxygen storage capacity and the CO
yield for various commonly used pure oxide OSMs [166, 34]. Ceria has the low-

Table 3.2 Oxygen storage capacity (OSC, as defined by eq. (3.8)) and CO yield (YCO,
as defined by eq. (3.9) of commonly used OSMs.

OSM OSC YCO / molCO/kg Classification

Fe3O4 
Fe 0.2764 17.24 Stoichiometric, non-volatile
FeO
Fe 0.2227 13.92 Stoichiometric, non-volatile
NiO
Ni 0.2142 13.39 Stoichiometric, non-volatile
CoO
Co 0.2135 13.35 Stoichiometric, non-volatile
ZnO
 Zn 0.1966 12.29 Stoichiometric, volatile
SnO
Sn 0.1188 7.42 Stoichiometric, volatile
Cu2O
Cu 0.1118 6.99 Stoichiometric, non-volatile
Mn3O4 
MnO 0.0699 4.37 Stoichiometric, non-volatile
CeO2 
Ce2O3 0.0465 2.91 Stoichiometric, non-volatile
CeO2 
CeO1.9 0.0093 0.58 Non-stoichiometric, non-volatile

est OSC and is listed as the only non-stoichiometric OSM. However, perovskites and
other non-stoichiometric OSMs have similarly low OSCs compared to stoichiometric
OSMs. In the literature, CO yields of approximately 0.15molCO/kgCeO2 were experi-
mentally observed for ceria [63] and 0.2−4.0molCO/kg for state-of-the-art perovskite
type materials [52, 48]. Iron oxide exhibits the highest OSC among the listed mate-
rials due to the relatively low molar mass of iron compared to the other metals. The
theoretical CO yield of the Fe3O4/Fe couple is nearly 30 times the value for ceria. High
OSC values are beneficial for all chemical looping processes as they potentially lead
to a smaller reactor size since more oxygen can be stored per volume.

Another important thermodynamic criterion of material selection for RWGSCL is
the reaction equilibrium between the OSM and CO2 and H2 according to equations
(3.4) and (3.5). Fig. 3.4 and Fig. 3.5 show the Gibbs free energy of reaction, ∆R g, for
the oxidation and the reduction of various OSMs, respectively. The gray area in both
Figures indicates the region where the equilibrium conversion of CO2 (oxidation) or
H2 (reduction) is at least 20%. While this value was chosen arbitrarily, it is important
to ensure that a reasonable equilibrium conversion can be expected at least in the-
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Fig. 3.4 Gibbs free energy of the oxidation reaction (eq. (3.4)) for various commonly
used OSMs (see Table 3.2) as a function of temperature. The gray area indicates the
region where the CO2 equilibrium conversion is at least 20%. Thermodynamic data
taken from [21, 29]. See Appendix A.1 for detailed calculations.

ory according to thermodynamics. If the equilibrium conversion is too low for either
the oxidation or the reduction reaction the OSM must be rejected. As can be seen in
Fig. 3.4 some OSM couples like CeO2/Ce2O3 or Cu2O/Cu have a very promising CO2

equilibrium conversion for the oxidation reaction (low ∆R g values). However, for ther-
modynamic reasons ∆R g of the oxidation and the reduction reaction for every OSM
must add up to ∆R g of the RWGS reaction. Thus, OSMs that yield a high equilibrium
conversion during oxidation must yield a low equilibrium conversion during reduc-
tion (at the same temperature, respectively). This can be seen exemplary in Fig. 3.5
for the OSM couples CeO2/Ce2O3 or Cu2O/Cu which show poor performance during
reduction (low ∆R g values). Hence, for thermodynamic reasons OSM selection for
RWGSCL is a difficult task. One solution would be to allow a different temperature
for oxidation and reduction but this gives rise to the problem of heat recovery between
both stages (this is one of the main problems of STL as was discussed in Section 3.3).
From the perspective of energy efficiency isothermal operation is preferred over tem-
perature swings. Thus, a trade-off solution must be found that yields sufficiently high
equilibrium conversions for both the oxidation and reduction reaction of RWGSCL un-
der isothermal conditions. The Fe3O4/Fe couple is the only material that lies within
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Fig. 3.5 Gibbs free energy of the reduction reaction (eq. (3.5)) for various commonly
used OSMs (see Table 3.2) as a function of temperature. The gray area indicates the
region where the H2 equilibrium conversion is at least 20%. Thermodynamic data
taken from [21, 29]. See Appendix A.1 for detailed calculations.

the gray area in both Fig. 3.4 and Fig. 3.5 indicating an equilbrium conversion of at
least 20% for both reactions. This is what makes iron oxide a promising candidate
for RWGSCL in addition to the high oxygen storage capacity. Doped or mixed metal
OSMs have not been investigated here because of the lack of reliable thermodynamic
data but it can be expected that the values for ∆R g are similar to those of the corre-
sponding pure metal OSMs since the amount of dopant is usually small compared to
the bulk metal.

Iron oxide was chosen in this work since it is thermodynamically promising, abun-
dantly available, inexpensive and non-toxic [10, 6, 58]. Iron based materials have
been investigated extensively in the context of CLC, CLR and STL [57, 166]. Be-
sides being thermodynamically promising for those processes iron based materials
also show high resistance to attrition (important for fluidized bed operation) and a
low tendency for carbon formation. However, especially for CLC it was shown that
reactivity with methane is comparably low and only the phase change between Fe2O3

and Fe3O4 yields near complete conversion [6, 11]. However, the oxygen storage
capacity of the Fe2O3 and Fe3O4 couple that is often is in CLC is only 0.0334 (or
YCO = 2.09molCO/kg). For STL iron based materials are promising but the high tem-
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perature necessary for thermal reduction together with the low melting point of FeO
(1650K) severly limits the equilibrium conversion and, therefore, the cycle efficiency
[44]. Thus, much work has been devoted to promote the stability of iron oxides (among
other OSMs).

The typical approach for stabilizing an OSM is by combining it with an (often
inert) material which acts as a support providing a higher surface area for reaction
[58]. Furthermore, the mechanical stability can be increased and the volume contrac-
tion and expansion upon cycling can be minimized to maintain structural integrity
of the OSMs over prolonged cycling [57]. Popular support materials include Al2O3,
MgAl2O4, ZrO2, TiO2 or SiO2 among many others [6, 11]. A drawback of using sup-
port metals is that the oxygen storage capacity is usually decreased because the sup-
port metal is often inert and, therefore, the relative amount of active metal is reduced.
However, since sintering is a largely irreversible process it should be avoided at all
cost because maintaining structural integrity is much easier than to restore it once it
has been destroyed [22].

A thorough analysis of 26 support materials for iron oxide was conducted by Ot-
suka et al. for clean hydrogen production for PEM fuel cells via the steam-iron process
in which iron oxide is repeatedly oxidized and reduced by water and hydrogen, respec-
tively [135]. They found that Al, Mo and Ce were the most promising support materi-
als to preserve the reactivity of the Fe/Fe3O4 couple (further oxidation to irons highest
oxidation state, Fe2O3, is thermodynamically unfavored with water as oxidant). In an
effort to further increase the sintering resistance, Galvita et al. investigated different
mixtures of ceria-modified iron oxides for CLDR [67]. However, the mixtures were
reduced with H2 (instead of methane) and oxidized with CO2 making their results
highly relevant for RWGSCL. Adding CeO2 was shown to be beneficial for the activity
and stability of pure iron oxide. They found that 80wt% Fe2O3-CeO2 results in the
highest CO yield (twice the value of pure iron oxide) even though 50wt% Fe2O3-CeO2

and 30wt% Fe2O3-CeO2 mixtures were slightly more stable upon cycling. Daza et
al. compared the CO formation rate (expressed as molCO/gOSM/min) of various liter-
ature sources in which H2 and CO2 were used for material reduction and oxidation,
respectively. They concluded that 80wt% Fe2O3-CeO2 yields the highest values of all
reported sources [47].

In another publication by Galvita et al. for the cyclic water gas shift (CWGS) pro-
cess (which is the reverse of the RWGSCL process) for clean H2 production, the effect
of Ce0.5Zr0.5O2 on iron oxide was investigated [66]. However, contrary to RWGSCL,
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OSM reduction and oxidation was performed with syngas and H2O, respectively. It
was found that a mixture of 80wt% Fe2O3 and 20wt% Ce0.5Zr0.5O2 yields the high-
est amount of H2 (expressed as molH2 /gOSM). Furthermore, a relatively stable H2

production over 100 consecutive redox cycles was proven. Deactivation by sintering
was significantly reduced compared to pure iron oxide. Although Ce0.5Zr0.5O2 did
not increase the oxygen capacity of the material it improves the structural properties
compared to those of the pure Fe/Fe3O4 couple. ZrO2 has been known to increase the
micro-structural stability against sintering [105], whereas CeO2 increases material
activity, enhancing the rate of reaction [67].

Given the promising results of 80wt% Fe2O3-Ce0.5Zr0.5O2 (see [66]) for the CWGS
process, the material was chosen as an OSM for RWGSCL in this work.

3.5 Conclusions

This chapter gave an introduction to the chemical looping concept and some of the
most important applications. The RWGSCL was explained and compared to other
chemical looping processes that are relevant within the scope of this thesis. Fur-
thermore, it was argued why STL is the only true competitor for RWGSCL. In the
last part of this chapter necessary properties of oxygen storage materials were dis-
cussed. The OSMs were classified into different groups according to their properties
and a framework for the rational selection of OSMs for the RWGSCL process based on
thermodynamic principles was presented. It was shown how numerous the potential
material candidates can be for a single chemical looping process like RWGSCL. Since
the choice of the OSM is of critical importance the majority of the past and current
research activities on chemical looping technology is on new and promising materials.
However, equally important are considerations on energy efficiency and reactor de-
sign as well as operation. Thus, the next chapters of this thesis address those aspects
rather than materials research.
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To go wrong in one’s own way is better
than to go right in someone else’s.

Fyodor Dostoyevsky

In the previous chapter thermodynamic principles were used to establish a ratio-
nal framework for OSM selection. It was shown that the thermodynamic properties
of iron-based OSMs are the most promising for RWGSCL. Reported experimental re-
sults from the literature verified the theoretical findings [47]. Since the process ther-
modynamics and kinetics are dictated by the OSM for every chemical looping process,
the selection of 80wt% Fe2O3-Ce0.5Zr0.5O2 as OSM for RWGSCL was the first impor-
tant step in this thesis. Further investigations into RWGSCL can only be conducted
after the OSM has been selected. The work presented in this chapter has been pub-
lished previously in [176] and is reproduced with permission of Wiley and Sons.

In this chapter, the RWGSCL process is analyzed within the scope of sustainable
syngas production based on thermodynamic principles to get a first estimate of the
overall possible process efficiency. Energy efficiency is a crucial factor in CO2 utiliza-
tion processes since they are naturally energy intensive. Therefore, energy efficiency
must be optimized to facilitate a future mass market adoption of CO2 utilization pro-
cesses. One method to assess the energy efficiency is the analysis based on the first
and second law of thermodynamics. The results give the maximum thermodynamic
potential of a process and reveal the process steps which contribute most to exergy
losses.

While thermodynamic analysis has been applied extensively to syngas produc-
tion processes based on STL [152, 33, 20, 108, 118, 65], a systematic comparison to
RWGS or RWGSCL has not yet been conducted. Furthermore, the direct comparison
of energy efficiencies for syngas production by STL is difficult because each research
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group defines the system boundaries differently. An analysis with comparable system
boundaries will enable us to identify the most promising concepts for energy efficient
CO2 conversion to syngas.

In this chapter, process systems are designed for the conventional RWGS and the
RWGSCL process for syngas production from CO2 and renewable energy (solar). The
systems are optimized in terms of energy efficiency and the results are compared
and discussed. Special emphasis is put on the gas separation after reaction. While
some downstream operations (e.g. Fischer-Tropsch) are not affected by remaining
CO2, other applications require the removal of CO2 and/or H2O from syngas. Even
though it has been shown that the separation of reactants from the products affects
the overall process efficiency [102, 103], gas separation is ignored in the efficiency
calculation in many studies. Here, literature data is used for separation processes to
include gas separation in the analysis. The aim is to estimate realistic efficiencies for
sustainable syngas production systems using CO2.

For reasons of simplicity and due to a lack of reliable thermodynamic data for
Ce0.5Zr0.5O2, the analysis presented in this chapter is based on pure iron oxide as an
OSM (thermodynamic data on iron and its oxides is readily available in the literature
[80, 29]). Since iron oxide makes up the majority (80wt%) of the OSM it is assumed
that the effects of Ce0.5Zr0.5O2 on the thermodynamic properties of iron oxide can be
neglected as a first estimate in this part of this thesis. The effects of Ce0.5Zr0.5O2 on
the structural stability and the reaction kinetics of iron oxide are discussed in the
following chapter.

4.1 Process systems

4.1.1 Reverse water-gas shift (RWGS)

A flow sheet of the conventional reverse water-gas shift (RWGS) process for CO2 con-
version to syngas is depicted in Fig. 4.1. The heat and electrical power for the process
is supplied by solar energy. Water (1) is electrolyzed to produce H2 (2a), which re-
acts with CO2 (3) in the RWGS unit to form a mixture of syngas, water and CO2 (4),
according to the following reaction:

RWGS: H2 +CO2 
H2O+CO ∆hR(1073K)= 36.84kJ/mol (4.1)
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The majority of water is removed by condensation in a flash unit (5b). The remaining
gas (5a) is separated in a separation unit to yield pure component streams. Residual
water after the flash unit is assumed to be removed in the gas phase (6d). Unreacted
CO2 is recycled to the RWGS unit (6b). To obtain syngas with a low H2/CO ratio, H2

might be recycled to the reactor (6c). In the conventional RWGS process, the H2/CO
ratio of the product syngas (8) can be adjusted either by varying the feed H2/CO2

ratio or by keeping the initial H2/CO2 ratio constant and adding additional H2 after
the reaction (7). By definition, the arrow of the heat streams always points toward
the units. This, however, does not imply the actual direction of heat transfer (heat
flow out of a unit is signed negative).
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Fig. 4.1 Idealized process system for syngas production by RWGS. Figure adapted
from [176] with permission of Wiley and Sons.

4.1.2 Reverse water-gas shift chemical looping (RWGSCL)

Fig. 4.2 shows a flow sheet for the RWGSCL process. While there are several sim-
ilarities to the conventional RWGS process, some crucial differences do exist. Note,
however, that the system boundaries remain unchanged allowing fair process com-
parison. In the electrolyzer, H2 (2a) is produced by electrolysis. Since the RWGSCL
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unit is a two-stage process with spatially separated reactions, CO2 and H2 enter the
reactor at separate locations (CO2 for oxidation and H2 for reduction of the material).
For the RWGSCL reactor, the reaction equations can be expressed as

Oxidation: 3/4Fe+CO2 
 3/4FeO4/3 +CO ∆hR(1073K)= 8.98kJ/mol (4.2)

Reduction: 3/4FeO4/3 +H2 
 3/4Fe+H2O ∆hR(1073K)= 27.86kJ/mol (4.3)

Equations (4.2) and (4.3) are expressed using FeO4/3 instead of Fe3O4 to make it easily
visible that they add up to yield the RWGS reaction (eq. (4.1)). Similarly to the RWGS
reaction, the reactions considered for the RWGSCL process are equilibrium limited
(discussed in detail in Section 4.2.3). The most simple RWGSCL reactor consists
of at least two fixed bed reactors: one for the reduction and one for the oxidation
reaction. Upon complete conversion of solid iron (oxide) the gas flows to the reactors
are switched, ideally allowing a quasi-continuous operation. More complex reactor
designs are currently investigated to enhance reaction kinetics and heat transfer [63,
54]. The oxidation reactor outlet (4a) contains a mixture of CO2 and CO, which must
be separated. The unreacted CO2 is fed back to the oxidation stage of reactor (5b).
The reduction reactor outlet (4b) contains H2O, which is separated by condensation
(6a), and H2, which is recycled to the reduction stage of the reactor (6b). Due to phase
equilibrium in the flash unit, the hydrogen stream (6b) is saturated with water vapor.
The H2/CO ratio of the syngas is adjusted by adding H2 (7) to the CO stream (5a)
to yield the desired product syngas (8). It is also conceivable to use some fraction of
stream (6b) to adjust the H2/CO ratio in the mixer. However, H2 from stream (7) is
always preferable because it bypasses heating and cooling in the reactor/separator
sequence and, thus, contributes less to the total energy demand.

4.2 Thermodynamic model

Modeling of an ideal process systems entails a number of assumptions that are dis-
cussed in the following. All gases are treated as ideal gases. Potential and kinetic
energies are neglected. The gas composition in the heaters and coolers remains un-
changed (no chemical reactions occur). The systems operate at atmospheric pressure.
Specific assumptions for each process unit are discussed in the following.
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Fig. 4.2 Idealized process system for syngas production by RWGSCL. Figure adapted
from [176] with permission of Wiley and Sons.

4.2.1 Solar energy collection

It is assumed that high temperature heat from solar energy is readily available, which
supplies the necessary heat for the process units. Solar energy (Q̇(solar)) is assumed
to be absorbed by a black body receiver. Losses in solar collection and thermal losses
due to reradiation (Q̇(rerad)) are accounted for by the solar energy collection (SEC)
efficiency, which is defined as

ηSEC =LH(Q̇(solar) − Q̇(rerad))
Q̇(solar)

= LH
(
G0C−σ(T(R))4)

G0C
. (4.4)

Here, LH in an adjustable parameter for the total heat loss of the system and
Q̇(rerad) accounts for losses due to reradiation. Heat loss factors of LH = 0.8 [20] and
0.9 [33] were used in studies for solar thermochemical processes at temperatures
above 1273K. The heat losses are assumed to be lower in this analysis since the
highest temperature in the reactor is 1073K. Thus, a heat loss factor of LH = 0.95
is assumed. G0 is the nominal solar flux incident on the concentrator. Its value is
assumed to be 1kW/m2 [20] which is slightly lower than the mean solar irradiance on
earth (1.37kW/m2 [73]). The solar concentration factor C is set to 3000 suns, which
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can be achieved by Dish-Sterling concentrators [123]. Reradiation losses depend on
the temperature of the reactor unit (T(R)) [20]. It should be noted, however, that
this approximation assumes that all solar heat to the system is supplied at reactor
temperature (1073K) even though some of the process heat is required at a lower
temperature. This leads to a slight overestimation of reradiation losses.

4.2.2 Electrolysis

Water for electrolysis is supplied at ambient temperature (T(0) = 298K) and electrol-
ysis is performed at 353K which is typical for alkaline or PEM electrolyzers [60, 35].
Their actual specific energy demand in terms of electrical energy is approximately
5.5kWh/Nm3

H2
or 444kJ/molH2 [35]. This includes purification of the produced hydro-

gen up to 99.8% [187]. Therefore, the produced hydrogen can be considered practically
pure for the efficiency analysis. The energy for electrolysis is assumed to be gener-
ated from solar energy by a Dish-Sterling power system with a solar-to-electricity
(StE) efficiency of ηStE = 0.25 [123]. Thus, the corresponding solar heat required for
the electrolyzer (Q̇(E)) is given by

Q̇(E) = Ẇ (E)

ηStE
=

444kJ/molH2(Ṅ(2a)
H2

+ Ṅ(7)
H2

)

ηStE
. (4.5)

4.2.3 Reactor

Concentrated CO2 is assumed to be available at 313K, which is preheated to the
reactor temperature T(R) prior to entering the reactor. It is assumed that chemical
equilibrium is achieved in the reactor for RWGS and RWGSCL. The heat that must
be supplied to the RWGS reactor is calculated by

Q̇(RWGS) =∆Rh(RWGS)ξ̇(RWGS), (4.6)
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where ξ̇(RWGS) is the reaction extent per unit time of the RWGS reaction. For RWGSCL,
the heat of reaction for oxidation and reduction can be calculated analogously:

Q̇(RWGSCL,Ox) =∆Rh(RWGSCL,Ox)ξ̇(RWGSCL,Ox) (4.7)

Q̇(RWGSCL,Red) =∆Rh(RWGSCL,Red)ξ̇(RWGSCL,Red) (4.8)

The overall heat demand of the RWGSCL reactor includes the heat required for the
oxidation and reduction reaction:

Q̇(RWGSCL) = Q̇(RWGSCL,Ox) + Q̇(RWGSCL,Red) (4.9)

For both RWGS and RWGSCL, the reactor temperature is set to 1073K, which is
typical for iron oxide. This temperature ensures adequate rates of reaction while
minimizing temperature related problems (e.g. material sintering). In RWGSCL,
both reactors operate at 1073K. The RWGS reaction and RWGSCL reactions are
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Fig. 4.3 Temperature dependence of the equilibrium constant Keq for the RWGS re-
action (eq. (4.1)) and for the RWGSCL reactions with iron oxide (eq. (4.2) and (4.3)).
Figure adapted from [176] with permission of Wiley and Sons.

mildly endothermic and the heat of reaction depends weakly on the temperature. The
equilibrium constants (Keq) for the RWGS reaction and the RWGSCL reactions are
depicted in Fig. 4.3 as a function of temperature. For T > 1093K, the reaction equi-
librium for the RWGS reaction (eq. (4.1)) lies on the product side (Keq > 1). For the



40 Efficiency analysis

oxidation reaction of RWGSCL (eq. (4.2)) this is the case for the whole range of tem-
perature inspected, while the equilibrium of the reduction reaction (eq. (4.3)) lies on
the product side only at temperatures above 1273K. The higher Keq of the oxidation
reaction in RWGSCL results in a higher equilibrium CO2 conversion and lower CO2

content in the CO/CO2 mixture compared to the conventional RWGS reaction. This
comes at the cost of decreased conversion of H2 in the reduction reaction. However,
since a H2/H2O mixture is easier to separate (e.g. by condensation) than a CO/CO2

mixture, this gives a potential advantage of RWGSCL over RWGS, most notably for
the production of pure CO.

4.2.4 H2O flash

Water is separated from the product gas by condensation at 313K. The gas and liquid
outlet streams are assumed to be in phase equilibrium. For the RWGS process, the
energy released during condensation can be calculated from the enthalpy balance
according to

Q̇(C) =− Ḣ(4’) + Ḣ(5a) + Ḣ(5b), (4.10)

where Ḣ is the enthalpy flow which can be calculated from the molar flow Ṅ and the
molar enthalpy h(T) by

Ḣ =Ṅh(T). (4.11)

For the RWGSCL process, an analogous relationship is used (see Fig. 4.2).

4.2.5 Separator

For an ideal separation unit with one inlet stream and Nout outlet streams, the min-
imum thermodynamic energy of separation (reversible energy) under isothermal and
isobaric conditions is given by

Ẇ (S)
rev =−RT

(
NC∑
α

Ṅα ln xα−
Nout∑

i

NC∑
α

Ṅ(i)
α ln x(i)

α

)
, (4.12)
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where NC is the number of components in each stream. However, the reversible work
Ẇ (S)

rev is a poor estimate of the actual work needed to separate gases [179, 51], which
depends strongly on the specific separation technology that is used (e.g. absorption,
adsorption or distillation). The ratio of the reversible energy of separation to the
actual energy can be expressed by the separation efficiency, defined as

ηS = Ẇ (S)
rev

Ẇ (S)
act

. (4.13)

The separation efficiency for real separation processes lies in the range of 5−40% [87].
House et al. [87] and Wilcox [179] reviewed the separation efficiencies for typical sep-
aration processes in industry. Based on this information, we estimate the separation
efficiency as a function of the initial mole fraction of the component that is separated.
While the data points for the separation efficiency span a wide range, the trend is that
a low initial mole fraction leads to a low separation efficiency. In Fig. 4.4, the data
points are shown together with the least squares fit of a nonlinear model ηS = f (xα).
The correlation ηS = f (xα) is used to estimate the actual energy from the reversible
energy of a separation process. The actual energy of separation is assumed to be gen-
erated by solar energy with a StE efficiency of ηStE = 0.25 [123]. Thus, the actual
energy demand for separation can be expressed in terms of the solar heat required by

Q̇(S) = Ẇ (S)
rev

ηSηStE
. (4.14)

The gases are assumed to be separated at a temperature of 313K, which is typical
for a monoethanolamine (MEA) absorption process for CO2 separation [179].

4.2.6 Heating and cooling

Heating and/or cooling of the process streams is necessary since each unit operates
at a specific temperature. The energy for heating is supplied by solar energy. The
streams and the flash unit (Q̇(C)) are cooled by water at ambient temperature. Since
all process streams have temperatures ≥ 313K, water at 298K can be used for cooling
and expensive refrigeration systems are not necessary. Assuming that the energy
demand for pumping the water is negligible, cooling of the process streams does not
affect the StS efficiency. The overall amount of energy required for stream heating is



42 Efficiency analysis

0 0.2 0.4 0.6 0.8 1
0.0

0.1

0.1

0.2

0.2

0.3

0.3

0.4

ηS = 0.322x0.281
α

Initial mole fraction, xα

Se
pa

ra
ti

on
ef

fic
ie

nc
y,
η

S

House et al.
Wilcox
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ponent to be separated. Literature data for real separation process taken from House
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summarized by Q̇(Stream), which is calculated by

Q̇(Stream) =
NS∑
k

Q̇(k), (4.15)

where k is the identifier of the heater and NS is the total number of streams to be
heated. For RWGS, k = {1,2a,3,6b,6c} (see Fig. 4.1) and for RWGSCL, k = {1,2a,3,5b,6b}
(see Fig. 4.2). The heat demand for heater k can be calculated by

Q̇(k) = Ṅ(k)
∫ T(k’)

T(k)
c(k)

p (T)dT, (4.16)

where c(k)
p (T) is the temperature dependent molar heat capacity of stream k, and T(k)

and T(k’) are the temperatures before and after the heater/cooler, respectively.

4.2.7 Mixer

It is assumed that no heat is produced during mixing since the enthalpy change of
mixing is zero for ideal gases.
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4.3 Results and discussion

The idealized process systems are evaluated using the solar-to-syngas (StS) efficiency
ηStS, which is defined as

ηStS =
ηSEC

(
Ṅ(8)

H2
HHVH2 + Ṅ(8)

COHHVCO

)
Q̇(E) + Q̇(Stream) + Q̇(R) + Q̇(S)

(4.17)

where HHV is the higher heating value and Q̇(E), Q̇(Stream), Q̇(R) and Q̇(S) are the
energy demands for the electrolyzer, stream heating, reactor heating and gas sepa-
ration, respectively. It is convenient to express these terms as dimensionless energy
factors F by normalizing each Q̇ by the energy stored chemically (HHV) in the product
syngas [96]:

ηStS = ηSEC

F (E) +F (Stream) +F (R) +F (S) (4.18)

The relative magnitude of each F factor indicates which process contributes most to
the total energy demand.

The idealized process systems are optimized to yield the maximum StS efficiency,
ηStS. The optimization variables are the molar flows Ṅ(i)

α where i denotes streams
1 to 8 and the reaction extent of the electrolyzer (ξ̇(E)) and the reactor (ξ̇(R)). They
constitute a nonlinear programming problem (NLP) which is solved with the fmincon
routine using the standard sequential linear programming (SQP) solver in MATLAB:

min
Ṅ(i)
α ,ξ̇(E),ξ̇(R)

1/ηStS

s.t. Mass balances
Eq. (4.6) to (4.18)
0≤ Ṅ(i)

α ≤ 1mol/s
0≤ ξ̇(E) ≤ 1mol/s
0≤ ξ̇(R) ≤ 1mol/s

(4.19)

Pinch analysis was included as a subroutine within the optimization problem for heat
integration of the streams to obtain a minimum external heating and cooling demand
[100]. Thus, the influence of heat integration on the optimal solution could be investi-
gated. For the case with heat integration, Q̇(Stream) includes only the heat that has to
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be provided by external sources. The considered heating and cooling duties for heat
integration were all Q̇ except for Q̇(R) since reactor heating is considered separately.
The minimum temperature difference at the pinch point was set to 10K. The heat
integration network depends on the optimal solution and is, therefore, not depicted in
Fig. 4.1 or Fig. 4.2.

4.3.1 Optimization results
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Fig. 4.5 Dimensionless energy factors F for pure CO production. RWGS and RWGSCL
refer to the process schemes in Fig. 4.1 and Fig. 4.2, respectively. Results with heat
integration are denoted by (w/ HI). Figure adapted from [176] with permission of
Wiley and Sons.

Fig. 4.5 shows the F values for pure CO production by RWGS and RWGSCL with
and without gas phase heat integration. With a value of F (E) = 6.27, the electrolyzer
is dominating the overall energy demand in all cases contributing to more than 80%.
This is mainly due to the low StE efficiency for electricity generation. The second
largest contributor to the overall energy demand is stream heating (F (Stream)) with
approximately 8% for the cases without heat integration. The energy demand for re-
actor heating (F (R)) only accounts for approximately 2% of the total energy demand.
Significant reductions in energy consumption can be achieved in the reactor/separa-
tor sequence. For the RWGSCL process, F (S) is reduced by 77% as compared to the
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RWGS process due to the partial gas separation in the RWGSCL reactor. Further-
more, heat integration leads to a reduction of F (Stream) by ≈ 70% for both processes.
F (Stream) accounts for ≈ 1.5% of the total energy demand for the cases with heat in-
tegration. A reduction of 54% in the sum of F (Stream), F (R) and F (S) can be achieved
by using RWGSCL compared to RWGS (both cases with heat integration). RWGSCL
without heat integration has a lower overall energy demand than RWGS with heat
integration. Thus, RWGSCL is significantly more efficient in the reactor/separator se-
quence of the process. This, however, comes at the cost of a more complicated reactor
design.
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Fig. 4.6 Optimal reactor feed H2/CO2 ratios for maximal StS efficiency according to
eq. (4.19). The feed consists of all input streams into the reactor, including recycle
streams. RWGS and RWGSCL correspond to the process schemes Fig. 4.1 and Fig. 4.2,
respectively. The line for RWGSCL with heat integration is identical to the RWGSCL
line. Figure adapted from [176] with permission of Wiley and Sons.

The optimal H2/CO2 ratios into the reactor are illustrated in Fig. 4.6. In the
RWGSCL process, the optimal reactor feed ratio is constant for all syngas H2/CO
ratios because the reaction extents for oxidation and reduction are coupled to ensure
that the same amount of solid material is oxidized and reduced, which is necessary
for quasi-stationary operation. Therefore, a constant value of 1.67 is obtained for the
cases with and without gas phase heat integration. For the RWGS process, the op-
timal H2/CO2 ratio in the reactor depends on the desired H2/CO ratio. In the case
without heat integration, the optimal reactor feed ratio declines slightly from 1 to
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approximately 0.95 for H2/CO ratios between 0.0 and 1.0. This leads to an increase
in the CO2 mole fraction of the product stream. This is beneficial for the overall ef-
ficiency, since the separation efficiency is higher at higher CO2 concentrations in the
separator inlet. The reactor feed ratio increases to approximately 1.25 for H2/CO ra-
tios > 1. For H2/CO ratios > 1.4, the reactor feed ratio remains constant and higher
H2/CO ratios are achieved by adding H2 via stream (7) after the reaction, which is
beneficial for StS efficiency, as it leads to high degrees of conversions for H2 and CO2

in the reactor and therefore minimizes the heat needed for reheating reactants in
the recycle. The results indicate that for the RWGS process without heat integra-
tion a reactor feed H2/CO2 ratio of approximately 1.25 is beneficial for the production
of syngas with H2/CO > 1.4. With heat integration included, the optimal solution to
equation (4.19) is qualitatively similar to the optimal solution without heat integra-
tion but shifted to lower reactor feed H2/CO2 ratios. At these H2/CO2 ratios, optimal
heat integration is achieved and external heat supply is minimized.

0 0.5 1 1.5 2 2.5 3 3.5
0.120

0.125

0.130

0.135

0.140

0.145

0.150

w/o HI

w/ HI

Syngas H2/CO ratio

St
S

ef
fic

ie
nc

y,
η

St
S

RWGS
RWGSCL

Fig. 4.7 StS efficiency ηStS with (w/) and without (w/o) gas phase heat integration (HI)
as a function of syngas H2/CO ratio. Lines for RWGS and RWGSCL correspond to the
process schemes in Fig. 4.1 and Fig. 4.2, respectively. Figure adapted from [176] with
permission of Wiley and Sons.

The StS efficiency obtained by optimization with and without gas phase heat inte-
gration is shown in Fig. 4.7. With heat integration enabled, the StS efficiency varies
between 0.127 and 0.142 for RWGS and between 0.137 and 0.144 for RWGS depend-
ing on the desired syngas H2/CO ratio. With the assumptions made in this analysis,
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the solar energy collection efficiency is ηSEC = 0.926, i.e. 7.4% of the solar energy
input is lost due to reradiation and heat loss in the process. The StS efficiency is in-
creasing with increasing H2/CO ratios in all cases because the energy demand for gas
separation and reheating of reactants decreases as less CO is formed. The maximum
StS efficiency for each process is obtained at syngas H2/CO ratios of 3.5. The StS
efficiency at all syngas ratios is dictated by the low overall efficiency of H2 produc-
tion. The RWGSCL process achieves an StS efficiency up to one percent point higher
than compared to the RWGS process for pure CO production. However, the difference
decreases to 0.2 percent points for syngas with H2/CO = 3.5. Thus, the advantage of
inherent gas separation in the RWGSCL reactor is most pronounced for the produc-
tion of pure CO. Despite the dominating influence of H2 production on the energy
demand, heat integration leads to efficiencies up to 1 percent point higher compared
to the processes without heat integration.

4.3.2 Comparison with syngas production by STL

Thermochemical processes for syngas production based on solar heat have been in-
vestigated extensively in the last years and are generally considered an important
pathway towards CO2 utilization alongside other emerging technologies [122]. Syn-
gas is produced by simultaneously splitting H2O and CO2 [63, 12]. However, there are
several drawbacks to this approach. First, very high temperatures (usually > 1273K)
and/or reduced pressure are needed for the thermal reduction of the oxygen storage
material, resulting in high stability requirements for the reactor and the oxygen stor-
age material [12]. Sintering is a problem that has been addressed extensively in
the literature [12, 153]. Second, several research groups remarked that solid phase
heat recovery between the oxidation and reduction reactions is a critical factor for the
overall process efficiency [152, 33, 20, 55, 113]. While new reactor concepts are being
developed [54] to address this problem, efficient solid phase heat recovery remains a
major issue [12]. Third, the CO yield per solid mass is relatively low for STL pro-
cesses. Reported values in the literature range from 0.15molCO /kgCeO2

for ceria [63] to
0.2-1.0molCO /kg for state-of-the-art perovskite type materials [49, 52].

Syngas production by RWGSCL has several advantages over STL processes. By
using H2 for material reduction, temperatures can be lowered significantly. Although
in this analysis a reactor temperature of 1073K was assumed, operating tempera-
tures as low as 823K have been reported for RWGSCL [49]. Contrary to STL, reduced
pressure is neither needed nor beneficial in RWGSCL since oxidation and reduction
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are equimolar reactions with respect to the gaseous components. This potentially
leads to lower equipment and operating costs. Furthermore, due to isothermal oper-
ation solid phase heat recuperation can be avoided. Oxidation and reduction can be
carried out at equal temperature. Isothermal operation of STL has been proposed by
Bader et al. for STL with ceria [20]. However, if isothermal operation is realized for
STL, inert purge gas (e.g. nitrogen) must still be supplied to drive the oxygen release
and an even lower pressure must be applied during reduction to obtain the same non-
stoichiometry in ceria as would be obtained at higher temperature. Thus, isothermal
operation could be realized in theory but it creates new problems for STL. Since both
reactions in RWGSCL with iron oxide (eq. (4.2) and (4.3)) are endothermic, no heat
is produced. Thus, there is no need for solid phase heat recuperation in the reactor.
The desired reaction temperature is maintained during reduction and oxidation by
external heating. Furthermore, hot spots which often occur in exothermic reactions
and may damage the oxygen storage material can be avoided. The use of H2 for mate-
rial reduction increases the difference in attainable oxidation states compared to STL
processes, which only use a small range in material non-stoichiometry (e.g. ceria-
based) [12]. For iron oxide (Fe/Fe3O4), the thermodynamically possible CO yield per
cycle is 17.2molCO /kgFe3O4 , which is nearly 30 times the amount that can be produced
by using cerium oxide (see also Section 3.4.2). Assuming a cycle between CeO2 and
CeO2−δ with a non-stoichiometry of δ= 0.1, a maximum CO yield of 0.58molCO /kgCeO2

is achievable per cycle. Daza et al. reported a CO yield of approximately 4molCO /kg
of La0.75Sr0.25CoO3−δ for the RWGSCL process [48]. A higher CO yield per cycle can
potentially reduce the reactor size and minimize the equipment cost.

Theoretical overall efficiencies exceeding 20% have been reported for syngas pro-
duction by STL by several research groups [152, 65, 55]. However, the system bound-
ary in these studies often includes only the reactor and gas phase heating and cooling.
The energy demand of important ancillary process steps (e.g. vacuum pumping, sweep
gas production, gas separation) is often disregarded, leading to very optimistic process
efficiencies. Studies that include these process steps deliver more realistic values for
the efficiency. Bulfin et al. estimated the maximum efficiency of solar thermochemical
production of syngas to be 7.5% without heat recovery and 11.5% for 60% solid phase
heat recovery [33]. Bader et al. estimated realistic efficiencies to be 10% and 18%
for solar thermochemical production of H2 and CO, respectively [20]. For a reduction
temperature of 1800K, Falter et al. estimated a realistic efficiency of approximately
16% [56]. These results are still optimistic taking into account the practical problems
associated with STL processes discussed above, which makes large scale implemen-
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tation a rather distant reality. In contrast, efficiencies of up to 14.2% and 14.4% could
be achieved by using the RWGS or the RWGSCL process, respectively, with state-of-
the-art equipment.

4.4 Conclusions

This chapter served as a proof of concept for the RWGSCL process. Thermodynamic
analysis was performed to compare RWGS and RWGSCL based on idealized process
systems. The energy demand for product separation was estimated based on litera-
ture data of separation processes. The difference in process efficiency between RWGS
and RWGSCL is most pronounced for syngas with a low H2/CO ratio. The energy
demand for H2 production contributes most to the StS efficiency (ηStS). Without con-
sidering the energy demand of the electrolyzer, the energy consumption for the reac-
tor/separator sequence can be reduced by up to 54% using the RWGSCL process as
compared to the conventional RWGS process. Heat integration reduces the energy
demand for process stream heating by up to 70%, depending on the desired syngas
H2/CO ratio. For pure CO production with heat integration, StS efficiencies of 12.7%
and 13.7% can be achieved for RWGS and RWGSCL, respectively. The syngas H2/CO
ratio in RWGS is adjusted either by adjusting the H2/CO2 ratio in the reactor or by
adding H2 after the reaction. The preferred method depends strongly on the desired
syngas H2/CO ratio and if gas phase heat is integrated. The proposed process schemes
for RWGS and RWGSCL offer reasonable alternatives for solar syngas production
with efficiencies comparable to STL processes. RWGSCL is advantageous especially
for the production of pure CO.
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Truth is not what you want it to be;
it is what it is, and you must bend to
its power or live a lie.

Miyamoto Musashi

So far, only thermodynamic aspects have been taken into account in this thesis.
The material selection framework (Chapter 3) and the efficiency analysis (Chapter 4)
were both based on thermodynamic principles. However, thermodynamics only give
a static view of the whole process. To fully understand and evaluate the RWGSCL
process one needs to account for process kinetics as well because thermodynamic lim-
its only show the theoretical boundaries of process operation. The real process occurs
within these limits. Reaction equilibrium may never be reached and the OSM may
deactivate over time. To include these and other dynamic phenomena kinetic aspects
of the RWGSCL process have to be analyzed. Therefore, the aim of this chapter is
to analyze and quantify the kinetic phenomena that govern the repeated oxidation
and reduction of the OSM (modified iron oxide). The work of this chapter has been
published previously in [175] and is reproduced with permission of Elsevier. Parts
of the experimental analysis (Sections 5.1.3, 5.1.4, 5.2.2 and 5.2.3) were performed
in collaboration with the Laboratory for Chemical Technology at Ghent University in
Belgium. The parts of this publication [175] that were not written originally by the
author of this thesis are included but indicated by quotation marks.

The reasons why modified iron oxide (80wt% Fe2O3-Ce0.5Zr0.5O2) is used in this
thesis have been thoroughly discussed in Chapter 3. Even though the material is
prepared in its fully oxidized state (Fe2O3) the oxidation and reduction reactions occur
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only between Fe and Fe3O4 according to the following equations:

Reduction: Fe3O4 +4H2 
 3Fe+4H2O (5.1)

Oxidation: 3Fe+4CO2 
Fe3O4 +4CO (5.2)

This is because the fully oxidized state (Fe2O3) is not achievable by is not achievable
by oxidation with CO2 at the considered reaction conditions. Oxygen would be re-
quired to further oxidize Fe3O4 to Fe2O3 [186]. On the other hand, pure iron can be
obtained by reduction with H2. Verification of this behavior is given by the experi-
mental results presented in this chapter. For reasons of simplicity, the reactions of
the support metal oxides (Ce0.5Zr0.5O2) are not considered here because of the small
amount of oxygen that is released and taken up by them compared to iron oxide. Since
the OSM consists primarily of iron oxide which has a much higher oxygen storage
capacity, this simplification is valid. The thermodynamically possible CO yield per
cycle for the modified iron oxide is 13.8molCO /kg of Fe3O4-Ce0.5Zr0.5O2 (Ce0.5Zr0.5O2

is assumed to be inert) compared to 17.2molCO /kg for the Fe/Fe3O4 couple (see also
Table 3.2). This value is still over 20 times higher than the theoretical value of non-
stoichiometric ceria cycle.

In this chapter, the effect of repeated cycling on the crystallographic structure
of the OSM is investigated via transmission electron microscopy (TEM) and x-ray
diffraction (XRD). Long term experiments are conducted to analyze the deactivation
behavior of the OSM and to obtain a material that is stabilized (i.e. that does not
further deactivate upon cycling) under certain conditions. Further, the kinetics of the
reduction and oxidation of the modified iron oxide material are analyzed by thermo-
gravimetric analysis (TGA) as a basis for process design and analysis (see Chapter
6). A systematic methodology is applied to identify a kinetic model for the oxidation
and reduction of the material, enabling the mathematical description of the process.
Precise kinetic information available in the literature for various materials is still
rather limited and often restricted to oxidation kinetics for thermochemical cycles
[8, 119, 127, 131]. To the best of our knowledge, there are as of yet no kinetic expres-
sions reported for modified iron oxide for the RWGSCL process.
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5.1 Experimental

5.1.1 Material synthesis

The Fe2O3-Ce0.5Zr0.5O2 samples were synthesized by urea hydrolysis using Fe(NO3)3·
9H2O (99.0%, Fluka), Ce(NO3)3 ·6H2O (99.0%, Fluka) and ZrO(NO3)3 ·6H2O (99.0%,
Fluka). The mixed metal salt solution (0.1M) was added to a 0.4M solution of urea
(99.0%, Fluka) to yield a salt to urea solution ratio of 2 : 1 (v/v). The precipitate
solution was mixed at 100◦C for 24h. After the suspension was cooled to room tem-
perature, the precipitate was separated from the solution. The solid product was
washed with ethanol and dried overnight in an oven at 110◦C. Then, the prepared
Fe2O3-Ce0.5Zr0.5O2 was calcinated at 800◦C. To obtain particles of a defined size
between 260 and 520µm the finely powdered material was pelletized, crushed and
sieved.

5.1.2 Material pretreatment and stabilization

The aim of the experiments was to obtain kinetic information about the reduction
and oxidation cycles of modified iron oxide. It is well known that the activity of oxy-
gen storage materials decreases over repeated redox cycles [153, 57]. The deactivation
mainly occurs due to sintering of the particles and changes in their crystallographic
structure. Thus, it can be expected that kinetic measurements with as-prepared ma-
terial will not yield representative results. Therefore, the material sample was ex-
posed first to repeated redox cycles to stabilize its structure before thermogravimetric
experiments were conducted.

For material stabilization, a sample of 250mg was fixed inside a quartz reactor
with glass wool. The reactor was placed in an oven and heated to the reaction tem-
perature (1073K) under inert atmosphere. The gas composition was then repeatedly
switched between a mole fraction of xi = 0.5 of either H2 (material reduction) or CO2

(material oxidation) balanced with He as inert gas. The reaction time for reduction
and oxidation was 5min with 3min of inert gas flushing (He) between the steps, which
were repeated until 500 cycles were reached. During the pretreatment, the outlet gas
composition was followed by mass spectrometry (Agilent 5973Network MSD) to ob-
tain information about material activity over repeated redox cycles.
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5.1.3 TEM

“A morphological and local elemental analysis was carried out in a microscope JEOL
JEM-2200FS, Cs-corrected, operated at 200kV and equipped with a Schottky-type
field-emission gun (FEG) and EDX JEOL JED-2300D. Samples were prepared by im-
mersion of a lacey carbon film on a copper support grid into the powder. Particles
sticking to the carbon film were investigated. A beryllium sample retainer was used
to eliminate secondary X-ray fluorescence in EDX spectra originating from the sample
holder.” [175]

5.1.4 Conventional and in-situ XRD

“The crystallographic changes in the sample were followed in a homebuilt Bruker-
AXS D8 Discover apparatus (Cu Kα radiation of 0.154nm). The reactor consisted of a
stainless steel chamber with Kapton window to allow X-ray transmission. The sample
was uniformly spread on a Si wafer and no interaction of sample with Si wafer was
observed during the reaction. The diffraction data were recorded using a linear Vantec
detector which allowed capturing diffracted X-rays in a 20◦ window with an angular
resolution of 0.1◦. The reactor chamber was evacuated to a base pressure of 4Pa by
a rotation pump before reaction. Gases were supplied to the reactor chamber from a
rig with calibrated mass-flow meters. H2 (xH2 = 0.05 in He) was used as reducing gas,
CO2 (xCO2 = 0.3 in He) for oxidation and pure He for purging the reactor. The in situ
experiment was performed at a temperature of 1073K. After heating to the reaction
temperature in He, the sample was monitored with in situ XRD during isothermal
cycling.” [175]

5.1.5 Thermogravimetric analysis

The mass change of 100mg of the stabilized sample was recorded under alternating
gas composition in a thermogravimetric analyzer (Mettler Toledo TGA/SDTA 851e).
The sample was placed in a cylindrical sample holder and a constant gas flow rate of
100ml/min was applied in all experiments. Additionally, a constant flow of 20ml/min
of He was added to protect the precision balance from reactive gas. Therefore, the
total gas flow rate was 120ml/min. For the reduction and oxidization steps, H2 and
CO2 were used in varying concentrations, respectively, balanced with He as inert gas.
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The sample was heated to the desired temperature in the TG unit with a constant
rate of 20K/min under an inert atmosphere (He). Then, reactive gas was applied
under isothermal conditions. At first, a reducing environment was established with
H2, ensuring that the sample was completely reduced to Fe. The next 45min an
oxidizing environment (CO2) was applied to re-oxidize the sample to Fe3O4. This was
followed by 45min of reduction with H2. At last, the sample was cooled to ambient
conditions with a constant rate of 10K/min.

The outlet gas composition was analyzed by mass spectrometry (Pfeiffer Vacuum
GSD320) to assure that no other gaseous substances were produced.

Blank runs were conducted without sample before each experiment to account for
buoyancy effects. The mass change without sample was subtracted from the experi-
ment with sample. Thus, the recorded mass change is only attributable to the mass
change of the sample. The same sample was used in all the experiments with various
gas concentrations and temperatures.

Preliminary experiments showed that reaction rates become very slow at temper-
atures below 1023K. Conversely, at temperatures exceeding 1123K, the material’s
structure collapsed due to excessive sintering up to the point of surface melting (not
shown) which led to severely decreased activity. Thus, the feasible temperature range
for TG experiments was bounded between 1023 and 1123K. Measurements were
conducted at temperatures of 1023, 1073 and 1123K and reactive gas mole fractions
of 0.08, 0.25, 0.5 and 0.75. However, at T = 1023K the experiment with a reactive
gas mole fractions of 0.08 was not performed because the reaction rate was too slow.
Therefore, 11 TG experiments were conducted in total.

5.2 Results and discussion

5.2.1 Material pretreatment

The CO production per cycle during the stabilization treatment is shown in Fig. 5.1.
In the first cycle, ≈ 72% of the theoretically possible amount of CO was obtained. Af-
ter the gradual deactivation of the material during the first 100 cycles, a steady CO
yield was achieved for the next 400 cycles, resulting in a stable CO yield of approxi-
mately 1.0mol/kgOSM per redox cycle. Even though only a fraction of the theoretically
possible value was achieved, the measured CO production per cycle in steady state
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Fig. 5.1 CO yield per cycle for 500 redox cycles at 1073K with a reactive gas mole
fraction of 0.5 for CO2 and H2 in He, respectively. OSM refers to the oxidized ma-
terial (Fe3O4-Ce0.5Zr0.5O2). Reaction times for oxidation and reduction were 5min
each with 3min inert gas (He) flushing between. The CO yield per cycle decreases
gradually during the first 100 cycles, then reaches a steady state.

is comparable to the numbers reported by other research groups with more advanced
materials (e.g. perovskites) at temperatures well above 1273K [63, 52] (see also Chap-
ter 3). The long time stability and the reaction kinetics of the OSM may be further
improved by nanostructuring as recently demonstrated by Gao et al. [68]. with inter-
nal structural stability.

5.2.2 TEM

“The HR-TEM images of the as-prepared and 500 times cycled sample are displayed
in Fig. 5.2 and Fig. 5.3. The TEM micrograph for the as-prepared material (Fig. 5.2a)
shows the presence of particles (∼ 35−50nm) with similar morphology. The elemental
composition of this material was identified by means of EDX mapping, showing the
presence of Fe (red), Ce (green) and Zr (blue) (Fig. 5.2b). Zr is distributed throughout
the sample (Fig. 5.2c), as is Fe (not shown), whereas strong clustering of Ce (Fig. 5.2d)
is observed. Prolonged cycling of the sample results in increased particle sizes
(Fig. 5.3) due to sintering. However, this phenomenon led to an evolution into two
particles with different morphologies. In the first type (Fig. 5.3a), very large particles
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Fig. 5.2 HR-TEM image of as-prepared Fe2O3-Ce0.5Zr0.5O2 showing (a) the sample
morphology; (b) the EDX mapping of the constituent elements (Fe, Ce, Zr) along with
the individual elemental maps of (c) Zr and (d) Ce. Figure taken from [175] with
permission of Elsevier.
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are observed (∼ 200−600nm), consisting of segregated Fe rich and Ce-Zr rich phases,
based on the EDX overlay of images (Fig. 5.3b). Compared to the as-prepared sample
(Fig. 5.2b), the distribution of Ce is more uniform in the Ce-Zr rich phase. In the sec-
ond type of morphology (Fig. 5.3c) small particles (∼ 100nm) are incorporated inside
relatively large particles (∼ 300nm). The EDX mapping (Fig. 5.3d) reveals Ce and
Zr are both spread out throughout the large particles, while Fe is located in smaller
particles inside the Ce-Zr phase.” [175]

Fig. 5.3 TEM micrograph of a 500 times cycled sample with different morphologies.
(a) Morphology with separated particles (b) EDX mapping of Fe, Ce, Zr. (c) Morphol-
ogy with embedded structure, and (d) the EDX mapping showing the distribution of
constituent elements. Figure taken from [175] with permission of Elsevier.

5.2.3 XRD analysis

“The crystalline phases in as-prepared and 500 times cycled Fe2O3-Ce0.5Zr0.5O2 were
identified using XRD (Fig. 5.4). The as-prepared materials (Fig. 5.4a) show diffraction
peaks corresponding to Fe2O3 (33.15◦, 35.61◦, 40.85◦, 49.48◦, 54.09◦, PDF: 00-033-0664),
CeO2 (28.55◦, 33.08◦, 47.47◦, 56.33◦, PDF: 00-033-0394) and Ce0.5Zr0.5O2 (29.10◦,
33.70◦, 48.50◦, 57.50◦, PDF: 00-038-1439) phases. The diffraction pattern of Fe2O3

is clearly identified, whereas CeO2 and Ce0.5Zr0.5O2 show a close overlap of peak
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positions. However, the presence of separate CeO2 and Ce0.5Zr0.5O2 phases can be
discerned from the diffraction peaks at higher angles (∼ 48◦ and ∼ 57◦) where they
are relatively well resolved in comparison to lower angles (∼ 29◦ and ∼ 33◦). The lat-
tice parameter calculated from the overall peak at ∼ 29◦ yielded a value of 0.5361nm,
which is intermediate to Ce0.5Zr0.5O2 (0.5301nm) and pure CeO2 (0.5410nm). Based
on the resolved diffractions at higher angle, it is likely that this low angle diffraction
equally contains contributions from CeO2 and Ce0.5Zr0.5O2. The TEM images reveal
homogeneous distribution of Zr with strong clustering of Ce (Fig. 5.2c and Fig. 5.2d).
The results from TEM and XRD hence imply the existence of Ce in solid solution be-
tween Ce and Zr, present throughout the sample, and in separate dispersed CeO2

clusters, next to the Fe2O3 phase. On the other hand, no separate diffraction peaks
of ZrO2 were identified. Similarly, in the 500 times cycled sample (Fig. 5.4b), phases
of Fe3O4 (30.10◦, 35.45◦, 47.17◦, 43.09◦, 53.45◦, 56.98◦, PDF: 03-065-3107) along with
Ce0.5Zr0.5O2 are identified. Unlike the as-prepared sample no diffraction peaks per-
taining to Fe2O3 and CeO2 are present. Reoxidation of reduced material with CO2

results in the formation of Fe3O4, instead of Fe2O3, which can only be obtained by
using oxygen/air as re-oxidizing agent [186]. No peaks or shoulders typical for pure
CeO2 are noticed. Further, the lattice parameter calculation for the peak at ∼ 29◦ ex-
hibits a value of 0.5312nm indicating a solid solution between Ce and Zr. Hence the
XRD patterns represent a mixed Ce-Zr phase in line with the TEM images (Fig. 5.3)
where Ce and Zr are more evenly distributed in comparison to the as-prepared sam-
ple.” [175]

In situ XRD for one complete redox cycle is depicted in Fig. 5.5. At the start of
the experiment, only Fe3O4 is detected in He atmosphere. At 2.5min, the gas mole
fraction of H2 was switched to 0.05 H2 in He, resulting in a reducing environment,
in which Fe3O4 was first converted into FeO and then into Fe. At t = 17.5min an
oxidizing environment was established with xCO2 = 0.3 in He. Again, FeO is formed in
an intermediate step, which reacts further to Fe3O4. The results indicate that under
the investigated conditions full conversion for reduction and oxidation is achieved
according to equations (5.1) and (5.2).

5.2.4 Thermogravimetric analysis

In Fig. 5.6, TG data of the stabilized OSM is shown together with the MS signal of
the outlet gas composition during oxidation and reduction at 1073K with reactive gas
mole fractions of 0.75 for both CO2 and H2. The production of CO during oxidation and



60 Kinetic analysis

25 30 35 40 45 50 55 60

(a)

(b)

•
•

•
•

•

■

■

■
■ ■

■

N

N
N

N

N N N NH H H H

2θ

In
te

ns
it

y
/a

.u
.

Fig. 5.4 XRD patterns of (a) as-prepared and (b) 500 times cycled Fe2O3-Ce0.5Zr0.5O2.
(•) Fe2O3, (■) Fe3O4, (N) Ce0.5Zr0.5O2 and (H) CeO2.

Fig. 5.5 In situ XRD for one full redox cycle at 1073K and a total gas flow of 1l/min.
Fe3O4 is reduced to Fe with H2 and re-oxidized to its initial state with CO2. In both
transitions, the presence of FeO is detected, which is formed in an intermediate step.
Both reduction and oxidation yield to full conversion, as described in equations (5.1)
and (5.2). Figure taken from [175] with permission of Elsevier.
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Fig. 5.6 Thermogravimetry results for stabilized OSM (green, right axis) at 1073K
and a reactive gas mole fraction of 0.75 for CO2 (oxidation) and H2 (reduction) bal-
anced with He together with mass spectrometry signal of the corresponding outlet
gas (left axis). The MS signal was corrected by subtracting the measured signal from
the blank run without OSM in the TG unit. The red and blue lines indicate the MS
signal for CO and H2O, respectively.
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water formation during reduction of the material was observed according to equations
(5.2) and (5.1). No other substances were detected apart from the reactants. The rate
of CO production is directly coupled with the material oxidation according to equation
(5.2). Initially, CO yield is high and then gradually decreases until the material is
fully oxidized.

The mass change of the stabilized OSM under different conditions is shown in
Fig. 5.7 for oxidation (left) and reduction (right). The measured mass of the sample
was normalized to the mass of the sample in its oxidized state (a value of 1.00 was
assigned for Fe3O4-Ce0.5Zr0.5O2). In the experiments, a normalized mass of approx-
imately 0.78 was measured initially, which is very close the theoretical normalized
value of 0.779 for the reduced state Fe-Ce0.5Zr0.5O2 (assuming Ce0.5Zr0.5O2 is not
reduced). This indicates that the mass change upon reduction is likely due to the
reduction of iron oxide only and Ce0.5Zr0.5O2 is not reduced. If it is assumed that
Ce0.5Zr0.5O2 is reduced to Ce0.5Zr0.5O, slightly lower values of 0.765 could be obtained
theoretically. Upon oxidation, values of approximately 1.00 are reached (in some ex-
periments, the reaction rates for oxidation were too slow to reach the final oxidation
state). Overall, the reaction rates of oxidation and reduction increase as a function of
temperature and concentration of reactive gas, while the rate of reduction is higher
than that of oxidation. Even at low gas concentration of xH2

= 0.08, the reduction at
1073K leads to complete conversion within 25min, while during oxidation the mate-
rial is still not fully oxidized after 45min.

Even though the material showed deactivation during 500 redox cycles in the sta-
bilization pretreatment (see Fig. 5.1), the mass change of the material in the subse-
quent TG experiments indicates that the material is cycled between Fe and Fe3O4

according to equations (5.1) and (5.2). The observed deactivation during the pretreat-
ment obviously did not influence the attainable oxidation states of the material in TG
experiments. The observed decline of CO yield during the material pretreatment (see
Fig. 5.1) is likely explained by reduced rate of reactions due to sintering. During ox-
idation and/or reduction the material is not completely converted within the limited
reaction time in the plug flow reactor.

5.2.5 Master plot analysis

The rate equations for various reaction mechanisms were compared to the experi-
mental TG data by master plot analysis [72]. This graphical method allows to deduce
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Fig. 5.7 Thermogravimetry results for stabilized OSM (dotted lines) and simulated
model (solid lines) for oxidation (left, R2 model) and reduction (right, R2 model) at
1023, 1073 and 1123K. Different colors indicate the corresponding mole fractions of
CO2 and H2 (balanced with He), respectively. The mass is normalized with the mass
of the oxidized sample (Fe3O4-Ce0.5Zr0.5O2).
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Fig. 5.8 Master plot results for oxidation (top) and reduction (bottom). Experimental
results shown as markers, theoretical models as lines with their respective abbre-
viations (see Table 5.1). Thick lines indicate the chosen models for oxidation and
reduction, respectively.
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and compare kinetic models with the experimental data without prior identification
of the kinetic parameters of the rate equations. Thus, a qualitative indication about
the reaction mechanism is obtained and possible erroneous conclusions due to weakly
identified parameters can be avoided. Finally, the parameter estimation can be done
only for the most probable model instead of for numerous models.

To apply the method, the generalized solid-state kinetic rate expression

dξ
dt

= k0 exp
(
− EA

RT

)
f (ξ) f (xi) (5.3)

is used, where ξ is the reaction extent at time t, f (ξ) a function depending on the reac-
tion mechanism, f (xi) a function of the reactive gas mole fraction xi, EA the activation
energy, k0 the pre-exponential factor of Arrhenius, and T the absolute temperature.
By introducing the generalized time, Θ (reaction time to attain a certain ξ at any
temperature), defined as

Θ=
∫ t

0
exp

(
− EA

RT

)
dt (5.4)

the kinetic rate expression at any temperature can be derived by differentiation of eq.
(5.4)

dΘ
dt

= exp
(
− EA

RT

)
(5.5)

The combination of eq. (5.3) and (5.5) yields

dξ
dΘ

= k0 f (ξ) f (xi) (5.6)

Using a reference point at ξ= 0.5, the following equation is derived from eq. (5.6)

dξ/dΘ
(dξ/dΘ)ξ=0.5

= f (ξ)
f (0.5)

(5.7)

Being only dependent on ξ, eq. (5.7) compares the experimental data (left-hand
side) with the suggested model (right-hand side). Both sides are equal when the
chosen model exactly describes all experimental data points. Thus, by plotting the
experimental data against various theoretical models according to eq. (5.7), one ob-
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tains a graphical way to choose a suitable model without determination of the kinetic
parameters.

A list of the common kinetic functions for gas-solid reactions is given in Table 5.1.
The gas-solid reaction kinetics considered here are categorized in the geometrical con-
traction (Rn), the reaction order (Fn), the nucleation (Pn and An) and the diffusion
groups (Dn), where n is the reaction order. For geometrical contraction models (Rn),
a rapid nucleation is assumed and the rate is dependent on the progress of the re-
action interface towards to the crystal center. Reaction order models (Fn) are based
on homogeneous mechanistic assumptions. Power law models (Pn) are applicable for
reactions where the formation and growth of nuclei are rate limiting. Avrami-Erofeev
models (An) include further restrictions on nuclei growth like coalescence and inges-
tion. Thus, they yield s-shaped curves which account for a restricted rate of reaction
in the final stage. Diffusion models (Dn) are used to describe reactions where the
rate is controlled by the limited diffusion of reactants or products to or from the re-
action interface. Khawam et al. provided a detailed discussion about the theoretical
foundations of solid-state reaction kinetics [101].

Table 5.1 Used gas-solid kinetic equations for master-plot analysis, adapted from Hei-
debrecht et al. [82].

Name f (ξ)

Contracting Cylinder (R2) (1−ξ)1/2

Contracting Sphere (R3) (1−ξ)2/3

Reaction Order (Fn) (1−ξ)n

Power Law (Pn) ξn

Avrami-Erofeev (A2) (1−ξ) [− log(1−ξ)]1/2

Avrami-Erofeev (A3) (1−ξ) [− log(1−ξ)]2/3

Avrami-Erofeev (A4) (1−ξ) [− log(1−ξ)]3/4

1D Diffusion (D1) (1−ξ)0 [
1− (1−ξ)1]−1

2D Diffusion (D2) (1−ξ)1/2 [
1− (1−ξ)1/2]−1

3D Diffusion (D3) (1−ξ)2/3 [
1− (1−ξ)1/3]−1

Fig. 5.8 shows the master plots for the experimental data (eq. (5.7), l.h.s.) together
with theoretical models (eq. (5.7), r.h.s.) from Table 5.1 for oxidation (5.8a) and reduc-
tion (5.8b). For clarity, not all theoretical models were plotted but only representative
ones from each model category. While all points coincide at the reference point of
ξ = 0.5, they disperse clearly in the range of ξ < 0.5, allowing for model discrimina-
tion.
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For oxidation (5.8a), most of the experimental points are located between the ge-
ometrical contraction model (R2) and the reaction order model (F2). We chose the R2
model as the most appropriate kinetic model to describe the material oxidation. How-
ever, by comparing the R and F models, one observes that they are mathematically
very similar and only differ in their respective exponents. Thus, the exponent nO is
estimated in Section 5.2.6 to allow for more flexibility and to minimize the deviation
between model simulation and experimental data.

For the reduction stage, a different behavior was observed for experiments with
xH2 = 0.75 and for experiments with gas mole fraction of xH2 = 0.5 at temperatures
of 1023 and 1123K. The data of these experiments correlate better with a diffusion
limited reaction model (D3). This behavior was observed only for reduction. However,
similarly to oxidation most experimental observations for reduction are well described
by the R2 model. The exponent nR of the R2 model for the reduction was estimated
together with all other parameters as discussed in the following.

5.2.6 Parameter estimation

Master plot analysis showed that kinetic models of the geometrical contraction group
(the R2 model in particular) are most appropriate to describe the kinetic behavior of
material oxidation and reduction. Since the observed mass change in TG experiments
indicated that Ce0.5Zr0.5O2 is not participating in the redox reactions, a mathemat-
ical model was derived based only on the oxidation and reduction of iron oxide (see
equations (5.2) and (5.1), respectively). The intermediate step through FeO was not
explicitly modeled as the reactions from Fe to FeO and from FeO to Fe3O4 (and vice
versa) seem to proceed at a very similar rate. Therefore, the TG data the did not
allow for a clear discrimination between the reaction steps. The proposed model is de-
rived following an engineering approach and provides a trade-off between simplicity
and accuracy. Using the R2 model, the reaction rates for oxidation and reduction are
described by equations (5.8) and (5.9), respectively.

rOx = k0
Ox exp

(
−EA,Ox

RT

)(
1− xFeO4/3

)nOx xmOx
CO2

(5.8)

rRed = k0
Red exp

(
−EA,Red

RT

)
(1− xFe)nRed xmRed

H2
(5.9)
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Here, k0, EA, n and m are adjustable parameters for oxidation (index Ox) and re-
duction (index Red), adding up to a total of eight parameters. For modeling details,
see appendix A.2. Parameter estimation was performed with the statistics toolbox in
MATLAB. The nonlinear least-squares regression function nlinfit was used for param-
eter estimation. The confidence intervals were calculated with the function nlparci
and the coefficient of determination R2 was determined by the following equation

R2 = 1−
∑

i (oi − f i)2∑
i (oi − ȳi)2 , (5.10)

where oi are the experimental observations and f i are the predicted values from the
model at each point i, respectively. The mean of the experimental points is denoted
by ōi.

The estimates for all kinetic parameters are given in Table 5.2. In Fig. 5.7, the

Table 5.2 Estimated kinetic parameters and 95% confidence intervals for oxidation
and reduction reaction described by equations (5.8) and (5.9), respectively. Parame-
ters valid from 1023 to 1123K with reactive gas mole fractions xH2,CO2 from 0.08 to
0.75. OSM refers to the material in its oxidized state Fe3O4-Ce0.5Zr0.5O2.

Estimated parameter Oxidation Reduction

n 1.002±0.004 0.724±0.008
m 0.618±0.002 0.461±0.004

k0 / mol/kgOSM /s 18199±827 1140±125
EA / kJ/mol 111.6±0.4 80.7±0.9

R2 0.9930 0.9827

gravimetric data (dotted line) are shown together with the model prediction (solid
line) for the different experimental conditions. For oxidation, the model simulates the
data very well, which is reflected in a high R2 value of 0.9930. For the reduction,
slight deviations of the model prediction from the experimental data are observed for
the experiments with gas mole fractions of xH2 ≥ 0.5, as discussed in Section 5.2.5.
The deviations are more pronounced in the later stages of the reduction (see Fig. 5.7).
Here, the model predicts a slightly higher reaction rate than observed in the exper-
iments. However, a value of R2 = 0.9827 for the reduction indicates an acceptable
agreement between model and experimental data.

The estimated value of nOx = 1.002 confirms the previous conclusion from master
plot analysis, that the reaction order for the oxidation lies between the Rn and Fn
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group. However, the value indicates that the F1 model is most appropriate for the
description of material oxidation. For reduction, the estimated value of nRed = 0.724
corresponds closely to the R3 model. The narrow confidence intervals for oxidation
and reduction confirm a good correlation of the experimental data with the proposed
models. The slightly larger confidence interval for k0

Red (±11.01%) indicates that part
of the experimental data for material reduction is weakly described by the model.

The reaction orders (mi) for the gas concentrations are lower than one, indicating
that the reaction rates increase only moderately for increasing reactive gas mole frac-
tions. This is also observed experimentally. In Fig. 5.7, the increase of the reaction
rates from reactive gas mole fractions of 0.25 to 0.5 is larger than that from 0.5 to 0.75
at all temperatures. This phenomenon is more pronounced in material reduction.

5.3 Conclusions

The redox behavior of modified iron oxide (80wt% Fe2O3-Ce0.5Zr0.5O2) was investi-
gated for the RWGSCL process. The material was stabilized for 500 redox cycles.
Deactivation takes place during the first 100 cycles. For the remaining 400 cycles, a
steady CO yield per cycle was achieved. Repeated cycling led to increased crystallite
sizes due to sintering and a phase segregation into Fe rich and Ce-Zr rich phases in
the sample. Surface sintering is likely to be the main cause for material deactivation
as it leads to slower reaction kinetics and a lower CO yield within a fixed time. The
stabilization pretreatment using repeated cycling did not influence the attainable ox-
idation states of the material as was evidenced by the observed mass change in TG
experiments, which closely matched the theoretically possible mass change accord-
ing to equations (5.1) and (5.2). The kinetics for material oxidation with CO2 and
reduction with H2 were studied by means of TG experiments. The reaction rates of
reduction are always faster than those for oxidation under equivalent conditions. Low
reaction rates (T ≤ 1023K) and material instability (T > 1123K) limited the tempera-
ture range for TG experiments. CO was generated during material oxidation and no
other substances were detected. The experimental data were modeled and kinetic pa-
rameters were estimated. Oxidation and reduction were best described by a reaction
order model and a geometrical contraction model, respectively. The model presented
here can be used for further analysis and design of the process as well as for compar-
ison of RWGSCL to other chemical looping processes.
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The usefulness of a model is not what it
can explain, but what it can’t. If you are
equally good at explaining any outcome,
you have zero knowledge.

Eliezer Yudkowski

While the RWGSCL process was shown to be feasible in theory in Chapter 3, var-
ious experimental results were presented in Chapter 4 that confirmed the feasibility
of the concept on a laboratory scale. Given these promising results, upscaling of the
process is the next logical step. In addition to the thermodynamic data that was
used to analyze the OSM and the RWGSCL process in Chapters 2 and 3, valuable
kinetic information for modified iron oxide was obtained in Chapter 5 that can now
be used for detailed process modeling. Given the data and the computing power that
is available today, process simulation is gradually becoming more important as the
first step towards upscaling since building a large scale plant is always expensive
and time consuming. Extensive preliminary analysis based on process simulation is
necessary to ensure that the best possible reactor or system configuration is chosen
before attempting to build an actual plant. This is especially true for complex pro-
cess like RGWSCL. While RWGSCL is easy in principle, building a large scale reactor
entails numerous problems depending on the reactor type chosen (e.g. material han-
dling, valve switching, heating/cooling). From an industrial perspective the biggest
caveat of the RWGSCL process (or any chemical looping process) is arguably that it is
inherently dynamic, i.e. conventional steady-state operation is not possible. Histori-
cally, steady-state operation is industrially preferred because it is generally easier to
maintain and it usually yields a specific and stable product stream.

The aim of this chapter is to answer the question of how to ensure a steady and
stable product stream (carbon monoxide) in the RWGSCL process. To achieve this
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goal process simulation and optimization are used based on the kinetic data obtained
in Chapter 5. The work presented in this chapter has been published previously in
[177] and is reproduced with permission of Elsevier.

Due to the cyclic switching between two process steps, RWGSCL is more complex
than the traditional RWGS process and a conventional steady-state operation is not
possible. However, a cyclic steady-state (CSS) can be achieved after prolonged switch-
ing. The simplest design that allows a steady (i.e. quasi-continuous) production of CO
via RWGSCL is comprised of two reactors as illustrated in Fig. 6.1. By switching the
gas flows between at least two reactors after the OSM is reduced or oxidized, respec-
tively, a quasi-continuous process can be established. Even though Fig. 6.1 implies a

Switch gas

quasi-continuous
operation

Switch gas

H2 CO2

H2O (H2) CO (CO2)

Reactor 1:
Reduction

Reactor 2:
Oxidation

Fe

FeO4/3

FeO4/3

Fe

CO (CO2) H2O (H2)

CO2 H2

Reactor 1:
Oxidation

Reactor 2:
Reduction

Fe

FeO4/3

FeO4/3

Fe

Fig. 6.1 Illustration of the RWGSCL concept with two fixed bed reactors which are
operated simultaneously. After the OSM is exhausted (i.e. reduced or oxidized), the
gas inlet composition is switched and the gas flow direction is reversed. Repeated
switching yields a quasi-continuous process for CO production. Colors indicate differ-
ent oxidation states of the OSM: blue=completely oxidized (FeO4/3), beige=completely
reduced (Fe).

fixed bed reactor design for both reactors, any reactor design can be used in principle.
The main question for upscaling of the RWGSCL process is which reactor type to use.

Many advanced reactor designs have been proposed in the literature for chemical
looping processes to deal with the operational difficulties arising from their cyclic na-
ture and to increase their process efficiency. Cho et al. used a continuously operating
moving bed chemical looping design with three reactors for the production of hydro-
gen and electricity [42]. Wei et al. investigated a 10kWth chemical looping gasification
plant for biomass based on an interconnected fluidized bed reactor design [173]. For
STL, Ermanoski et al. demonstrated a reactor with a continuously moving bed of
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particles [54]. Another novel STL reactor design was proposed by Tou et al. which is
based on a ceria membrane [167]. Continuous production of CO from CO2 was demon-
strated. Welte et al. showed a 2kWth aerosol reactor using a downward gravity-driven
aerosol flow [174]. For chemical looping combustion (CLC) rotating reactors have been
proposed by Håkonsen and Blom [76]. While these reactor designs show promising
results and avoid some of the challenges associated with conventional reactor designs
(e.g. material sintering[184, 144, 171], heat recovery problems), most of them are still
far from an industrial scale and face other challenges (e.g. material attrition, control-
lablity issues, complicated design). Often, conventional reactor designs such as fixed
beds and fluidized beds are industrially preferred because of their relative simplicity
and well known behavior. Of all chemical looping processes, CLC is arguably the most
advanced technology in terms of scale of operation with several larger-scale plants
(50−150kWth) being mentioned in the literature [141, 28, 7, 134, 140, 115]. They are
all based on interconnected fluidized bed reactor designs that operate continuously,
which is the most common realization of CLC systems [11]. Zhou et al. noted that the
main problem with fluidized bed reactors is attrition and that it may be avoided by
using a fixed bed reactor design [185]. However, in simulation studies they found that
the temperature gradients in the fixed bed can become problematic and, therefore,
they argued for using fluidized bed reactors for large-scale implementation of CLC.
In RWGSCL, temperature gradients are expected to be a minor problem because the
involved reactions are only mildly endothermic. Furthermore, a better temperature
control can be achieved by using multi-tube reactor designs instead of single-tube
reactors. The advantages and disadvantages of fixed bed vs. fluidized bed reactors
must be evaluated in detail for RWGSCL since not all results from CLC can be safely
adopted.

Therefore, a fixed bed and a fluidized bed reactor design for the RWGSCL process
for continuous production of syngas are analyzed here to show the possibilities and
limitations of using simple, well known reactor designs. The goal is to investigate
from a theoretical point of view whether fixed or fluidized bed reactors yield better
performance for the RWGSCL process. With these insights informed decisions can be
made on which reactor type warrants further investigation.

Zhang et al. [184] and Zhou et al. [185] compared fixed bed and fluidized bed
reactor designs for CLC systems. Zhang et al. performed performed lab-scale exper-
iments and concluded that the fixed bed reactor yields higher carbon conversion for
CLC of coal with iron oxide (unmodified) as oxygen storage material. However, they
also noted that a fluidized bed reactor type may prove advantageous for long term
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operation since it effectively avoids sintering and agglomeration [184]. Zhou et al.
performed simulation studies for CLC of methane on nickel oxide as oxygen storage
material. They state that the fluidized bed reactor is “more appropriate for large-scale
implementation of the CLC process because of its uniform temperature and pressure
distribution, high CO2 selectivity (> 95%), negligible carbon formation (< 2mol% C
basis), and high fuel conversion (> 90%) over longer reduction periods”. [185]. While
both studies are concerned with CLC the results and recommendations for reactor
selection vary significantly due to several factors (different OSM, theoretical vs. ex-
perimental approach). It is therefore concluded that the selection of a specific reactor
design for RWGSCL must be based on a detailed analysis.

In this chapter, the number of reactors studied is limited to two (compared to de-
signs with a larger number of reactors operating simultaneously) which are switched
repeatedly to minimize the investment costs and to simplify process operation (see
Fig. 6.1). Previously, a conceptual study was conducted by Heidebrecht et al. [83] for
the cyclic water-gas shift process, which is similar to RWGSCL. However, the reaction
equilibria, which are crucial for the process were neither considered in that work [83]
nor in an optimization study on the same process conducted by Logist et al. [117]. In
a follow-up work by Heidebrecht and Sundmacher [81], a thermodynamic approach
was used for the same process to consider the effects of equilibrium limitations. How-
ever, the process kinetics were not considered. In all of the previous studies only fixed
bed reactor designs were studied. Thus, a detailed analysis considering the interplay
between the reaction kinetics and thermodynamic limitations is still missing for the
fixed bed reactor as well as for the fluidized bed reactor. The author is not aware of
comparable studies for the RWGSCL being published yet. Process simulation is used
to analyze the dynamic behavior of the RWGSCL process for a fixed bed and a flu-
idized bed reactor configuration. Optimization problems are formulated to maximize
the average CO concentration and the OSM utilization. The mutual dependency of
the optimization objectives is investigated and the results are discussed within the
scope of process design.

6.1 Process modeling

A fixed bed and a fluidized bed reactor model are developed in the following to inves-
tigate their operational behavior for the RWGSCL process. In both cases 1D models
were chosen as a trade-off between model accuracy and complexity since the trans-
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port phenomena in radial direction are expected to be negligible compared to the axial
transport.

6.1.1 Fixed bed

x(g)
α,in

x(g)
α,out

z

x(g)
α (t, z)

x(s)
β

(t, z)

Fig. 6.2 Illustration of a heterogeneous 1D plug flow reactor filled with solid oxygen
storage material (OSM).

The RWGSCL reactor is modeled as a 1D fixed bed reactor filled with solid oxy-
gen storage material (OSM) as depicted in Fig. 6.2. The reactor inlet composition
is repeatedly switched between pure CO2 (oxidation stage) and H2 (reduction stage),
resulting in a cyclic process. Due to the two stages, two different operation modes
are possible: co-flow and reverse-flow. Heidebrecht et al. showed that application of
flow reversal is advantageous [83]. Therefore, reverse-flow operation is used for the
fixed bed reactor design, i.e. the gas flows in opposite direction during the reduction
and oxidation stage. Isothermal operation is assumed since all reactions have only
moderate reaction enthalpies. Sufficient heating and cooling for isothermal operation
can be ensured by using multi-tube reactor designs to enlarge the heat transfer area.
Thus, the mass balance equations are sufficient to model the reactor. The change of
the mole fraction of a gas component α in the gas phase, x(g)

α , is described by

∂x(g)
α

∂t
=−v(g)

ε

∂x(g)
α

∂z
+ (1−ε)ρ(s)

εc(g)
t

NR∑
j
να, jr j ∀α= {H2,H2O,CO,CO2} , (6.1)
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where v(g) is the superficial gas phase velocity, ε the fixed bed void fraction, ρ(s) the
density of the solid OSM and c(g)

t the total gas concentration. Chemical reactions
are considered by the last term on the right hand side of equation (6.1), where [r j] =
mol/(kg(s)s). The mole fraction of a solid component β in the solid phase is described
by

∂x(s)
β

∂t
= M(s)

NR∑
j
νβ, jr j ∀β= {Fe,FeO,FeO4/3} , (6.2)

where M(s) is the molar mass of the solid oxygen storage material, which is approx-
imated as a mean value (see Section 6.1.4). For a detailed derivation of the model
equations, the reader is referred to appendix A.3.

6.1.2 Fluidized bed

The two-region model for bubbling beds with intermediate sized particles from Ku-
nii and Levenspiel is used to model the fluidized bed reactor for RWGSCL [110] as
illustrated in Fig. 6.3. One spatial dimension, z, is considered while gradients in the
radial direction are neglected. Gas with the composition x(g)

α,in is entering the reac-
tor with a velocity of v(g) (superficial velocity). Two regions are established in the
reactor: the emulsion region (e) and the bubble region (b). The size of the regions is
characterized by the bubble fraction δ. In the emulsion region, the solid particles are
dispersed in a gas phase that rises with a velocity of v(e), while the bubble region is
assumed to only consist of gas which is rises along the reactor at a velocity v(b). There-
fore, the bubble region effectively acts as a gas bypass in the reactor. However, gas
is exchanged between the emulsion and the bubble region with a rate that depends
on the bubble-emulsion gas interchange coefficient K (be). Chemical reactions (rM

j ) are
assumed to occur only in the emulsion region. The solid composition is denoted by
x(s)
β

(t, z), while the gas composition in the emulsion and bubble region is denoted by

x(e)
α (t, z) and x(b)

α (t, z), respectively. Gas leaves the reactor with the composition x(g)
α,out.
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Fig. 6.3 Left: illustration of a 1D two-region, heterogeneous fluidized bed reactor with
solid oxygen storage material (OSM). Right: schematic representation for modeling.
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The model equations for the two-region fluidized bed model are given in the fol-
lowing:

∂x(b)
α

∂t
=−v(b)∂x(b)

α

∂z
−K (be)(x(b)

α − x(e)
α ) ∀α= {H2,H2O,CO,CO2} (6.3)

∂x(e)
α

∂t
=−v(e)∂x(e)

α

∂z
+ δ

(1−δ)εmf
K (be)(x(b)

α − x(e)
α ) . . .

+ 1−εmf

εmf

ρ(s)

c(g)
t

NR∑
j
να, jrM

j ∀α= {H2,H2O,CO,CO2} (6.4)

∂x(s)
β

∂t
=D(s)

v

∂2x(s)
β

∂z2 +M(s)
NR∑

j
νβ, jrM

j ∀β= {Fe,FeO,FeO4/3} (6.5)

Here, εmf denotes the minimum fluidization voidage and D(s)
v the average vertical

dispersion coefficient for the solid. For a detailed derivation of the model equations,
the reader is referred to appendix A.4.

6.1.3 Reaction kinetics

It was verified experimentally in Chapter 5 that Fe3O4 is reduced to Fe via the inter-
mediate FeO. The reverse was observed for the oxidation with CO2 making the cycle
complete. Thus, the true reaction scheme (assuming that the support metal oxide,
Ce0.5Zr0.5O2, does not participate in the reactions) is given by equations (6.6) to (6.9).

Fe+CO2 
FeO+CO ∆Rh(1073K)= 15.12kJ/mol (6.6)

FeO+1/3CO2 
FeO4/3 +1/3CO ∆Rh(1073K)=−3.15kJ/mol (6.7)

FeO4/3 +1/3H2 
FeO+1/3H2O ∆Rh(1073K)= 15.43kJ/mol (6.8)

FeO+H2 
Fe+H2O ∆Rh(1073K)= 21.72kJ/mol (6.9)

Due to a lack of data discriminating the intermediate reaction step through FeO from
the total reaction between Fe and Fe3O4 the reduction and oxidation reaction was
previously modeled as a single reaction from Fe3O4 to Fe vice versa (see Chapter
5). Using this simplification a good agreement between the TG data and the kinetic
model was obtained. However, detailed process modeling requires the intermediate
step to be explicitly considered because the reaction equilibrium between Fe and FeO
is different from the one between FeO and Fe3O4. The Baur-Glaessner diagram [23]
in Fig. 6.4 shows the phase equilibria for iron in its different oxidation states with
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gas mixtures of H2/H2O and CO/CO2. The solid and dashed lines delineate the phase
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Fig. 6.4 Baur-Glaessner diagram showing the equilibrium between the oxidation
states of iron with regard to the gas composition of H2/H2O (solid lines) and CO/CO2
(dashed lines) mixtures. At temperatures below 847K FeO is not stable. Data taken
from [38, 29].

equilibria between the three solid phases Fe, FeO and FeO4/3 (FeO is only stable at
T > 847K) with regard to the gas composition. To completely reduce FeO4/3 to Fe
at 1073K, the hydrogen mole fraction of the surrounding gas must be x(g)

H2
> 0.66.

Similarly, for complete oxidation of Fe to FeO4/3 at 1073K, the CO2 mole fraction
must be x(g)

CO2
> 0.70. Furthermore, it can be seen that the oxidation and reduction

each proceed in two consecutive steps with a distinct equilibrium gas composition
according to equations (6.6) to (6.9). The equilibrium conversion of CO2 and H2 during
the oxidation and reduction stage is high for the first reaction step and low for the
second reaction step, respectively. Thus, the oxidation step from Fe to FeO (see eq.
(6.6)) yields a higher CO2 conversion than the oxidation step from FeO to Fe3O4.
Conversely, the reduction step from FeO4/3 to FeO (see eq. (6.8)) yields a higher H2

conversion than the reduction step from FeO to Fe.

The reaction rate expressions for the RWGSCL looping process must account for
the equilibrium limitation of the reactions (equations (6.6) to (6.9)), i.e. the reaction
rates must vanish at the corresponding gas-solid equilibrium lines shown in Fig. 6.4.
The derivation of suitable reaction rate expressions is not as straightforward as for ho-



80 Process design and optimization

mogeneous gas phase reactions because the solid composition must also be accounted
for in the reaction rates. In many simulation studies of CLC systems reaction rates
are used that not explicitly account for the equilibrium limitation of the considered
gas-solid reactions [11, 185, 78]. However, this is possible only because the reaction
equilibria in CLC are generally far on the product side. This is due to the fact that
generally OSMs are used that are easily reduced by CH4, H2 and/or CO like NiO or
Cu2O (see also Fig. 3.5). Furthermore, due to the high oxidizing potential of O2, oxi-
dation by air or O2 ensures almost complete conversion for all OSMs. For RWGSCL
by iron oxide the simplifying assumption of nearly complete conversion can not be
applied because of the marked equilibrium limitations. Thus, it is appropriate to
elaborate in more detail how thermodynamically consistent reaction rate expressions
can be derived for the RWGSCL system. In the following the reaction rate derivation
is presented exemplary for the oxidation reaction from Fe to FeO (see eq. (6.6)).

The total reaction rate for the equilibrium limited gas-solid reaction of Fe with
CO2 (see eq. (6.6)) can be expressed as the difference between the forward and reverse
reaction rate:

r = r+− r− = kp+ f (ΨFe)pCO2 −kp− f (ΨFeO)pCO (6.10)

Here, r denotes the reaction rate in mol/m3/s, kp are the reaction rate coefficients,
pi is the partial pressure of the gas phase component i and f (Ψ j) is a function of
an arbitrary parameter Ψ j that describes the influence of the solid reactant j on the
reaction rate. In heterogeneously catalyzed reactions, Ψ j is often represented by the
available surface area. However, generally this values is not easily accessible. Fur-
thermore, the reactions considered here are not heterogeneously catalyzed reactions
but true heterogeneous (mostly non-catalytic) gas-solid reactions [11]. In this work it
is assumed that Ψ j can be described using the solid mole fraction x(s)

j . Noting that

pi = px(g)
i and k = pkp, equation (6.10) can be reformulated to

r = k+x(s)
Fex(g)

CO2
−k−x(s)

FeOx(g)
CO (6.11)

At chemical equilibrium r != 0 must hold and the following relationship can be derived:

k+
k−

x(s)
Fe

x(s)
FeO

= x(g)
CO

x(g)
CO2

(6.12)
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Using the mass action law, the chemical equilibrium constant is related to the gas
phase partial pressures according to

Keq =
∏

i

(
pi

p0

)νi

, (6.13)

where p0 is the standard pressure (0.1MPa). Combining equations (6.12) and (6.13)
yields the following relationship between the forward and reverse rate constant:

k− = k+
x(s)

Fe

x(s)
FeO

1
Keq

(6.14)

Inserting equation (6.14) into (6.11) gives the following reaction rate expression:

r = k+x(s)
Fe

(
x(g)

CO2
− x(g)

CO

Keq

)
(6.15)

Note that this expression is very similar to traditional expressions for equilibrium
limited homogeneous gas phase reactions with the exception of the influence of the
solid mole fraction x(s)

Fe. This distinction is crucial, however, as the driving force of the
reaction is dependent not only on the composition of the gas phase but also on the
composition of the solid phase. Thus, even if there is a driving force in the gas phase
between CO2 and CO the reaction rate remains zero if there is no Fe in the system as
well. Equation (6.15) can be rearranged to

r = k+x(s)
FeYC

(
y(g)

CO2
− y(g)

CO

Keq

)
, (6.16)

where y(g)
CO and y(g)

CO2
denote the ratios of mole fractions according to

y(g)
CO = x(g)

CO

x(g)
CO + x(g)

CO2

(6.17)

y(g)
CO2

=
x(g)

CO2

x(g)
CO + x(g)

CO2

(6.18)
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and YC is the gas phase carbon content defined by

YC = x(g)
CO + x(g)

CO2
. (6.19)

To allow for different reaction mechanisms in the gas and solid phase, exponents can
be introduced into equation 6.16 to yield

r = k+
(
x(s)

Fe

)n+
YC

(
y(g)

CO2
− y(g)

CO

Keq

)m+

. (6.20)

The reaction order n+ is used to describe different reaction mechanisms in the
solid phase according to Table 5.1. An additional degree of freedom is obtained by ad-
justing the gas phase reaction order m+. It can easily be seen that the reaction rate
expression given by equation (6.20) is only valid for the forward direction of reaction
6.6 since it depends on the solid concentration of Fe. However, the reaction rate in
the reverse direction must be dependent on the solid concentration of FeO instead.
Therefore, (6.20) describes the reaction kinetic of reaction (6.6) only if the gas phase
composition is on the left side (i.e. on the reactant side) of chemical equilibrium. An
additional equation must be derived to describe the reaction kinetic on the right side
(i.e. on the product side) of chemical equilibrium. The importance of using different
reaction rate expressions for the forward and backward direction of equilibrium lim-
ited gas-solid reactions has been highlighted recently by Sohn [156]. This distinct
behavior originates from the fact that the reaction rates of gas solid reactions are
equally dependent on the composition of the gas and the solid phase. In the case of
homogeneous gas phase reactions, one reaction rate is enough to describe the kinetics
on both sides of chemical equilibrium. To derive a reaction rate that is valid for for
the reverse direction, the reverse of reaction equation (6.6) is used:

FeO+CO
Fe+CO2 (6.21)

The same work flow is used on reaction equation (6.21) yielding the following reaction
rate expression for the reverse direction (rrev):

rrev = k−
(
x(s)

FeO

)n−
YC

y(g)
CO −

y(g)
CO2

K ′
eq

m−

. (6.22)



6.1 Process modeling 83

Note that K ′
eq in eq. (6.22) is different from Keq in eq. (6.16). However, the relation-

ship between both variables is easily established as K ′
eq = 1/Keq, yielding

rrev = k−
(
x(s)

FeO

)n−
YC

(
y(g)

CO −Keq y(g)
CO2

)m−
. (6.23)

In general, the exponents n− and m− are different from the forward direction.
Bringing together the equations for the forward and reverse direction (equations
(6.16) and (6.22), respectively) requires a conditional statement to distinguish the
direction based on the current gas composition. Using the work flow outlined above
the reaction rate expressions for the remaining reactions (6.7) to (6.9) can be derived
similarly. The reaction rate expressions for reaction (6.6) to (6.9) are summarized in
the following:

rM
1 =


k1+

(
x(s)

Fe

)n1+
YC

(
y(g)

CO2
− y(g)

CO
Keq,1

)m1+
, if

y(g)
CO

y(g)
CO2

< Keq,1

−k1−
(
x(s)

FeO

)n1−
YC

(
y(g)

CO −Keq,1 y(g)
CO2

)m1−
, if

y(g)
CO

y(g)
CO2

> Keq,1

(6.24)

rM
2 =


k2+

(
x(s)

FeO

)n2+
YC

(
y(g)

CO2
− y(g)

CO
Keq,2

)m2+
, if

y(g)
CO

y(g)
CO2

< Keq,2

−k2−
(
x(s)

FeO4/3

)n2−
YC

(
y(g)

CO −Keq,2 y(g)
CO2

)m2−
, if

y(g)
CO

y(g)
CO2

> Keq,2

(6.25)

rM
3 =


k3+

(
x(s)

FeO4/3

)n3+
YH

(
y(g)

H2
− y(g)

H2O
Keq,3

)m3+

, if
y(g)

H2O

y(g)
H2

< Keq,3

−k3−
(
x(s)

FeO

)n3−
YH

(
y(g)

H2O −Keq,3 y(g)
H2

)m3−
, if

y(g)
H2O

y(g)
H2

> Keq,3

(6.26)

rM
4 =


k4+

(
x(s)

FeO

)n4+
YH

(
y(g)

H2
− y(g)

H2O
Keq,4

)m4+

, if
y(g)

H2O

y(g)
H2

< Keq,4

−k4−
(
x(s)

Fe

)n4−
YH

(
y(g)

H2O −Keq,4 y(g)
H2

)m4−
, if

y(g)
H2O

y(g)
H2

> Keq,4

(6.27)

The direction of the reaction depends on the current gas phase composition and
the chemical equilibrium constant Keq,i of reaction i. The ratio of the mole fractions
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of CO/CO2 and H2/H2O are denoted as yi, which are defined as follows:

y(g)
CO = x(g)

CO

x(g)
CO + x(g)

CO2

(6.28)

y(g)
CO2

=
x(g)

CO2

x(g)
CO + x(g)

CO2

(6.29)

y(g)
H2

=
x(g)

H2

x(g)
H2

+ x(g)
H2O

(6.30)

y(g)
H2O =

x(g)
H2O

x(g)
H2

+ x(g)
H2O

(6.31)

The gas phase carbon and hydrogen content is defined by YC and YH, respectively:

YC = x(g)
CO + x(g)

CO2
(6.32)

YH = x(g)
H2

+ x(g)
H2O (6.33)

The values of n and m were experimentally determined in Chapter 5. However, ki-
netic parameters for the intermediate step could not determined (see Chapter 5).
Therefore, it is assumed that the two reaction steps for the oxidation (equations (6.24)
and (6.25)) and reduction (equations (6.26) and (6.27)) can be described by the same
reaction mechanism and therefore the same reaction parameters can be used. Fur-
thermore, the same reaction parameters are used for the forward and backward re-
action rate for each reaction. This is an approximation which is used due to the lack
of more detailed information about the reaction mechanism of each reaction step. In-
cluding the Arrhenius law for the kinetic parameters k, the reaction rate equations
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(6.24) to (6.27) can be simplified to

rM
1 =


k0

O exp
(−EA,O

RT

)(
x(s)

Fe

)nO
YC

(
y(g)

CO2
− y(g)

CO
Keq,1

)mO

, if
y(g)

CO

y(g)
CO2

< Keq,1

−k0
O exp

(−EA,O
RT

)(
x(s)

FeO

)nO
YC

(
y(g)

CO −Keq,1 y(g)
CO2

)mO
, if

y(g)
CO

y(g)
CO2

> Keq,1

(6.34)

rM
2 =


k0

O exp
(−EA,O

RT

)(
x(s)

FeO

)nO
YC

(
y(g)

CO2
− y(g)

CO
Keq,2

)mO

, if
y(g)

CO

y(g)
CO2

< Keq,2

−k0
O exp

(−EA,O
RT

)(
x(s)

FeO4/3

)nO
YC

(
y(g)

CO −Keq,2 y(g)
CO2

)mO
, if

y(g)
CO

y(g)
CO2

> Keq,2

(6.35)

rM
3 =


k0

R exp
(−EA,R

RT

)(
x(s)

FeO4/3

)nR
YH

(
y(g)

H2
− y(g)

H2O
Keq,3

)mR

, if
y(g)

H2O

y(g)
H2

< Keq,3

−k0
R exp

(−EA,R
RT

)(
x(s)

FeO

)nR
YH

(
y(g)

H2O −Keq,3 y(g)
H2

)mR
, if

y(g)
H2O

y(g)
H2

> Keq,3

(6.36)

rM
4 =


k0

R exp
(−EA,R

RT

)(
x(s)

FeO

)nR
YH

(
y(g)

H2
− y(g)

H2O
Keq,4

)mR

, if
y(g)

H2O

y(g)
H2

< Keq,4

−k0
R exp

(−EA,R
RT

)(
x(s)

Fe

)nR
YH

(
y(g)

H2O −Keq,4 y(g)
H2

)mR
, if

y(g)
H2O

y(g)
H2

> Keq,4

(6.37)

where k0, EA, n and m are kinetic parameters for the oxidation (index O) and reduc-
tion (index R) reactions. For the reaction rate equations (6.34) to (6.37) the kinetic
parameters estimated in Chapter 5 (see Table Table 5.2) are used.

6.1.4 Model parameters and fluid dynamics

A reactor length of L = 2m is chosen which corresponds to a small scale industrial
fixed bed reactor. The effectiveness factor of the RWGS reaction on Ni-catalyst parti-
cles with a mean diameter of 3mm was estimated by Wolf et al. to be ηeff = 0.1 [180].
Hertel et al. found a value of ηeff = 0.3 for iron oxide particles with a mean diameter
of 3mm [84]. Therefore, a mean value for the effectiveness factor of ηeff = 0.2 was cho-
sen. For the solid, a mean density of ρ(s) = 6000kg/m3 [182] and a mean molar mass of
M(s) = 67g/mol are assumed. The fixed bed void fraction is set to ε= 0.5, according to
Hertel et al. [84]. Both reactor configurations are operated isothermally at T = 1073K
and p = 1atm. From a theoretical perspective the temperature should be as high as
possible to shift the reaction equilibrium to the product side (since all reactions ex-
cept for one are endothermic) and to accelerate the reaction kinetics. However, from
a practical point of view high temperature leads to material stability problems and
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it has been shown in our previous work that 1073K is the highest permissible tem-
perature for 80wt% Fe2O3 to allow for repeated cycling without too severe material
degradation [175]. Different temperatures during oxidation and reduction were not
permitted in this work because it has been mentioned numerous times in the liter-
ature that the necessary heat recuperation between the two steps in non-isothermal
operation is severely decreasing the energy efficiency [130]. Therefore, isothermal
operation is preferred for chemical looping processes. Standard pressure is chosen
since the used kinetic parameters (see Table 5.2) were determined at that pressure.
Since all reactions are equimolar there is no pressure dependence of the equilibrium
composition. The total gas concentration c(g)

t is calculated using the ideal gas law. For
the calculation of the chemical equilibrium constants, Keq, thermodynamic data from
CRC Handbook and Yaws were used [80, 182]. For the reaction rate equations (6.34)
to (6.37) the kinetic parameters estimated in Chapter 5 (see Table 5.2) are used.

The flow field in the fluidized bed is not solved explicitly via the momentum bal-
ance but semi-empirical relationships are used to characterize the fluid dynamic be-
havior of the reactor. This is a typical approach for fluidized bed reactor modeling
and yields a reasonable compromise between model simplicity and level of detail. The
relationships used in this work are based on the model by Kunii and Levenspiel for
intermediate sized particles [110]. The mean particle size for the oxygen storage ma-
terial is dp = 250µm (Geldart Type B [70]). A fluidized bed reactor is assumed with
an inner diameter of dt = 0.8m and a bed height of L = 2m at fluidization conditions
to be comparable in size to the fixed bed reactor. The minimum fluidization voidage
is approximated to be εmf = 0.55, according to Kunii and Levenspiel [111]. Thus, the
total amount of OSM inside the reactor is 2059.1kgOSM (for the fixed bed reactor to
hold the same amount of OSM the reactor diameter must be dt = 0.661m). All values
refer to one reactor since only one reactor needed to be simulated to model the system.
The minimum fluidization velocity vmf can be calculated according to eq. (6.38) [111]:

vmf =
µ

dpρ(g)


√√√√28.72 +0.0494

(
d3

pρ
(g)(ρ(s) −ρ(g))g

µ2

)
−28.7

 (6.38)
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Here, the gas phase density and the dynamic viscosity are denoted by ρ(g) and µ, re-
spectively. Mean values of all gas components are used as an approximation since
the actual gas composition changes along the reactor. Thus, at a temperature of
1073K the gas phase density and the dynamic viscosity are ρ(g) = 0.261kg/m3 and
µ = 3.66× 10−5 Pas, respectively. The ideal gas law is used for calculating the gas
density. The dynamic viscosity is calculated by a correlation from VDI Wärmeatlas
[71]. The correlation is only valid for T < 773K but since there are no values available
for the gas viscosity at the process temperature, this correlation is extrapolated. We
assume that the values give a reasonable approximation of the true viscosity. The
emulsion phase velocity v(e) is calculated by eq. (6.39).

v(e) = 2
3

vmf +
1
3

v(g) (6.39)

Here, v(g) is the superficial inlet velocity into the reactor, which is assumed to be
0.6m/s in both reaction stages (this corresponds to a bubbling fluidized bed regime
according to Kunii and Levenspiel [111]). For the calculation of the bubble phase
velocity v(b), the bubble diameter has to be known first. From eq. (6.40), the bubble
diameter at height z can be estimated.

db = dbm − (dbm −db0)exp(−0.3z/dt) (6.40)

The initial bubble size db0 and the limiting bubble size dbm can be estimated by the
following equations:

db0 =
2.78

g
(v(g) −vmf)2 (6.41)

dbm = 0.65
[π

4
d2

t (v(g) −vmf)
]0.4

, [m] (6.42)

Thus, at height z = 1m the bubble size is estimated to be db = 0.1m. The bubble rise
velocity vbr for single bubbles is given by eq. (6.43).

vbr = 0.711(gdb)1/2 (6.43)

With vbr, the bubble gas velocity can be estimated by eq. (6.44).

v(b’) = v(g) −vmf +vbr (6.44)
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For the model, the rise velocity of bubble gas

v(b) = v(b’) +3vmf (6.45)

is used instead of the bubble gas velocity v(b’). The gas interchange coefficient between
bubble and emulsion phase K (be) can be estimated from the minimum fluidization
velocity and the particle diameter by eq. (6.46).

K (be) = 4.5
(

vmf

db

)
(6.46)

The average vertical dispersion coefficient of the solids D(s)
v is estimated by eq. (6.47).

D(s)
v = 0.3d0.65

t , [m2/s] (6.47)

The bubble fraction δ is calculated according to the following equation.

δ= v0 −vmf

vb
(6.48)

6.1.5 Optimization

An important value for process characterization is the degree of reduction of the oxy-
gen storage material, denoted by α. By definition, α = 1 for x(s)

Fe = 1 and α = 0 for
x(s)

FeO4/3
= 1. For x(s)

FeO = 1, 25% of the available oxygen is released, i.e. α= 0.25. Thus,
the degree of reduction can be calculated from the solid mole fractions according to

α(t, z)= x(s)
Fe(t, z)+0.25x(s)

FeO(t, z). (6.49)

Due to the cyclic nature of the RWGSCL process at least two reactors are needed for
continuous production of syngas. Fernández and Abanades designed a continuous
chemical looping combustion (CLC) system consisting of eight reactors [59]. In a
similar work by Spallina et al. 16 reactors were reported [159]. However, in CLC
more process steps are involved (heat removal, purging) which are not necessary for
RWGSCL. Thus, intelligent design and optimized process parameters may lead to a
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minimum number of reactors. For the following optimization problem, a fixed number
of two reactors is assumed to simplify the process design and operation.

The duration of the oxidation and the reduction phase are denoted as tOx and tRed,
respectively, and are optimized for the fixed and fluidized bed reactor design. The
most important criterion for continuous production of syngas is that the duration of
the reduction phase (regeneration of the reactor) is shorter than the oxidation phase
(production of CO), i.e. tRed < tOx assuming that switching of the gas streams occurs
instantly. To change the duration of the two phases, the gas flow velocities v(g)

in,Ox and

v(g)
in,Red were adjusted as well. However, higher gas flows and shorter reaction times

lead to incomplete OSM utilization in the reactor and/or decreased gas conversion.
Furthermore, the gas flow velocities can only be adjusted in the fixed bed reactor
design. For fluidized bed operation, the gas inlet velocities must be fixed to yield
defined flow characteristics.

To analyze process operation, two performance indicators were defined in this
work. The first indicator is the OSM utilization which is quantified by the differ-
ence of the spatial mean value of the reduction extent (α) at the end of each reaction
phase. In the reduction stage, the reduction extent should approach one to ensure the
highest OSM utilization. Equivalently, in the oxidation stage, the reduction extent
preferably approaches zero. The OSM utilization, denoted by XOSM, is defined by the
following term:

XOSM =αRed(t = tRed)−αOx(t = tOx) (6.50)

Thus, complete reduction of the OSM after the reduction stage and complete oxidation
of the OSM after the oxidation stage yields an OSM utilization of XOSM = 1. High
values for XOSM lead to reduced reactor size and costs as the OSM is used more
effectively.
The second performance indicator is the average CO concentration in the outlet gas
of during the oxidation stage which is defined by the following term,

xCO =
∫ tOx

0
x(g)

CO,out(t)dt (6.51)

where x(g)
CO,out(t) is the mole fraction of CO at the reactor outlet during the oxidation

phase. High average CO concentrations are preferable for downstream product pu-
rification.



90 Process design and optimization

0

1

α

tRed

α(tRed)

tOx

α(tOx)

Re
du

ct
io

n

O
xidation

time →

XOSM

Reduction extent

xCO

0

1

x(G)
CO

tOx

∫ t=tOx

t=0
x(G)

COdt

time →

Gas outlet concentration

Fig. 6.5 Illustration of the OSM utilization (XOSM, left) and the average CO concen-
tration (xCO, right) as an optimization target. For both performance indicators high
values are desirable.

The performance indicators are illustrated in Fig. 6.5. Both performance indica-
tors are important for efficient process operation. However, the two indicators are
competing and a trade-off solution must be found between these two values for both
reactor designs. To further ensure feasible and efficient operation, additional con-
straints are introduced in the following. The use of hydrogen in the reduction stage
should be minimized, since its sustainable production is the most energy consuming
step in the production of syngas via RWGSCL [176]. Thus, we define that the mole
fraction of H2 in the outlet stream during the reduction stage should not exceed a
value of x(g)

H2,out = 0.99. This ensures a reasonable H2 conversion in the reduction stage
and excessive H2 slip is minimized. Furthermore, a minimum outlet CO concentra-
tion should be ensured during the oxidation phase to allow for efficient downstream
purification. Downstream gas purification typically prefers a steady gas composi-
tion. In this work, the value for the minimum outlet CO concentration was set to
x(g)

CO,out = 0.1.

Optimization problems are formulated as the maximization of the previously de-
fined performance indicators under the mentioned operation constraints.
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Fixed bed reactor

Maximizing the OSM utilization XOSM:

max
tRed,tOx,v(g)

Red,v(g)
Ox

XOSM

s.t. Fixed bed model equations
tRed ≤ tOx

x(g)
H2,out(t)≤ 0.99

x(g)
CO,out(t)≥ 0.1

(6.52)

The decision variables for optimization of the fixed bed reactor are the period times
tRed and tOx as well as the gas inlet velocities v(g)

Red and v(g)
Ox for the reduction and the

oxidation stage, respectively.

Maximizing the average CO concentration xCO at the reactor outlet during the
oxidation stage:

max
tRed,tOx,v(g)

Red,v(g)
Ox

xCO

s.t. Fixed bed model equations
tRed ≤ tOx

x(g)
H2,out(t)≤ 0.99

x(g)
CO,out(t)≥ 0.1

(6.53)

Fluidized bed reactor

Maximizing the OSM utilization XOSM:

max
tRed,tOx

XOSM

s.t. Fluidized bed model equations
tRed ≤ tOx

x(g)
H2,out(t)≤ 0.99

x(g)
CO,out(t)≥ 0.1

(6.54)

For the fluidized bed reactor, the decision variables are only the period times tRed and
tOx for the reduction and the oxidation stage, respectively.
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Maximizing the average CO concentration xCO at the reactor outlet during the
oxidation stage:

max
tRed,tOx

xCO

s.t. Fluidized bed model equations
tRed ≤ tOx

x(g)
H2,out(t)≤ 0.99

x(g)
CO,out(t)≥ 0.1

(6.55)

6.1.6 Solution strategy

The model equations of the fixed and fluidized bed reactor designs are discretized
with the finite volume method (FVM). The resulting system of ordinary differential
equations (ODEs) is solved with the ode15s solver in MATLAB. Discretization and
subsequent solution of the ODE system was found to be faster than a full discretiza-
tion approach by Munera Parra et al. for a similar problem [138]. The piecewise
defined reaction rate equations yields a sudden (non-smooth) change in the reaction
rate when the gas composition changes from one side of chemical equilibrium to the
other. This can lead to a crash in standard numerical solvers like ode15s in MATLAB
since the rate expressions are not continuously differentiable. Thus, relaxation tech-
niques were used to approximate the piecewise defined functions by differentiable
functions (for further explanation see appendix A.5). To assess the real process per-
formance, the process has to be simulated several times until the cyclic steady-state
(CSS) is reached. The CSS solution is obtained by successive substitution, i.e. the end
state of one simulation is used for the initial values for the next simulation until the
CSS is reached. The criterion for CSS is defined as

L∑
z=0

(
x(s)

new(tRed, z)− x(s)
old(tRed, z)

)2 +
L∑

z=0

(
x(s)

new(tOx, z)− x(s)
old(tOx, z)

)2 < 1×10−3

Here, x(s)
new and x(s)

old denote the solid composition at the respective period time of the
reduction and oxidation phase, tRed and tOx. Thus, CSS is reached when the sum
of squared errors between the solids composition of the new and the old simulation
run is be below 1×10−3. Depending on the operating parameters, up to 50 simulation
runs have to be computed to reach CSS. The optimization problem is superimposed on
top of the simulation and was solved with MATLAB’s fminsearch function, where the
optimization constraints were formulated as penalty terms in the objective function.
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In each iteration step of the optimization, the process has to be simulated until CSS
is reached.

6.2 Results and discussion

The piecewise defined kinetic expressions coupled with the inherently dynamic be-
havior of the RWGSCL process give rise to complex phenomena which are analyzed
and discussed in the following. All the results given correspond to the cyclic steady
state condition.

6.2.1 Simulation

Process simulation is used prior to optimization to analyze and understand the gen-
eral process characteristics and behaviour. Therefore, the optimization constraints
discussed in Section 6.1.5 are not applied yet. Two different reaction regimes can be
established in the process: an equilibrium limited reaction regime and a rate limited
reaction regime. The first case is characterized by low gas velocity (long residence
time). Therefore, the gas entering the reactor reacts with the solid and reaches chem-
ical equilibrium almost instantly. Conversely, the rate limited reaction regime is char-
acterized by high gas velocity (short residence time). The reaction kinetics dominate
the process dynamics and the gas only reacts to a certain extent, i.e. chemical equi-
librium is not reached inside of the reactor. In Fig. 6.6, the simulation results for the
equilibrium limited reaction regime are depicted for the fixed bed reactor. In Fig. 6.6
the change of the reaction extent of the OSM throughout the reactor is depicted over
time. During reduction, two distinct reaction fronts can be identified, one from Fe to
FeO and another from FeO to FeO4/3. This leads to two composition changes in the gas
outlet as can be seen in Fig. 6.6. However, during oxidation the two reaction fronts
are overlapping and merge into one reaction front. Consequently, the gas outlet only
shows one composition change. Heidebrecht et al. conducted a wave analysis for a
cyclic water-gas shift reactor to investigate the behavior of reaction fronts [81]. It was
shown that the reaction front velocities depend mainly on the chemical equilibria and
the stoichiometry of the reactions. Under the conditions investigated in this work,
the two reaction fronts in the reduction stage have different velocities. This is due to
two reasons: 1) the equilibrium composition of second reaction step from FeO to Fe is
on the reactant side, i.e. Keq < 1 (see Fig. 6.4) and 1mol oxygen must be exchanged
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between the gas and the solid phase (compared to 1/3mol oxygen in the first reaction
step). The combination of these two factors leads to a low reaction front velocity. The
second reaction step is limiting and the two reaction fronts separate during reduc-
tion. Conversely, during oxidation the first reaction step from Fe to FeO is limiting
and therefore the two reaction fronts are moving with the same velocity. Notice that
complete reduction is achieved after about 128.5h while the material is completely ox-
idized after 93h already. Thus, continuous process operation with an OSM utilization
of 100% is not possible in this reaction regime when only two reactors are considered
because the regeneration stage (reduction) must be faster than the production stage
(oxidation).
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Fig. 6.6 Simulation results for the fixed bed reactor design with v(g)
Red = v(g)

Ox = 0.05m/s
and tRed = tOx = 150h (equilibrium limited reaction regime). Reduction extent α as
a function of time and axial coordinate z (top) and gas outlet concentration x(g)

α,out as
a function of time (bottom). Complete reduction and oxidation achieved after 128.5h
and 93h, respectively (XOSM = 100%). Inset indicates the gas flow direction in each
stage (reverse-flow).

Fig. 6.7 shows the simulation results for the rate limited reaction regime, i.e. high
gas velocities and short residence time. Neither for the reduction nor the oxidation
stage clear reaction fronts can be identified compared to the equilibrium limited re-
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action regime. Instead, both reaction steps occur simultaneously and the material is
gradually reduced and oxidized. The high gas velocities in both stages lead to period
times much shorter than under equilibrium limited reaction conditions. However, due
to the short residence time chemical equilibrium is not reached inside of the reactor
and the gas conversion decreases. This leads to a gradually decreasing CO concen-
tration in the gas outlet and a low average CO concentration during the oxidation
stage. Furthermore, the low conversion of H2 during the reduction stage leads to a
higher overall energy demand as H2 production is the most energy consuming part of
the overall process [176]. However, the unreacted H2 can be separated and recycled
easily by condensing the water in the outlet stream during reduction. An impor-
tant difference compared to the equilibrium limited case is that complete reduction is
achieved in less time (≈ 2.2h) than complete oxidation (≈ 3h). Consequently, in the
rate limited reaction regime a continuous process operation with an OSM utilization
of 100% is possible with only two reactors. It can be concluded that the overall process
behavior is strongly dependent on the selected gas inlet velocities.

For the fluidized bed reactor design, the gas flow velocities are fixed to v(g)
Red = v(g)

Ox =
0.6m/s to yield a bubbling fluidized bed behavior. Therefore, only one case was studied
here in contrast to the fixed bed reactor design. Fig. 6.8 shows the solid composition
as a function of time (under the investigated conditions the solids are perfectly mixed,
i.e. there is no spatial gradient along z). In both stages, the reaction steps proceed
consecutively, i.e. the second reaction step starts only after completion of the first
reaction step. This is due to the perfect mixing of the OSM inside the reactor. Fur-
thermore, the gas entering the reactor is in chemical equilibrium almost instantly
(see equilibrium limited reaction regime in the fixed bed case). In the beginning of
the reduction stage, the H2 outlet concentration is x(g)

H2
= 0.31 (corresponding to the

equilibrium concentration of the first reaction step from FeO4/3 to FeO). However,
as mentioned in Section 6.1.3, for reduction of FeO to Fe the H2 concentration must
be at least x(g)

H2
= 0.66. Thus, the reaction from FeO to Fe will not proceed since the

reduction potential of the gas is too low. The two reactions from Fe to FeO and from
FeO to FeO4/3 in the oxidation stage proceed in consecutively for the same reason.
This leads to two distinct concentration fronts in the gas outlet during oxidation and
reduction. Similarly to the fixed bed reactor design with low gas velocities, the re-
duction is shorter than the oxidation, i.e. complete reduction is achieved after 11.7h
while complete oxidation is achieved already after 7.4h. Therefore, with the fluidized
bed reactor configuration a continuous process operation with an OSM utilization of
100% is not achievable when only two reactors are considered.
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Fig. 6.7 Simulation results for the fixed bed reactor design with v(g)
Red = v(g)

Ox = 6m/s
and tRed = tOx = 4h (rate limited reaction regime). Reduction extent α as a function
of time and axial coordinate z (top) and gas outlet concentration x(g)

α,out as a func-
tion of time (bottom). Complete reduction and oxidation achieved after ≈ 2.2h and
≈ 3h, respectively (XOSM = 100%). Inset indicates the gas flow direction in each stage
(reverse-flow).



6.2 Results and discussion 97

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
0

0.5

1
tRed tOx

fu
ll

re
du

ct
io

n

fu
ll

ox
id

at
io

n

Fe

FeO Fe3O4

Cumulative cycle time, t / h

x(s
)

β

0 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
0

0.2

0.4

0.6

0.8

1

fu
ll

re
du

ct
io

n

fu
ll

ox
id

at
io

n
H2

H2O

CO
CO2

Cumulative cycle time, t / h

x(g
)

α
,o

ut

Fig. 6.8 Simulation results for the fluidized bed reactor design with v(g)
Red = v(g)

Ox =
0.6m/s and tRed = tOx = 15h. Reduction extent α as a function of time and ax-
ial coordinate z (top) and gas outlet concentration x(g)

α,out as a function of time (bot-
tom). Complete reduction and oxidation achieved after 11.6h and 7.3h, respectively
(XOSM = 100%).
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6.2.2 Optimization

Both reactor designs were optimized with regard to the average CO concentration
and the OSM utilization as defined in Section 6.1.5. The results for maximizing the
OSM utilization for the fixed bed reactor design (see equation (6.52)) are shown in
Fig. 6.9. A period time (tRed = 3.53h) and a gas velocity (v(g)

Red = 2.04m/s) are opti-
mal for reduction. Thus, the reduction stage is shorter than the oxidation stage as
specified by the constraints to enable quasi-continuous operation with only two re-
actors. The period time of the oxidation stage is longer (tOx = 4.90h) and a low gas
velocity (v(g)

Ox = 1.07m/s) is optimal. Thus, the reactor conditions during oxidation are
such that the gas composition is close to equilibrium. The optimal solution for the
maximum OSM utilization is XOSM = 98.6% with an average CO concentration of
xCO = 0.55. The outlet CO mole fraction stays relatively constant at xCO,out = 0.64 for
the first three hours of the oxidation stage and then gradually decreases.

The maximum achievable value for xCO in the fixed bed case is obtained by solving
equation (6.53). The results are shown in Fig. 6.10. Compared to Fig. 6.9 the reduction
stage is even shorter and the gas velocity higher while the reverse is true for the
oxidation stage. This leads to sharper reaction fronts during the oxidation stage,
which is beneficial for obtaining high average CO concentrations. The average CO
concentration under the chosen process constraints is xCO = 0.64 since the outlet mole
fraction xCO,out is constant during oxidation. This value is limited by the equilibrium
composition of the reaction from Fe to FeO (eq. (6.6)). However, the higher value for
xCO is achieved at the expense of the OSM utilization, which is decreased to XOSM =
83.9%. Even though low flow velocities during oxidation are beneficial for achieving
the highest possible value for xCO, they would result in large reactors to achieve high
throughput in industrial applications.

For the fluidized bed reactor, the optimal solutions of the problems defined by
equations (6.54) and (6.55) are very similar and therefore only the solution for maxi-
mum OSM utilization is depicted in Fig. 6.11. Maximizing the average CO concentra-
tion (equation (6.55)) yields slightly smaller values for tRed and tOx. Thus, the final
drop in the CO concentration at t > 10h seen in Fig. 6.11 disappears. The optimal
values for the two performance indicators are severely limited to XOSM = 62.4% and
xCO = 0.429 for the fluidized bed reactor design, respectively. This is due to two rea-
sons: 1) the slower kinetics of reduction compared to oxidation 2) fixed gas flow veloc-
ity due to fluidization constraints limiting the degrees of freedom for process control
compared to the fixed bed reactor design. Solutions where tRed = tOx are generally
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Fig. 6.9 Reduction extent α for the fixed bed reactor design for v(g)
Red = 2.04m/s,

v(g)
Ox = 1.07m/s, tRed = 3.53h and tOx = 4.90h (optimization results for eq. (6.52)) as

a function of time and axial coordinate z (top) and gas outlet concentration x(g)
α,out as

a function of time (bottom). Maximum OSM utilization is XOSM = 98.6% with an
average CO concentration of xCO = 0.55.
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Fig. 6.10 Reduction extent α for the fixed bed reactor design for v(g)
Red = 2.44m/s,

v(g)
Ox = 0.51m/s, tRed = 2.62h and tOx = 7.51h (optimization results for eq. (6.53)) as

a function of time and axial coordinate z (top) and gas outlet concentration x(g)
α,out as

a function of time (bottom). The maximum achievable average CO concentration is
xCO = 0.64 with an OSM utilization of XOSM = 83.9%.
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superior to solutions where tRed < tOx, since a shorter reduction period time compared
to the oxidation period time decreases the OSM utilization leading to a lower average
CO concentration. Solutions with tRed > tOx would theoretically yield better results
but are prohibited because in this work only two reactors are allowed. The results
in Fig. 6.11 show that during reduction, the maximum mole fraction of Fe is only
x(s)

Fe ≈ 0.5. However, during oxidation the reaction step from Fe to FeO (see eq. (6.6))
yields the highest possible CO concentration in the gas outlet. This favorable reaction
step from Fe to FeO can not be completely used under the constraints of the fluidized
bed. Therefore, the average CO concentration and the OSM utilization are strongly
decreased in the fluidized bed reactor case compared to the fixed bed reactor case.
For higher values for xCO and XOSM, a different OSM with more favorable kinetics or
more than two reactors would be required.
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Fig. 6.11 Solid composition x(s)
β

for the fluidized bed reactor design for v(g)
Red = v(g)

Ox =
0.6m/s and tRed = tOx = 5.23h (optimization results for eq. (6.54)) as a function of
time (top) and gas outlet concentration x(g)

α,out as a function of time (bottom). OSM
utilization is XOSM = 43.6% with an average CO concentration of xCO = 0.36.

The optimal results of problems (6.52) to (6.55) are summarized in Table 6.1. The
gas conversions of H2 during reduction (XH2) and of CO2 during oxidation (XCO2)
are given in addition to the performance criteria. Theoretically, a total amount of
25.6kmol of CO2 could be converted stoichiometrically with the given amount of OSM.
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The gas conversion of CO2 is higher but the H2 conversion is lower in the fixed bed
reactor compared to the fluidized bed reactor. The total molar flow of CO for each case
is calculated using the following equation

ṄCO = 4
3

mOSMXOSM

M(s)tOx
, (6.56)

where mOSM is the total amount of material in the reactor (2059.1kg). It can be seen
that the fixed bed reactor with maximum OSM utilization produces 8.25kmolCO/h
which is almost twice as much as the alternatives.

Table 6.1 Summary of process parameters and performance criteria for the fixed and
fluidized bed reactor design optimization cases defined by equations (6.52) to (6.55).
In both cases, v(g) denotes the respective superficial gas velocity. The total amount of
material in the reactor is 2059.1kg in both cases. The conversion of H2 during the
reduction stage and of CO2 during the oxidation stage are denoted by XH2 and XCO2 ,
respectively.

Fixed Bed Fixed Bed Fluidized Bed Fluidized Bed
max XOSM max xCO max XOSM max xCO

tRed [h] 3.53 2.62 5.23 4.42
tOx [h] 4.90 7.51 5.23 4.42

v(g)
Red [m/s] 2.04 2.44 0.60 0.60
v(g)

Ox [m/s] 1.07 0.51 0.60 0.60
XOSM [−] 0.986 0.839 0.624 0.531

xCO [−] 0.547 0.644 0.426 0.429
XH2 [−] 0.400 0.384 0.423 0.426

XCO2 [−] 0.547 0.644 0.423 0.426
ṄCO [kmol/h] 8.25 4.58 4.89 4.92

Fig. 6.12 shows the Pareto plot for the fixed and fluidized bed reactor designs with
regard to the average CO concentration and the OSM utilization. The circles indicate
the solution which maximizes one of the two objectives (discussed previously). As il-
lustrated in Fig. 6.12 the fixed bed reactor design is strictly superior to the fluidized
bed reactor design with regard to both performance indicators. The maximum aver-
age CO concentration is limited by thermodynamics to 0.644 and the OSM utilization
cannot be increased above 0.986 without violating the optimization constraints. The
Pareto optimal front for the fluidized bed reactor design is small and nearly insen-
sitive to changes in the OSM utilization, i.e. for all solutions, the average CO con-
centration is nearly the same. The solution of the optimization problems defined by



6.3 Conclusions 103

equations (6.54) and (6.55) lie close to each other on the Pareto front. The Pareto plot
illustrates that the performance of the fluidized bed reactor design is severely limited
if only two reactors are available with the investigated OSM. The fixed bed reactor
allows for greater operational freedom with the control of the gas flows and therefore
yields higher values for both performance indicators. However, in this work practical
challenges of operation like excessive material deactivation by sintering as well as
elutration and attrition are not discussed.
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Fig. 6.12 Pareto plot of the optimal solutions for the average CO concentration and
OSM utilization for the fixed bed (blue) and fluidized bed (red) reactor designs. Circles
indicate the solution, which maximizes one of the two objectives.

6.3 Conclusions

The RWGSCL process was mathematically described using dynamic, one dimensional
models for fixed bed and fluidized bed reactor configurations assuming only two reac-
tors each for quasi-continuous production of CO. It was shown for the fixed bed reactor
that under equivalent inlet gas concentrations the reduction is slower in an equilib-
rium limited reaction regime and faster in a rate limited reaction regime compared
to the oxidation. The equilibrium limited reaction regime was shown to be advan-
tageous during oxidation in the fixed bed reactor case, since high CO concentrations
can be reached when distinct reaction fronts are present. This result was analyzed
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in detail in a subsequent optimization of the process. Therefore, two performance in-
dicators were defined, the OSM utilization and the average CO concentration. The
optimization results were compared in a Pareto plot. The fixed bed reactor configura-
tion yielded better results for both performance indicators compared to the fluidized
bed reactor configuration. The performance of the fluidized bed reactor design was
severely limited because the gas flow velocities were fixed by the hydrodynamics and,
therefore, less control variables were available for optimization. The maximum per-
formance potential of chemical looping systems in general strongly depends on the
dynamics of the system. If the regeneration stage is limiting, higher degrees of op-
erational freedom are needed to achieve high performance. Thus, material design
and selection for chemical looping processes should consider that it is important that
the regeneration stage of the cycle should ideally be faster than the production stage.
The insights gained from this detailed analysis are applicable to comparable chemical
looping systems.
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Perfection is achieved not when there is
nothing left to add, but when there is
nothing left to take away.

Antoine de Saint-Exupéry

While there are many aspects of the process that were investigated and analyzed
in this thesis, just as many open questions remain to be answered. This last chap-
ter concludes the work and puts the findings of this thesis into the larger scope of
sustainability.

7.1 Concluding remarks

RWGSCL for CO2 utilization is a novel process in which the concept of chemical loop-
ing is applied to the RWGS reaction resulting in a two-step, quasi-continuous process
with inherent product separation. In that way, RWGSCL is an intensified version of
the conventional RWGS reaction that avoids side reactions and potentially simplifies
product separation. The RWGS reaction itself is interesting within the scope of sus-
tainability because it enables the production of syngas from CO2. Substituting fossil
feedstocks for CO2 to produce syngas is a critical step towards closing the carbon loop
and for achieving a stable level of CO2 in the atmosphere.

In Chapter 3 it is shown how thermodynamic principles can be used to evaluate
potential candidate materials for RWGSCL. More specifically, it is argued why there
is no material that allows for complete conversion in both process steps (oxidation and
reduction) under isothermal conditions. The underlying RWGS reaction brings with it
thermodynamic limitations that can not be overcome by applying the chemical looping
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concept alone. However, thermodynamic methods still provide valuable information
about which material is most suitable from a thermodynamic perspective.

A sustainable syngas production scenario based on CO2, H2 and renewable energy
is illustrated in Chapter 4. Realistic process efficiencies were applied to all process
units to estimate the overall energy efficiency of converting solar energy into syngas.
The solar-to-syngas efficiency was estimated to be up to 13.7% for RWGSCL which
is comparable to the estimated efficiency of the main competing process, STL. Fur-
thermore, it was shown that the energy consumption of RWGSCL is up to 54% lower
compared to the RWGS reaction (in the reactor/separator sequence). The best results
were obtained for the production of pure CO. The advantage of RWGSCL over the
conventional RWGS reaction decreases when the desired H2/CO ratio is increased.
It was the first quantitative study regarding the energy efficiency of the RWGSCL
process.

Once it was concluded that RWGSCL is competitive with regard to energy effi-
ciency the process concept was verified experimentally with the chosen OSM from
Chapter 3. The main focus of Chapter 5 was to obtain kinetic information for the
oxidation and reduction reactions. Furthermore, the long time stability of the modi-
fied iron oxide was assessed. Complete oxidation and reduction from Fe to Fe3O4 vice
versa was observed for a 500 times cycled material sample.

The obtained kinetic information obtained in Chapter 5 allowed the logical con-
tinuation of the work towards process design. In Chapter 6 fixed bed and fluidized
bed reactor designs for the RWGSCL process are compared by rigorous process mod-
eling and optimization. The main finding of Chapter 6 was that the fixed bed reactor
yields superior performance compared to the fluidized bed reactor because the fixed
bed reactor offers more flexible control opportunities. The results show the impor-
tance of the interplay between process kinetics and thermodynamic limitations for
optimal reactor operation, which has not been investigated before for the RWGSCL
process. Another major topic of Chapter 6 was the formulation of thermodynamically
consistent reaction rate expressions for the RWGSCL process. Equilibrium-limited
gas-solid reactions are a very special case of reactions that require non-standard re-
action rate expressions. It was shown how these expressions can be derived. The
proposed work flow can be applied to other equilibrium-limited gas-solid reactions as
well.

The main achievements of this thesis may be summarized as follows:
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• A framework for the rational selection OSMs for RWGSCL based on thermody-
namic principles is proposed

• Proof of concept for the RWGSCL process by thermodynamic analysis of the
entire production chain from renewables to syngas

• Characterization of iron oxide as OSM by advanced experimental methods

• Kinetic modeling and parameter estimation based on thermogravimetric data

• A new derivation for thermodynamically consistent reaction rate expressions
for equilibrium limited gas-solid reactions is proposed

• Dynamic modeling and simulation of fixed and fluidized bed reactor designs for
RWGSCL including a comparison with STL

7.2 Outlook and future research areas

The need of technologies that disrupt the prevailing take-make-dispose paradigm to
pave the way for a sustainable, circular economy has never been higher and it is grow-
ing steadily. However, environmental reasons as discussed in the Chapter 1 are only
one side of the coin. Economic drivers are increasingly seen as equally important. In
a 2015 report by the consultant firm McKinsey & Company, the economic opportuni-
ties of transitioning from a linear to a sustainable, circular economy are highlighted
(for Europe) [3]. Whether humankind will shift towards sustainability and how long
it will take to get there will arguably depend more on economic incentives than on
environmental ones in the foreseeable future.

One of the most important economic driving forces for adoption of CCU processes
in the chemical industry is their energy efficiency. In this thesis, the energy efficiency
of the RWGSCL process is estimated for a possible future scenario where syngas is
produced solely from CO2, H2 and solar energy. While the energy efficiency gives some
implications about the approximate operating costs of RWGSCL, there is as of yet no
detailed cost analysis available that compares the RWGSCL process to the traditional
RWGS reaction or STL. This will be another important topic to be investigated in the
future not only for RWGSCL but for many other CCU processes as well. Apart from
that, there are many other aspects that were not investigated in this thesis due to
the restriction of time and space. A selection of aspects that seem worth further
investigation is briefly discussed in the following.
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First, further research is required to improve the RWGSCL process. The theo-
retical findings of this thesis must be verified in a pilot plant. Possible deviations
from the expected behavior must be thoroughly analyzed and included in the model.
Repeated cycling and quasi steady-state operation must be realized on a small scale
before larger plants can be designed. The influence of pressure is of particular inter-
est as it was not investigated in this thesis. The main reason is because the reactions
are all equimolar and, therefore, the pressure has no influence on the chemical equi-
lbrium. However, the pressure might have a beneficial effect on the reaction rates.
In fact, it is known that a pressure increase leads to higher reaction rates in the tra-
ditional RWGS reaction [19]. Furthermore, the total throughput must be increased
to allow an industrial scale operation. Increasing the material stability to sustain
prolonged cycling in an industrial scale reactor is one of the most urgent topics for
chemical looping applications in general. Regarding OSM research it would also be
interesting to screen more materials to check if there are other suitable OSMs apart
from iron oxide. In particular, the influence of dopants on the thermodynamic prop-
erties of pure metal oxides must be known to be able to shift the OSM properties in
favorable directions (e.g. taylor-made materials based on findings from computational
chemistry). In this way, a whole new range of materials could be investigated for the
RWGSCL process.

On a broader scale it would be interesting to research alternative ways to over-
come the equilibrium limitation in the reduction and oxidation reactions to obtain
full conversion. Temperature swings between the reduction and oxidation stage are
one possible option but as was argued in Chapter 6 heat recovery is a big problem
and a source of large exergy losses. Integrated reactor-separator concepts based on
membranes or additional materials that influence the gas composition in a favorable
way (e.g. by adsorption and desorption of products) could potentially help to overcome
the equilibrium limitations and make the RGWSCL more energy efficient. Unless full
conversion is achieved in RWGSCL the maximum potential of the process can not be
used because the product gases must still be separated (see Chapter 4) as in the tradi-
tional RWGS reaction (even though only two products must be separated in RWGSCL
instead of four).

The adoption of RWGSCL (and CCU process in general) in real industrial pro-
cesses is dependent on several other factors (apart from energy efficiency, material
stability, etc.) that go beyond the scope of pure engineering (e.g. economics, politics,
etc.) and which can hardly be assessed. Most notably, the dynamic nature of RWGSCL
poses a strong barrier for adoption in industry as steady-state operation is preferred
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in almost all industrial sectors. After all, the simplicity of the traditional RWGS reac-
tion for CO2 utilization (heterogeneously catalyzed gas phase reaction that allows for
steady-state operation) may outweigh the potential benefits of the RWGSCL concept
in an industrial setting.

The upcoming decades will be critical for the transition from a linear to a circu-
lar economy. It will be interesting to see whether RWGSCL or (any other chemical
looping process) will stand the test of time or if other technologies for CO2 utilization
processes will emerge and prove to be more efficient. However, as long as our whole
economy is based on carbon, closing the carbon loop is of paramount importance for
a sustainable future. Within this grand challenge, RWGSCL may be one of many
processes that help to achieve this goal.
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A.1 Minimum conversion for OSM selection

The chemical equations in Figures Fig. 3.5 and Fig. 3.4 can be generalized as follows:

Reduction: MeyOx +H2 
MeyOx−1 +H2O (A.1)

Oxidation: MeyOx−1 +CO2 
MeyOx +CO (A.2)

In that way, the stoichiometric numbers of the gas phase components are always one.
Therefore, the equilibrium constant for the reduction reaction (eq. (A.1)) can be writ-
ten as

Keq =
xH2O

xH2

. (A.3)

Since only H2 and H2O are present during OSM reduction it follows that xH2 = 1−
xH2O. Thus, equation A.3 can be reformulated to

Keq =
xH2O

1− xH2O
. (A.4)

Assuming that pure H2 is present at the start of the reaction (nH2(t = 0) = 1), the H2

equilibrium conversion (XH2) can be calculated by

XH2 = 1− nH2(t =∞)
nH2(t = 0)

= 1− xH2(t =∞)
xH2(t = 0)

= 1− xH2(t =∞)= xH2O (A.5)
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Therefore, the equilibrium constant is related to XH2 by

Keq =
XH2

1− XH2

. (A.6)

Inserting the general definition of the equilibrium constant yields

exp
(−∆R g

RT

)
= XH2

1− XH2

. (A.7)

To achieve a minimum value for XH2,min at any temperature T the Gibbs free en-
ergy of reaction must be smaller than a maximum value (∆R gmax) which is found by
rearranging equation (A.7):

∆R gmax =− ln
( XH2,min

1− XH2,min

)
RT. (A.8)

Thus, for all values below ∆R gmax a minimum H2 equilibrium conversion is ensured
(shaded area in Fig. 3.5). Similarly ∆R gmax can be calculated for the oxidation reac-
tion (eq. (A.2)) to yield the shaded area in Fig. 3.4.

A.2 TGA model for parameter estimation

A.2.1 Balance equations

For the ease of modeling, equations (5.2) and (5.1) were normalized so that the oxi-
dized state of iron oxide has one iron atom. Thus, the considered reactions for oxida-
tion and reduction are given by equations (A.9) and (A.10), respectively.

Oxidation: Fe+4/3CO2 
FeO4/3 +4/3CO (A.9)

Reduction: FeO4/3 +4/3H2 
Fe+4/3H2O (A.10)
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The mole balances used to describe the TG unit are given in terms of mole fractions
for the gas (x(g)

α ) and solid phase (x(s)
β

) according to equations (A.11) and (A.12).

dx(g)
α

dt
= Ḟ

VTG

(
x(g)
α,in − x(g)

α

)
+ mOSM

c(g)
t VTG

να,krk ∀α= {CO,CO2,H2,H2O} (A.11)

dx(s)
β

dt
= MOSMνβ,krk ∀β= {Fe,FeO4/3} (A.12)

Here, index k = {Ox,Red} for oxidation (eq. (A.9)) and reduction (eq. (A.10)), respec-
tively. Ḟ is the total gas flow rate, which was 120ml/min for all experiments and VTG

is the volume of the thermogravimetry unit (38ml). The mole fractions of the inlet
gas stream are denoted by x(g)

α,in. The total gas concentration, c(g)
t , is calculated from

the ideal gas law according to

c(g)
t = p

RT
, (A.13)

where R is the universal gas constant and p and T are the system pressure and
temperature, respectively. Since the process is operated at high temperature and
ambient pressure, the use of the ideal gas law is justified. The mass mOSM and the
molar mass MOSM of the OSM at each point in time can be calculated by equations
(A.14) and (A.15).

mOSM = w(s)
FemFe +w(s)

FeO4/3
mFeO4/3 (A.14)

MOSM = x(s)
FeMFe + x(s)

FeO4/3
MFeO4/3 (A.15)

Here, w denotes the mass fraction, which can be calculated from the mole according
to

w(s)
β

=
x(s)
β

M(s)
β∑

β x(s)
β

M(s)
β

∀β= {Fe,FeO4/3} . (A.16)
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A.2.2 Kinetics

The reaction rates for oxidation and reduction are described by the following equa-
tions, respectively

rOx = kOx f (ξOx)xmOx
CO2

(A.17)

rRed = kRed f (ξRed)xmRed
H2

, (A.18)

where kOx and kRed are the kinetic constants for the oxidation and reduction reaction,
respectively. Their temperature dependency is described by the Arrhenius equation:

k = k0 exp
(
− EA

RT

)
(A.19)

The function f (ξ) for the reaction extent of oxidation and reduction is depending on
the reaction model used (see Table 5.1). The reaction extents for oxidation (ξOx) and
reduction (ξRed) are equal to 1− xFeO4/3 and 1− xFe, respectively. The influence of the
reactive gas mole fraction is described by xmOx

CO2
and xmRed

H2
. The reaction rates are,

therefore, functions of the temperature T, the reaction extent ξ, and the reactive gas
mole fractions xH2 and xCO2 .

A.3 Fixed bed model derivation

Gas Phase

Starting point for the model derivation is the local partial mass balance in one spatial
dimension for the gas phase (G)

∂ρ
(g)
α

∂t
=− ∂

∂z

(
ρ

(g)
α v(g) + j(g)

α

)
+σM

α ∀α= {H2,H2O,CO,CO2} , (A.20)
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where ρ
(g)
α is the local mass density of component α (

[
ρ

(g)
α

]
= kg/m3

Reactor), v(g) the

gas phase superficial velocity, j(g)
α the diffusive flux and σM

α the specific source term
(
[
σM
α

]= kg/m3/s). Assuming that diffusion can be neglected because of high gas veloc-
ity, eq. (A.20) reduces to

∂ρ
(g)
α

∂t
=− ∂

∂z

(
ρ

(g)
α v(g)

)
+σM

α . (A.21)

The gas phase velocity v(g) can be calculated starting from the local total mass balance
of the gas phase

∂ρ(g)

∂t
=− ∂

∂z

(
ρ(g)v(g)

)
(A.22)

by introducing the ideal gas law and assuming isothermal and isobaric operation of
the reactor. In this case, the local total mass density of the gas, ρ(g), is constant and
eq. (A.22) reduces to

0= ∂v(g)

∂z
, (A.23)

i.e. v(g) is constant throughout the reactor. The superficial gas phase velocity v(g)

and the void fraction ε can be used to calculate the interstitial gas phase velocity v(g)
int

(velocity in the gas void volume) by

v(g)
int =

v(g)

ε
. (A.24)

With ρ
(g)
α = c(g)

t Mαx(g)
α ε, eq. (A.21) can be rewritten as

∂

∂t

(
c(g)

t Mαx(g)
α ε

)
=− ∂

∂z

(
c(g)

t Mαx(g)
α εv(g)

int

)
+σM

α =− ∂

∂z

(
c(g)

t Mαx(g)
α v(g)

)
+σM

α , (A.25)
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where c(g)
t is the molar concentration of the gas phase, Mα the molar mass of com-

ponent α, x(g)
α the gas phase mole fraction of component α and ε the fixed bed void

fraction ([ε] = m3
Gas/m

3
Reactor). Here, c(g)

t , Mα and ε are constant. Furthermore, the
specific source term σM

α for the gas phase is defined as

σM
α = Mα

NR∑
j
να, jr j,eff. (A.26)

Eq. (A.25) and (A.26) can be rearranged to yield

∂x(g)
α

∂t
=−v(g)

ε

∂x(g)
α

∂z
+ 1

εc(g)
t

NR∑
j
να, jr j,eff. (A.27)

Here, να, j is the stoichiometric coefficient of component α in reaction j and r j,eff is
the corresponding effective reaction rate. NR denotes the total number of reactions
considered. For gas-solid reactions, the reaction rate is often expressed in terms of
mol/kg/s. However, in eq. (A.27) the reaction rate is given as

[
r j,eff

] = mol/m3/s. To
convert between the rate expressions, the solid phase density ρ(s) and the fixed bed
void fraction can be used according to

r j,eff = (1−ε)ρ(s)rM
j,eff. (A.28)

Here rM
j,eff denotes the reaction rate in terms of mol/kg/s. The effective reaction rate

rM
j,eff is related to the intrinsic reaction rate rM

j by the effectiveness factor ηeff:

rM
j,eff = ηeffrM

j (A.29)

The effectiveness factor is introduced to account for mass transfer resistances in the
pores of the oxygen storage material and the resulting decrease in reactivity. Com-
bining equations (A.28) and (A.29) with eq. (A.27) yields the final balance in form of
the gas mole fractions:

∂x(g)
α

∂t
=−v(g)

ε

∂x(g)
α

∂z
+ (1−ε)

ε

ρ(s)

c(g)
t

ηeff

NR∑
j
να, jrM

j ∀α= {H2,H2O,CO,CO2}

(A.30)
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Solid phase

The derivation of the model equation for the solid phase (S) is analogous to the gas
phase. The local partial mass balance in one spatial dimension for the solid phase (S)
reads

∂ρ(s)
β

∂t
=− ∂

∂z

(
ρ(s)
β

v(s) + j(s)
β

)
+σM

β ∀β= {Fe,FeO,FeO4/3} . (A.31)

Since the solid phase is a fixed bed it follows that v(s) = 0. Assuming that diffusion
can be neglected in the solid phase, eq. (A.31) reduces to

∂ρ(s)
β

∂t
=σM

β . (A.32)

With ρ(s)
β

= c(s)
t Mβx(s)

β
(1−ε), eq. (A.32) can be rewritten as

∂

∂t

(
c(s)

t Mβx(s)
β

(1−ε)
)
=σM

β , (A.33)

where c(s)
t , Mβ and ε are constant. The specific source term σM

β
for the solid phase is

defined as

σM
β =Mβ

NR∑
j
νβ, jr j,eff. (A.34)

Introducing eqs. (A.28) and (A.29) and rearranging leads to the final balance in form
of the solid mole fractions:

∂x(s)
β

∂t
= (1−ε)ρ(s)

(1−ε)c(s)
t

ηeff

NR∑
j
νβ, jrM

j = M(s)ηeff

NR∑
j
νβ, jrM

j

∀β= {Fe,FeO,FeO4/3} (A.35)

Model discretization

The finite volume method (FVM) was used to discretize the derived model equations
spatially to yield a coupled ODE system, which was solved in MATLAB (ode15s).
Piecewise constant functions were assumed for the system variables x(g)

α and x(s)
β

and
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an upwind scheme was used because of the defined flow direction. The inlet condition
for x(g)

α is used as a boundary condition:

x(g)
α

∣∣∣
z=0

= x(g)
α,in (A.36)

The discretization scheme with equidistant spacing of the finite volumes is illustrated
in Fig. A.1. The following ODE system is derived:

x(g)
α,in

x(g)
α,out

z

z1 = 0
x(g)
α,1 x(s)

β,1

z2

x(g)
α,2 x(s)

β,2

z3

zi−1

x(g)
α,i−1 x(s)

β,i−1

zi

x(g)
α,i x(s)

β,i

zi+1

x(g)
α,i+1 x(s)

β,i+1

zi+2

zn−1

x(g)
α,n−1 x(s)

β,n−1

zn

x(g)
α,n x(s)

β,n

zn+1 = L

∆z

Fig. A.1 Discretization scheme for the fixed bed reactor model with equidistant spac-
ing. Gas phase depicted in white and solid phase in gray.
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dx(g)
α,1

dt
=− v(g)

ε∆z

(
x(g)
α,1 − x(g)

α,in

)
+ (1−ε)

ε

ρ(s)

c(g)
t

ηeff

NR∑
j
να, jrM

j (x(g)
α,1, x(s)

β,1) (A.37)

dx(g)
α,i

dt
=− v(g)

ε∆z

(
x(g)
α,i − x(g)

α,i−1

)
+ (1−ε)

ε

ρ(s)

c(g)
t

ηeff

NR∑
j
να, jrM

j (x(g)
α,i, x(s)

β,i) ∀i = 2 . . . NFV (A.38)

dx(s)
β,i

dt
= M(s)ηeff

NR∑
j
νβ, jrM

j (x(g)
α,i, x(s)

β,i) ∀i = 1 . . . NFV (A.39)

Here, i indicates the number of finite volumes ranging from 1 to NFV . In this work,
50 finite elements were used for simulation and optimization. This number was found
to be most efficient while granting accurate results.

A.4 Two-region fluidized bed model derivation

Bubble Region

The local partial mass balance in one spatial dimension for the gas phase in the bubble
region (b) can be stated as follows:

∂ρ(b)
α

∂t
=− ∂

∂z

(
ρ(b)
α v(b) + j(b)

α

)
+σM

α ∀α= {H2,H2O,CO,CO2} , (A.40)

where ρ(b)
α is the local mass density of component α (

[
ρ(b)
α

]
= kg/m3

Reactor), v(b) the rise

velocity of bubble gas, j(b)
α the diffusive flux and σM

α the specific source term (
[
σM
α

] =
kg/m3/s). Assuming that diffusion can be neglected because of high gas velocity and
that no reaction occurs in the bubble region, eq. (A.40) reduces to

∂ρ(b)
α

∂t
=− ∂

∂z

(
ρ(b)
α v(b)

)
. (A.41)

With ρ(b)
α = c(b)

α Mαδ, eq. (A.41) can be rewritten as

∂

∂t

(
c(b)
α Mαδ

)
=− ∂

∂z

(
c(b)
α Mαδv(b)

)
, (A.42)
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where c(b)
t is the molar concentration of component α in the gas of the bubble region,

Mα the molar mass of component α and δ the bubble fraction ([δ] = m3
Bubble/m3

Reactor).
Here, Mα, δ and v(b) are assumed to be constant. Furthermore, a bubble-emulsion
mass interchange term is inserted to describe the mass flow between the two regions:

δ
∂c(b)

α

∂t
=−δv(b)∂c(b)

α

∂z
−δK (be)

(
c(b)
α − c(e)

α

)
(A.43)

Here, K (be) denotes the bubble-emulsion gas interchange coefficient (
[
K (be)]= 1/s) and

c(e)
α the molar gas concentration in the emulsion region. It is assumed that the ideal

gas law holds, such that the total gas concentration in both regions is equal:

c(b)
t = c(e)

t = c(g)
t (A.44)

Rearranging yields the final equation in form of the gas phase mole fractions in the
bubble region:

∂x(b)
α

∂t
=−v(b)∂x(b)

α

∂z
−K (be)

(
x(b)
α − x(e)

α

)
(A.45)

Emulsion region

Gas phase

For the gas phase in the emulsion region (e), a similar derivation is used starting from
the local partial mass balance in one spatial dimension:

∂ρ(e)
α

∂t
=− ∂

∂z

(
ρ(e)
α v(e) + j(e)

α

)
+σM

α ∀α= {H2,H2O,CO,CO2} , (A.46)

where ρ(e)
α is the local mass density of component α (

[
ρ(e)
α

]
= kg/m3

Reactor), v(e) the

emulsion region gas velocity, j(e)
α the diffusive flux and σM

α the specific source term
(
[
σM
α

]= kg/m3/s). Assuming that diffusion can be neglected because of high gas veloc-
ity, eq. (A.46) reduces to

∂ρ(e)
α

∂t
=− ∂

∂z

(
ρ(e)
α v(e)

)
+σM

α . (A.47)
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With ρ(e)
α = c(e)

α Mα(1−δ)εmf and eq. (A.26), eq. (A.47) can be rewritten as

∂

∂t

(
c(e)
α Mα(1−δ)εmf

)
=− ∂

∂z

(
c(e)
α Mα(1−δ)εmfv(e)

)
+Mα

NR∑
j
να, jr j. (A.48)

Here, εmf denotes the minimum fluidization void fraction ([εmf] = m3
Gas/m

3
Emulsion). In

fluidized bed operation, the effectiveness factor ηeff is assumed to be unity, such that
rM

j,eff = rM
j . This assumption is realistic because in fluidized bed reactors the mass

and heat transfer resistance is minimized by vigorous mixing and a small particle
size [168]. To convert from

[
r j

]= mol/m3/s to
[
rM

j

]
= mol/kg/s, the following equation

is used:

r j =(1−δ)(1−εmf)ρ(s)rM
j (A.49)

Rearranging eq. (A.48) yields:

(1−δ)εmf
∂c(e)

α

∂t
=− (1−δ)εmfv(e)∂c(e)

α

∂z
+ (1−δ)(1−εmf)ρ(s)

NR∑
j
να, jrM

j . (A.50)

Again, a bubble-emulsion mass interchange term is inserted to describe the mass flow
between the two regions:

(1−δ)εmf
∂c(e)

α

∂t
=− (1−δ)εmfv(e)∂c(e)

α

∂z
. . .

+δK (be)
(
c(b)
α − c(e)

α

)
+ (1−δ)(1−εmf)ρ(s)

NR∑
j
να, jrM

j (A.51)

Using eq. (A.44) and rearranging, the final equation in form of the gas phase mole
fractions in the emulsion region:

∂x(e)
α

∂t
=−v(e)∂x(e)

α

∂z
+ δ

(1−δ)εmf
K (be)

(
x(b)
α − x(e)

α

)
. . .

+ 1−εmf

εmf

ρ(s)

c(g)
t

NR∑
j
να, jrM

j (A.52)
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Solid phase

For the solid phase in the emulsion region (S), the dispersion model is used according
to Kunii and Levenspiel [111] with an additional reaction term:

∂ρ(s)
β

∂t
=D(s)

v

∂2ρ(s)
β

∂z2 +σM
β ∀β= {Fe,FeO,FeO4/3} , (A.53)

where ρ(s)
β

is the local mass density of component β (
[
ρ(s)
β

]
= kg/m3

Reactor), D(s)
v the

average vertical dispersion coefficient for the solid and σM
β

the specific source term

(
[
σM
β

]
= kg/m3/s).With ρ(s)

β
= c(s)

t x(s)
β

Mβ(1−εmf)(1−δ), eq. (A.53) can be rearranged to

∂

∂t

(
c(s)

t x(s)
β

Mβ(1−εmf)(1−δ)
)
=D(s)

v
∂2

∂z2

(
c(s)

t x(s)
β

Mβ(1−εmf)(1−δ)
)
+σM

β , (A.54)

where c(s)
t is the total concentration of the solid. Eq. (A.34) is introduced to describe

the reaction term:

∂

∂t

(
c(s)

t x(s)
β

Mβ(1−εmf)(1−δ)
)
=D(s)

v
∂2

∂z2

(
c(s)

t x(s)
β

Mβ(1−εmf)(1−δ)
)
+Mβ

NR∑
j
νβ, jr j.

(A.55)

To convert from
[
r j

] = mol/m3/s to
[
rM

j

]
= mol/kg/s, eq. (A.49) is used. Rearranging

yields:

∂x(s)
β

∂t
=D(s)

v

∂2x(s)
β

∂z2 + ρ(s)

c(s)
t

NR∑
j
νβ, jrM

j . (A.56)

Noting that ρ(s)/c(s)
t = M(s) yields the final equation in form of the solid phase mole

fractions in the emulsion region:

∂x(s)
β

∂t
=D(s)

v

∂2x(s)
β

∂z2 +M(s)
NR∑

j
νβ, jrM

j (A.57)
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Model discretization

The finite volume method (FVM) was used to discretize the derived model equations
spatially to yield a coupled ODE system, which was solved in MATLAB (ode15s).
Piecewise constant functions were assumed for the system variables x(b)

α , x(e)
α and x(s)

β

and an upwind scheme was used because of the defined flow direction. Dispersion was
assumed to be limited inside the reactor, such that the following boundary conditions
for x(s)

β
(no axial dispersion at the reactor inlet and outlet) can be formulated:

∂x(s)
β

∂z

∣∣∣∣∣∣
z=0

= 0 (A.58)

∂x(s)
β

∂z

∣∣∣∣∣∣
z=L

= 0 (A.59)

For x(b)
α and x(e)

α the inlet conditions are used as boundary conditions. The discretiza-
tion scheme with equidistant spacing of the finite volumes is illustrated in Fig. A.2.
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x(g)
α,in

x(g)
α,out

z

z1 = 0
x(b)
α,1 x(e)

α,1 x(s)
β,1

z2

x(b)
α,2 x(e)

α,2 x(s)
β,2

z3

zi−1

x(b)
α,i−1 x(e)

α,i−1 x(s)
β,i−1

zi

x(b)
α,i x(e)

α,i x(s)
β,i

zi+1

x(b)
α,i+1 x(e)

α,i+1 x(s)
β,i+1

zi+2

zn−1

x(b)
α,n−1 x(e)

α,n−1 x(s)
β,n−1

zn

x(b)
α,n x(e)

α,n x(s)
β,n

zn+1 = L

∆z

Fig. A.2 Discretization scheme for the two-region fluidized bed reactor model with
equidistant spacing. The bubble region is depicted in white and the emulsion region
in gray.
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The following ODE system is derived:

dx(b)
α,1

dt
=− v(b)

∆z

(
x(b)
α,1 − x(g)

α,in

)
−K (be)(x(b)

α,1 − x(e)
α,1) (A.60)

dx(b)
α,i

dt
=− v(b)

∆z

(
x(b)
α,i − x(b)

α,i−1

)
−K (be)(x(b)

α,i − x(e)
α,i) ∀i = 2 . . . NFV (A.61)

dx(e)
α,1

dt
=− v(e)

∆z

(
x(e)
α,1 − x(g)

α,in

)
+ δ

(1−δ)εmf
K (be)(x(b)

α,1 − x(e)
α,1) . . .

+ 1−εmf

εmf

ρ(s)

c(g)
t

NR∑
j
να, jrM

j (x(e)
α,1, x(s)

β,1) (A.62)

dx(e)
α,i

dt
=− v(e)

∆z

(
x(e)
α,i − x(e)

α,i−1

)
+ δ

(1−δ)εmf
K (be)(x(b)

α,i − x(e)
α,i) . . .

+ 1−εmf

εmf

ρ(s)

c(g)
t

NR∑
j
να, jrM

j (x(e)
α,i, x(s)

β,i) ∀i = 2 . . . NFV (A.63)

dx(s)
β,1

dt
=D(s)

v

∆z2

(
x(s)
β,2 − x(s)

β,1

)
+M(s)

NR∑
j
νβ, jrM

j (x(e)
α,1, x(s)

β,1) (A.64)

dx(s)
β,i

dt
=D(s)

v

∆z2

(
x(s)
β,i+1 −2x(s)

β,i + x(s)
β,i−1

)
. . .

+M(s)
NR∑

j
νβ, jrM

j (x(e)
α,i, x(s)

β,i) ∀i = 2 . . . NFV −1 (A.65)

dx(s)
β,n

dt
=− D(s)

v

∆z2

(
x(s)
β,n − x(s)

β,n−1

)
+M(s)

NR∑
j
νβ, jrM

j (x(e)
α,n, x(s)

β,n) (A.66)

Here, i indicates the number of finite volumes ranging from 1 to NFV . In this work,
50 finite elements were used for simulation and optimization. This number was found
to be most efficient while granting accurate results.

A.5 Numerical stability

The piecewise definition of the rate expressions in Chapter 6 (equations (6.24) to
(6.27)) can lead to excessively large computation times or convergence problems for
implicit ODE solvers because the function is not differentiable (even though it is con-
tinuous) at chemical equilibrium. Therefore, the piecewise definition of equations
(6.34) to (6.37) is substituted by a differentiable function, that approximates the orig-
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inal equations. A sigmoid function is introduced as follows:

rM
1 =rM

1+ ·

0.5−0.5
yCO − Keq,1

1+Keq,1√(
yCO − Keq,1

1+Keq,1

)2 +η

 − rM
1− ·

0.5+0.5
yCO − Keq,1

1+Keq,1√(
yCO − Keq,1

1+Keq,1

)2 +η


(A.67)

rM
2 =rM

2+ ·

0.5−0.5
yCO − Keq,2

1+Keq,2√(
yCO − Keq,2

1+Keq,2

)2 +η

 − rM
2− ·

0.5+0.5
yCO − Keq,2

1+Keq,2√(
yCO − Keq,2

1+Keq,2

)2 +η


(A.68)

rM
3 =rM
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)2 +η
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yH2O − Keq,4

1+Keq,4

)2 +η


(A.70)

Here, rM
j+ and rM

j− denote the forward and backward reaction rate of reaction j, re-
spectively, and η is an adjustable parameter for the steepness of the sigmoid func-
tion. The value is set to η= 1×10−7, providing a fair trade-off between accuracy and
numerical stability. However, the approximation of the original reaction rates by a
differentiable function gives rise to a new problem. In equations (A.67) to (A.70), the
forward and backward reaction rates are both computed regardless of the actual com-

position of the gas. Therefore, terms like
(
y(g)

CO2
− y(g)

CO
Keq,1

)
(see eq. (6.34)) yield negative

values if
y(g)

CO

y(g)
CO2

> Keq,1. For non-integer values of the corresponding exponent mO this

becomes problematic because a solution exists only in complex space. To avoid this,
the absolute values are used for calculation. However, since the absolute function is
non-differentiable at x = 0, a differentiable approximation must be used again. The
approximation function is exemplified in the following for the relevant term in equa-
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tion 6.34:

y(g)
CO2

− y(g)
CO

Keq,1
≈

√√√√√(
y(g)

CO2
− y(g)

CO

Keq,1

)2

+η (A.71)

Again, η is an adjustable parameter for the smoothness of the approximation and set
to η= 1×10−7. Using similar approximations for equations 6.34 to 6.37, the original
reaction rate equations are converted into differentiable functions, which are better
suited for numerical integration. Additional problems may occur in the calculation of
the ratios of mole fractions y(g)

i . During the oxidation stage, the gas inside the reactor
consists of only CO2 and CO after the leftover gas from the reduction stage is purged.
Thus, the denominator in equations (6.30) and (6.31) would become zero. The same
is true for the denominators in equations (6.28) and (6.29) for the reduction stage.
A machine epsilon is added to the denominator in equations (6.28) to (6.31) to avoid
division by zero during simulation.
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