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Abstract 

    The main challenge in modern metallurgy and material physics is the improvement of 

materials properties that match the applications. The success of means of transportation such 

as aircraft and automobiles depends on weight reduction by using lighter alloys with higher-

strength and smaller cross-sections. Aluminum-based alloys are one of the most important 

alloys in our modern life. They have been used over a wide area in aerospace, automotive, and 

construction engineering. Due to the low strength of pure aluminum, most of the 

commercially used aluminum contains one or more alloying elements. The alloying elements 

improve remarkably the mechanical properties, since precipitate particles are produced within 

the metal matrix. Precipitations can obstacle the dislocations motion, which is the main reason 

of decreasing the materials strength. Typical precipitate hardenable aluminum alloy is Al-Cu. 

It is used in many industrial applications such as fuselage in aviation and automobile. The 

main hardening precipitates in binary Al-Cu are Guinier-Preston zones GP-II / θʹʹ (Al3Cu) and 

θʹ (Al2Cu). However, microalloying solutes (e.g. In and Sn) in small amounts of 100–500 

ppm have a significant effect on the strength in Al-Cu alloys, since they help in the 

acceleration of the precipitations. Precipitations in aluminum alloys are mainly formed due to 

the diffusion boosted by vacancies during or immediately after quenching. The vacancies bind 

trace elements, which in turn have a crucial effect on the precipitation (age) hardening. A 

complete study is performed to examine the impact of some trace elements on the age-

hardening in high purity Al-Cu-based alloys (5N5 aluminum).  

Positron techniques with their capabilities were used to explain the precipitations processes in 

the alloys. They help in understanding the correlation between the microscopic and 

macroscopic properties. Positron annihilation spectroscopy (PAS) is a unique tool to probe the 

lattice defects due to the exceptional sensitivity of positrons to vacancy-like defects. Positron 

can be also trapped into precipitations, which is mainly due to different positron affinities for 

different chemical elements.  

While positron lifetime annihilation spectroscopy (PALS) is very sensitive to vacancies, 

coincidence Doppler broadening spectroscopy (CDBS) is very useful in identifying the local 

atomic surrounding of vacancies. From the combination of both techniques, we can 

understand more about the functional mechanisms of the trace elements. Furthermore, 

additional information can be obtained by using other techniques such as differential scanning 

calorimetry (DSC) and transmission electron microscope (TEM). Thereby, the results of 

positron annihilation may be consummated, and a complete picture may be drawn. 
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Our presented work involved six chapters; positron annihilation spectroscopy and the 

interaction of positron with matter will be presented in details in chapter one. Chapter two 

will give useful information about various types of defects and different mechanisms of their 

diffusion. Phase transformation and the story of precipitation hardening in Al-Cu based alloys 

will be discussed in chapter three. The different techniques, which are used in this work, will 

be explained in chapter four. Our fruitful results are presented in chapter five; the effect of 

adding (Cu, In, Sn, Sb, Pb, and Bi) to the aluminum matrix will be discussed. Investigation of 

precipitates in aluminum binary alloys should help in getting insight into the processes, which 

take place during annealing of more complex Al ternary alloys. Finally, a short summary is 

given in chapter six.  
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Chapter 1 : Positron Annihilation Spectroscopy 

1.1 Introduction 

Positron is the antiparticle of electron with the same mass and spin, but opposite charge [1]. 

The existence of the positron was firstly proposed in 1928 by P.A.M. Dirac [2, 3]. The Dirac 

wave equation for the permissible energy states of the electron provides quasi-excess negative 

energy states that had not been spotted. Equation (1.1) is the classical Dirac equation of a 

particle with rest mass m0; 

In 1931 Dirac assumed that the negative energy (negative energy states), which differ from 

the normal positive energy of the electron could be related to a new kind of particle with a 

positive charge [4]. The predicted particle was not proton since its mass was so small 

compared with that of the proton [4]. Soon after, this particle was discovered by Anderson in 

1932 [5]; he observed a curvature tracks in a cloud chamber (identical to that for a particle 

with the mass-to-charge ratio of an electron but in the opposite direction) resulting from the 

passage of cosmic rays when subjected to a magnetic field [6] (see figure 1.1).  

 

 

 

 

 

 

 

 

The ratio of the magnetogyric (the ratio of magnetic moment to angular momentum, γ) of the 

electron to that of the positron (γ (e−)/ γ (e+)) has been determined not to differ from unity by 

more than 2×10−12, confirming the positron as a spin 1/2 particle [7]. Gyro-frequency [8] 

measurements (the frequency of a charged particle moving perpendicular to the direction of a 

uniform magnetic field B) showed that the charge-to-mass ratio of this particle does not differ 

by more than 4 × 10−8 e [9]. Considerations of vacuum polarization in quantum field theory 

(1. 1)      𝐸2 = 𝑝2𝑐2 + 𝑚0𝑐
4 , 𝑤𝑖𝑡ℎ  𝐸 = ±𝑐√𝑝2 +𝑚0𝑐2  

Figure 1.1: First positron tracks observed by Anderson [5]. 

 

https://en.wikipedia.org/wiki/Ratio
https://en.wikipedia.org/wiki/Magnetic_moment
https://en.wikipedia.org/wiki/Angular_momentum
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led to a difference in charge magnitude of no more than 1 × 10−18 e [10]. In vacuum, the 

positron is a stable particle, like the electron [1]; it has been trapped in the laboratory for 

periods of the order of three months [7]. The empirical limit on the steadiness of the electron 

is higher than 1023 years [1]. By pointing out the CPT (charge, parity, time) theorem, we 

require that the physical laws governing the behavior of positrons are invariant under the 

combined action of charge conjugation (C), parity (P), and time reversal (T) [11]. This leads 

to a conclusion that the intrinsic lifetime, mass, charge magnitude, and gyromagnetic ratio of 

the positron must be similar to the electron [1]. Positron goes beyond being a hypothetical 

particle that was interpreted through quantum mechanics, but it is established as probe for 

studying the imperfections in materials, as the crystalline structure of a sample is almost never 

perfect. For example, in alloys, atomic defects strongly affect the precipitations and hence the 

hardness. Studying these point defects is essential in the development of materials 

strengthening. In defect physics, positron annihilation spectroscopy (PAS) is a method for the 

direct identification of vacancy defects [12]. Positron spectroscopy is a non-destructive 

technique, which is highly sensitive to vacancies and can provide information on defect depth 

profiles. It does have limitations in that it is only sensitive to negative and neutral vacancies 

[13]. It is based on monitoring the 511 keV annihilation radiation emitted when thermalized 

positrons annihilate in solids with electrons (figure 1.2).  

 

 

 

 

 

 

 

 

 

 Figure 1.2: Schematic illustration of positron and electron before and after the annihilation 

[14]. 
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Positrons get trapped at negative and neutral vacancies [15] due to the missing positive charge 

of the ion cores. At the vacant site, positron lifetime increases and positron-electron 

momentum distribution gets narrower owing to reduced electron density. The spectroscopy 

gives information on vacancies at concentrations about 1015 – 1019 cm−3. Positron lifetime is a 

direct measure of the size of the open volume of a defect. The Doppler broadening of the 511 

keV gives the momentum distribution of annihilating electrons. The core electron momentum 

distribution can be used to characterize impurities or elements nearby a vacancy. The positron 

lifetime and Doppler broadening are easily applied to bulk materials. Thin films can also be 

studied by Doppler broadening spectroscopy using a variable energy positron beam. Due to 

the limitation of conventional positron lifetime spectroscopy, which is essential for obtaining 

the open volume of a defect, few pulsed positron beam facilities can be used for such thin 

layers such in Munich and HZDR [16, 17]. 

1.2 Positron Sources  

Radioactive decay and pair-production are two different mechanisms to generate positrons. 

1.2.1 Pair-production 

Gamma rays of sufficient energy equivalent to the rest mass of the resultant particles (≥ 1.022 

MeV in case of e+, e- pair) interact with a nucleus of an atom and create positron-electron 

pairs. For example, when high energy electrons from a linear accelerator are hitting tungsten 

(W) or plutonium (Pu) target, gamma rays will be produced by bremsstrahlung. Some gamma 

rays with energy larger than 1.022MeV can turn into a positron and an electron deep inside 

the sample. This reaction happens normally near a nucleus with a high atomic number (see 

figure 1.3). 

 

 

 

 

 

 

 

 

   .[18]Pair production from high energy electrons  
-e -+e: Schematic illustration of 3Figure 1.
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Nuclides with a proton excess provide an alternative source of positrons; an excess proton 

will decay into a neutron by the emission of a positron and a neutrino. For laboratory-based 

work the nuclear-decay process is more familiar, however, Nuclear-decay sources are weak 

when compared to pair production at synchrotron facilities. Table 1.1 lists some of the longer-

lived positron-emitting radionuclides. For the positron annihilation lifetime experiment the 

positron source should have a high yield, a suitably long half-life sources to be used multiple 

times and positron emission should be accompanied by the near-simultaneous emission of a 

gamma photon, which provides a convenient timing signal announcing the ‘birth’ of the 

positron [15]. 22Na source is most popular isotope used as positron source. 

 

 

                      

 

 

 

 

 

 

 

 

 

 

 

1.2.2 Beta decay 

The proton and the anti-proton are the only stable particles in free space known [23]. The 

neutron is unstable and can decay to a proton, a beta particle, and an anti-neutrino, as in 

equation (1.2) [19, 24], 

 𝑛 →  𝑝 + 𝛽− +  𝜈 (1. 2) 

A neutron will be stable in an atomic nucleus if the decay in equation (1.2) is energetically 

forbidden, or equivalently, requires an increase in the nuclear binding energy. 

Tab 1.1: Some of the longer-lived Positron emitters [19-22]    

 

Isotope 

 

Half-life 

 

Emax [MeV] 

Branching  

ratio (β+) 

 

22Na11 → Ne10 + e+ + ν 

65Zn30 → Cu29 + e+ + ν 

58Co27 → Fe26 + e+  + ν 

48Vn23 → Ti22 + e+ + ν 

124I53   → Te52 + e+ + ν 

64Cu29 → Ni28 + e+ + ν 

11C6 → B5 + e+  + ν 

 

2.6 y 

243.8 d 

70.88 d 

15.98 d 

4.18 d 

12.7 h 

20.38 m 

 

0.545  

0.325  

0.470  

0.698  

1.540  

0.650  

0.960  

 

0.90 

0.98 

0.15 

0.50 

0.11 

0.19 

0.96 
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On contrary, the proton bound in a nucleus may decay to a neutron, a beta particle, and an 

anti-neutrino if this is energetically favored, or equivalently requires a decrease in nuclear 

binding energy.                               

                            𝑝 →  𝑛 + 𝛽+ + 𝜈  (1. 3) 

And the Feynman diagram, 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 [𝑃]𝑧
𝐴 → [𝐷]𝑧−1

∗ + 𝛽+ + 𝜈     (1. 4) 

P and D* represent the parent and excited daughter nuclei respectively. 
 

22Na is a particularly suitable radionuclide; it has a positron yield of 90.4 % and a 2.602 years 

physical half-life with 11 days biological half-life [15, 26] . Moreover, 22Na is available in a 

dilute 22NaCl or 22Na2Co3 solution, which is easy to handle. The β+ decay equation of 22Na is; 

According to the decay scheme (figure 1.5), 22Na source is considered the best choice for 

studying bulk materials. It decays by the emission of positrons (yield of 90.326%) and 

electron capture (with 9.61%) to the first excited state of 22Ne*, which has a very short 

lifetime (3.7 ps). Finally, 22Ne* de-excites to the ground state with the emission of gamma- 

photon of 1.274 MeV energy, which is an indication of the birth of the positron. Positron, 

which injected into a material, will annihilate with an electron giving a 511 keV gamma 

photon (the rest mass energy of the positron  𝑚0𝑐
2). The time difference between 1274 keV 

and 511 keV photons is the positron lifetime. 

  

Figure 1.4: Proton decay via emission of a W+ to a neutron resulting in a positron and a 

neutrino [25]. 

 𝑁𝑎 → 𝑁𝑒 + 𝑒+1
0  + 𝜈𝑒10

22
11
22  (1. 5) 
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1.3 Interactions of Positron with Matter 

A positron reaches a solid surface may either backscatter or permeate into the material due to 

its high kinetic energy, which will be lost during the implantation via various interaction 

mechanisms. During the implantation process, the positron will lose its energy through 

interaction reaching the thermal energy, then it diffuse through the material until it annihilates 

with an electron. It may be trapped during diffusion in to a lattice defect, and then it 

annihilates there [15]. Understanding of positron collision processes in solids promotes the 

description of the comparable electron processes using monoenergetic electrons as probes of 

solid samples [28]. 

 

1.3.1 Backscattering 

There is a possibility of highly energetic positrons to backscatter from the material and that is 

contingent on the material and the energy of positrons. Positron scattering and energy loss in 

Figure 1.5: Decay transitions for 22Na, modified from [27]. 
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the matter is important for different applications, such as studies of surfaces by the positron 

beam. The backscattering probability was treated theoretically by Monte-Carlo simulation and 

it was compared with experimental results [29]. Mäkinen et al. [29] measured positron 

backscattering from highly oriented pyrolytic graphite C, Si (100), Ge (surface orientation not 

known) and polycrystalline Au. The angle of incidence deviates from the normal direction by 

less than 5O when the incident energy is E > 2 keV because of the transverse energy of the 

positron beams.  Figure 1.6 shows that in low-Z materials like graphite or Si, the variation of 

the positron energy with the backscattering probability is very small. At energies higher than 

10 keV, the backscattering probability reaches the saturation and gradually starts to decrease. 

The increase of the backscattering ratio as a function of the incident energy becomes clear at 

atomic numbers Z > 20. In the high-Z targets like Au, the backscattering probability saturates 

above 20 keV [29]. 

 

 

 

  

 

 

 

 

 

 

 

1.3.2 Thermalization and diffusion 

Regardless of the positron sources, which will be used, the kinetic energy of positrons is 

several hundred times higher than the thermal energy of the positrons inside the solid. 

Positrons from a 22Na source have a most likely kinetic energy of approximately 200 keV 

[30]. The positrons penetrate into the solid, they will be thermalized within less than few 

picoseconds (~ 3ps) and thereafter they become in thermal equilibrium with the solid. 

Because there are not at the same time several positrons in the solid, the energy of the 

Figure 1.6: Right: Monte Carlo calculations of positron backscattering probability for Si, 

Ge, and Au at incident energies 1-30 keV. Left: Experimental positron backscattering 

probabilities as a function of the incident energy for graphite, Si, Ge, and Au [15, 29]. 
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positron can be described by a Maxwell- Boltzmann distribution. The kinetic energy of 

positrons is on average 3/2 kBT. 

The energy of the positrons and the examined materials determine the mechanisms, which 

lead to the thermalization process [31]. Elastic or inelastic scattering with core and valence 

electrons cause the loss when positrons energies are greater than approximately 100 keV [15] 

[32] with timescales on the order of 10-13 s [33]. For energies lower than a few tenths of eV, 

the energy loss mechanism depends on the material. From about 0.5 eV to a few 100 keV 

plasmonic excitations dominates the energy loss [31]. Positrons with energies from some meV 

to 1 eV lose their energies via phonon scattering process. After thermalization (<Eth> = 3/2 

kBT ~ 40 meV), positron diffuses through the lattice and behaves like a charged particle. 

Positrons are repelled by the positively charged nuclei and have the highest probability 

density in the interstitial regions (see figure 1.7). The diffusion of positrons can be described 

with the use of the diffusion annihilation equation [33]; 

 𝜕

 𝜕𝑡
𝑛(𝑟,⃗⃗  𝑡) = 𝐷+ 𝛻

2𝑛(𝑟,⃗⃗  𝑡) − 𝜆𝑏𝑛(𝑟,⃗⃗  𝑡)    
 

(1. 6) 

where n(r, t) is the positron density at position r and time t, λb is the bulk annihilation rate  and 

D+ is the positron diffusion constant, which can be calculated by the three-dimensional 

random walk theory [30], 

where tr is the relaxation time for scattering mechanism, kB is the Boltzmann constant, T is the 

temperature and m* is the effective positron mass which equals 1.3-1.7 of the rest mass of 

positron [34]. The positron diffusion length is defined from Equation (1.8) [15] as, 

 𝐿+ = √𝜏𝑏𝐷+ (1. 8) 

The positron diffusion lengths value is in the range of 200-500 nm and is limited by the bulk 

positron lifetime τb [35].  

 D+ = 
〈v2〉 tr

3
    ,   〈v2〉 =

3kBT

m∗
  

(1. 7) 
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Figure 1.7: Positron wave function at an interstitial space inside a perfect crystal after 

thermalization and diffusion. 

Figure 1.8: Thermalization, diffusion, and trapping of the positron. The potential is increased 

for a point defect in the lattice. 
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1.3.3 Positron trapping in metals 

Positrons entered the material delocalized into a free Bloch state, nevertheless, if a suitable 

defect center (i.e. single vacancies, complex-vacancies or dislocations)  present in the crystal 

lattice, a deep negative potential will be formed (since a nuclear charge is missing) and the 

positron can be localized at this site [36]. Positrons can annihilate with electrons from the 

‘perfect’ lattice, or they can first trap into localized states at the defect sites (low electron 

density) and annihilate with electrons in the local environment (see figure 1.8). The binding 

energy of the positron inside the defect depends on the depth of the potential well. Positron 

captured into an open volume defect is normally controlled by one of two processes; 

transition-limited trapping (limited by the rate of making the transition from the delocalized 

state to deep localized state related to the defects), or diffusion-limited trapping (limited by 

the rate of diffusion of the positrons to the defects), see figure 1.9.  

 

 

 

 

 

 

 

The trapping rate is given by the Fermi’s golden rule [15], 

Since, Pi is the occupation probability of the initial state i, Mif the transition matrix element 

between initial and final states i and f, Ei and Ef the respective energies. The trapping rates for 

diffusion and transitional trapping κdl, κtl considering a spherical defect with radius rd can be 

expressed by, 

 𝜅𝑑𝑙 = 4𝜋𝑟𝑑𝐷+𝐶 (1. 10) 

 

                                  𝜅𝑡𝑙 = µ𝐶 (1. 11) 

 

                     𝜅 =
𝜅𝑡𝑙𝜅𝑑𝑙
𝜅𝑡𝑙 + 𝜅𝑑𝑙

 
(1. 12) 

Figure 1.9: Schematic representation of transition (Left) and diffusion (Right) trapping [37, 38]. 

 
𝜅 =

2𝜋

ħ
∑𝑃𝑖𝑀𝑖,𝑓

2 𝛿(𝐸𝑖 − 𝐸𝑓) 
 

(1. 9) 
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Where µ is the positron trapping coefficient and. In both types of trapping, the trapping rate κ 

is proportional to the defect concentration C. 

1.3.3.1 Positron trapping model in metals  

Positron capture in a single open-volume defect type is mostly described by the two-state 

simple trapping model (STM) which is used for calculation of defect concentration [39]. STM 

model assumed that there are no interactions among the positrons with each other, the 

positrons are not captured during thermalization, the defects distributed homogeneously and 

de-trapping of positrons trapped at defects can be neglected [15]. Figure 1.10 shows a 

schematic diagram of one defect trapping model; thermalized positrons may annihilate from 

the delocalized state in the defect-free bulk with annihilation rate λb (
1

τb
). Also, if the material 

contains high enough concentration of the defects, positrons will be trapped in the defect with 

a trapping rate κd, and will annihilate then with the emission of 511 keV γ quanta with 

annihilation rate λd (
1

τd
).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1.10: Schematic diagram of single defect trapping model [15]. 
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STM can be described by a set of differential equations [15, 40]; 

 

The functions nb (t) and nd (t) are probabilities of finding a positron in the bulk and in the 

trapped state at time t, respectively. 

With the initial condition at t = 0, nb (0) = 1 (100% of positrons at t = 0) and nd (0) = 0, the 

probability that positron is still alive at time t; n (t) is the solution of Eq. (1.13); 

 

 

The negative derivative of Eq. (1.14) is exactly the decay spectrum of positrons with two 

exponential components having the lifetimes  𝜏1 , 𝜏2 and their intensities 𝐼1 , 𝐼2. 

 

 
𝐷(𝑡) = − 

𝑑𝑛

𝑑𝑡
=  𝐼1exp (−

𝑡

𝜏1
) + 𝐼2exp (−

𝑡

𝜏2
) 

 

(1. 15) 

 

Where  𝜏1 = 
1

𝜆1
=

1

𝜆𝑏+𝜅𝑑
  is the reduced bulk lifetime, it includes positron annihilation from 

the Free State and disappearance of positrons from the free state by trapping into defects 

[40]. 𝜏2 = 
1

𝜆𝑑
  Which is the lifetime of positrons trapped at defects which; it is constant for a 

specific defect and changes only with any change in the size and the type of the defect. The 

relative intensities of  𝜏1 and 𝜏2 are; 

   𝐼2 =
𝜅𝑑

𝜆𝑏 + 𝜅𝑑 − 𝜆𝑑
 ,       𝐼1 = 1 − 𝐼2 

 

(1. 16) 

The derivative of the decay spectrum 𝐷(𝑡) is the lifetime spectrum 𝑁(𝑡);  

 
𝑁(𝑡) = |

𝑑𝐷(𝑡)

𝑑𝑡
| =

𝐼1
 𝜏1
exp (−

𝑡

𝜏1
) +

𝐼2
𝜏2
exp (−

𝑡

𝜏2
) 

 

(1. 17) 

 𝑑𝑛𝑏(𝑡)

𝑑𝑡
=  −𝜆𝑏𝑛𝑏(𝑡) − 𝜅𝑑𝑛𝑏(𝑡)  &  

𝑑𝑛𝑑(𝑡)

𝑑𝑡
=  −𝜆𝑑𝑛𝑑(𝑡) + 𝜅𝑑𝑛𝑏(𝑡) 

 

(1. 13) 

 𝑛(𝑡) = 𝑛𝑏(𝑡) + 𝑛𝑑(𝑡)

=  (1 −
𝜅𝑑

𝜆𝑏 + 𝜅𝑑 − 𝜆𝑑
) exp(−𝜆𝑏 + 𝜅𝑑  ) 𝑡

+
𝜅𝑑

𝜆𝑏 + 𝜅𝑑 − 𝜆𝑑
exp−𝜆𝑑 𝑡 

 

 

 (1. 14)   
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The positron trapping rate to defects 𝜅𝑑  is directly proportional to the concentration of defects 

𝐶𝑑 and the proportional constant is the specific positron trapping rate (or trapping coefficient) 

µ; 
 

 
𝜅𝑑 = µ𝐶𝑑 = 𝐼2 (

1

𝜏1
−
1

𝜏2
) =

𝐼2
𝐼1
(
1

𝜏𝑏
−
1

𝜏𝑑
) 

 

  (1. 18) 

𝜏𝑏 is the bulk lifetime and 𝜏𝑑 is the defect lifetime (identically 𝜏2). If the size of the open 

volume is larger than that of the single vacancy, the electron density will decrease and this 

reduces the probability of annihilation and consequently increases 𝜏𝑑, Thus, τ2 reflects the 

size of the open volume defect. Positroners are widely using the average positron lifetime, 

which can be calculated as; 

             𝜏𝑎𝑣 = 𝜏̅ =  ∑ 𝐼𝑖𝜏𝑖
𝑘+1
𝑖=1    , k is the number of defects (1. 19) 

The trapping rate 𝜅𝑑 can be from 𝜏̅ determined [15]; 

Where η is the annihilation fraction and given by; 

 

𝜂 =  ∫ 𝑛𝑡(𝑡)𝑑𝑡 =
𝜅𝑑

𝜆𝑏 + 𝜅𝑑

∞

0

 

 

(1. 21) 

When the spacing between defects is much smaller than the positron diffusion length in the 

bulk (the defect concentration is very high), a saturation trapping will occur since all positrons 

are trapped; thus  𝜏̅ = 𝜏𝑑 with  100% 𝐼2 . 

 

1.3.3.2 Positrons trapping by Shallow positron traps 

In addition to vacancies, positrons can be trapped at trapping sites with very a low binding 

energy ~ 40 meV at low temperatures. Saarinen et al. [41] found that below 200 K positrons 

are trapped in un-doped GaAs and the simple positron-trapping model with one type of 

vacancy defect was not sufficient to explain the trapping process. Positron localized in the 

Rydberg states around a negative center, which is an impurity or native defect in n-type GaAs. 

In Al-alloys, principally, coherent precipitations could act as shallow positron traps [42]. The 

open volume defects and the undisturbed dislocations which have a very small binding energy 

 
𝜅𝑑 = 

1

𝜏𝑏

𝜏𝑎𝑣 − 𝜏𝑏
𝜏𝑑 − 𝜏𝑎𝑣

= 
𝜂

𝜏𝑏(1−𝜂)
  

 

(1. 20) 
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of the positrons (~ 80meV) can act also as shallow traps [43]. It was found that the positron 

lifetime is very close to the bulk value (figure 1.11) [15]. In normal cases, the strong repulsive 

Potential of the nucleus to the positrons keep them as far as possible from the nucleus but in 

case of the presence of negatively charged defects overlapping of repulsive and attractive 

Coulomb potentials will occur resulting in the shallow Rydberg states. 

 

 

 

 

 

 

 

 

 

 

 

 

 

The small binding energy of the positrons in the Rydberg states leads to a temperature 

dependence of positron trapping by thermally induced detrapping [37]. The detrapping 

positron can be described in terms [44]; 

 

 𝛿 =
𝜅𝑠𝑡
𝜌𝑠𝑡
(
𝑚∗𝐾𝐵𝑇

2𝜋ħ2
)

3
2
𝑒𝑥𝑝 (−

𝐸𝑠𝑡
𝐾𝐵𝑇

) 

 

(1. 22) 

Where κst, ρst, Est are the trapping rate, concentration and positron binding energy to shallow 

traps. Figure 1.12 illustrates the two trapping stages of the negatively charged vacancies. 

There are two trapping possibilities; they can be trapped either to the Rydberg states (shallow 

traps) with a trapping rate κR (κst) or to the deep state of the vacancy with a trapping rate κd. In 

contrast to the ground state of the vacancy, the positron can be thermally detrapped from the 

Rydberg state (shallow trap) with detrapping rate δR (δst). Positrons trapped to shallow states 

can either be transported to the deep state with a transition rate ϑR or annihilate with an 

annihilation rate λb. 

Figure 1.11: The average positron lifetime for neutral, negatively charged vacancies (V0 and 

V ‾) and shallow traps as a function of the temperature [15]. 
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1.3.3.3 Positrons trapping by Dislocations 

In plastically deformed metals positrons are trapped at dislocation lines and annihilate with a 

lifetime slightly shorter than that of positrons trapped at mono-vacancies [45, 46]. Smedskjaer 

et al. [47] calculations showed that the undisturbed dislocation lines act as shallow positron 

traps (binding energy ≈0.1 eV). If the lines have large open volumes (i.e. Jogs), Positron is 

firstly weekly localized at shallow traps in the dislocation core, then it diffuses along the 

dislocation line and finally they reach the deep trapping centers (see figure 1.13) [46]; thus the 

trapping model is very similar to the two trapping stages of the negatively charged vacancies 

mentioned above (figure 1.12). 

  

 

 

 

 

Figure 1.12: Schematic diagram of two trapping stages of the negatively charged vacancies 

[15]. 

Figure 1.13: Schematic imagine of a dislocation 

line with a deep trap center. 
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The dislocation density can be determined by Positron lifetime spectroscopy; hence the ratio 

of detrapping and trapping rate for a dislocation line with shallow traps can be described as 

[44]; 

                           
𝛿

𝜅
=
𝑚∗𝐾𝐵𝑇

2𝜌𝑑𝑖𝑠ћ2
𝑒𝑟𝑓−1(√

𝐸𝑑𝑖𝑠
𝐾𝐵𝑇

)𝑒𝑥𝑝 (−
𝐸𝑑𝑖𝑠
𝐾𝐵𝑇

) 

 

(1. 23) 

Edis is the positron binding energy to the dislocation line; this equation differs from equation 

1.22 due to the different geometry of the shallow state. 

 

1.3.3.4 Positrons trapping by vacancy clusters (voids) 

The agglomeration of vacancies forming vacancy clusters (i.e. small voids) can increase the 

trapping coefficient [48]. When the number of vacancies in the cluster is less than 10 

vacancies (𝑁𝑉 < 10), the trapping coefficient of vacancy clusters μ𝑁𝑉  is directly proportional 

to the number of vacancies in the cluster  𝑁𝑉 , i.e.  μ𝑁𝑉 = 𝑁𝑉𝜇 , where 𝜇  is the trapping 

coefficient of a monovacancy [15, 40]. However, the trapping coefficient saturates for the 

high number of vacancies (𝑁𝑉 > 10) (see figure 1.14). Čížek et al. [49] calculated the positron 

lifetime in the vacancy cluster in α-Fe and obtained a very similar result; by increasing the 

number of vacancies in the cluster, the lifetime of trapped positrons increases and then 

gradually saturates for larger clusters [40]. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.14: Numerical data from Nieminen and Laakkonen of trapping coefficient vs the 

number of vacancies in the cluster in Al [48]. 
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1.3.3.5 Positrons trapping by vacancy-solute complexes 

In alloys an interaction may occur between vacancies and some alloyed atoms (solutes), 

which form a vacancy-solute complex with a certain binding energy. Wolverton [50]  

calculated the binding energy of some elements to vacancies (i.e. Sn) in the Al matrix. The 

lifetime of trapped positrons in the vacancy-solute complex is found to be shorter than that of 

the monovacancy, since the solute atom having larger atomic radius usually reduces open 

volume in the vacancy [40].  

 

 

 

 

 

 

 

 

 

 

1.3.3.6 Positrons trapping by precipitates 

Positron traps can be distinguished with respect to the origin of their positrons potential, either 

open volume (vacancy) or positron affinity (precipitates). The positron affinity plays the main 

role in case of precipitate attractiveness for positrons [52]. Coherent precipitates (i.e. GP 

zones) can be a potential well for positrons. If positron lowest energy state confined in a 

precipitate x is lower than that in the matrix Al (ΔE+
x,Al <0),thus precipitate attracts positrons, 

otherwise positrons are repelled from the precipitate (ΔE+
x,Al >0), see figure 1.16 (A,B) [40]. 

Moreover, positron trapping by a precipitate happens only at a certain size [52]. Suppose the 

precipitate is described by a spherical three-dimensional potential well with the depth of ΔE+, 

then the precipitate can bind the positron if its radius is bigger than the critical radius rc ; 𝑟 >

 𝑟𝑐  and   𝑟𝑐 ≈
5.8 𝑎0

√𝛥𝐸+
 , where 𝑎 0 = 52.9 𝑛𝑚  is the Bohr radius. In case of weak attractive 

potential of the precipitate (smaller difference in the positron affinity between the precipitate 

and the matrix), precipitates may act as a shallow positron trap and the ratio of detrapping and 

trapping rate is [15]; 

Figure 1.15: Scheme of positron trapping by vacancy-solute complex [51]. 
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where 𝐸𝑡 , 𝑉𝑡and 𝜌𝑡  are the positron binding energy, the volume, and the density of the 

precipitate, respectively. It is known that the energy required for an electron to escape to the 

vacuum is the electron work function. The electron work function (φ_) is separated into 

chemical potential (μ_) and the surface dipole potential (Δ) which repels the electrons and 

keeps them from escaping into the vacuum [53, 54].  

  𝜑− = − 𝜇− + ∆ (1. 25) 

Contrary to the electron, positron is attracted by the surface dipole potential;                            

 𝜑+ = − 𝜇+ − ∆ (1. 26) 

The sum of electron and positron chemical potentials is the positron affinity (A+) [52]; 

 𝐴+ = −( φ− +  φ+) =  𝜇− + 𝜇+ (1. 27) 

Where A+ is a negative quantity and more negative value for a certain phase or an element 

means a stronger potential for positrons. Theoretical calculations of the positron affinity for 

most pure elements can be found in Ref. [52].  

 

The surface measurement such as reemitted-positron spectroscopy is very helpful in order to 

measure positron work function, and hence the affinity [55]. Figure 1.16 shows a schematic 

illustration of different types of precipitates, which can trap positron; fully coherent 

precipitates, semi-coherence precipitates and incoherent precipitates. Incoherent and semi-

coherent precipitates have misfit defects located at the precipitate-matrix interface, which can 

trap the positron too. However, If the precipitates contain open volume defects in its interior, 

the positron is trapped first by the potential of the surface trap and then by the deeper potential 

[56, 57].  

 𝛿

𝜅
=

1

𝑉𝑡𝜌𝑡
[
√𝜋

2
𝑒𝑟𝑓 (√

𝐸𝑡

𝐾𝐵𝑇
) − √

𝐸𝑡

𝐾𝐵𝑇
𝑒𝑥𝑝 (−

𝐸𝑡

𝐾𝐵𝑇
)] 𝑒𝑥𝑝 (−

𝐸𝑡

𝐾𝐵𝑇
)  

 

(1. 24) 
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Figure 1.16: Positron potentials V+(x) and wave functions 𝝍+ of different types of 

precipitates, (A) GP zones (Fully coherent precipitates ΔE+
x,Al < 0), (B) GP zones (Fully 

coherent precipitates ΔE+
x,Al > 0), (C) GP zones (Fully coherent precipitate containing a 

vacancy), (d) semi-coherent precipitates, (E) Incoherent precipitates, (F) Incoherent 

precipitates containing a vacancy [15, 40]. 

 

1.4 Annihilation of positrons and electrons 

The annihilation process is a spontaneous emission. To calculate the probability of that 

emission, quantum mechanics should be applied [3]. The probability of annihilation per unit 

time (annihilation rate λ) expressed as [3, 15], 
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 λ = 𝜋𝑟0
2𝑐𝑛𝑒(𝑟) (1. 28) 

where ne(r) is the electron density, r0 is the classical electron radius, and c is the speed of 

light. From equation 1.28, the electron density can be measured if the positron lifetime is 

known (𝜏 =  
1

λ
 ). 

Puska and Nieminen [31] used a standard scheme based on the fact that positron density is 

very small has no effect on the bulk electron structure [40]. They considered that the effective 

potential for positron V+(r) equals the Coulomb potential φ(r) resulting from the electrons and 

nuclei plus the correlation function γcorr, which describes the increase of electron density due 

to coulomb attraction between electrons and positrons (enhancement process) [31, 15]; 

 𝑉+(𝑟) = φ(r) + 𝛾𝑐𝑜𝑟𝑟 (1. 29) 

By assuming that only one positron is present in the sample at a given time, the positron 

density n+(r) equals the square of the positron wave function ψ+(r), which can be obtained 

from the solution of Schrödinger equation for a single particle. The annihilation rate λ is 

obtained from the overlap of positron density n+(r) = | ψ+(r) |2 and electron density n-(r) [15];    

 
λ =

1

𝜏
= 𝜋𝑟0

2𝑐 ∫|𝛹+(𝑟)|2𝑛_(𝑟)𝛾𝑑𝑟 
 

(1. 30) 

The electron density at vacancy defects is noticeably lower than the average electron density 

probed by positrons in a delocalized Bloch state, so from equation 1.30, the lifetime of 

positrons captured by a vacancy is longer. 

1.4.1 Positron annihilation spectroscopy 

The positron finally annihilates with an electron, and two anti-parallel 511 keV gamma rays 

normally result. Detection of these annihilation events has led to the development of a number 

of positron annihilation spectroscopy techniques (figure 1.17). PAS can be classified into two 

groups, first, one concerned with the electron density (positron annihilation lifetime 

spectroscopy PALS) and the second based on the sensitivity of positron to electron 

momentum distribution inside the sample (Doppler broadening spectroscopy DBS and 

angular correlation annihilation spectroscopy ACAR). The concentrations and the type of the 

defects can be determined by analyzing the annihilation parameters since the electron density 
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and the electron momentum distribution at the site of the defect change in comparison with 

the defect-free crystal. 

  

 

 

 

 

 

 

 

 

 

 

 

1.4.1.1 Positron annihilation lifetime spectroscopy  

The defect concentrations and types can be demonstrated with the help of the positron lifetime 

spectroscopy since the electron density at the defect site is lower than that at the interstitial 

sites in the defect-free crystal. Thus, the annihilation probability of the positron-electron pair 

decreases and the average lifetime of the positron increases. As mentioned above, 22Na is 

usually used and its main advantage is the high positron yield, the simultaneous emission of 

1.275 MeV γ quanta (exactly after 3.7 ps) during the formation of the positron which is used 

as a starting signal for the determination of the lifetime (figure 1.5). The 0.511 MeV γ quanta 

are used as the stop signal. The sample, i.e. “sandwich”, is located between two γ-ray 

detectors, from the time difference between these two signals, the positron lifetime can be 

determined. The positron thermalization time can be negligible as it is a few picoseconds 

compared to the positron lifetime. The γ quanta are converted into light pulses by scintillators. 

Photomultiplier tubes (PMT) then convert these pulses into electrical signals (the energy of 

the gamma quantum is proportional to the voltage pulse, this enables distinguishing start and 

stop signals) then passes to the digitizer.  The signal is then stored as a lifetime spectrum. The 

Figure 1.17: Positron annihilation experimental techniques (from [15] ). 
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activity of the source is chosen in such a way that on the average only one positron is located 

in the sample under investigation [15]. 

The time resolution and its minimization are crucial to the PALS. Different factors can 

influence the time resolution such as scintillators, PMT (transit time spread (TTS) and applied 

high voltage), the pulse shaping, etc. The time resolution is characterized by the Full-Width at 

Half-Maximum (FWHM), which is the width of the Gaussian peak at half of its amplitude and 

equals to 2.355σ ( σ is the standard deviation). The rate of data collection is another important 

parameter of the spectrometer especially in case of volatile samples and spectrometers having 

instabilities with time [58]. Positron lifetime spectrum is a histogram of positron annihilation 

observations, the theoretical positron lifetime spectrum N (t) for an ideal spectrometer in the 

sample is the summation of the decay spectra and described by [15, 59]; 

 
𝑁(𝑡) =∑

𝐼𝑖
𝜏𝑖

𝑖=1

𝑒𝑥𝑝 (−
𝑡

𝜏𝑖
) 

 

(1. 31) 

Where i is the number of lifetime components with relative intensities 𝐼𝑖  and (τi =
1

λi
).  

Moreover, the delays within the cables and the software shift the spectrum by t0, so t should 

be replaced by (t - t0). The lifetime spectrum is convoluted with at least one time resolution 

function (G (t)). The time resolution function is a disturbance of the spectrum, which can be 

described by a Gaussian function, [15]. 

 
𝐺(𝑡) =  

1

𝜎√𝜋
𝑒𝑥𝑝 (−(

𝑡 − 𝑡0 

𝜎
)2) 

 

(1. 32) 

 

 
𝑁𝑚𝑒𝑎𝑠(𝑡) =∑

𝐼𝑖
𝜏𝑖

𝑖=1

exp (−
𝑡 − 𝑡0
𝜏𝑖

) ∗ 𝐺(𝑡) + 𝑏 
(1. 33) 

where b is the background. On the other hand, the source contribution must be determined 

before the measurement using a defect-free reference sample, since its lifetime is proven by 

measurements and theoretical calculations [15]. 

 

1.4.2 Doppler broadening spectroscopy 

When positron-electron pair annihilates, 511 keV gamma rays are captured by detectors (Eq. 

1.34), a peak is formed at this energy and from this peak the concentration of defects can be 

obtained. 
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         𝐸 = 𝑚𝑜𝑐
2 ≈ 511 𝑘𝑒𝑉 (1. 34)   

The shape of the peak resembles somewhat of a Gaussian distribution (not sharp peak at that 

specific energy as expected). When an electron and a positron annihilate, they don’t give 

exactly 511 keV, but some deviation happens due to the longitudinal component of electron 

momentum (𝑃|| = ±2𝑚𝑒𝑣 ) in the propagation direction. This causes a double shift equals 

the energy of one of the gamma rays to a higher value, and the other to a lower value (Eq. 

1.35) [60]. The annihilation process occurs after positron thermalization so, at RT according 

to E = kBT, positron momentum is neglected and 𝑃|| represents the momentum of the electron 

only. If the two gamma rays are at an angle 90ο from the path of the collision, the two 

annihilation gamma rays will be very close to the expected 511 keV energy. However it still 

not exactly 511 keV, since there will be a small deviation of energy due to the small angle 

difference from the 180ο expected from the annihilation. On the other hand, if the positron-

electron annihilation produces two gamma rays in the same direction of the collision, or close 

to it, there will be a large energy difference between the two gamma rays (figure 1.18). It is 

known that the Doppler observed frequency equals [61], 

 𝑓 = 𝑓0(1 ±
𝑣

𝑐
) (1. 35) 

where c is the speed of light and 𝑓0 is the source (emitter) frequency. 

 

If 𝑓 is the frequency of a moving light source along the x-axis, the observed frequency shift 

can be written as, 

  ∆𝑓 = 𝑓 − 𝑓0 = 𝑓0(±
𝑣

𝑐
) (1. 36) 

 

   𝐸0 = 𝑚𝑒𝑐
2 ,   𝐸 = 𝐸0 ± ∆𝐸  ,    

  ∆E = ℎ∆𝑓 = ℎ𝑓0 (±
𝑣

𝑐
) = 𝐸 (

𝑃||

2𝑚𝑒𝑐
) =

1

2
𝑃||c 

(1. 37) 

 

This conservation of momentum finally causes broadening or narrowing of the 511 keV peak, 

depending on the path of produced gamma rays compared to the path of collision of the two 

particles, as described above. 
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The shape (width and height) of the annihilation line depends on the measured sample 

whether it contains defects or not.  

The centripetal force of an electron in a circular motion and the Coulomb force are equal to 

each other, which can be described as, 

     

𝑚
𝑣2

𝑟
= 𝑘

𝑒2

𝑟2
 , 𝑝 = 𝑚𝑣  ,   𝑝 = √

𝑘𝑒2𝑚

𝑟
 

 

(1. 38) 

If a positron is confined in a defect, it annihilates mostly with a valence electron (low 

momentum electrons) or with one of the core electrons (high momentum electrons). The peak 

of this Gaussian distribution deals with the low momentum annihilations, while the high 

momentum annihilations are expressed by the wings of the peak. This means that when we 

have only high momentum annihilations, the peak will be lower and the curve broader. 

However, when annihilations result from low momentum electrons, the peak will be higher 

and narrower. The analysis of DBS is simplified by the use of the line shape parameters, S 

(sharpness) and W (wing) [63]. These parameters are calculated by taking the area under the 

region of interest from the 511 keV peak by the total area of the peak (figure 1.19). 

 

        𝑆 =
𝐴𝑠
𝐴0
,      𝐴𝑠 = ∫ 𝑁𝐷𝑑𝐸,

𝐸0+𝐸𝑠

𝐸0−𝐸𝑠

   

𝑊 =
𝐴𝑤
𝐴0
,  𝐴𝑤 = ∫ 𝑁𝐷𝑑𝐸

𝐸2

𝐸1

 

 

 

(1. 39) 

Figure 1.18: Momentum conservation during the 2γ-annihilation process, P is the 

momentum of the electron-positron pair [62]. 
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The S parameter is calculated whereas the interval limits are chosen around the center of the 

annihilation line energy E0 = 511 keV, E0±Es. The limits for the evaluation of W parameter, 

E1, and E2, should be selected far from the center of the peak.           

 

 

 

                      

 

 

 

 

 

 

 

 

 

The S parameter quantifies the fraction of low momentum annihilation events, while the W 

parameter quantifies the annihilation fraction in the high momentum region, wing. These two 

parameters are normalized to the total number of counts in the spectrum. The range used to 

define the S parameter is typically 50 % of the net area under the curve and that used for 

defining W parameter is usually taken to be as far from the peak as possible [64]. The 

statistical error of the S-parameter is given by, 

 

𝛥𝑆 = √
𝑆(1 − 𝑆)

𝑁
 

 

(1. 40) 

Since N is the total counts. The smallest error is achieved if S = 0.5. 

 

The limits were set to (511±0.8) keV for evaluation of S parameter and to E1=513.76 and 

E2=515 keV for the W parameter [15]. Usually, S and W parameters are normalized to their 

corresponding values of the bulk defect-free(reference) sample, Sb and Wb. This leads to a 

reliable comparison of the obtained values obtained from different groups. S and W 

parameters are responsive to the type and concentration of the defect but W parameter is more

Figure 1.19: Doppler broadening spectra of two samples: defect- free Si and Si with 

defects. Both spectra are normalized to the same area [15]. 
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sensitive to the chemical surrounding of the annihilation site. The chemical surrounding of the 

annihilation site can be identified using the high momentum part of the momentum 

distribution [15]. A third parameter, R, was introduced and it depends only on the defect types 

involved and not on the defect concentration [65], it is expressed as, 

 
𝑅 = |

𝑆 − 𝑆𝑏
𝑊 −𝑊𝑏

| = |
𝑆𝑑 − 𝑆𝑏
𝑊𝑑 −𝑊𝑏

| 
 

(1. 41) 

The S-W plot is used rather than the numerical computation of R using Eq. 1.41, which can be 

used to identify the number of defect types in the sample [66, 67]. The slope of the straight 

line through (Wb, Sb) and (Wd, Sd) gives the value of R for one defect type. Sd and Wd 

correspond to the complete annihilation of positrons in the defect (saturated trapping). In case 

of the existence of only one defect type, the apparent S parameter can be derived by weighting 

the sum of the Sb and Sd as [68], 

 𝑆 = (1 − 𝜂)𝑆𝑏 + 𝜂𝑆𝑑 (1. 42) 

η is the weighting factor is the fraction of positrons annihilating in the defect and expressed as 

[15], 

  

𝜂 = ∫ 𝑛𝑑(𝑡)𝑑𝑡 =
𝜅𝑑

𝜆𝑏 + 𝜅𝑑

∞

0

 

 

 

(1. 43) 

The trapping rate can be determined as, 

 
 𝜅𝑑 =

1

𝜏𝑏
  
𝑆 − 𝑆𝑏
𝑆𝑑−𝑆

 
 

(1. 44) 

 

1.4.2.1 Coincidence Doppler-broadening spectroscopy 

The Doppler spectrum, measured by a single Ge detector has a considerable high background  

in the high momentum part, which comes from the pile-up effect in the Ge detector and 

Compton scattering of the start gamma 1.274 MeV. Thus, W parameter in this case is not 

accurate enough.. In order to reduce this background, two Ge detectors are used to detect both 

511 keV gamma quanta coincidentally (introduced by Lynn et al [69]), this technique is called 

coincidence Doppler broadening spectroscopy (CDBS) [70, 71, 72]. Doppler-broadened 

annihilation peak is specified by the momentum distribution of electrons which annihilated 

with positrons (the momentum of a thermalized positron is negligible). CDBS technique 

enables the identification of chemical species surrounding positron annihilation sites, 
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benefiting from unique momentum distribution of electrons for each element [40]. For this 

reason CDB spectroscopy is a powerful technique used for defects identification in alloys,  in 

addition it can be used to characterize very small precipitates inside the alloy [73-74]. 

Coincidence measurement (as it is shown in figure 1.20) suppresses background and allows 

reliable investigation of annihilation radiation resulted from annihilation with core electrons. 

The energies of annihilation γ-ray is E1,2 = m0c
2 ± ΔE, while ΔE = 0.5 𝑃||c . Hence, the 

difference in energies of the annihilation γ-rays equals two times the Doppler shift, (E1 - E2 = 

2ΔE), while the sum of these energies is E1 + E2 = 2m0c
2 =1022 keV with neglecting the 

electron binding energies, gives the coincidence curve [40, 75]. It is a well-established fact 

that the interpretation of CDBS spectra may be reliable and comparable when they are 

presented as a ratio to a defect-free sample [15]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1.4.3 Variable energy positron annihilation spectroscopy 

Positrons emitted by radioactive nuclei (22Na) for the conventional positron annihilation 

system (PAS) are directly implanted into the material with an initial energy of several 

hundreds of keV, and thus penetrate the material to high depths [76]. However, many 

problems in physics are related to thin layers and to defects near the surface and at interfaces.

 Figure 1.20: Two Doppler broadening spectra normalized to the same area. One of them 

(black) is measured with a single Ge detector and the other (red) is measured by CDBS [38]. 
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 Thus, the conventional PAS cannot be used in research on surfaces, thin films or layered 

structures, because positrons penetrate deeper in the material density. This limitation of 

conventional PAS can be overcome by using variable positron beam energies lying typically 

between 0.01 and 50 keV [76]. This technique is called monoenergetic (slow) positron beam 

system. Positrons of such energies defined by a simple linear accelerators stop typically at an 

average depth of several nanometers up to few micrometers depending on the energy and the 

material. Stopping profile of monoenergetic positrons are described as the Makhov’s 

distribution (see Eq.1.45 below).The slow positrons are obtained through the moderation but 

only a small fraction of less than 1 % of incident positrons undergoes this moderation process. 

The fast positrons must be separated from the beam of monoenergetic positrons that is used 

for defect experiments after defined acceleration. The moderation requires the spatial 

separation of the source and the sample, and thus a beam guidance system must be used [15]. 

For Doppler- broadening spectroscopy, 22Na sources are used with an initial activity of 

50mCi. The generated positrons are moderated by a material with negative work function 

such as tungsten W (work function = -3 eV) and then separated from the fast positrons by a 

velocity filter. Usually, magnetic fields are used for beam transport. 

1.4.3.1 Positron Implantation 

The penetration profile for different positron energies and materials considering the 

thermalization process can be determined by using Monte-Carlo simulations. Implanted 

positrons from a radionuclide source penetrate to a depth that depends on the material density 

and the maximum energy of the positron. The probability of a positron reaching a depth z into 

the material can be described by the empirical equation [31, 77], 

                                      𝑃(𝑧) = 𝑒𝑥𝑝(−𝛼𝑧) , 𝛼 = 17𝜌. 𝐸𝑚𝑎𝑥
−1.43 (1. 45) 

Where α is the absorption coefficient (cm-1) [77]. 

The penetration depth depends on the density ρ (g/cm3) and the maximum positron energy 

Emax (MeV). The maximum penetration depth is defined as 𝑃(𝑧) = 0.999  [15]. For the 

isotropic emitted positron point source the penetration depth according to Schrader et al. [78] 

model is described as [79], 

 𝑃(z) = exp(−αz) + αzE𝑖(αz) (1. 46) 

Ei is the exponential integral function.  
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Implantation of mono-energetic positrons with varying energies is possible also, this 

experiment is important to provide a complete description of the resulting implantation 

profile. Valkealahti et al. [80] have shown that this can be accurately described by a 

Makhovian profile [81] (figure 1.21), this was experimentally confirmed by Vehanen et al. 

[82], and is given below, 

 
𝑃(𝑧, 𝐸) =

𝑚𝑧𝑚−1

𝑧0
𝑚 𝑒𝑥𝑝 (−

𝑧

𝑧0
)
𝑚

, 𝑧0 = 
𝑧

𝛤 (1 +
1
𝑚)

 & < 𝑧 >=
AEr

ρ
  

 

(1. 47)  

Where E is the kinetic positron energy in keV, ρ is the density of the investigated sample, Γ is 

the gamma function, A, r, and m are empirically derived parameters, which depend on 

material and energy [31]. Valkealahti et al. [80] listed for some elements (Al, Si, Cu, and Ag) 

the values of A, n and m; frequently used values are, A = 40 µg cm-2 keV-r, m = 2, and r = 1.6 

[80, 82]. In order to increases the mean implantation depth, the positron energy should be 

increased, but the width of the distribution increases too. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.21: Makhovian positron implantation profile in Aluminum. Equation 1.47 was 

used to calculate the profiles, with A = 4 µgcm-2 keV-r, m = 2, and r = 1.6 (inset mean 

implantation depth vs positron energy).  
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1.4.4 Positron beam system at Halle (POSSY) 

In order to achieve a penetration depth of a few micrometers, moderated positrons are 

accelerated in a range between few eV and some keV. An energy spectrum of the 22Na source 

for positrons is illustrated in figure 1.22. Negative positron work function φ+ of many solids is 

the principle of the moderation process. A thin moderator foil is usually located directly on 

the top of the source capsule. As the moderator foil thickness is smaller than the positron 

mean penetration depth, so only a small fraction of positrons thermalize and then diffuse 

inside it (about 0.05%) and most of the fast positrons (about 87%) penetrate the foil with high 

energy. 

 

 

 

 

 

 

 

 

 

 

 

 

  

 

 

 

 

 

 

 

 

 

Figure 1.22: The positron emission of a 22Na source with and without moderator [83]. 

Figure 1.23: Schematic illustration of the positron moderation process by a (110) 

tungsten foil [15]. 
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As soon as the diffused positrons reach the surface, they are reemitted from the film with 

kinetic energy equals the work function φ+. Materials with high atomic numbers are favorable 

for moderation because the ratio of the mean diffusion length to the thermalization distance is 

larger. A suitable material is a single-crystal tungsten (W) foil in a (100) with the work 

function φ+ = -3±0.3 eV [83] and moderation efficiency can be up to 10-3 [15]. Because of the 

low moderation efficiency, a strong source and an intensive radiation shield are required.  

 

 

What we need to perform an experiment are the moderated positrons, which we can control 

their energies, thus the moderated positrons (low energy) should be separated from the 

unmoderated fast positrons by using a velocity (energy) filter. It may be achieved in a 

magnetically guided system using internal electrodes in an E×B filter (electrostatic filter using 

electrostatic lenses) [85], or by utilizing external magnetic fields perpendicular to the beam 

direction [86]. Another additional and preferable method is to use bend solenoids. Two copper 

wire layers winded directly on the surface of the bent tube (10 A and 50 Gauss). The copper 

wires compensate the effect of centrifugal force and the inhomogeneous magnetic field in the 

bend. Because of the high voltage can be connected at vacuum tube outside the end of the 

source, the bent tube is on HV potential too, therefore a transformer with 30 kV is used for 

isolation in order to keep a constant current mode at the bent tube. For guiding the positron 

beam and performing surface studies, an ultra-high vacuum is used.  

Figure 1.24: Schematic diagram of the slow-positron-beam system at Martin Luther 

University Halle– Wittenberg (POSSY) (modified from [84]). 
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1.5  Other defects analytical techniques 

 Not only PAS techniques but also other techniques are used. Examples of these techniques 

are Optical microscopy (such as transmission electron microscopy TEM, atomic force 

microscopy AFM, scanning tunneling microscopy STM, and optical microscopy OM), small 

angle x-ray scattering (SAXS), neutron scattering (NS), and photoluminescence are also used 

to characterize point defects [87], but typically (although not always) these are interstitial-

type, mainly in bulk materials and usually for large (> few nm) cavities. However, some of 

them are destructive. Each of them has its own sensitivity and limitation to defects. Figure 

(1.25) compares the sensitivity of positron annihilation lifetime spectroscopy and some other 

techniques to detect defects of different sizes and concentration at different depths. It is clear 

that positron annihilation lifetime spectroscopy is very effective in giving accurate and 

detailed information about size and concentration at any depth below the effective resolution 

of other generally applied techniques [88]. 

 

 

 

 

 

 

 

Figure 1.25: Comparison of positron annihilation spectroscopy to other techniques [87, 88]. 
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Chapter 2 : Defects in crystal 

2.1 Introduction 

In practice, there are no ideal (no perturbations of periodicity) or perfect (only perturbed by 

thermal vibrations) crystals, only real solids that have a variety of different disorders which 

may be point, line, surface or volume defects [89]. All real solids are intentional or 

unintentional impure. Very pure metals (99.9999% or 6N) have one impurity per 106 atoms. 

Many properties of solids, especially the mechanical and electrical ones, are significantly 

influenced by defects and deviations from the ideal structure, and hence their presence can 

remarkably modify the properties of crystalline solids [90].  

 

2.1.1 Point defects  

The dimensionless defects are beneficial to differentiate intrinsic defects from defects 

produced by impurity atoms, since they distort the crystal at an isolated position [91].  

 

 

 

 

 

 

 

 

 

 

 

A vacant atomic site (vacancy) and an interstitial atom are the two types of point defects, 

which are dominant in a pure metal. The vacancy has been formed by the elimination of an 

atom from an atomic position; however, the interstitial is an atom in a non-lattice site (figure 

2.1). In fact, there are two kinds of the interstitial defects; when the interstitial atom is of the 

same crystalline solid, it is called self-interstitial. On the other hand, when a foreign atom 

Figure 2.1: Schematic two-dimensional lattice with vacancy, interstitial and substitutional 

defects [91]. 
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occupies the interstitial position, it is called interstitial. Unlike interstitial defect, when the 

foreign atom replaces an original atom and occupies its lattice site, a substitutional defect 

forms. The neighboring atoms may feel tensile or compressive stress depending on the size of 

the impurity atom. It is known that vacancies are the dominating defects at high temperature, 

there is a thermodynamically stable vacancy concentration at temperatures > 0 K. Vacancies 

and interstitials can be produced in materials by plastic deformation and high-energy particle 

irradiation [15] however, vacancies are often not stable. The distortion, which defects can 

produce in the crystal, depends upon the space between atoms and the size of the atoms. The 

space between atoms has generally a volume of less than one atomic volume, thus the 

interstitial atoms tend to produce a large distortion among the surrounding atoms. 

 

The change in the free enthalpy (Helmholtz free energy) ∆𝐹 during formation of 𝑛 vacancies 

or self-interstitials in the crystal is; 

∆𝐹 = 𝑛𝐸𝑓 − 𝑇∆𝑆 

Where 𝐸𝑓 is the formation energy of a defect (to remove one atom from its position), and ∆S 

is the change in the formation entropy. 𝑛𝐸𝑓 is a positive energy term and can be compensated 

by a gain of entropy, but this is offset by an increase in the configurational due to the presence 

of the defects [90]. (∆𝑆 = 𝑆2 − 𝑆1), where  (𝑆1 = 𝑘𝐵𝑙𝑛 𝐺1 )  and (𝑆2 = 𝑘𝐵𝑙𝑛 𝐺2 )   are the 

entropy of the crystal without and with vacancies respectively, kB is Boltzmann’s constant, 

and T is the absolute temperature. G is the probability to form n vacancies in N atoms, which 

equals to the probability of choosing n atoms out of N atoms (number of ways in which they 

can be arranged) and equals; 

𝐺1  =  
𝑁!

𝑁!
= 1,   𝐺2  =  

𝑁(𝑁 − 1)… (𝑁 − 𝑛 + 1)

𝑛!
 =  

𝑁!

(𝑁 − 𝑛)! 𝑛!
 

By applying Stirling’s approximation, the complete entropy gain is equal; 

∆𝑆 = 𝑘𝐵 𝑙𝑛
𝑁!

(𝑁−𝑛)!𝑛!
= 𝑘𝐵[𝑁 𝑙𝑛 𝑁 − (𝑁 − 𝑛) 𝑙𝑛 (𝑁 − 𝑛) − 𝑛 𝑙𝑛 𝑛]               (2. 3) 

The change in the free enthalpy in thermal equilibrium is minimum and hence,  

                        ∆𝐹 = 𝐸𝑓 − 𝑘𝐵𝑇 𝑙𝑛
𝑁−𝑛

𝑛
= 0                                                 (2. 4) 

 

(2. 1) 

(2. 2) 
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In real crystals N >> n, hence the number of vacancy equals [92]; 

 

 

 

From Eq. (2.5), the vacancy must exist in an ideal crystal at T > 0 [15].  

 

With increasing the temperature, the rate at which a point defect migrates from site to site in 

the crystal is increased and Eq. (2.5) becomes; 

 

 

Em is the migration energy. 

 

The equilibrium concentration of di-vacancies can be calculated in a similar manner. Suppose 

that Z is the coordination number of the lattice, so there are ZN/2 adjacent pairs of lattice 

sites. Amongst these sites, n2 di-vacancies can be distributed in the following number of ways 

[93], 

 

Similarly, the energy required to remove one atom and insert it into an interstitial position is 

the formation energy of interstitials Ef
i and it is much higher than that of vacancies. In metals 

and under thermal equilibrium, the concentration of interstitials may be neglected in 

comparison with that of vacancies. In ionic bonding materials such K+ Cl-  or Na+ Cl-, where 

the difference in size between the cation and the anion is small, the number of cations and 

anions vacancies (missing of K+ and Cl- atoms) are equal due to conservation of the overall 

                       𝑛 = 𝑁 . 𝑒𝑥𝑝 (− 
𝐸𝑓

𝐾𝐵𝑇
) ;  𝐶𝑣 =

𝑛

𝑁
= 𝑒𝑥𝑝 ( 

𝑆

𝐾𝐵
) . 𝑒𝑥𝑝 (− 

𝐸𝑓

𝐾𝐵𝑇
)          (2. 5) 

                              𝑛 = 𝑁 . 𝑒𝑥𝑝 (− 
𝐸𝑚

𝐾𝐵𝑇
) 

 
                                           (2. 6) 

                               𝐺2  =  
(𝑍𝑁/2)!

(𝑍𝑁/2−𝑛2)!𝑛2!
                                                   (2. 7)                    

                                        𝑛2  =
1

2
𝑍𝑁 . 𝑒𝑥𝑝 (− 

𝐸𝑓1𝑣 − 𝐸𝑓2𝑣

𝐾𝐵𝑇
) ; 

  

                             𝐶2𝑣  =
1

2
𝑍(𝐶𝑣)

2 . 𝑒𝑥𝑝 (− 
𝐸𝑓1𝑣−𝐸𝑓2𝑣

𝐾𝐵𝑇
).                                         (2. 8)                                          
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neutral charge. This type of point defects is named as Schottky defect after the German 

scientist Schottky [94].  

There is another type of point defect known as Frenkel defect, where an atom or ion moves 

from its original lattice site to an interstitial position; it occurs usually when the size of the 

anion is considerably larger than that of cation (Zn+ S-). Important to realize that the density of 

the crystal remains constant in contrast to Schottky defect, which decreases due to the 

vacancies as it is noticed from figure 2.2 [95]. 

 

 

 

 

 

 

 

 

 

 

2.1.2 Linear defects (Dislocations) 

Dislocations are lines in the crystal along which the atoms are out of position in the crystal 

structure. Dislocations are produced and displaced consequence to an applied stress. As a 

result of this motion, a glide- plastic deformation is emerged [96]. Dislocations may act as 

electrical defects in semiconductors (they are almost always undesirable); they participate in 

the crystal growth and in the structures of interfaces between crystals. Many endeavors have 

been done to proof the existence of dislocations. For instance, comparing the theoretical and 

the experimental values of the applied shear stress required to plastically deform a single 

crystal. Frenkel in 1926 was the first one, who calculated the applied shear stress on a perfect 

rectangular-type (figure 2.3 and 2.4) [90, 97]. Figure (2.3) shows atom positions used to 

calculate the theoretical critical shear stress for a slip. In order to displace the top atomic raw, 

a periodic shearing force is needed. The shearing force is periodic, because the lattice resists 

the applied stress for the displacement x < b/2 (b is the spacing of atoms in the shear 

direction) whereas the lattice forces assist the applied stress in case of x > b/2 [98].

Figure 2.2: Schematic illustration of Schottky and Frenkel defects. 
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𝜏𝑠ℎ is the shear stress described by: Eq 2.9 where  𝜏𝑚𝑎𝑥 is the theoretical critical shear stress 

at displacement b/4 (figure 2.4). The shear modulus = 
𝜏

tan𝜃
, where tan 𝜃 is the elastic shear 

strain and given by 𝑥/𝑎  for small displacement, hence; 𝜏𝑚𝑎𝑥 = 
𝐺

2𝜋
 
𝑏

𝑎
 , taking into 

consideration that and 𝑎 ≅ 𝑏, thus the maximum shear stress a sizeable fraction of the shear 

modulus, 𝜏𝑚𝑎𝑥 =  
𝐺

2𝜋
 ≅ 𝐺 [98]. 

Figure 2.3: Slip of crystal planes, b the spacing between atoms in the direction of the 

shear stress, 𝑎 the spacing of the rows of atoms and x is the displacement [99]. 

Figure 2.4: Shear stress versus displacement curve [100]. 

𝜏𝑠ℎ = 𝜏𝑚𝑎𝑥 sin (𝜔𝑥) =  𝜏𝑚𝑎𝑥 sin (
2𝜋𝑥

𝑏
)  ≅  𝜏𝑚𝑎𝑥

2𝜋𝑥

𝑏
         (2. 9) 
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In 1930s, it has been possible to produce crystals with a high degree of perfection. The 

existence of dislocation referring to a line defects on the atomic scale was deduced 

independently by Taylor, Polany, and Orowan, could get strength of some fiber crystals close 

to the theoretical strength [101, 102, 103].  

The presence of dislocations in the crystal is confirmed also when comparing the preferential 

deposition process between perfect and real crystals during crystal growth in a supersaturated 

vapor. According to the nucleation theory, approximately 50 % supersaturation degree would 

be required for the growth of the smooth faces (low degree of supersaturation is needed for 

irregular facets). However, this is found to be in contrary to the experiments, which showed 

that growth occurs at 1 % supersaturation. Dislocations generated during crystal growth could 

result in the formation of steps on the crystal faces, which are not removed by preferential 

deposition but also providing sites for deposition, which eliminates the difficult nucleation 

process [90]. Regardless of all these evidences, many metallurgists remained doubt about the 

dislocation theory until the development of the transmission electron microscope in the late 

1950s [104].  

2.1.2.1 Geometry of dislocations 

Figure 2.5(A) represents a front face of the atomic arrangement in a simple cubic crystal. 

Dislocations arise from adding an extra half plane (stretching the atomic bonds) or removing a 

half plane (compressing the atomic bonds) as illustrated in figure 2.5(B). As a result, an 

unstable configuration is formed, the distance or bonds between atoms doubled or halved. 

Finally, after relaxation of atoms, a new defect configuration is obtained (figure 2.5(c)).This 

type of defect is called edge dislocation. The extra half plane is abruptly ended, which creates 

the dislocation only at the bottom edge. Dislocations are considered as line defects not planar, 

since the suddenly ending of the extra half plane creates the defect, not the whole plane. It is 

clear from figure 2.5(c) that upperward (and downward) the dislocation, a normal plane, not 

an extra half plane (no missing half plane) is found, since the atoms are allowed to come to 

equilibrium. The orange line in figure 2.5(c) (points into the drawing plane) represents the 

dislocation line and the edge dislocation is positive.  On the other hand, inserting the extra 

plane of atoms from below, a negative edge dislocation is obtained, (see figure 2.5(D)) [105]. 

Edge dislocations introduce compressive, tensile, and shear lattice strains. 
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The second type of dislocations is a screw dislocation, where the atoms are displaced in two 

separate planes perpendicular to each other forming a spiral tilt around the dislocation as it 

Figure 2.5: Schematic description of the edge dislocation (the atomic bonding is not 

drawn here). 

Figure 2.6: Schematic description of the left-handed screw dislocation. 
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illustrated in figure (2.6). Screw dislocations introduce shear strain only. However, 

dislocations are never pure “edge” or “screw” type, they are usually mixed. 

2.1.2.2 Dislocation motion 

Plastic deformation (applied stress) is the reason for the net movement of large numbers of 

atoms. During this process, interatomic bonds must be broken and then remade. In crystalline 

solids, plastic deformation most often involves the motion of a large number of dislocations. 

This motion is called a slip, thus, the material strength can be improved by putting obstacles 

to slip [106]. Figure 2.7 (up) shows that an edge dislocation moves in response to shear stress 

applied in the direction perpendicular to its line during plastic deformation. It is analogous to 

the motion of a caterpillar or a carpet over a floor; forming a hump or a ruck corresponds to 

the motion of extra half-plane of atoms. 

 

 

 

 

 

 

 

 

 

 

 

 

Dislocations cannot end within the lattice, only if they meet external free surfaces, internal 

grain boundaries, other dislocations forming a node or they can end on themselves forming a 

Figure 2.7: Dislocation movement during plastic deformation [107, 108]. 
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loop. When dislocations (opposite of each other) are brought together in the same plane, they 

annihilate and restore the perfect crystal. 

Prismatic dislocation loop 

It is known that dislocations can end on themselves forming a loop. Consider a slip plane and 

contains a closed loop (dislocation lines, figure 2.8), the tangent vector changes from point to 

another through this loop. Let’s consider that the Burger vector, which shows how much the 

entire region is slipped relative to the un-slipped one, pointing up and since it is constant, 

different types of dislocations will be obtained. 

 

 

 

 

  

 

 

 

 

 

 

 

The Only plane which contains the Burger (  ) and linear vector (  ) is the surface of a cylinder 

(surface of a prism) and dislocation line is its base (see figure 2.9).  

 

 

 

 

 

 

 

 

t̂ b 
⃗⃗⃗    

. 

Figure 2.8: Dislocation loop [109]. 

Figure 2.9: Schematic illustration of a prismatic dislocation loop [109]. 
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The vacancy loop (condensation of vacancies) in a closed-packed plane behaves exactly like a 

prismatic loop with only an edge dislocation (figure 2.10). 

 

 

 

 

 

 

 

 

2.1.3 Bulk (volume) defects 

Volume defects are 3-dimensions defects, which are normally introduced during fabrication 

steps. These include pores, cracks, foreign inclusions, precipitations and voids based on a 

combination of the size and effect of the particle. In some cases, foreign particles are added 

purposefully to strengthen the parent material [110]. The procedure is called precipitation 

hardening where foreign particles act as barriers to the movement of dislocations. Inclusions 

are undesirable particles that entered the system as dirt or formed by precipitation. Voids are 

holes in the solid formed by trapped gases (it is commonly called porous) or by the 

accumulation of vacancies. When a void occurs due to the shrinkage of a material as it 

solidifies, it is called cavitation [111]. 

 

2.1.4 Planar (Interfacial) defects 

Planar defects are boundaries that have two-dimensional imperfections such as grain 

boundaries, twin boundaries, and stacking faults. These imperfections are meta-stable and 

arise from the clustering of line defects into a plane [110, 112]. 

 

 

 

 

 

 

Figure 2.10: Vacancy loop acts as a prismatic dislocation [109]. 

Figure 2.11: Schematic presentation of 

the grain boundaries [110, 112] 
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Grain boundaries are the boundaries which separate the grains due to a mismatch of the 

orientation of grains because of the dislocations as shown in figure 2.15. On the other hand, 

any change in the stacking sequence of the crystal causes an imperfection. The fault in the 

stacking sequence leads to a stacking fault, but when the change in the sequence is a mirror 

image, in this case a twin boundary is formed (figure 2.16) [110]. 

 

 

 

 

 

 

 

 

 

2.2 Diffusion 

2.2.1 Introduction 

Controlling the microstructure, which determines many of the physical and all of the 

mechanical properties of the material, is a matter of interest in material science. The 

microstructure is controlled by the phase transformation, which involves the diffusion process 

[113]. Many microstructure changes in solid happen through diffusion, i.e. mass transfer 

(atoms) in solid phases. The existence of defects, e.g. vacancies, interstitial, dislocations and 

grain boundaries are responsible for diffusion [114, 115]. Diffusion is always important for 

processes at an elevated temperature such as; ordering and disordering processes in alloys 

(formation of precipitations, defect annealing after plastic deformation) [15]. Similarly to 

Fourier’s and Ohm’s laws, which explain the heat and charge flow respectively, the mass flow 

is governed by Fick’s laws [116]. 

2.2.2 Fick’s first law of diffusion 

In 1855 formulated Adolph Fick [116] an equation in order to describe the flow of mass 

(particles or moles) from high to low concentrations. This means that the mass flux j (Kg m-2 

s-1) is driven by the concentration (Kg m-3 or mol m-3) gradient  − 
𝑑 𝐶
𝑑 𝑋

  and hence;

Figure 2.12: Schematic presentation of twin boundaries and stacking fault 



Fick’s second law of diffusion 

  

44 

 

  

D (m2 s-1) is the diffusivity or diffusion coefficient and its typical value in solids: 10-9 to 10-24 

m2s-1.  

 

 

 

 

 

 

 

 

 

 

 

The diffusion coefficient is strongly temperature dependent; 

 

 

 

Q is the activation enthalpy of diffusion, kB is the Boltzmann constant, and T is the absolute 

temperature. The pre-exponential factor D0 can be written as: 

 

 

 

∆𝑆  is the diffusion entropy and Do is the geometry factor. For example, one atomic distance 

at RT in self-diffusion Au takes 10-10 m/day, since diffusion coefficient equals 10-24 m2 s-1. 

2.2.3 Fick’s second law of diffusion 

Fick's first law assumes a fixed concentration gradient. In case of the concentration gradient 

changes with time, Fick’s second law is used. It can be easily derived on the basis of mass 

conservation. By assuming a bar containing diffused particles (the concentration of the 

𝑗 =  −𝐷 
𝑑 𝐶

𝑑 𝑋
                                                                       (2. 10) 

Figure 2.13: Schematic illustration of Fick's first law. The concentration C1 > C2 so mass flux 

will move from high to low concentration [115]. 

𝐷 = 𝐷0 𝑒𝑥𝑝  (
−Q

KBT
)                                         (2. 11)      

𝐷0 = Do exp  (
∆𝑆

𝐾𝐵𝑇
)                                        (2. 12) 
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diffused particles is high in one end and gradually decreasing up to the other end (figure 

2.15). The concentration gradient is different between the two positions (x and x+∆x).  

The flux at x is  jx , which moves the mass into the volume ∆v, and at x+∆x  is  jx+∆x , which 

move the mass out from the volume [105]. 

 

 

 

 

 

 

 

 

Fick’s second law of diffusion is [105, 115, 117], 

𝜕𝐶

𝜕𝑡
= 𝐷 

𝜕2𝑗

𝜕𝑥2
   

A special solution of the diffusion equation can be found in [118]. 

2.2.4 Atomic diffusion Mechanisms 

2.2.4.1 Substitutional diffusion mechanism 

Presence of some vacant sites in the crystal facilitates the diffusion process, as an atom can 

jump into the neighboring vacancy (figure 2.16). Self-diffusion in metals and alloys, in many 

ionic crystals and also in ceramic materials often occurs via vacancy mechanism [117].

Figure 2.14: Change of the concentration gradient with time [115]. 

 (2. 13) 

Figure 2.15: Single vacancy mechanism of diffusion [117]. 
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On the other hand, the number of di-vacancies becomes quite large at higher temperature; 

hence the single vacancies mechanism is accompanied by divacancy mechanism (figure 2.18). 

However, single vacancy mechanism dominants below 2/3 Tm [117]. 

 

 

 

 

 

 

 

 

 

2.2.4.2 Interstitial diffusion mechanism 

It is a diffusion of solute in an interstitial solid solution. An atom jumps from one interstitial 

to a neighboring interstitial site (figure 2.23). 

 

 

 

 

 

Figure 2.16: Schematic illustration of potential energy of an atom jumps into a vacancy [115]. 

Figure 2.17: Divacancy  mechanism of diffusion [117]. 

Figure 2.18: Interstitial diffusion mechanism [117]. 
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Interstitial diffusion is generally faster than substitutional diffusion since the probability of 

finding a neighboring vacant interstitial is much higher than that of a neighboring vacancy, 

interstitial diffusion is often activated at very low temperature, 𝐸
 𝑉
𝑚 ≫ 𝐸

 𝑖
𝑚 [117]. 

2.2.4.3 Frank-Turnbull (dissociative) mechanism 

An impurity atom gets trapped in a vacancy, whereupon it is almost immobile. The atom 

starts from a regular lattice site then moves to an interstitial position, and diffuses as an 

interstitial but relatively fast. 

 

 

 

 

 

 

 

2.2.4.4 Kick-out mechanism 

Interstitial impurity atom moves (rather fast) by a direct interstitial mechanism until they 

finally kick out a lattice atom from its site which itself starts interstitial diffusion. 

 

 

 

 

Figure 2.19: Frank-Turnbull mechanism [117]. 

Figure 2.20: Kick-out mechanism [117]. 
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Chapter 3 : Phase transformation and precipitation hardening 

3.1 Introduction 

Phases are formed from the alloying elements in the alloy; their size and shape have a 

significant effect on the metal properties. In order to change the phases in an alloy, heat 

treatment is needed. Forming phases from a different phase is called a phase transformation. 

There are different kinds of phase transformation such as; eutectoid and precipitation. In both 

transformations, atoms move through the metal to rearrange themselves forming the new 

phase. At the eutectoid transformation (as in Steel), a single phase transfers into two other 

phases through cooling form an elevated temperature. However, particles of one phase 

(precipitates) are formed within the origin phase in case of precipitation transformations. The 

alloy is heated to elevated temperature so that a solid solution phase of the matrix and the 

alloying elements can form. This heating is followed by fast cooling to avoid the coarsening 

of the precipitates [119]. We can control transformation (and in turn control the size, shape 

and orientation of the precipitation) by controlling heating temperature, heating time, and 

cooling rate, which  will have a big influence on the properties of the metal [119]. 

3.2 Phase diagram 

Phase diagram is a diagram in the space of relevant thermodynamic variables (such as 

temperature and composition) indicating phases in equilibrium [120, 121]. The phase is a part 

of a system, which is chemically homogeneous, physically distinct, and mechanically can be 

separated. For instance, the solid phases of iron are Body Centered Cubic (phase α) and cubic 

centered packing (phase γ). The components of a phase are the independent chemically 

species (element, compound) in terms of which the composition of a system is specified 

[122]. 

 

Figure 3.1: Cu-Ni binary phase diagram, L  

for liquid, S for solid and α is the 

substitutional solid solution [120]. 



 Phase diagram 

  

49 

 

Figure (3.1) shows the binary phase diagram of Cu-Ni with complete miscibility. It is noticed 

that the entire melting for a pure metal happens at a fixed temperature (Tm) and the solid 

phase is still converting to liquid phase after Tm due to the latent heat. Contrary to the pure 

metal, the alloy melts over a range of temperatures [122]. 

3.2.1 Gibb’s phase rule 

Gibb’s phase rule (named after Josiah Willard Gibbs [123]) gives the number of intensive 

variables (not dependent on quantity such P, T) to determine the state of a system [124]. 

𝐹 = 𝑛 − 𝑃 + 2 

F is the number of intensive variables that has to be defined (degrees of freedom), n is the 

number of components, and P is the number of phases [125, 126]. However, Gibb’s phase 

rule for metallic Alloys is given by; 

𝐹 = 𝑛 − 𝑃 + 1 

Since melting and boiling point of metals operates usually at constant pressure (atmospheric 

pressure). 

 

By looking to figure 3.1, the pure metal at the melting point has F = 0, since n =1 and P = 2. 

At this point, the solid and the liquid are in equilibrium. On the other hand, F=1 for the binary 

alloy (two phases and two components), which means that one intensive variable needs to be 

defined to figure out the state of the system (in this case the variable is the composition C). 

3.2.2 Phase present in a system 

Consider a constitution point A in a binary phase diagram at 60 wt% Ni (figure 3.2). When 

the alloy is heated to a temperature T1, the present phase will be α with 60 wt% Ni or 40 wt% 

Cu. On the other hand, for a constitutional point B, which lays at 40 wt% Ni, if the alloy is 

heated to T2 and hold in equilibrium, the Present phase will be mixture of liquid and alpha 

(two phases are obtained). Generally, for a binary phase diagram moving horizontally along 

an isotherm from one single phase to another, a two-phase region mixture from both phases is 

formed [105]. 

(3. 1) 

(3. 2) 
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Composition of phase present in a system 

The composition is the fraction or percentage of different components either in weight% or 

atom%.  For a single phase, the alloy composition C0 equals the phase composition. While in 

the two phases region, the composition of the phases is calculated by drawing a tie line, which 

is an isotherm running from one boundary to the other (figure 3.3). 

 

 

 

 

 

 

 

 

 

 

 

 

Consider a constitution point A (figure 3.4); the alloy composition C0 equals the phase 

composition Cα (single phase), and the fraction of α phase in the whole alloy is fα = 1 or 

100%. However, in two phase region, i.e. point B, the fraction of both phases is calculated by 

the lever Rule [127]. 

Figure 3.2: Phase present in a system [105]. 

Figure 3.3: Composition of phase present in a system [105]. 
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3.3 Diffusive phase transformation 

Transformation from phase to another needs a thermodynamic driving force, which is the 

difference in free energies between the two phases. For example, when a liquid phase transfer 

to a solid α phase, the transformation is thermodynamically feasible if the free energy of α is 

lower than of liquid; ∆G = Gα − GL. It is shown from figure 3.5 that the melting temperature 

is a critical temperature for transferring between the two phases, i.e. liquid can transfer to 

solid below Tm. Diffusive phase transformation occurs through two processes; first one is a 

precipitation transformation, which involves the formation of a new phase (Nucleus) and this 

is called Nucleation. Further increase in the size of the Nucleus is called growth (figure 3.6 ). 

The second process is a continuous transformation (a spinodal decomposition ). 

𝑓α = 
C0−𝐶𝐿

𝐶α−𝐶𝐿
 ;    𝑓L = 1 − 𝑓α                (3. 3) 

Figure 3.4: Relative amounts of phases present in a system. 

Figure 3.5: Driving force of phase 

transformation [105]. 
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Figure 3.6: Schematic illustration of nucleation, growth, and spinodal decomposition [128]. 

 

3.3.1 Nucleation 

Nucleation occurs when a small nucleus begins to form in the liquid. The nuclei then 

grow as soon as atoms from the liquid attach to it (figure 3.7). Nucleation can be 

homogeneous or heterogeneous depending on the presence of foreign particles 

(defects) in the liquid. Homogeneous nucleation takes place spontaneously and 

haphazardly without favorable nucleation site. While, heterogeneous Nucleation 

occurs at preferential sites such as grain boundaries, dislocations or impurities [129]. 

 

 

3.3.1.1 Homogeneous Nucleation 

Homogeneous nucleation takes place spontaneously without any aid from any surfaces or 

defects. Consider a solidification process; a solid ball S of radius r nucleates in an unstable 

liquid L. In reality, the liquid can be kept undercooling in a metastable form, and hence a 

solid/liquid interface is formed with the solid sphere (figure 3.8). 

 

 

 

 

Figure 3.7: Schematic description of the 

solidification process (nucleation and 

growth), S represents solid. 

Figure 3.8: solid/liquid interface. 
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Assume that there is no change in volume (ρS= ρL). The change in Gibb’s free energy ΔG Hom 

is calculated as: 

∆𝐺𝐻𝑜𝑚 =  
4

3
𝜋𝑟3(𝐺𝑠 − 𝐺𝐿)⏟          

𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑟𝑒𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 

  + 4𝜋𝑟2𝛾⏟  
𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑜𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 

𝑒𝑛𝑒𝑟𝑔𝑦

 

where Gs & GL are the Gibb’s free energies per unit volume of solid (which is added to the 

system), and of liquid (which is subtracted from the system), respectively. γ is the energy per 

unit area of the solid/liquid interface. In case of T < Tm, the volume free energy is negative, 

since Gs < GL (see figure 3.5). Figure 3.9 represents the Gibb’s free energy as a function of the 

nuclei radius. It is obvious that the change in the free energy reaches a maximum value at a 

critical radius r*. The nuclei with radii lower than r* will not grow since ΔGHom is high. In 

contrast to the nuclei with radii higher than r*, ΔGHom decreases and this is 

thermodynamically favorable for the growth [124, 130]. 

  

 

 

 

 

 

 

 

 

 

 

 

The energetic barrier needs to be surpassed to achieve nucleation (ΔG*Hom) is given by; 

𝜕𝛥𝐺 ∗

𝜕𝑟
|𝑟=𝑟∗ = 0 

After differentiation, the critical radius for nucleation equals; 

𝑟∗ = 
−2𝛾

𝐺𝑠 − 𝐺𝐿
 

(3. 4) 

Figure 3.9: Total free energy vs nucleus radius [124, 131, 132]. 

(3. 5)  

(3. 6) 
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The numerator γ increases the free energy and that acts as an obstacle to nucleation, contrary 

to the denominator Gs - GL, which represents the driving force; 

𝐺𝑠 − 𝐺𝐿 =
∆ 𝐻 ∆𝑇

𝑇𝑚
 ,  

where ∆H is the latent heat of fusion. The critical radius equals, 

𝑟∗ = 
−2𝛾 𝑇𝑚

∆ 𝐻 ∆𝑇
  

 

3.3.1.2 Heterogeneous Nucleation 

In case of heterogeneous nucleation, the phase transformation takes place with the help of 

some surfaces such as container wall, grain boundaries, or some other defects. In order to 

promote the heterogeneous nucleation and growth; a nucleation agent or an inoculants are 

added to the molten metal (act as a catalyst).  

The nucleation as shown before depends on the surface energy, which in turns depends on the 

wetting or contact angle θ [124, 132, 133]. In case of metal solidifies on a foreign substrate, 

the substrate should be wet by liquid metal. 

 

 

 

 

 

 

In order to calculate the critical radius r∗; consider a solid phase (β) is formed in a liquid 

phase (L) on a foreign substrate (container wall (M)).The new phase nucleates as a spherical 

cap nucleus (see figure 3.11). 

 

 

 

 

 

 

 

(3. 7) 

(3. 8) 

Figure 3.10: The wetting angle θ [134]. 

Figure 3.11: Schematic of heterogeneous nucleation mechanism; spherical cap of solid phase 

in liquid on a substrate [135]. 
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As we have three surfaces, a three interfaces are presented; liquid –substrate interface (γLM), 

liquid –solid interface (γLβ), and solid-substrate interface (γβM), which;  

 

𝛾𝐿𝑀 = 𝛾𝛽𝑀 + 𝛾𝐿𝛽 𝑐𝑜𝑠 𝜃 

 

The change in Gibb’s free energy ΔGHetr is calculated as: 

∆𝐺𝐻𝑒𝑡𝑟 = 𝑓(𝜃) ∆𝐺𝐻𝑜𝑚 = 𝑓(𝜃) ( 𝑉𝛽(𝐺𝛽 − 𝐺𝐿)⏟        
𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑟𝑒𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 

+ 𝐴𝐿𝛽𝛾𝐿𝛽 + 𝐴𝛽𝑀𝛾𝛽𝑀⏟            ) 

𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑜𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 
𝑒𝑛𝑒𝑟𝑔𝑦

 

However, before nucleation the interface of solid and substrate βM was between liquid and 

substrate LM, so a surface energy ALM γLM should be subtracted from Eq. (3.10). This term in 

addition to the volume free energy act as a driving force of nucleation; 

 

∆𝐺𝐻𝑒𝑡𝑟 = 𝑓(𝜃)  ( 𝑉𝛽(𝐺𝛽 − 𝐺𝐿)⏟        
𝑣𝑜𝑙𝑢𝑚𝑒 𝑓𝑟𝑒𝑒 𝑒𝑛𝑒𝑟𝑔𝑦 

+ 𝐴𝐿𝛽𝛾𝐿𝛽 + 𝐴𝛽𝑀𝛾𝛽𝑀 − 𝐴𝛽𝑀𝛾𝐿𝑀) ⏟                     

𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑖𝑎𝑙 𝑜𝑟 𝑠𝑢𝑟𝑓𝑎𝑐𝑒 
𝑒𝑛𝑒𝑟𝑔𝑦

 

Where ALM = AβM and Vβ = 
4

3
πr3 f(θ) , ALβ = 4πr

2  
1−cosθ

2
 and  AβM =  πr

2 (1 − cos2θ) 

Similarly to the homogenous nucleation, the energetic barrier needs to be surpassed to achieve 

nucleation (ΔG*Hetr ) and the critical radius are given by; 

𝜕𝛥𝐺 ∗𝐻𝑒𝑡𝑟
𝜕𝑟

|𝑟=𝑟∗𝐻𝑒𝑡𝑟 = 0,     𝑟
∗
𝐻𝑒𝑡𝑟 =

−2𝛾𝐿𝛽

𝐺𝛽 − 𝐺𝐿
  

this is the same value of  r∗Hom in Eq. (3.6). However, V∗Hetr = V
∗
Hom  f(𝜃) &  ΔG

∗
Hetr =

ΔG∗Hom  f(𝜃) , therefore for smaller contact angles θ, the heterogeneous nucleation is 

preferable over the homogenous nucleation (figure 3.12).  

 

 

 

(3. 9) 

(3. 10) 

(3. 11) 

(3. 12) 

Figure 3.12: Total free energy for homogenous and 

heterogeneous nucleation [136] 
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In the precipitation transformation αorigin → αfinal+ β, the new phase will still have the structure 

of the origin phase even if the composition is changed. The formation of the new phase 

(precipitate, β in this example) adds a distortion or strain energy.  In case of the formation of a 

new phase in an imperfection sites, this strain energy varies with the shape of the precipitate 

[92]. Consider an ellipsoid with equator diameter and polar axis c and a, respectively. 

Different shape factors (c/a) lead to different shapes of precipitations (figure 3.13) [132]. 

 

 

 

 

 

 

  

 

 

 

 

3.3.1.3 Nucleation and growth rate  

The overall transformation rate (
dx

dt
 , s-1) depends upon the nucleation and growth. Figure 3.14 

shows that nucleation and growth happen at a time interval. The nucleation rate (I, m-3s-1) is 

the number of nucleation events per unit volume per second. The rate of increase the size of 

growing nuclei (R) per second is the growth rate (
dR

dt
 , ms-1) [124]. 

 

Figure 3.13: Strain energy as a function of precipitate shape [92, 132]. 

Figure 3.14: The overall transformation rate [124]. 
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The transformation rate starts slowly at the beginning (due to small number of nuclei) and 

ends slowly also because of the volume reduction (due to impingement). The three rates 

depend on the temperature; they reach the maximum at a specific T. Figure 3.15 shows that at 

Tm and T=0, there is no nucleation (due to zero driving force and reduction of atomic 

mobility). 

 

 

 

 

 

 

 

 

 

 

 

Rate of homogeneous nucleation for a given undercooling is [137], 

 

𝐼 = 𝐼0 𝑒𝑥𝑝 (−
∆𝐺𝐻𝑜𝑚

∗

𝐾𝑇
)   𝑐𝑙𝑢𝑠𝑡𝑒𝑟𝑠/𝑚3 

I0 is the atoms per unit volume in the liquid, C* is the number of atoms that have reached 

critical size. 

Rate of heterogeneous nucleation is [138], 

 

 𝐼∗ = 𝐼1 𝑒𝑥𝑝 (−
∆𝐺𝐻𝑒𝑡𝑟

∗

𝐾𝑇
)   𝑛𝑢𝑐𝑙𝑒𝑖/𝑚3 

I1 i the number of atoms in contact with the heterogeneous nucleation sites. 

 

3.3.2  Spinodal decomposition 

In the classical nucleation and growth, the growth is controlled by the diffusion in which 

atoms diffuse from the original phase across the phase boundary (a barrier has to be 

overcome), and then into the second phase.  

Figure 3.15: Temperature dependence of the transformation rates [124]. 

(3. 13) 

(3. 14) 
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Figure 3.16: Nucleation (left) vs spinodal decomposition (right) [124, 139, 140]. 

 

 

As it is illustrated in figure 3.16 left,  A and B are atoms diffuse away from the high 

concentration regions, therefore the total free energy will decrease from  G3 of a metastable 

phase to  G4 of a homogenous alloy ( the diffusion in this case called “hill-down”).  

On the other hand, in the alloys, which have a miscibility gap, spinodal decomposition 

happens. Spinodal decomposition is a continuous phase transformation and it involves 

spontaneous un-mixing or clustering of atoms. No nucleation process occurs, and therefore 

the free energy curves can have a negative curvature at low temperature. If A and B elements 

present in a composition C0 are quenched to a temperature at which thermodynamic 

equilibrium is favorable, a small fluctuation in the composition forms an A-rich phase co-

existing with a B-rich phase. A, B atoms would diffuse towards the regions of high 

concentration (figure 3.16 Right). The total free energy will decrease also until equilibrium 

compositions are obtained (C1, C2); the diffusion in this case known as “hill-up” diffusion [92, 

124].
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3.4 Strengthening of aluminum 

Strength is the ability of a material to withstand an applied stress until it breaks. It determines 

whether the material can be used for specific applications [141]. Strength depends on the 

stress type and duration as well as the temperature. Tensile, bending, fatigue, and compressive 

are various types of strength depending on the type of the applied stress. Tensile strength is 

the most important one; it is determined using a tensile testing machine. The maximum tensile 

stress (expressed in Newton per mm2) is the maximum duration that the test piece can 

withstand without failure [141]. Most pure metals are ductile however, alloying or heat 

treatments lead to an increase in the strength [141].  

Pure aluminum is soft (not ideal for building strong structures.) and, thus easily deformed. 

Deformation results from the presence of defects in the crystal lattice – so-called 

‘dislocations’. When a force is applied to a metal, these dislocations can move along special 

slip planes, causing the metal to deform [142-145]. If dislocations are prevented from moving 

in this way, there will be an increase in the strength of the material (hardness and stability). 

Dislocations may be pinned with other dislocations and solute particles due to stress field 

interactions.  

There are four main strengthening mechanisms for metals; work (cold/Strain), grain 

boundary, solid-Solution, and precipitation (Age) hardening. Each of them make it 

energetically unfavorable for the dislocation to move [146, 147]. We are here focusing in the 

precipitation hardening. 

 

3.4.1 Precipitation (Age) hardening  

3.4.1.1 History 

In precipitation hardening, precipitate particles are produced within the metal matrix to 

obstacle the dislocations motion. The formation of precipitates required rapid cooling 

(quenching) after solution heat treatment at higher temperatures. The solution heat treatment 

of an alloy forms a single stable phase (however still has very small amount of the solute 

atoms), while fast cooling or quenching is required in order to prevent the creation of lattice 

defects [148].  Age hardening of aluminum was discovered accidentally by Alfred Wilm [149] 

during the years 1901 -1911 [150]. Similar to steel, which hardens by quenching, Wilm was 

trying to quench Al alloys and measure the hardness. He started to heat several Al –Cu alloys 

(Al- 3.5-5.5 wt%Cu-Mg-Mn, Mg and Mn were < 1%), hold them for some time, quench, and 

then directly measure the hardness (figure 3.17 left).  
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After several attempts such as varying the holding time and the quenching rate, he could not 

improve the alloys hardness. The hardness of the alloys increases incidentally with Wilm 

when he quenched the alloy and wait for some time then measure the hardness (from here 

came the name of ageing) [105]. Natural-ageing is the process of age-hardening by holding 

the quenched alloy at room temperature. Although the hardness increases with time, after a 

certain time it starts to decrease and overageing occurs without any change in the 

microstructure. Wilm examined his samples in an optical microscope but he was unable to 

detect any structural change as the hardness changes (figure 3.17). 

 

 

In 1919, Mercia, Waltenberg and Scott [151] found that with decreasing the temperature, the 

solubility of Cu atoms in Al-matrix decreases. They attributed that to precipitate out of Cu 

from supersaturation solid solution phase [152]. Mercia et al [153] suggested in 1932 that Cu 

atoms gather in small clusters (“knots”) when the grains of an alloy are deformed. The knots 

in turn interfere with dislocations resulting in age hardening [154]. Mercia suggestion had no 

evidence until 1938, when Guinier [155] and Preston [156] studied independently aged Al-

alloys by X-ray and noticed scattering of X-ray due to those knots. 

 

3.4.1.2 Mechanism of age hardening 

Formation of the precipitates requires heating the alloy to higher temperatures. In order to 

avoid melting and oxidation, which may affect the ductility, the heating temperature should be 

(Tsolidus < T > Tsolvus [105, 120].  The alloy reaches the stable single phase α at this temperature 

(figure 3.18). After that, fast cooling is indispensable to reach the supersaturated solid 

solution. Figure 3.18 shows quenching of solid solution phase (α) in Al-4%wtCu alloy to a 

temperature of the tie line (at point a). According to the tie line, the initial concentration of the 

Figure 3.17: Heat treatment and hardness of Al-4wt%Cu alloys according to Wilm [105]. 
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precipitation is 4% and that is much more the equilibrium concentration, which is at point b. 

This excess of Cu in α phase will increase the driving force for formation the precipitation and 

help in a quick nucleation. The extra Cu atoms come out of the matrix and concentrate 

homogeneously in many regions forming an intermetallic compound Al2Cu (θ phase). 

However, in reality this is not simply happen, there are three phases forego this intermetallic 

phase (θ) [105, 120]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In spite of the excess of Cu atoms, this is not sufficient to form θ precipitates. The extra Cu 

atoms diffuse (with the help of the quenched-in vacancies or by substituting Al atoms) 

configuring a preferable lowest energy shape, which is a disc with a diameter from 3 to 10 

nm. This first precipitates are the Guinier–Preston (GP) zones [155, 156]. As it is illustrated in 

figure 3.19, GP zones are coherent with Al matrix (have the same crystal lattice as that of 

aluminum, 0.404 nm). GP zones are possible only in one dimension; however the lattice 

planes must be bent to give one-to-one matching. This slightly distortion produces lattice-

Figure 3.18: Al-Cu alloy Phase diagram (up); α is a cubic closed pack substitutional solid 

solution of Cu in Al, θ is an intermetallic compound Al2Cu (down) [120]. 
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strains, which hinder the dislocation motion, and therefore creates hardness in the alloy [51, 

157]. 

 

 

 

 

 

 

 

 

 

 

GP zones are then starting to nucleate and grow, since Cu atoms diffuse towards them 

producing plates of precipitates called θʺ (Al3Cu) with a maximum diameter of 150 nm. θʺ 

precipitates have different crystal structure than matrix; tetragonal with a lattice constant 

0.384 nm. They have a lattice constant less than that of the matrix, this result in a coherency 

strain in this direction (figure 3.20) [158, 159]. 

 

 

 

 

 

 

 

 

 

 

Growth of more Cu atoms is not energetically preferable due to the high strain energy. As a 

result of that, a heterogeneous nucleation at dislocations starts producing a new phase called 

θʹ with maximum diameter of 1000 nm. θʹ precipitates are semi-coherent with Al matrix and 

have a tetragonal structure with a lattice constant of about 0.290 nm.

Figure 3.19: Schematic illustration of GP zones in Al-4wt%Cu alloy [158].  

Figure 3.20: Schematic diagram of θʺ precipitates in Al-4wt%Cu alloy [158, 159]. 



                                                            Ch4. Phase transformation and precipitation hardening 

63 

 

The strain around those precipitates is a bit small due to the dislocations strain field (figure 

3.21) [159]. This phase is the main reason of increasing the hardness in Al-Cu based alloys.  

 

 

 

 

 

 

 

 

 

 

Eventually, the equilibrium fully incoherent precipitates θ (Al2Cu) are formed within the 

matrix; the lattice constants are a=0.607nm and c=0.487 nm. θ phase (figure 3.22) has the 

lowest strain energy and results from the heterogeneous nucleation at the grain boundaries and 

dislocations at θʹ precipitates [160].  

 

 

 

 

 

 

 

 

 

 

The strain energy of θʹ precipitates and the dislocations cancel each other, which leads to 

softening of the alloy. Fine precipitation becomes coarse and the interfacial energy decreases 

due to the ‘’Ostwald ripening’’ process [161]. The average precipitate size increases and the 

total number of precipitates decreases (the interparticle spacing increase) as a function of 

time; so θ precipitates are formed and overageing occurs [162]. The actual ageing mechanism 

is illustrated in figure 3.23. 

Figure 3.21: Schematic description of θʹ precipitates in Al-4wt%Cu alloy [158, 159]. 

Figure 3.22: Schematic description of θ precipitates in Al-4wt%Cu alloy [92, 158, 159] 
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3.4.1 Mechanisms of obstacle dislocations 

3.4.1.1 Precipitation cutting mechanism 

Consider a precipitate particle in the motion of a slip plane and a dislocation line move 

towards it (figure 3.24). If the precipitate is coherent and small, then the dislocation line will 

move through and cut it [163]. As a result of that, the upper half will slip corresponding to 

lower half by a Burger vector b and, therefore a new surface is formed. The formation of a 

new surface requires extra energy, which substitutes from the dislocation energy [90, 164]. 

 

 

 

 

 

 

 

 

 

3.4.1.2  Dislocation bowing mechanism 

When the precipitates become much large, and hence difficult to be cut (the spacing in 

between is large enough), the dislocation can bow between them (Orowan mechanism [103]) 

forming a loop around the particle. Similarly, these loops need an extra energy, which will 

hinder the motion of the dislocation (figure 3.25) [90, 164]. 

 

Figure 3.23: schematic illustration of heat treatment and hardness mechanism of Al-

4wt%Cu alloys [159]. 

Figure 3.24: Schematic illustration of precipitate cutting by a dislocation [165]. 
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The shear stress required to bend a dislocation is inversely proportional to the average 

interspacing (L) of precipitates, 

 

𝜏 =
𝐺𝑏

𝐿
, 𝐿 =

4(1 − 𝑓)𝑟

3𝑓
 

G is the shear modulus, b is the Burger vector, r is precipitate radius, and f is the volume 

fraction. Increasing L will decrease the stress, which is required to move dislocation, and 

hence overageing occurs. Once the right interspacing of particles is achieved, optimum 

strengthening occurs during ageing.  

3.4.2 Hardness 

Hardness is a relative term when referring to materials; both metal and non-metal. In general, 

hardness involves high melting points, scratch resistances, and high resistances to deform 

under pressure. Chromium is among the hardest metallic elements compared to transition 

metals such as copper and iron. However, compounds and alloys of metals and other elements 

can be harder than those in their pure state [166]. 

3.4.3 Hardness vs Temperature 

The maximum hardness is reached in a shorter time at higher temperatures. Whilst, the slow 

cooling results in the formation of θ precipitates, which decreases the hardness. After 

quenching, the transformation temperature is very low, and thus the hardness increases. The 

growth will be slow after the fast nucleation and this leads to form fine and coherent 

precipitates (figure 3.26). 

Figure 3.25: Schematic representation of dislocation bowing around precipitates (Orowan 

mechanism) [90, 159]. 

 (3. 15) 
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Figure 3.26: Hardness vs Temperature. TTT diagram illustrates the precipitation reaction 

𝛼 → 𝛼 + 𝐺𝑝 𝑧𝑜𝑛𝑒𝑠 → 𝛼 + 𝜃′′ → 𝛼 + 𝜃′ → 𝛼 + 𝜃 [136]. 
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Chapter 4 : Experimental Techniques  

4.1 Samples 

4.1.1 Sample Preparation 

A very high Purity aluminum (5N5) and a 4N purity of the alloying elements were used. A 

copper mold of about 70 mm in length and 11 mm in diameter was used in casting the alloys. 

The diameter was reduced by about 1 mm by removing the outer layer by a turning machine 

to avoid any contamination from the casting process. The alloys were then annealed at 520 °C 

in air for 4 h. After slowly cooling, the alloys were cut into discs of thickness about 1mm. The 

measured compositions of all investigated samples are in the table (4.1). 

 

 

 

 

 

 

 

 

 

 

 

 

Sample (nominal composition) Cu In Sn Bi Pb Sb 

Al (5N5) - - - - - - 

Binary Al-alloys       

Al-0.005 at. % In - 0.005 - - - - 

Al-0.025 at. % In - 0.025 - - - - 

Al-0.005 at. % Sn - - 0.005 - - - 

Al-0.025 at. % Sn -  0.025 - - - 

Al-0.025 at. % Sb - - - - - 0.025 

Al-0.025 at. % Cu 0.025 - - - - - 

Al-0.025 at. % Pb - - - - 0.025 - 

Al-0.025 at. % Bi - - - 0.025 - - 

Al-1.7 at.% Cu ternary alloys       

Al-1.7 at. % Cu- 0.01 at.% In 1.7 0.01 - - - - 

Al-1.7 at. % Cu- 0.01 at.% Sn 1.7 - 0.01 - - - 

Al-1.7 at. % Cu- 0.01 at.% Pb 1.7 - - - 0.01 - 

Table 4.1: Chemical compositions of all alloys under investigation. 

Figure 4.1: Schematic illustration of alloys preparation. 
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4.1.1.1 Solution Heat Treatment (SHT), Quenching, and Annealing 

Temperature is a physical quantity that describes the mean kinetic energy of the particles. In 

the case of metals, this is the energy of the lattice vibrations of the atoms (phonons). If this 

energy is sufficiently large, individual atoms leave the regulated lattice structure forming 

vacancies; it is known as a vacancy concentration in thermal equilibrium [167]. The 

temperature-dependent concentration of the vacancies is defined by Eq. (2.5) [92, 132], 

𝐶𝑣(𝑇)  = 𝐴 . 𝑒𝑥𝑝 (− 
𝐸𝑓

𝑘𝐵𝑇
) 

A is the pre-exponential constant associated binding entropy of a vacancy, exp (Sf /kB) defined 

by the change in the lattice vibration around the vacant site, Sf = 0.7 kB, Ef is the formation 

energy (Ef =0.67 eV), which must be applied to create a vacancy [168, 169]. In order to 

measure the vacancy concentration at a certain temperature, quenching of the desired 

equilibrium temperature is used. Quenching process is used to freeze vacancies (become 

immobile to avoid migration to sinks) generated at a high temperature for determining Cv (T) 

and obtaining information on the equilibrium defects in metals [169-171].  However, the 

concentration of the quenched-in vacancies at RT is less than the equilibrium concentration 

[172]. The quenched-in vacancies are predominantly vacancies, which are present under 

conditions of thermal equilibrium at higher temperature and do not cluster at lower 

temperatures [173]. In FCC metals such as Al, mono-vacancies are the main reason of self-

diffusion [174]. The number of vacancies in aluminum according to Equation 4.1 is shown in 

Figure (4.2).  

 

 

 

 

 

 

 

 

 

 

(4. 1) 

Figure 4.2: The concentration of equilibrium vacancies per cubic centimeter in pure Al. 
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In order to be able to recognize the nature of the defect, it is not enough to characterize the 

frozen state only; more information can be provided by the annealing process [167, 175]. 

Studying of the temperature dependence on the concentration of vacancies enable in 

estimation of the formation energy of a vacancy in pure metals in addition to the solute-

vacancy binding in alloys [176]. The migration energy of vacancy and the binding energy of 

solute-vacancy can be estimated by studying the rate of decay of excess of vacancies in pure 

metals and alloys [169]. If the diffusion occurs by vacancy mechanism, the summation of 

vacancy migration and formation energies must be equal to the activation energy of the 

diffusion [177, 178]. Annealing of vacancies is the process of disappearance of the 

supersaturation defects. Because of the mobility of defects increases rapidly with increasing 

temperature, a suitable temperature interval can always be found in which that rate of 

disappearance can be measured.  

 

A distinction is made between isothermal and isochronal annealing. Isochronal annealing 

means heating the sample in steps to successively higher temperatures for constant time. The 

change in the vacancy concentration is measured at the end of each step. It determines the 

temperature ranges in which annealing occurred (recovery stages or disappearance of the 

supersaturation defects).  

In order to characterize the recovery stages, heating the sample at each temperature of the 

recovery temperatures for different times is needed; this is called isothermal annealing. In 

isothermal annealing, the recovery temperature TR (temperature at which vacancies become 

mobile) is adjusted and the vacancy concentration decreases to the equilibrium value over 

time. From the isothermal annealing one can calculate the vacancy migration and the solute-

vacancy binding energies. 

The defect kinetics of quenching and annealing depend heavily on the external parameters 

such as quenching rate speed [167, 169]. During quenching, the sample is rapidly cooled from 

a quench temperature TQ to a lower temperature T0. Typically, the heated sample is dropped 

into a medium of defined temperature such as ice water, liquid nitrogen, or alcohol solution 

[167]. The material is suddenly releases the heat energy and assumes the equilibrium 

temperature, whereby the speed is very decisive. To prevent vacancies from disappearing into 

sinks, the quench rate should be at least 104 K / s [167, 179]. 
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The quenching setup includes a resistance furnace in which the sample is pendulous. To avoid 

reactions with oxygen, a nitrogen-flooded glass tube is located around the sample. In order to 

regulate the temperature, a thermocouple is located on the sample holder, which is connected 

to the oven via a control unit (Eurotherm). The sample holder is fixed by a strong magnet and 

can be easily decoupled from the outside (figure 4.3). The sample holder is designed for 

circular samples with 10 mm diameter and 1mm thickness. During the heating, the aluminum 

samples including sample holder are located in the middle of the oven and can be dropped in 

the quenching medium by removing the magnet. 

Although the quenching rate should be as high as possible, one should minimize creating 

defects such as dislocations, grain boundaries, and vacancies, i.e. plastic deformation of the 

sample. This may decrease the concentration of the quenched-in vacancies. During the 

quenching, di-vacancies or even larger vacancy clusters may be formed due to vacancies 

interaction. Consequently, the distribution over the various aggregate is not the same as at 

quenching temperature even if we succeeded in quenching-in all the vacant sites present in 

thermal equilibrium at the quenching temperature. Even so, in order to reduce vacancies 

agglomeration during quenching; the vacancy concentrations and, thus the quenching 

Figure 4.3: Schematic diagram of the quenching setup. 
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temperatures must not be so high [92, 169]. For example, vacancies are released more quickly 

when the dislocation concentration is about 10-3 cm-2 [179].  

In the real experiment, there is always a combination of dislocations, impurities, voids, and 

other lattice defects that interact with each other. Depending on the concentration of each type 

of defect, the annealing behavior of the metal will change [167]. 

4.2 Instruments and Data Analysis 

4.2.1 Digital Positron annihilation lifetime spectroscopy (DPALS) 

Figure (4.4) shows schematic diagram of the digital positron lifetime spectrometer. It has two 

photomultiplier tubes (PMT) with two scintillators, a coincidence unit with high-impedance 

signal extraction, and a dual high voltage box. DPALS uses fast digitizer (50 ohm upstream) 

,which converts the anode pulses from the PMTs to digital values and sent them to a PC for 

processing [180, 181]. In order to enhance the time resolution, the sampling rate must be high 

enough (≥ 2GS/s) to capture the leading edge of the detector’s signal [58, 180].  

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.4: Schematic diagram of digital Positron lifetime spectrometer. 
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Digitizer allows direct sampling of detector signals instead of using analog nuclear instrument 

modules (constant-fraction discriminator CFD, single channel analyzer SCA, time-to-

amplitude converter TAC). In addition to easy setup, low power consumption, and pulse 

analysis, DPALS has faster and automatic tuning. It has also calibration and multichannel 

trigger synchronization [58, 182]. An Analog-to-Digital Converter (ADC) is used for the 

digitization process. The start-of-the-art of DPALS uses a digitizer with different sampling 

rate (1GS/s, 2GS/s, 3GS/s and 4GS/s), 8 &10 bit amplitude resolution [58] with more than 

3000 event per second for the analysis and storing rate. DPALS is used nowadays instead of 

the digital oscilloscopes, which has low data throughput. 

How does DPLAS software work? 

DPALS software inverts the data, which come from a PMT. It searches for the first value 

between its threshold and the trigger box threshold (Point A in figure 4.5); this point is 

considered as the start point of the signal. The software will then search for another point 

between the two thresholds to take it as a stop point of the signal (point B). The software will 

look then for a point at the beginning of the signal (point C, under the black line and smaller 

than point B) to interpolate the signal itself. Then a cubic spline interpolation will be done to 

cover the whole area (containing the peak until a point equal to point C in height from the 

other side of the signal). After interpolation, the interpolated maximum of the pulse is 

obtained with a smoothed leading edge (see figure 4.5) [181]. 

Figure 4.5: Digital timing process with constant fraction [58]. 
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To avoid the mismatching of the signals heights, i.e. signals rise time may be much longer 

than the desired resolution; the interpolated maximum shall be multiplied by a constant 

fraction level CF of the total peak height (30% from the whole signal). The first interpolated 

point above this constant fraction value will be searched at the leading edge of the pulse. 

Thereafter, the interpolated points below and above the constant fraction value are used for a 

linear fit with two points to get the exact value of the signal time zero. The difference between 

the two values of the signal time zero of the start and stop signals gives the positron lifetime 

[58, 181]. 

 

The digitizer is triggered by a coincidence trigger unit. As soon as the trigger triggers and a 

signal is sent to the digitizer, the recorded data will be sent to the DPALS software in the PC. 

The trigger triggers when a set voltage pulse threshold is exceeded the adjustable time range 

in the two PMTs. The software then checks whether they fit into the energy window of start 

or stop pulses. Contrary to the analog, in the digital system each PMT can be used for a start 

or a stop pulse. This allows improving the count rate with using more PMTs. The number of 

measured individual spectra N is calculated as N = n (n-1), where n is the number of the used 

PMTs. Two spectra are recorded simultaneously by using two PMTs with 180° geometry 

while, four tubes with 120° geometry gives 12 spectra [167].  

 

DPALS at Halle University can measure the positron lifetimes at different annealing 

temperatures; the positron lifetime is measured at RT after each annealing step. The cooling is 

done by liquid nitrogen; pre- and turbo molecular pumps are necessary for cooling. The 

temperature control operates via a resistance heater, which is mounted below the sample 

holder and controlled by an Eurotherm. A thermocouple on the sample holder provides the 

required actual temperature value. The decomposition of the lifetime spectra is performed 

using standard computer programs, which are based on Gauss-Newton non-linear fitting 

routines. LT9 or LT10 programs are used for the evaluation of the positron lifetime spectra 

[183, 184]. MELT (Maximum Entropy for LifeTime analysis) is another program [185], 

which specifies the distribution of the lifetime and number of the components. 

 

4.2.2  Digital Coincidence Doppler Broadening Spectrometer  

Figure (4.6) shows a schematic diagram of digital CDB spectrometer; it uses two channels 8-

bit digitizer. In order to improve signal-to-noise ratio, the preamplified HPGe detector pulses 
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are first amplified and shaped by Spectroscopy Amplifier Ortec 672 with timing constant of 

6μs. Pseudo-Gaussian waveform pulses produced by the spectroscopy amplifier are then 

sampled by a digitizer, which is triggered by a coincidence Ortec 414A with coincidence time 

of 110 ns.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The sampled waveforms are analyzed off-line by using a software [74]. Different modes of 

analysis, i.e. single mode and coincidence mode can be selected by setting the trigger level of 

the digitizer. In the single mode, one photon detected in any detector is the trigger. However, 

the trigger in the coincidence mode is trigged by two photons detected simultaneously in both 

detectors [74]. The trigger level of digitizer may be adjusted at any time during measurement 

by a simple software command [74].  

 

4.2.3 Heat flux Differential Scanning Calorimetry (DSC) 

A calorimeter measures the heat into or out of a sample. A differential calorimeter can 

measure the heat of a sample relative to a reference [186]. Differential scanning calorimetry 

(DSC) is utilized to study the thermodynamics of phase changes in alloys. 

Figure 4.6: Schematic illustration of coincidence Doppler broadening spectrometer [15, 

74]. 
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The difference in the amount of heat required for increasing the temperature of a sample and a 

reference is measured as a function of the temperature.  

DSC is useful for precipitations reactions in light alloys. The nucleation (formation) or 

dissolution of a phase in a DSC experiment is characterized by a heat flow peak over the 

reaction temperature range [187]. The sample and the reference materials are heated by 

separate heaters in order to keep their temperatures equal, i.e. zero temperature difference 

[188]. 

 

If the sample absorbs some amount of heat, the reaction is said to be endothermic.  In this 

case, more heat is needed to maintain the zero temperature difference, i.e. the dissolution of 

the precipitates (upward peak in the DSC curve). In contrast, the formation of the precipitates 

will release some amount of heat. Here, less heat is needed to maintain zero temperature 

difference, this process is called exothermic (downward peak in the DSC curve) [189]. 

The alloys under investigation were cut as square-shaped samples with a mass of 45 mg to be 

used in DSC technique. A surface grinding on one side was important to ensure a good 

contact with the Al-crucible. The heat-flux DSC measurement was carried out in a Netzsch 

204 F1 Phoenix apparatus with a heating rate of 20 K/min in a range from -20°C to 530°C 

under nitrogen atmosphere. To provide equal heat capacities over the temperature range, all 

samples are measured against pure aluminum (5N) as a reference. Finally, for a better 

visualization, the data were corrected for baseline, displayed, and then shifted by a similar 

amount [190, 191]. 

Figure 4.7: Schematic diagram of the heat flux DSC. 
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4.2.4 Electron microscopy 

The interaction of electrons with matter makes electron microscopy possible, since change in 

the electrons after interaction (or new electrons with different energies) will be generated. 

 

 

 

 

 

 

 

 

 

 

 

 

 

4.2.4.1 Transmission electron microscope 

Transmission electron microscope (TEM) is a very powerful tool, which is used to observe 

crystal structure and features in the structure (precipitations, dislocations, and grain 

boundaries). A strong electrons beam (instead of light as in light microscopy) is transmitted 

through a very thin sample, which forms an image of the crystal structure. The image is then 

magnified and focused onto an imaging device or detected by a charged couple device (CCD 

camera). One of the main applications of TEM is to study particles size and shape. The size 

distribution of particles (the growth of layers and their composition), i.e. precipitations can be 

also investigated. The beam of electrons are emitted from a tungsten filament and then 

Figure 4.8: Schematic description of the processes result from the interaction of 

electrons with matter. 
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  Figure 4.9: Schematic diagram of different mode of imaging of TEM [194]. 

focused by magnetic coils, which act as an electromagnetic condenser lenses system [192, 

193]. 

 

  

 

Figure (4.9) shows different imaging modes of TEM; in the bright field (BF) mode, only the 

transmitted beam is allowed to pass through the objective aperture. However, in the dark field 

(DF) images, the transmitted beam is blocked, while one or more diffracted beams are 

allowed to pass the objective aperture. The high-resolution transmission electron microscope 

(HRTEM) uses both beams for imaging. To obtain lattice images, a large objective aperture 

has to be selected, which allows many beams including the direct beam to pass. The image is 

formed by the interference of the diffracted beams with the direct beam (phase contrast). If 

the point resolution of the microscope is sufficiently high and a suitable crystalline sample 

oriented along a zone axis, then high-resolution TEM (HRTEM) images are obtained. In 

many cases, the atomic structure can directly be investigated by HRTEM [195]. 

 

4.2.4.2 Scanning electron microscope 

Scanning electron microscope (SEM) allows directly studying the surface of a solid by 

detecting the secondary and backscattered electrons produced by the specimen. The electron 

beam is scanning across the sample; secondary electrons generate a topographical image of 
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the sample surface, while the backscattered electrons give useful information about the 

composition [196]. 

 

 

 

In case of using the transmission electron microscope in the scanning mode, transmitted, 

secondary, and backscattered electrons can be detected. In the scanning transmission electron 

microscope (STEM), electron beam is focused to a small spot and scanned across the sample 

[196]. 

 

4.2.5 Vickers Hardness 

To rate and compare the hardness of materials, many tests and measurement scales are used. 

For example, the Mohs scale (after Friedrich Mohs [197]) is a relative rating system that 

compares the scratch resistance of the materials. The material must be harder if it can scratch 

another. The Vickers scale uses a pyramidal indenter made from diamond, which is pressed 

into the material, the resulted number reported as Vickers Hardness (VHN) [166]. The 

material is harder when the indentation is smaller. The Vickers Hardness test is easy to use, it 

has a very wide scale, and its small indenter reduces the risk of possible damage of the test 

material.

Figure 4.10: Schematic diagram of SEM. 
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Hardness testing of the alloys under investigation was done on a tool of the type VMHT by 

the company Uhl following the norm ISO 6507 using the load level HV0.5. The printed result 

is the average of 5 single measurements.  

 

 

Figure 4.11: Schematic diagram of Vickers hardness test indentation [198].  

. 
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Chapter 5 : Results and discussion 

5.1 Introduction and survey 

The strengthening of Al-Cu alloys returns to the precipitation hardening occurred by Cu-rich 

precipitates, as it was explained in chapter 3. It has been found that adding small amounts of 

Cd, In or Sn can affect the precipitation sequence, which has different sizes and distributions 

(GP-I→ GP-II/θʺ→ θʹ→ θ) in Al-Cu alloys [199, 200]. As a result of that, the final 

strengthen is changed. This returns most likely to the diffusion of solute (Cu atoms) facilitated 

by quenched-in vacancies [200-202] . Vacancies can interact not only with each other but also 

with solute atoms forming solute-vacancy complexes (bound vacancies), which can keep the 

vacancies thermally stable. Quenched-in vacancies can bind the trace elements in the Al 

matrix, which can influence the diffusion behavior of Cu atoms, and thus change of the 

precipitation sequence inside the alloy [200]. The solute-vacancy binding energy Eb is defined 

as the difference between the energies required for the formation of a vacancy in the solute 

free atom and in a site, which has only one solute atom in its nearest neighboring position. 

The exact equilibrium concentration difference of vacancies in a pure metal and in an alloy is 

a function of temperature, solute concentration, and binding energy. Binding energy for i.e. 

In-atoms is about 0.2 eV [50, 203]. 

 

Al-Cu system led to search for other alloys (by adding or even subtracting other alloying 

elements to aluminum) that might precipitate harden [199]. Hardy, Chadwick, and 

Vonzeerleder [204, 205] predicted that addition of a small amount of the trace element (0.05-

0.1wt% of Cd, In, Sn) can accelerate and increase the hardening in the Al-Cu alloys. They 

return this to the interaction between Sn atoms and the vacancies (Sn atoms bind the 

vacancies). Moreover, Hardy [204] said that atoms, which are larger than aluminum, could 

affect the nucleation of the precipitation. Polmear and Hardy [206] return that to the 

formation of intermediate precipitates in the ternary alloys. Silcock et al. [207-209] 

investigated systematically the effect of trace elements on the precipitation behavior in Al-Cu 

binary alloys. They found that the intermediate precipitates θʹ is formed at a temperature less 

than 300 °C. While, the solid solubility of In, Sn is small but fine at 530 °C and decreases 

with decreasing temperature. The effect of quenching rate and trace elements on the formation 

of  θʹ was studied by silcock in 1959 [210], he found that not only slow quenching but also 

trace elements e.g. In, Sn decreases the formation rate of GP zones. Trace elements form more 

efficient nuclei for θʹ than dislocations since strong solute-vacancy binding prevent Cu atoms 
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from diffusion. Many years later, silcock and Flower attributed the effect of the trace elements 

on the nucleation and the growth of θʹ in Al-Cu to the pre-precipitations at temperatures 

higher than 200 °C [211]. However, at low temperatures, solute-vacancy complex can relief 

the strain at θʹ interfaces with Al matrix. On the whole, it is commonly known that the 

diffusion of solute atom at room temperatures or slightly higher temperatures is due to 

quenched-in vacancies [200]. Binding between vacancies and solute atoms in Al is important 

to understand the diffusion of Cu atoms, and thus the age hardening; so many efforts were 

exerted to measure it by different techniques. Unfortunately it was so difficult to measure it 

accurately, i.e. Mg–Vacancy binding energy has more than 20 values in the literature [212]. 

Balluffi and Ho [213] were the first who critically evaluated the experimental techniques, 

which reliant on equilibrium and quenching methods for measuring the binding energies. 

They found inaccuracies in many of these methods however, the values from equilibrium 

measurements were probably the most reliable. Wolverton [50] used first-principles atomistic 

calculations (which utilize the plane wave pseudopotential method, as implemented in the 

Vienna ab-initio Simulation Package (VASP), using ultrasoft pseudopotentials) for 

calculating binding energies of vacancies to many elements including our elements under 

investigation (Cu{0.02eV}, In{0.2eV}, Sn{0.25eV}, Sb{0.3eV}, Pb{0.41eV}, Bi{0.44eV}).  

 

 Puska and Nieminen [52] calculated positron affinities for all elements. The affinities of the 

alloying elements are higher than that of aluminum (figure 5.1).The concentration of the 

alloying elements is 50-250 ppm.  In order to understand the effect of the trace elements, 

highly pure aluminum sample (Al 5N5) is firstly investigated.  

 

  

Figure 5.1: Positron affinities for some elements in the periodic table according to Puska 

and Nieminen [52]. 
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5.2 Hardness measurement 

Figure (5.2) displays hardness curves* for Al-1.7at.% Cu with and without trace elements 

during natural (bottom) and artificial (top) ageing. For natural ageing, one immediately 

recognizes that Al-Cu alloy is harder than Al-Cu-In and Al-Cu-Sn due to the formation of GP-

I zone. However, there are only a very small deviations for Al-Cu-Pb compared to the pure 

Al-Cu alloy. The alloy with indium shows the first rise of hardness after about 4 h and the 

hardness stays for all times above the alloy containing tin. The hardness first rise of the alloy 

containing tin is reached after about 20 h. 

 

 

 

 

 

 

 

 

 

For artificial ageing at 150 °C (figure 4.5 top), there is no significant difference between Al-

1.7 at.% Cu alloy with and without Pb and the behavior is similar to that of the natural ageing. 

The hardness peak reached 100 Hv after 48 h artificial ageing. On the other hand, Al-1.7 at.% 

Cu containing In and Sn show a very rapid  hardening response with higher values of 130 Hv 

after different ageing times: 48 h for In and 4 h for Sn. Artificial ageing was performed also at 

200 °C. The maximum hardness is reached after only 2 h ageing (120 Hv) for both alloys with 

In and Sn, which is above that of artificial ageing at 150 °C. 

Figure 5.2: Hardness curves as  a function of natural ageing (bottom) and artificial ageing 

at 150 and 200 °C (top) for Al-1.7 at.% Cu binary alloy and the ternary alloys  with 100 

ppm trace elements (In, Sn and Pb). 
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5.3 Positron measurements  

Positron lifetime measurements were carried out by a digital positron lifetime spectrometer 

having a time resolution of 170 ps (FWHM) [200, 214]. A 25 µCi 22Na positron source is 

deposited on 6 µm-thick Al foil and sandwiched between two identical samples. The source 

correction of 16.9 % is obtained. After source and background corrections, the lifetime 

spectra were decomposed to one or two components, 

𝑛(𝑡) = (
𝐼1

𝜏1
) 𝑒𝑥𝑝 (−

𝑡

𝜏1
) + (

𝐼2

𝜏2
) 𝑒𝑥𝑝 (−

𝑡

𝜏2
). 

 

 The spectra are convoluted with the Gaussian resolution function of the spectrometer using 

the lifetime program (LT9) [183]. The average positron lifetime is determined from the 

lifetime decomposition, τavg = ∑ Iiτii . Here,  τi  and  Ii  are  the  positron  lifetime  and  its  

relative intensity, respectively, of each lifetime component i.   

 

 

5.3.1 Al (5N5) 

Well annealed high purity aluminum (99.9995 %, 5N5) has been used for two reasons; firstly, 

to determine the source contribution, which is subtracted from all measurements. Secondly, to 

figure out the influences of adding the trace elements to the pure Al. Positron in Al-5N5 

matrix and after thermalization presents far away from the positively charged nuclei, mainly 

in the interstitial regions, then it annihilates preferentially with valence electrons. Positron 

bulk lifetime in Al-5N5 is about 158 ps, which is in a good accordance with [42]. Positron is 

trapped into a vacancy or vacancy clusters of various sizes in aluminum, and thus its lifetime 

depends on the number of the vacancies in the cluster [215].  

Puska and Nieminen [216] calculated positron lifetimes in FCC aluminum for positrons 

trapped at vacancies, vacancy clusters and impurity-vacancy complexes in order to help in the 

analysis of the experimental data [216]. The difference between the lifetimes at a vacancy and 

at divacancy is rather small: about 20% in FCC metals however, the lifetime increases sharply 

when the cluster becomes three dimensional. Figure (5.3) shows the calculated positron 

lifetime in vacancies in FCC Al [216]. 
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Besides annihilation in the vacancy-type defects, positrons also annihilate in the bulk, since 

the concentration of vacancies is most likely lower than the saturation trapping limit [42, 

217]. Vacancies are the dominating defects at higher temperature; there is a 

thermodynamically stable concentration above 0 K [15]. The experimental defect-specific 

positron lifetime for mono- and di-vacancies in Al-matrix is about 240 and 280 ps, 

respectively [218]. Puska and Nieminen attributed the difference between the calculated and 

the experimental positron lifetime to the neglect of a self-consistent electronic relaxation at 

the defect. Moreover, the positron wave function in the vacancy (or interstitial) region likes to 

relax towards higher electron density. Figure (5.4) shows the generation of thermal vacancies 

in Al (5N5). The vacancies are induced by increasing temperature. Starting from 550 K (277 

°C), the defect-related positron lifetime is τ2 ~ 242 ps with high intensity I2. By applying the 

trapping model, the reduced bulk lifetime τ1 is always lower than the bulk lifetime τb [15, 

219]. After cooling the sample, the average positron lifetime is reached the bulk value (τav= τb 

= 158 ps) at room temperature.  

 

Figure 5.3: Calculated positron lifetime in FCC Al with and without vacancies [216] 
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5.3.1.1 Quenched-in vacancies in Al-5N5 

The sample is homogenized and quenched in ice water (~ 0 °C) at TQ of 470 and 620 °C. 

After quenching, the sample is directly prepared as a sample-source sandwich and mounted 

into the spectrometer. There is a time of 5 to 10 minutes, which is negligible compared to the 

duration of the measurements. Although a large number of generated vacancies are expected 

[170], the sample showed an average lifetime of 171 ps, which is close to the defect-free bulk 

lifetime (158ps) (see figure 5.5). This indicates that only a slightly lower amount of defects 

induced by the quenching process, i.e. quenching high purity Al-5N5 from low temperature 

(470 °C) resulted in a slightly lower amount of vacancies surviving the quenching process. 

The defect-related lifetime τ2 of the as quenched sample indicates the presence of vacancy 

clusters (about 325 ps) with very small intensity. The defect-related lifetime τ2 increases due 

to locally reduced electron density. Ehrhart and Gavini et al. [168, 220] confirmed by 

Figure 5.4: Thermal vacancies generation in Al (5N5) (inset, the vacancy formation energy 

calculated from positron lifetimes). 
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calculations that the vacancy cluster in pure aluminum is energetically favorable and prefers 

to further cluster rather than split into mono or divacancies [171]. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.5: The measured positron lifetimes of pure aluminum (5N5) as a function of the 

annealing temperature. 

 

In order to see the recovery stages, isochronal annealing of the sample is done at the given 

temperature (25-267 °C) for 30 min in steps of 10 °C. It is noticed that the recovery stage 

appeared very fast and the quenched-in vacancies become mobile at RT. They diffuse quickly 

to sinks such as dislocations or grain boundaries [171, 172, 221], and thus positron lifetime 

decreases reaching the bulk value (the bulk annihilation becomes more and more dominant). 

 

5.3.2 Quenched-in vacancies in highly diluted binary Al- alloys 

5.3.2.1 Al-0.025 at. % Sb, Pb, Bi and Cu at 520-550 °C in ice-water (~ 0 °C) 

In order to keep the quenched-in vacancies thermally stable, alloying elements are added to 

pure aluminum to bind the vacancies [221]. Study of the precipitation behavior in Al binary 

alloys will help in getting insight into the processes, which take place in aluminum ternary 

alloys during annealing. A comparison with Al-5N5 is also made. After the alloys are 

quenched at temperatures in the range of 520-550 °C, they are mounted directly into the 
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measurement place to be isochronally annealed. The lifetime is measured at RT after each 

annealing step. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

According to the calculations done by Wolverton [50], it was expected that lead (Pb) and 

bismuth (Bi) will show stronger interaction with the quenched-in vacancies due to their high 

binding energies, 0.41 and 0.44 eV, respectively. However, the effect of these elements is 

surprising (figure 5.6). In all alloys (except Al-0.025 at.% Sb), the defect concentration 

generated by quenching is very low and very similar to pure aluminum. This is also observed 

from the low intensity of the generated vacancies (I2) and its quick decrease (see figure 5.7 

below). This result is expected for Cu due to its low solubility in Al matrix and hence, very 

weak binding energy of vacancies (~20 meV according to the calculation). On the other hand, 

this is surprising for Pb and Bi. The reason for this very week interaction with quenched-in 

vacancies may return to the low concentration of Pb and Bi in Al matrix since they have a 

restricted solubility in Al [200, 222, 223]. Consequently, they bind small amount of vacancies 

but the concentration is under the positron detection limit. 

 

 

 

 

Figure 5.6: Average positron lifetime for aluminum binary alloys with comparison to pure 

aluminum. The alloys were quenched from 520 or 550 °C to ice water. 
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In case of the alloy that contains 250 ppm antimony, a considerable amount of vacancies bind 

the solute atoms immediately after quenching. This can be noticed from the increase of the 

intensity (I2) to about 60%. However, the recovery happens very fast, the average positron 

lifetime reaches the bulk value after annealing only at 50 °C, which means fast vacancies 

release. This is however, in strong contradiction to Wolverton calculations of Sb-vacancy 

binding energy (~3eV). It might be that Wolverton calculations are not accurate, since he used 

Figure 5.7:Positron lifetimes vs isochronal annealing temperatures of Al-0.025 at.% Cu, Al-

0.025 at.% Bi, Al-0.025 at.% Pb and Al-0.025 at.% Sb alloys quenched from 520 °C to ice 

water. 
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quite small supercells of only 64 atoms, which may lead to a finite size effects, and thus 

overestimate the solute-vacancy binding [200]. Moreover, the weak interaction between the 

vacancies and the solute atom may attributed to the low solubility of Sb in Al matrix (< 

0.01%) [222], so only low vacancy concentration binds the antimony atoms. It is shown that 

higher energy (i.e. temperature) typically results in higher concentration of the thermal 

vacancies (see figure 4.2), thus one can expect that the concentration of quenched-in 

vacancies should be higher when quenching occurs from higher temperatures. Slightly higher 

thermal vacancies are generated when the alloys are quenched at 620 °C to ice water. 

However, the recovery starts also early. One can notice the steep decrease in the intensity I2 

(figure 5.8). It seems that the binding energy to quenched-in vacancies of Cu, Pb and Bi is 

very small, and hence their complexes are not thermally stable at T ≥ RT. Consequently, the 

influence of binding energies should be studied at quite low temperatures. The alloys were 

quenched to lower temperature (~ -100 °C) to check the thermal stability of the vacancies and 

their concentration below RT. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.8: Positron lifetimes in Al-0.025 at.% Bi and Al-0.025 at.% Sb alloys as a function 

of isochronal annealing temperatures. The alloys were quenched from 620 °C to ice water. 
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5.3.2.2 Quenching the binary alloys at low temperatures (~ -110 °C). 

The alloys are quenched to -110 °C in order to freeze vacancies and prevent them from the 

very fast migration to the sinks. This low temperature can be achieved by using freezing 

mixtures. The mixtures are often made from a mixture of liquid nitrogen or dry ice with an 

organic solvent; liquid nitrogen forms a slush. The viscosity of this slush depends on the 

solvent [224]. A temperature of −110 °C can be maintained by slowly adding liquid nitrogen 

to ethanol in an isolated container until it begins to freeze (ethanol freezes at −116 °C) [225]. 

The samples are homogenized in the two zones furnace for 2 hours and then quenched in the 

cooled alcohol, where the sample-source sandwich is done. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

A well annealed high purity aluminum (99.9995 %, 5N5) has been used for comparison. The 

aluminum Reference is quenched at 620 °C to -110 °C and directly mounted into the 

measurement place to be isochronally annealed. After each annealing step, positron lifetime is 

measured at 180 K (~ -90 °C) to ensure that the quenched-in vacancies are not mobile. It is 

observed that the concentration of the generated quenched-in vacancies is high compared to 

the quenching to ice water. Figure (5.9) shows the positron lifetimes as a function of the 

annealing temperatures. The Average positron lifetime remains at higher values (~ 210 ps) 

 

Figure 5.9: Positron lifetimes vs the isochronal annealing temperatures of the aluminum 

reference sample and Al-0.025 at.% Cu quenched from 620 °C to -110 °C, measuring 

temperature is 180K. 
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and the annealing of the vacancies starts at 240 K (~ -25 °C), this is in a good agreement with 

linderoth et al. [226]. At temperatures higher than 320 K (~ 50 °C), the vacancies are trapped 

by dislocations forming prismatic dislocation loops. This is also clear from defect-related 

lifetime (τ2) and its intensity (I2). Comparing to the sample that quenched to ice water 

(vacancy-clusters 350-400ps with only 15% intensity, figure 5.5), single vacancies with 

nearly constant lifetime τ2 = 242 ps and high intensity (I2 = 80%) are observed (see figure 

5.9). 

 

Similarly, the rest alloys (Al-0.025 at. % Cu, Bi, Pb and Sb) are quenched to -110 °C. In case 

of Al-0.025 at %.Cu, the alloy behaves typically as the aluminum reference, which confirms 

that almost no binding between Cu atoms and the vacancies. This agreed well with Wolverton 

calculation (Eb of Cu = 20meV) [50]. Figure (5.9) shows a defect-related lifetime τ2 = 244 ps 

with high intensity (I2 = 80%), which is related to single vacancies in aluminum. This value is 

10 ps more than that of the positron lifetime of Cu-V complex calculated by O. Melikhova et 

al. [227]. 

 

The binding between vacancies and the solute atom is clear in the other alloys, Al-0.025at% 

Sb, Pb, Bi. The average positron lifetimes stay at higher values (195-210 ps) and the 

annealing stages start almost at RT (300 K). The defect-related lifetimes for all alloys are 

higher than that of the characteristic positron lifetime for isolated mono-vacancies (240ps). 

This was not expected for large solute atoms (larger than Al atom). The solute atoms were 

expected to decrease the open volume of the neighboring aluminum vacancy [200] and hence, 

the positron lifetime of the solute-vacancy complex should be slightly lower than that of 

single vacancies as Gebauer et al. showed for Te-doped GaAs [65]. Positron lifetimes of 

about 255±5 ps are obtained for the three alloys (with 60% intensity). These values probably 

return to binding of one solute atom with two vacancies instantly after quenching [200] 

(figure 5.10). 
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Figure 5.10: Positron lifetimes in Al-0.025 at.% Sb, Pb and Bi alloys quenched from 620 °C 

to -110 °C. The positron lifetimes were measured as a function of isochronal annealing up to 

200 °C. The measurement temperature is 180K after each annealing step. The schematic 

diagram illustrates the binding between solute atoms with vacancies. 
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5.3.2.3 Al-0.025 at. % In quenched at 520 °C to ice-water (~ 0 °C) 

The behavior of tin and indium as trace elements is completely different. Figure (5.11) shows 

two quenched aluminum-indium alloys with 50 and 250 ppm indium at 520 °C. It is obvious 

that the two alloys have nearly the same behavior for all positron lifetimes and their 

intensities. Therefore, Al-0.025at.% In will be only described. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.11: Positron lifetimes vs isochronal annealing for Al-0.025at.%In binary alloy  

quenched at 520 °C to ice water 

 

The average positron lifetime for the as-quenched sample (at 27 °C) is about 228 ps. This 

value is much higher than that obtained for Al-5N5 (170 ps). After quenching, vacancies do 

not escape to the nearest sink as in quenched pure Al, but this vacancy loss will be delayed by 

the solute atoms. Indium atoms bind vacancies temporarily and form V–In complexes (act as 

positron traps) owing to their attractive interaction [171, 191, 200]. The average positron 

lifetime begins to decrease in two stages; firstly, it reaches 209 ps at 117 °C and remains 

constant up to 137 °C. After that, τav decreases exponentially with increasing the annealing 

temperature. The recovery stage completes at about 300 °C ageing; all vacancies are separated 

from the solute atoms (I2 approaches 0) and the average positron lifetime reaches finally the 

bulk value. 
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The behavior of the defect-related lifetime τ2 is very similar to τav up to annealing at 117 °C, 

almost complete capture of positrons (I2 = 90%).  τ2 for the as-quenched sample is about 247 

ps. This value is higher than that of the characterized lifetime of a single vacancy, 240 ps. As 

it is mentioned above, the lifetime is expected to be lower than 240 ps in case of large solute 

atomic size [65], therefore most likely corresponds this value to solute-divacancy complex. 

Dlubek et al. found the same behavior in Al-Si alloy [228]. With further annealing, one of the 

two vacancies (the weaker bound) might be uncoupled leaving behind solute-vacancy 

complex. This can be observed from the value of τ2, which decreases until reaches 225 ps at 

127 °C. On the other hand, this value of τ2 (225 ps) may attributed to  the precipitation of In 

atoms close to the In-vacancy pairs, which leading to an increase of the electron density in the 

vicinity of the complex ,and thus decrease the positron lifetime (See figure 5.12 below).  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

At anneal temperature above 150 °C, τ2 increases again up to 289 ps. The reason for that may 

attributed to the sufficient thermal energy, which allows the vacancies to become mobile. This 

is clear from scanning transmission electron microscope (STEM) images and the energy-

dispersive X-ray (EDX) (figure 5.13). The indium atoms are now free and gather in small 

Figure 5.12: Schematic description of the solute-vacancy binding at solutionizing 

temperature, after quenching, and at artificial ageing. Blue: Al atoms; black:solute atoms; 

Dashed empty circles: vacancies ( from [223]). 
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spherical precipitates [200]. STEM images show a homogeneous distribution of In-rich 

particles with a size between 2 and 5 nm only. The mobile vacancies in turn diffuse with high 

concentration through the Al-matrix forming either a vacancy cluster or interact with each 

other forming divacancies. This vacancy cluster finally starts to anneal at 227 °C to sinks 

(expressed by I2 reduction ~15%), and finally no more detection of defects at about 300 °C. 

 

 

 

Nevertheless, coincidence Doppler broadening spectroscopy will give us more information, 

(figure 5.14 below). The signature of In-atoms (5-15 x 10-3 m0c) indicates that the quenched-

in vacancies are localized nearby them. By comparing positron lifetimes values with CDBS, 

one can notice that for the as-quenched sample at RT, the In signal is not high. This 

corresponds mainly to two vacancies bind one indium atom (V2-In), τ2 = 247 ps with 

intensity about 90%. Thereafter, at 127 °C, In- signal increased due to the detachment of one 

vacancy (V-In) in addition to the precipitation of In atoms around the vacancies, τ2 = 225 ps 

with nearly the same intensity, 90%. At 227 °C ageing, In- signal decreased, which reflects 

the outset of the vacancy cluster, τ2 = 289 ps (divacancies) with intensity 15%. The signal is 

very similar to Al-Ref. 

 

 

 

 

Figure 5.13: STEM and EDX-analysis of Al-0.025at%In alloy quenched at 520 °C to ice 

water and then aged at 150 °C for 1 h with different magnification and brightness [200]. 
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Effect of different quenching temperatures on the defect formation 

Solubility of In atoms in Al-matrix reaches its maximum at temperatures close to aluminum 

melting point, 0.045 at 640 °C [229].  The figure below illustrates the behavior of positron 

lifetimes in Al- 0.025at.%In at different quenching temperatures. One can observe that the 

recovery stage is difficult to be recognized with increasing the quenching temperature to 570 

°C.  

 

 

 

 

 

 

 

Figure 5.14: Coincidence Doppler broadening spectra of Al-0.025 at.% In. The signature of 

pure indium is clear. 

 

Figure 5.15: Positron lifetimes as a function of annealing temperatures for Al-0.025at.% In 

quenched from different temperatures. The quenched alloy is compared to a deformed one. 
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The value of τav starts with 246 ps, then it decreases to 218 ps. It increases again between 390 

K (117 °C) and 440 K (167 °C), which reflects vacancy clusters formation. Moreover, τ2 is 

not constant and still increasing, which corresponds to a change in the existing defect 

structure (since the intensity I2 remains high). By reaching annealing temperature of about 

450 K (177 °C), the clusters begin to anneal out (I2 start to decrease). There is no clustering 

during the annealing process at low quenching temperatures. It is noticed that the average 

positron lifetime of TQ = 420 °C (τav~237 ps) at RT is larger than that of TQ =520 and 570 °C 

(228 ps).  

 

 

 

 

 

 

 

 

Furthermore, the defect concentration CV in Al-0.025 at% In alloy increases with increasing 

quenching temperature up to 470 °C (see figure 5.16). However, with further increase of 

quenching temperature, CV is decreased again. This indicates that 500 °C is a critical 

quenching temperature for the vacancy concentration. This does not agree with the simple 

trapping model; at higher quenching temperatures may be more than one type of defects. 

Nevertheless, the average positron lifetime decreased. In order to confirm the presence of the 

dislocations at higher quenching temperatures, figure (5.15 and 5.17) compare the behavior of 

the positron lifetimes and the positron trapping rate in the quenched and deformed alloy. At 

lower annealing temperatures, the deformed sample showed complete trapping and the 

trapping rate is very large (therefore, not included in the plot). The quenched temperature of 

about 420 °C shows the highest trapping rate immediately after quenching. The trapping rate 

Figure 5.16: Vacancy concentration as a function of quenching temperature in Al-0.025 at.% 

In . 
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decreases with increasing quenching temperatures during the entire annealing process except 

between 390 K (117 °C) and 440 K (167 °C), which may return to the formation of a vacancy 

clusters. The reason for the lower value of the average positron lifetime despite of high 

quenching temperatures may return either to the dislocations resulted from quenching process 

[169] or the precipitation of more indium atoms, which act as vacancy sinks.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The comparison between the measured and the calculated reduced bulk lifetime τ1 (using 

simple trapping model) is show in figure 5.18. The calculation agrees well with the 

measurement for the low quenching temperatures over the entire annealing process (figure 

5.18). The reason for this might be the low dislocation density, which causes mainly just one 

defect type in the material, and thus the simple trapping model coincides with the 

measurement. At higher dislocation and defect concentrations, the model is only correct with 

the measurement at the annealing temperatures of about 400 K (127 °C) - 450 K (177 °C). 

Accordingly, quenching the samples from temperatures higher than 500 °C may generate 

dislocations, and thus the vacancy concentration decreased.  

Figure 5.17: Positron trapping rate as a function of annealing temperatures for Al-0.025at.% 

In quenched from different temperatures. The quenched alloy is compared with a deformed 

one. 
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However, this behavior was not observed in the deformed sample or in similar alloys, i.e. Al-

0.025at%Sn; it is observed for the sample with indium at only TQ > 500 °C. Therefore, the 

generation of dislocations at TQ > 500 °C is excluded; this behavior might be attributed to the 

solubility of indium. It is expected that In solubility in Al-matrix reaches a maximum at 

temperatures lower than 500 °C. This is probably above the solution phase, and thus the 

concentration of In decreases slightly. This means that the concentration of In-vacancy 

complexes decreases (τav and I2 reflect that at TQ > 500 °C); 500 °C is mostly the boundary of 

the solid solution phase. At temperatures higher than 500 °C, the boundary of the solution 

phase is exceeded and some In atoms start to precipitate, and thus the concentration of V-In 

complexes decreases. 

 

5.3.2.4 Al-0.025 at. % Sn quenched at 520 °C to ice-water 

The positron lifetimes behavior of Al-Sn alloy is very similar to that in Al-In alloy. Figure 

(5.19) shows quenched aluminum-tin alloys with 50 and 250 ppm tin at quenching

Figure 5.18: Comparison between measured and calculated positron reduced bulk lifetime 

(using simple trapping model) for different quenching temperatures. 
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 temperatures 520 °C to ice water. The average positron lifetime τav of 235±5 ps is recorded in 

the as-quenched sample and it remains constant up to 70 °C. This value indicates high defect 

concentration comparing to Al-5N5 (170 ps), which increases with increasing solution 

temperatures. The defect-related lifetime τ2 is 263±1 ps and behaves very similar to τav up to 

~ 150 °C, almost complete capture of positrons (I2 ≈ 85%). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The defect-related lifetime values are far from the characteristic positron lifetime of mono-

vacancies (240 ps) and di-vacancies (280 ps). It seems that tin atoms can be coupled to 

quenched-in vacancies forming solute-vacancy complexes with a relatively high binding 

energy. Binding energy of about 0.25 eV of Sn to the monovacancies was reported [50, 223, 

227]. The vacancy-tin interaction was also studied by several authors; there are agreements 

among the authors that thermal vacancies can be bound to dissolve Sn atoms during the 

solution treatment. As a consequence, a significant amount of tin atoms can be coupled to 

vacancies after quenching at room temperature [230-234]. However, the values of τ2 are 

expected to be lower than the characteristic positron lifetime of mono-vacancies. Probably, 

the high concentration of quenched-in vacancies leads to a mixture of defects, i.e. non-

decorated vacancies (without solute atoms), solute-vacancy complexes, and/or solute-

Figure 5.19: Behavior of positron lifetimes as a function of isochronal annealing for Al-

0.025at.%Sn binary alloy quenched at 520 to ice water. 
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divacancies complexes. Čížek et.al. calculated the positron lifetimes in different complexes; 

only Sn-divacancy has a positron lifetime bigger than that of monovacancies (240 ps) [73]. 

The alloy is then isochronally annealed; the average and defect-related positron lifetimes 

begin to decrease started from 70 °C. They recorded 215±3, 235±3 ps at 117 °C, respectively.  

 

Let’s assume the presence of Sn-divacancy complexes; with annealing the sample, one of the 

divacancy (the weaker bound) might be detached leaving behind solute-vacancy complex 

(similar to Al-In) [200]. Moreover, increase of the electron density nearby the complex due to 

precipitate of tin atoms leading to decrease the positron lifetime. After this local minimum, τav 

increases slightly to 220 ps at anneal temperature of about 147 °C. After that, τav decreases 

exponentially with increasing the annealing temperature. On the other hand, τ2 starts to rise 

again until reach 275 and 300 ps at 520 °C and 620 °C, respectively. At higher temperatures, 

vacancies begin to couple together forming divacancies, since the number of jumps is much 

less than that needed to reach dislocations [221]. If the divacancies have a sufficient binding, 

they can live enough to form trivacancies and clusters. In order to decrease the total Gibbs 

energy of a system, this vacancy cluster finally succeed in reaching dislocations by increasing 

the number of jumps (and hence, decreasing the clustering). However, at lower temperatures 

more rapid dissociation occurs and thus, the energy is enough to form only divacancies; no 

cluster formation [221].  

 

Comparing the measured and the theoretical calculation of coincidence Doppler broadening of 

solute-vacancies complexes will be helpful for recognizing the two stages [73]. Figure (5.20) 

illustrates the coincidence Doppler broadening measurement of 620 °C quenching 

temperature. The ratio profile of Sn deviates significantly from the straight line (that 

represents Al), indicating that the quenched-in vacancies are localized nearby tin atoms. By 

comparing positron lifetime values with CDBS, one can notice that, for the as-quenched 

sample at RT, the deviation of Sn from Al is not high and this corresponds to the binding 

between two vacancies with one tin atom (V2-Sn), τ2 = 264 ps with intensity about 85%. 

Thereafter, at 117 °C, the Sn signal increased. The reason of that is the detachment of one 

vacancy (V-In) or the precipitation of Sn atoms around the vacancies, τ2 = 238 ps with nearly 

the same intensity 85%. At 147 °C, the vacancies start to cluster around Sn atoms, which is 

clear from the reduction of the Sn signal. Finally, all vacancies are released from the solutes 
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and the cluster anneals at sinks, τ2 = 300 ps (trivacancies) with intensity 10%. The signal is 

very similar to Al-Ref. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

5.3.3 Quenched-in vacancies in Al-1.7 at% Cu based alloys  

The effect of adding some trace elements on the Al-1.7at%Cu alloy is studied. Quenched Al-

1.7at%Cu binary alloy without trace elements is investigated firstly, and then compared to the 

alloy with some traces. 

5.3.3.1 Al-1.7 at% Cu binary alloy 

Al-1.7 at% Cu binary alloy shows typical precipitations corresponding to GP zones [155] 

[156] and θʹ phase [191, 199]. This is evident from the positron lifetime measurement (figure 

5.21). 

Figure 5.20: Coincidence Doppler broadening spectra of Al-0.025 at.% Sn in comparison to 

pure Al and pure Sn. The imprint of pure Sn in the alloy is clear. 
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The as-quenched sample shows a defect-related lifetime of about 209 ps with very high 

intensity. This value is too far from the bulk lifetime (158 ps), which means that positrons are 

trapped by a deep trap. Dlubek [235] found that even a few amounts of vacancies capable to 

trap positrons with almost 100 % probability. Gläser et al. [236] attributed that to positron 

annihilation in vacancies having considerable amount of copper atoms in their surroundings. 

Gauster and Wampler [237] ascribed that to a GP zone contains vacancies. Moreover, Silcock 

[210] showed that GP zones are formed in quenched Al-Cu alloy after 3 minutes at 30 °C 

[238]. Comparing this result to the ab-initio calculations of the positron annihilation 

parameters in the different precipitates [239, 240], one can observe a good correlation 

between the measured positron lifetime and the annihilation of positrons inside GP I zone 

containing a copper vacancy (see figure 5.22). It is apparent from the calculations that the 

positron lifetime is influenced significantly only if the vacancy is inside the Cu disk. When 

the precipitations have an open volume in their interior, positrons are trapped firstly by the 

surface potential, then by the deep one. 

 

Figure 5.21: (Left) PALS measurement of quenched Al-1.7 at.% Cu at 520 °C to ice water. 

Sample has been isochronally annealed to 500 °C. (Right) PALS measurement of quenched 

Al-1.7 at.% Cu at 520 °C to ice water. Sample has been isothermally annealed at 50 and 75 

°C. 
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The alloy is then isochronally annealed; the defect-related positron lifetime begin to decrease 

starting from ageing at 150 °C until it reaches 165 ps at about 187 °C. Copper atoms start to 

diffuse more and more towards the GP zone forming a multilayer of Cu (GP II/ θʺ), and thus 

the positron lifetime begins to go down [236]. This positron lifetime value matches very well 

with the calculated positron lifetime in the GP zone without any vacancies. Positrons can be 

trapped in pure GP zones, and they annihilate there from Bloch-like states spread out over the 

whole zone; positron sees GP zones as a bulk [235]. Further increase in the ageing 

temperature (higher than 200 °C) leads to nucleate of a new phase with characteristic positron 

lifetimes of about 181 ps, 190 ps at 277 °C, 350 °C, respectively. These values are in a good 

Figure 5.22: Calculated positron lifetimes and Doppler spectra of some atomic 

configurations representing early stages of GP zones with/without vacancies in Al lattice 

(from [239]). 
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agreement with calculated positron lifetime in θʹ precipitates without and with a vacancy on a 

Cu-sublattice (see figure 5.23).  

 

 

θʹ nucleation depends often on dislocations,  i.e. they conjugate with Al-matrix via formation 

of a misfit dislocations [210]. Positrons are localized at the misfit dislocations of the θʹ phase. 

Finally, at annealing temperatures higher than 400 °C, θʹ precipitates are coarsen and θ phase 

starts to appear; this lead to the decrease of  I2 [236]. Positron lifetime records 180 ps, which 

correspond to annihilation in θ phase with a Cu vacancy (according to the calculations [239]). 

By reaching 500 °C, θ precipitates become fully incoherent with the host; τ2 reaches the bulk 

value. 

 

 

 

 

 

Figure 5.23: Doppler spectra of some atomic configurations representing θʹ and θ with/without 

vacancies in Al lattice (from [239]). 
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CDBS gives us more evidence about the positron localization prior the annihilation (chemical 

information). The electron momentum distributions in Al-1.7at.% Cu alloy is measured. The 

spectra confirm the results obtained by positron lifetimes. The ratio profile of Al-Cu alloy 

deviates significantly from pure Al as it is shown in figure 5.24, which indicates the presence 

of Cu atoms in the environment of the vacancies at RT and after ageing. The momentum 

distribution is changing toward more Cu-rich environment. The orange curve represents the 

measured momentum of the as-quenched sample at RT. Comparing to the calculation (figure 

5.23), the ratio to Al-Ref reveals the signature of the GP zone with a copper vacancy (ratio 

close to 1.4). At ageing temperature of about 187 °C, Cu atoms diffuse to the GP zone; this 

appears from the momentum distribution of the GP zone without any vacancies. With 

increasing the ageing temperature, more and more Cu atoms diffuse to the GP zone forming θʹ 

precipitates at 277 °C. The red curve represents the Doppler spectrum of θʹ precipitates. 

On the other hand, the isothermal annealing of the alloy up to 1000h at  50 and 75 °C shows 

stability in τ2 = 205-210 ps, which corresponds to annihilation in the GP zone with a copper 

vacancy (see figure 5.21, right). This result also confirmed by the high resolution TEM 

images. A high volume density GP I zone with a size between 3 and 6 nm is clear for 

naturally aged alloy (> 1000 h at room temperature, see figure 5.25). By annealing the alloy at 

higher temperatures (150 °C), a mixture of θʺ and large θʹ precipitates present, having a size 

of of 20-40 nm and 100-150 nm, respectively. Cu atoms start to diffuse out from θʺ leaving an  

Figure 5.24: Coincidence Doppler broadening of Al-1.7 at.% Cu in comparison to pure Al. 
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empty region of θʺ around θʹ phase. 

 

 

5.3.3.2 Al-1.7 at% Cu ternary alloys 

Al-1.7 at% Cu-0.01 at% Pb, Sb 

Figure (5.26) shows the influence of adding lead and antimony to Al-1.7 at.% Cu alloy on the 

positron lifetimes. It seems that there is no significant effect of Pb or Sb on the alloy. Three 

stages are appeared during the annealing; first one corresponding to the positron trapping 

from copper precipitates (GP zone with copper vacancies); the positron lifetime is about 210 

ps. The second stage reveals the presence of θʹ precipitate starting from ageing temperature of 

170 °C; positron lifetime is 177 ps (correspond to annihilation in θʹ phase). With increasing 

the annealing temperature, the defect-related lifetime increases again until reaches 187 ps at 

temperature higher than 230 °C. This gives indication that positrons annihilate in θʹ phase 

containing a copper vacancy, since copper atoms start to diffuse out from θʹ phase. 

Figure 5.25: Left: High resolution TEM image of Al- 1.7 at% Cu naturally aged (> 1000 h 

at room temperature). Right: STEM image of aged alloy at 150 °C for 48 h*. 
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Figure (5.27) shows the differential scanning calorimetry thermograms* of the as-quenched 

Al-Cu binary and ternary alloys. The thermograms show several exo- and endothermal peaks, 

referring to the formation and the dissolution of precipitates containing Cu. There is no big 

difference between the alloys with and without lead (Pb) can be noticed. This is also another 

evidence that Pb atoms have a week interaction with the quenched-in vacancies [222, 223]. 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.26: Positron annihilation lifetime measurement of quenched Al-1.7 at.% Cu with 

100 ppm Pb and Sb as a function of isochronal annealing up to 350 °C temperature. 

Figure 5.27: DSC curves for as quenched Al-1.7 at.% Cu alloy with 100 ppm Sn, In, Pb 

measured directly after quenching to ice water from 520 °C. 
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DSC curves of the aged Al-Cu and the Al-Cu-Pb alloys shows also only a minor different 

(figure 5.28). Ageing at 150 °C resulted in many exo- and endothermal peaks indicating the 

formation and the dissolution of Cu-precipitates. Major dissolution peaks are clear in both 

alloys. The first dissolution peaks represent GP-I and GP –II zones, which have formed 

during ageing. This confirms clearly the minor or the negligible influence of lead on the 

diffusion of quenched-in vacancies in Al-Cu alloy.  

 

 

Al-1.7 at% Cu-0.01 at% In, Sn 

Positron lifetimes of the Al-1.7 at% Cu alloy with a small amount of indium and Tin as trace 

elements (100 ppm) are shown in Figure (5.29). In and Sn atoms change the whole picture, 

the behavior is completely different from Al-1.7% Cu binary alloy. Al-1.7 at% Cu-0.01 at.% 

In, Sn samples show nearly the same behavior as the binary alloys Al-In and Al-Sn up to 

250°C ageing temperatures. In the temperature range below 100°C, the solute atoms bind 

divacancies forming solute-divacancy complexes; this has been already explained above. The 

as-quenched Al-1.7 at% Cu with 100 ppm In or Sn showed a defect-related positron lifetime 

of about 250 and 240 ps respectively. These values on one hand are very similar to the values 

of Al-In and Al-Sn binary alloys and on the other hand quite different from the lifetime of Al-

Cu and Al-Cu-Pb/-Sb alloys. This implies that In and Sn atoms suppress the formation of GP 

zones at RT by preventing the diffusion of Cu atoms, i.e. by binding the quenched-in 

vacancies, which help Cu atoms to diffuse. 

Figure 5.28: DSC curves for the aged Al-1.7 at.% Cu alloy without and with100 ppm Pb. 

The two alloys have been quenched to ice water from 520◦C. 
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Figure 5.29: Positron lifetimes of as quenched Al-1.7 at.% Cu with 100 ppm Sn and In as a 

function of isochronal annealing temperature up to 327°C. The quenching temperature is 

520°C. 

 

This is also obvious from the DSC curves in figure 5.27 (blue and white green curves), the 

dissolution peak of Cu clusters and /or GP-I zones is missing since the Cu diffusion is 

significantly suppressed. However, the diffusion of Cu atoms is not totally blocked at room 

temperature when the alloys are naturally aged; the dissolution peak becomes more notable 

after 4 hours natural ageing (figure 5.30). 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.30: DSC curves for naturally aged Al-1.7at.%Cu-0.01at.%Sn (Left) and Al-

1.7at.%Cu-0.01at.%In (Right). 
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Annealing the alloys between 120°C and 150°C lead probably to the separation of the weak 

bound vacancies, this appears in the value of τ2, which decreases to 240 ps (fig. 5.29). This 

behavior is noticed only for In containing alloy, however the detachment of the vacancy from 

Sn-divacancy could happened much earlier at lower temperatures [200]. Thereafter, at about 

167°C most of vacancies have enough energy to leave the solute atoms (separation from In or 

Sn atoms) and they agglomerate, cluster together, and move to sinks. This is evident from 

increasing τ2 and decreasing its intensity. At elevated temperatures above 250°C, the positron 

lifetime τ2 begins to go down (figure 5.29), while the corresponding intensity I2 rises again. It 

seems that a new trap of positrons presents with a characteristic positron lifetime; this is most 

probably due to the formation of θʹ phase. This is assured by comparing the measured lifetime 

τ2 with the ab-initio calculations of positron annihilation in θʹ phase (figure 5.23) [240]. The 

formation temperature of θʹ precipitates is changed to be at 250°C and this is 100°C more than 

that of Al-Cu binary alloy. This is also obvious from the DSC curves in figure (5.31). 

Furthermore, when the samples are artificially aged at 200°C, the θʹ phase is directly 

nucleated as a dominant phase; no major GP zones dissolution peaks are found in the DSC 

curves (figure 5.32). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.31: DSC curves of aged Al-1.7at.%Cu-0.01at.%Sn (Left) and Al-1.7at.%Cu-

0.01at.%In (Right) at 150 °C. After 1h, GP-I and GP-II zone dissolution are observed 

between 200 and 270 °C. The formation of θʹ precipitates is shifted to be at about 270 °C, 

which is 100 degree more than that of Al-Cu binary alloy. 
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Figure 5.32: DSC curves for aged Al-1.7at.%Cu with 100 ppm Sn and In at 200 °C. θʹ phase 

is directly forming as the dominating phase. 
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Chapter 6 : Summary 

This work has presented an experimental investigation of the interaction between the 

quenched-in vacancies and the solute atoms in the highly diluted binary Al alloys (Al-Cu, Al-

In, Al-Sn, Al-Sb, Al-Pb, and Al-Bi) and their influence on the precipitation formation in Al-

1.7 at.% Cu based alloy by using positron annihilation spectroscopy.  

 

Hardness measurement 

 There is no significant difference in hardness between Al-Cu-Pb and pure Al-Cu alloy 

at RT and even at elevated temperatures (figure 5.2). 

 At RT, Al-Cu alloy is harder than Al-Cu-In and Al-Cu-Sn due to the formation of GP-

I zone. However, Al-Cu-In and Al-Cu-Sn showed a very rapid hardening response at 

elevated temperatures with higher values of 130 Hv after different ageing times: 48 h 

for In and 4 h for Sn. 

Positron measurements 

Pure Al 

 Quenching the sample at 620 °C to ice water (0 °C) results in a slightly lower amount 

of vacancies, which are agglomerating very fast together (< 15 % of positrons are 

trapped by vacancy cluster ). Single vacancies become mobile at RT, they diffuse 

quickly to sinks, and finally cannot be detected by positrons at about 150 °C ageing 

(almost 100% of positron annihilate freely in the bulk), see figure (5.5). 

 In order to avoid the clustering of the quenched-in vacancies, pure Al is quenched to a 

very low temperature (cooled alcohol, -110 °C).  

 Quenching the sample to lower temperatures results in higher concentration of 

quenched-in vacancies. Positrons could detect single vacancies and no clustering is 

observed (80 % of positrons are trapped by single vacancies), see figure (5.9). 

 Alloying elements can be also added to pure Al to prevent the vacancy clustering.  

 

Al- Cu, Pb, Bi and Sb with 250 ppm trace elements 

 Al-Cu showed the same behavior as pure Al; the concentration of quenched-in 

vacancies generated by quenching to ice water is quite low (see figure 5.6). Also the 

alloy behaves typically as the aluminum reference even when quenched to lower 

temperatures (see figure 5.9); indicating that almost there is no binding between Cu 



 

           .  114 

atoms and the vacancies. This agrees well with the theoretically calculation of the 

binding energy, which predicted a value of only 20 meV.  

 In Al-Sb alloy, a small amount of vacancies bind the solute atoms immediately after 

quenching (60 % of positrons are trapped by V-Sb complex, figure 5.6). However, 

weak interaction between the vacancies and the antimony atoms are noticed; the 

vacancies release very fast from antimony atoms (contrary to the calculations, Sb-

vacancy binding energy ~ 0.3eV). Most of positrons annihilate in the bulk after 

annealing temperature of about 50 °C. This may be attributed either to the low 

solubility of Sb in Al (< 0.01%), thus only low vacancy concentration binds the 

antimony atoms, or there are insufficiency in the solute-vacancy binding calculation. 

Quenching the sample to cooled ethanol (-110 °C) results in a considerable amount of 

vacancies bind the solute atoms (figure 5.10). According to PALS measurement, one 

solute atom binds mostly two vacancies instantly after quenching. The vacancies 

release from antimony atoms starts at room temperature. 

 In Al-Pb and Al-Bi alloys, no interaction between solute atoms and vacancies is 

observed for the alloys quenched to ice water, figure 5.6 (contrary to the calculations, 

binding energy is about 0.4eV).  While quenching the alloys to the cooled alcohol 

results in a quite larger amount of vacancies bind the solute atoms, two vacancies bind 

a solute atom immediately after quenching, figure 5.10. The vacancies release starts at 

room temperature. This is also can be ascribed to the extremely low solubility of Pb 

and Bi in Al (below 50 ppm) or the deficiency in the ab-initio calculations of the 

solute –vacancy binding energy. 

 

Al- In, Al-Sn with 250 ppm trace elements 

 The influence of In and Sn on the diffusion of vacancies in high purity aluminum after 

quenching is completely different. Quenched-in vacancies are bound to the solute 

atoms at room temperature forming divacancy-solute complexes immediately after 

quenching, figures (5.11 and 5.19). 

 Vacancies still bind the solute atoms even with annealing the alloys up to 127 °C, but 

one vacancy has been detached from the solute during the annealing.  

 The release of vacancies from solute atoms (and thus vacancy clustering) starts at 150 

°C. 
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Al-1.7 at.% Cu 

Typical precipitations sequence during ageing the alloy (GP zones - θʹ phase - θ phase) is 

detected by PAS and in a good agreement with the ab-initio calculation, see figures (5.21-

5.25).  

Al-1.7 at.% Cu with 100 ppm trace elements 

 Neither Pb nor Sb atoms affect the precipitations sequence in pure Al-Cu alloy 

(figures 5.26-5.28). The low solubility and/or weaker vacancy-solute binding are the 

reasons as it is shown in the binary alloys. 

 The two alloys Al-cu-In and Al-Cu-Sn show nearly the same behavior as the binary 

alloys Al-In and Al-Sn up to 250 °C ageing temperatures; the precipitations sequence 

in pure Al-Cu alloy is changed, figure 5.29. 

 In and Sn atoms bind the vacancies, and thus preventing (not totally) most of Cu 

atoms to diffuse at RT and up to 150 °C, which in turn suppress the formation of GP 

zones. Artificial ageing of Al-Cu-Sn alloy shows a slightly faster ageing response 

compared to Al-Cu-In due to the slightly stronger binding of vacancies to In atoms 

compared to Sn, figure 5.29.  

 At elevated temperatures about 200 °C, most of vacancies have enough energy to 

leave the solute atoms, and hence support Cu atoms diffusion. At about 250 °C, not 

only the highly mobile Cu atoms, but also the trace elements participating in the 

nucleation of θʹ phase, which act as a new trap of positrons.  

 The formation of θʹ precipitates is shifted to be at 250 °C, which is 100 °C higher than 

that of Al-Cu binary alloy, figure (5.29). 

 When the samples are artificially aged at 200 °C, θʹ phase is directly nucleating as the 

dominating phase (figure 5.32). 

 

 

To conclude, the solubility of the trace elements and the vacancy-solute binding energies are 

two main factors that affect the precipitation sequence during natural or artificial ageing. With 

vacancy-solute binding energy of about 0.2-0.3 eV, the formation of GP zones at RT can be 

suppressed. Also with this strong binding, vacancies will become free only at elevated 

temperatures, which promote the formation of θʹ phase, and thus strengthening the material.
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