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Application layer multicast shows its efficiency when it is necessary  to transmit enormous amount of data to 
many nodes. One of the most important issues for such kind of transmission is ”what is the criteria for path 
construction?”. In the global  networks, when the distance between nodes becomes a significant f actor, the 
time delay between nodes seems self-evident. However, in the presence of cross-traffic i n the c hannel, the 
minimum spanning tree based on the delay might construct the tree which provides the lower data rate than 
possible alternative. The point of this work is to study how available  bandwidth estimation techniques might 
solve such kind of challenges,  how to adopt available  bandwidth as a metric to construct data distribution paths 
and the cases  when it gives higher performance in comparison with delay as a metric.

1 INTRODUCTION

In the current time, there is a possibility  to create a 
global  high bandwidth network infrastructure using 
cloud services  for a relatively  low cost. Cloud ser-
vices  provide the possibility  to anyone to deploy own 
intercontinental network on top of the Internet or cre-
ate own Content Delivery  Network (CDN). However, 
dealing with the global  network, it is necessary to 
deal with its properties, such as the high delay be-
tween nodes, the possibility  of packet loss,  interfer-
ing traffic ( so-called c ross-traffic) in th e li nks, for-
bidden network features such as multicast. To make 
high-speed data transmissions over WAN possible,  
the RMDT [1] transport protocol was  used, since it 
can overcome challenges  described above:  it proto-
col provides WAN acceleration service,  which makes 
network packet losses  and latency up to 1 second 
nearly negligible.  It can serve up to 10 receivers  in 
parallel within a single session without fairness is-
sues meaning that available  bandwidth will  be shared 
evenly.  It has a centralized congestion control, which 
allows  the coexistence  with the cross-traffic in IP 
WANs. The multicast functionality has been im-
plemented and studied during the previous work [2] 
using the Minimal Spanning Tree (MST) algorithm.

Previous work shows the efficiency of RMDT in con-
junction with the MST  algorithm using delay or RTT 
values between hosts as a metric in the global  net-
work. However, the presence of the cross-traffic in 
the global  links is more than possible.  Nevertheless 
that with the delay metric, the MST  algorithm can 
construct the optimal tree, cross-traffic can negatively  
affect the bandwidth along a constructed path. This 
means that cross-traffic as a  significant factor should 
be taken into account.

This paper studies the performance of application 
layer multicast in combination with high-bandwidth 
data transport applications using available  bandwidth 
(AvB)  metric and where and how it can outperform 
the delay metric.

The remainder of this paper is structured as fol-
lows.  Section 2 provides an overview  of related re-
searches and methods. Section 3 gives  the AvB  met-
ric description, how it can be obtained and adopted to 
the MST  algorithm. Section 4 reviews  the testing en-
vironment and software equipment that was used for 
the experimental setup. Section 5 is devoted to the re-
trieved results of experiments with application layer 
multicast implementation using RTT and AvB  met-
rics. Interpretation and discussion of the results and 
future work can be found in Section 6.
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2 RELATED WORK

An analysis  of application layer multicast in the Wide 
Area Network has been made in the previous work 
[2]. It shows the efficiency  of ALM  in conjunction 
with Reliable  Multi-Destination Transport Protocol 
(RMDT) in the global  networks between hosts spaced 
across continents. In the research, the delay was used 
as a metric for the tree-first application layer multi-
cast. The system has been tested in the AWS infras-
tructure.

The available  bandwidth estimation research has 
been provided by Kirova,  et. al [3, 4]. These 
researches introduce the Kite2  application for 
available  bandwidth estimation, which is used in the 
given work.

The ALM  model as a service  implemented on the 
top of Hierarchical Peer to Peer Architecture, in order 
to give  media streaming based applications or confer-
encing applications [5].

A multicast framework for point-to-multipoint 
and multipoint-to-point-to-multipoint video stream-
ing from drones presented in the work [6]. The 
proposed rate-adaptive approach outperforms legacy  
multicast in terms of goodput, delay,  and packet loss.

Adaptable, ISP-friendly multicast overlay  net-
work proposed in [7]. The system is adaptable to 
different conditions and easily  reconfigurable in the 
construction and management of the multicast over-
lay  distribution tree. The ALM  tested has been tested 
in a network emulation tool.

There is an ALM  based on an encoding-free non-
dominated sorting genetic algorithm (EF-NSGA)  [8]. 
The approach aimed to construct a tree based on 
multi-objective criteria: minimization transmission 
delay and instability simultaneously.

3 METRIC DESCRIPTION

The used AvB  metric is based on Probing Rate Model 
(PRM) of the active probing measurement and uses 
analysis  of inter-packet interval deviation on the re-
ceiver side (IpIr) in order to detect whether the send-
ing rate of probe packets meets the available  band-
width limits of the link between the sender and the 
receiver.

Figure 1 illustrates the active probing model. Sn
is an n-th probe packet, isn is the sending inter-packet 
interval and irn is the inter-packet interval on the re-
ceiver side. The main principle of this method is 
to find the inter-packet interval, which is dependent 
on timing operations precision. The accurately cho-
sen inter-packet interval on the sender side allows

achieving the actual available bandwidth of the net-
work path. The goal of the AvB algorithm is to find
the minimal value is after which the difference ir− is
is minimal.

SE
ND
ER

RE
CE
IV
ER

WANS1S2S3 S3 S2 S1

is1is2 ir1ir2

The instances are distributed all over the world in 
the AWS regions, which shown in Figure 2. The re-
gions are highlighted by colors here and further.       
US West (Oregon) - orange, EU (Frankfurt) - blue, 
EU (London) - red, Asia Pacific (Singapore) - cyan, 
Canada (Central) - green.

Figure 1:  AvB  active probing model [4].

     Since  the given ALM  system uses the tree-first ap-
proach, the available  bandwidth estimation values  are 
collected only once as a first step. Collected metrics 
are formed into adjacency matrix A and inverted by 
Hadamard inverse rule as A◦－1 because the MST  
algorithm calculates  the shortest tree where the mini-
mal weight of an edge is preferable. The A◦－1 matrix 
passed to the MST  or DCMST algorithm then. The 
resulted tree is treated as optimal from the perspec-
tive of the available  bandwidth of the link.

4 EXPERIMENTAL SETUP

The section provides a detailed description of the test-
ing infrastructure and software, which is used during 
the experiments.

4.1 Testing Environment

As an experimental environment, Amazon AWS has 
been chosen. It provides the virtual infrastructure 
in selected  continents and regions. Cascade network 
transmission infrastructure based on c5.xlarge virtual 
instances, the configuration provided in Table 1. 

Table 1:  c5.xlarge  host configuration.
Name Parameters 

Operating system Ubuntu 18.04 

CPU model Intel Xeon Platinum 8000 

(Cascade Lake)  

CPU Frequency 3.6 GHz 

Number of vCPUs 4 

RAM 8 GB 

Bandwidth up to 10 Gbps 
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In each region, three c5.xlarge virtual instances 
have been deployed. The regions have been chosen to 
get different variations of network conditions, such as 
long and short distances, international and interconti-
nental links. The RTT probing results shown in 
Figure 3. The index rows and columns of the matrix 
are rep-resented each host by the first letter of its 
region and the number of the virtual machine in the 
region. Left  indexes are output nodes, top indexes are 
input nodes. The matrix colored as a heatmap, where 
the cells  with the highest values  have more saturated 
color.

Figure 2: The map of AWS hosts location.

l1 l2 l3 f1 f2 f3 c1 c2 c3 o1 o2 o3 s1 s2 s3

l1 0 0.1 0.1 13.4 14.3 14.2 89.1 85.6 88.8 134 137.4 133.7 184.8 181.2 171.4
l2 0.1 0 0.1 13.3 15.3 13 85.6 86.9 87.3 139 133.7 137.8 185.2 181.2 184.7
l3 0.1 0.1 0 13.1 13.7 13.6 88.8 88.8 86.8 137 139 139.9 180.7 181.2 171.9
f1 13.4 13.3 13.1 0 0.1 0.1 100.4 100.4 98.9 159 161.1 164.3 177.7 169.6 173.7
f2 14.3 15.3 13.7 0.1 0 0.1 99.3 99.7 99.2 159 162.6 162.7 173.3 173.4 173.7
f3 14.2 13 13.6 0.1 0.1 0 100.4 99.3 98.9 163 158.3 163.9 173.6 174 173
c1 89.1 85.6 88.8 100.4 99.3 100.4 0 0.1 0.1 66.5 66.6 65.1 219.8 219.9 219.8
c2 85.6 86.9 88.8 100.4 99.7 99.4 0.1 0 0.1 65.6 66.6 67.1 219.9 219.7 219.7
c3 88.8 87.3 86.8 98.9 99.2 98.9 0.1 0.1 0 67.4 66.6 66.7 219.9 219.6 219.6
o1 133.6 138.6 137.1 158.5 159.1 163.2 66.5 65.6 67.4 0 0.3 0.3 163.2 162.5 162.6
o2 137.4 133.7 139 161.2 162.6 158.2 66.6 66.6 66.6 0.3 0 0.3 163.1 162.9 162.8
o3 133.7 137.8 139.9 164.3 162.7 163.8 65.1 67.1 66.6 0.3 0.3 0 163.5 163.1 162.6
s1 184.8 185.2 180.7 177.7 173.3 173.6 219.7 219.9 219.9 163 163.1 163.5 0 0.1 0.1
s2 181.2 181.2 181.2 169.6 173.4 174 219.9 219.7 219.6 163 162.9 163.1 0.2 0 0.1
s3 171.4 184.7 171.9 173.7 173.7 173 219.8 219.7 219.6 163 162.8 162.6 0.1 0.1 0

Figure 3:  Matrix of RTT metric values  between hosts in 
milliseconds.

The experiments with additional cross-traffic are 
provided with the network load which can be seen in 
the matrix in Figure 4. The matrix is generated in 
the way  to let MST  algorithm construct the path, 
based on the AvB  metric, which is similar to the 
RTT-based tree, but with two swapped branches: 
frankfurt and singapore hosts. Such configuration 
aimed to confuse RTT probing and tree construction 
process, which re-turn the non-optimal tree from the 
AvB  perspective.

l1 l2 l3 f1 f2 f3 c1 c2 c3 o1 o2 o3 s1 s2 s3

l1 0 0 0 11,21 10,99 10,4 5,41 5,19 5,38 8,1 8,33 8,11 0 0 0
l2 0 0 0 11,23 10,99 11,2 0 5,27 5,29 8,4 8,11 8,35 0 0 0
l3 0 0 0 10,95 10,99 10,42 5,39 5,38 5,26 8,32 8,43 8,49 0 0 0
f1 11,21 11,23 10,95 0 0 0 13,33 13,33 13,33 9,89 9,89 9,91 10,77 10,51 10,53
f2 10,99 10,99 10,99 0 0 0 13,33 13,32 13,32 9,85 9,88 9,89 10,29 10,52 10,55
f3 10,4 11,2 10,42 0 0 0 13,33 13,32 13,32 9,86 9,87 9,86 10,53 10,53 10,49
c1 5,41 5,19 5,39 13,33 13,33 13,33 0 0 0 4,04 4,04 0 6,09 6,02 6,09
c2 5,19 5,27 5,38 13,33 13,33 13,32 0 0 0 3,98 4,04 4,07 6,09 6,05 6,02
c3 5,38 5,29 5,26 13,33 13,32 13,32 0 0 0 4,09 4,04 4,04 6 6,02 6
o1 8,1 8,4 8,32 9,9 9,85 9,86 4,04 3,98 4,09 0 0 0 9,61 9,65 9,89
o2 8,33 8,11 8,43 9,89 9,88 9,88 4,04 4,04 4,04 0 0 0 9,77 9,86 9,59
o3 8,11 8,35 8,48 9,91 9,89 9,86 3,95 4,07 4,04 0 0 0 9,96 9,87 9,94
s1 0 0 0 10,77 10,28 10,53 6,09 6,09 6 9,61 9,77 9,96 0 0 0
s2 0 0 0 10,51 10,52 10,53 6,02 6,05 6,02 9,64 9,86 9,87 0 0 0
s3 0 0 0 10,53 10,55 10,49 6,09 6,02 6 9,9 9,6 9,94 0 0 0

Figure 4:  Matrix of the amount of cross-traffic values  
between hosts in Mbps.

4.2 Software Equipment

For the experiments, the following  software and 
technologies have been used:

1) RMDT — Reliable  Multi-Destination Transport
Protocol is a C++ software library, developed at
the Future Internet Lab  Anhalt at Anhalt Univer-
sity of Applied Sciences.  It provides point to mul-
tipoint data transport functionality [1] using UDP.
It uses BQL congestion control [9] which is toler-
ant of big delays  and dramatic packet loss rates.

2)

3)

4)

Dataclone — is the transfer application based on
RMDT. In the experiments, it is configured to al-
locate 100 MB  of RAM  for both send and receive
buffers. For the experiments, Dataclone has been
set to the third CPU core. The most actual v1.0.5
version has been used.
Kite2 — is a software application, written in C++,
developed at the Future Internet Lab  Anhalt at An-
halt University of Applied Sciences.  It is an im-
plementation of the modified AvB active probing
algorithm which can work in 10 Gbps links [4, 3].
Cascade — is a client-server application, writ-
ten in Python, developed at the Future Internet
Lab  Anhalt at Anhalt University of Applied Sci-
ences..  Cascade provides ALM  functionality, it
collects  metrics such as RTT, using ICMP packets
and AvB,  using Kite2.  Based  on collected met-
rics it calculates  transmission routes using MST  or
DCMST. In the client mode, it orchestrates Dat-
aclones as transport software and communicates
between other server instances.

5) tc — an open-source utility, which is used to con-
figure Traffic Control in the Linux kernel. With
this tool, the bandwidth of the interface is shaped
down to 100 Mbps. Traffic Control configured as
follows:

qqdisc cbq 1: root refcnt 2 rate 10Mbit \
(bounded,isolated) prio no-transmit
qdisc sfq 30: parent 1:30 limit 127p quantum \
1514b depth 127 divisor 1024 perturb 10sec
qdisc sfq 10: parent 1:10 limit 127p quantum \
1514b depth 127 divisor 1024 perturb 10sec
qdisc sfq 20: parent 1:20 limit 127p quantum \
1514b depth 127 divisor 1024 perturb 10sec
qdisc ingress ffff: parent ffff:fff1 ----------------

class cbq 1: root rate 10Mbit (bounded,isolated) \
prio no-transmit

class cbq 1:1 parent 1: rate 100Mbit (bounded,isolated) \
prio 5

class cbq 1:10 parent 1:1 leaf 10: rate 100Mbit prio 1 
class cbq 1:20 parent 1:1 leaf 20: rate 90Mbit prio 2 
class cbq 1:30 parent 1:1 leaf 30: rate 80Mbit prio 2
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6) iperf − is  an open-source  utility  for  performing
network throughput measurements. For the exper-
iments, iperf has been set to the second CPU core.
The cross-traffic between hosts has been created
with the following command:
// the process attached to core 2 with taskset 0x1
// the client started as
taskset 0x1 iperf -c DESTINATION_IP -b 10M -u -t 1000000
// the server started as
taskset 0x1 iperf -s

The software testbed configuration is shown in
Figure 5. Cascade represents the ALM  system. It 
orchestrates the probing software, such as Kite2 in 
case of AvB  metric, or sends ICMP packets in 
case of RTT. It configures Dataclone as a sender, 
receiver,  or relay node. It defines the source and 
destination for the data, which needs to be 
transmitted. The iperf utility is used as a cross-
traffic generator. The tc util-ity restricts the 
datarates within 100 Mbps, to neglect the CPU and 
NIC as the bottleneck and to reduce the spendings 
for AWS traffic.

iperf
Traffic

generation

ALM Orchestration
Probing

Transmission

Cascade

Dataclone

RMDT lib

Kite2

icmp

in
t
er
fa
c
e

tc shaper

1
00
 M

bp
s

c5.xlarge

Figure 5:  Software  equipment scheme.

5 EXPERIMENTAL RESULTS

Experiments have been made in two scenarios: net-
work with generated cross-traffic, d escribed i n sec-
tion 4.1, and without interfering traffic, this scenario 
called pure network. Both RTT and AvB  metrics 
have been tested in these conditions. Each test case 
has been repeated in 10 trials.

5.1 RTT Metric

In both cases,  with and without cross-traffic, the cas-
cade has built the same data distribution tree, which 
is shown in Figure 6. The tree constructed based 
on the metrics collected during the probing state of 
the cascade work. The delay matrix is shown 
in Figure 3. Cells  with red bold values  are 
related to paths built with RTT metrics.

The experiment without additional cross-traffic in 
the links given the transmission paths configuration 
provides 45.81 Mbps.

0.13ms 0.11ms
13ms 0.1ms

0.1ms

0.09ms 0.09ms85.6ms

65ms

0.26ms

0.27ms

162ms 0.14ms 0.13ms

1 3 2
london
frankfurt

canada 1
2 3

oregon

singapore

3
2

1

3
2

1 2 1 3162ms

Figure 6:  The tree generated by MST  algorithm in the AWS 
network cloud infrastructure using RTT as a metric (in 
milliseconds).

In the presence of cross-traffic i n t he l inks, the 
same tree provides 34.89 Mbps. The cross-traffic 
generated for the test is shown in Figure 4. Cells  with 
red bold values  are related to paths built with RTT 
met-rics.

5.2 AvB Metric

In the case of links without additional traffic, AvB  
metric shows it’s  inefficiency.  S ince the l inks in the 
network are relatively  pure from the interfering 
traffic, the AvB  e stimation probing returns s imilar 
met-rics, e.g  100 Mbps for all edges.  This leads to 
uncertainty in the tree construction. The trees 
obtained during all 10 trials of an experiment with a 
”pure” network, were completely different and 
gained from 15 - 24 Mbps, the average  data rate of 
the experiments is 23.65 Mpbs. The Figure 7 
demonstrates one of the given trees.

1 3

2

3

1

21
3

2

2 1 3

1

3

london
frankfurt

canada

oregon

singapore2

99Mb

99Mb

99Mb

99Mb

99Mb

99Mb

99Mb

99Mb

99Mb

99Mb 99Mb

99Mb

99Mb

99Mb

Figure 7:  The tree generated by MST  algorithm in the 
pure network cloud infrastructure using AvB  as a metric (in 
Mbps).

    However, in the presence of cross-traffic, shown 
in Figure 4, the edges of the tree, obtained  with  MST
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highlighted with red borders. The tree constructed 
us-ing the AvB  metric is shown in Figure 8. The 
data rate achieved in the test is 44.65 Mbps, which is 
similar to the result of an experiment with the RTT 
metric with-out cross-traffic.

57Mb 49Mb
99Mb 47Mb

47Mb

38Mb 37Mb99Mb

99Mb

78Mb

78Mb

59Mb 57Mb99Mb

3
2

1

2 1 3

1 3 2
london
frankfurt

canada 1
2 3

oregon

singapore

3
2

1

Figure 8:  The tree generated by MST  algorithm in the 
AWS network cloud infrastructure in the presence of 
cross-traffic using AvB  as a metric (in Mbps).

6 CONCLUSIONS

The results of experiments allow  to conclude the 
fol-lowing:

1) There are cases  when available  bandwidth as
a metric for ALM  can achieve  higher performance 
for data transmission than using delay between hosts 
as a metric.

2) AvB  gives  insufficient results in the case of a
”pure” network. 

3) Even in the modest presence of cross-traffic,
the given transport system based on the RTT 
metric loses  about 20 %  of the data rate. This can be 
seen in the resulting Table 2.

4) For the AvB,  as well  as for delay metric it’s
not necessary to be as precise as possible,  it’s  only 
necessary to establish the right relation between all 
edges of the network graph.

Table 2: Results of the data transmission experiments in 
Mbps.

Since  there are cases  where one metrics is 
prefer-able than others to get the higher 
performance of the system, it makes sense to find 
criteria for the decision which metric should be 
used in the given situation. Finding such criteria is 
a preferable approach for the ongoing work. These 
criteria will  be helpful in the process of 
developing the metric which will  take into account 
both factors at once RTT and AvB.
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Industrial network communication requirements are changing within Industry 4.0.  Current static industrial 
networks will  require flexibility  a nd need on demand s tream reservation w ith real-time c apabilities.  Time-
sensitive Networking (TSN) offers real-time communication for Ethernet while also providing a mechanism 
to dynamically request streams (IEEE  802.1Qcc).  The standard does not provide concrete specifications for 
the implementation. This paper evaluates the OpenFlow protocol known from Software-Defined Networking 
(SDN) for network management in TSN-networks. Requirements for a centralized TSN-controller were identi-
fied and OpenFlow has been evaluated if it can fulfill these requirements. An architecture for a TSN-controller 
has been presented. A proof-of-concept has been implemented and evaluated.

1 INTRODUCTION

Future production facilities are changing within In-
dustry 4.0. New needs emerge for self configura-
tion of network devices. This flexibility allows de-
vices to request their own communication streams.
Furthermore, networks have to react on changed
configuration while monitoring its health e.g. link
failures. These features are not new but getting
more demanded when including control and field
levels. Current Ethernet-based real-time solutions
are often incompatible to standard Ethernet [1] and
are also proprietary. As an open standards solu-
tion, Time-Sensitive Networking (TSN) guarantees
”packet transport with bounded latency, low packet
delay variation, and low packet loss” [2] in IEEE 802
networks. The IEEE 802.1Qcc standard [3] specifies
on demand TSN stream reservation which is visual-
ized in Figure 1. In combination with the machine
to machine communicationprotocol OPC Unified Ar-
chitecture (OPC UA), a standard for OPC UA over
TSN [4] is currently in standardization. Within the
OPC UA PubSub [5] architecture, a centralized com-
munication broker handles the registration of TSN-
streams for all communicationpartners.

The IEEE 802.1Qcc standard does not pro-
vide concrete specifications regarding implementa-
tion which raises questions for the selection of a
User/Network Interface (UNI) protocol for user re-

quests, algorithms for schedule calculation and the se-
lection for a protocol for deploying configurations.

This paper proposes the OpenFlow [6] protocol 
for the configuration d e ployment. OpenFlow i s com-
monly used for Software-Defined  N e tworks [ 7 ] and 
already offers a high degree of flexibility.  B  ased on 
a requirements analysis,  an architecture is presented 
which integrates OpenFlow in the context of TSN.  A 
working prototype has been implemented using an ex-
isting open source SDN-controller in accordance with 
IEEE  802.1Qcc.

This paper is structured as follows.  First, the ba-
sics  of TSN and SDN are presented. Section 3 dis-
cusses  related work. In Section 4 features and re-
quirements for the in Section 5 presented architecture 
are described. A proof-of-concept implementation, a 
testbed and an evaluation is presented in Section 6. 
Finally,  Section 7 concludes and presents future work.

2 BASICS

This chapter gives  an overview  of the basic functions 
of TSN.  A more detailed view  of the IEEE  802.1Qcc  
standard is given.  Later, information about SDN and 
the OpenFlow protocol are provided.
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Figure 1:  IEEE  802.1Qcc  - Fully  centralized model.

2.1 TSN Basics

TSN aims on deterministic communication in 802 
networks. A bounded latency is achieved by the use 
of time-slots for network devices  (IEEE  802.1Qbv  
- Enhancements for Scheduled Traffic [8]).
Traffic is divided into traffic classes  (TC) and
assigned to time-slots with cyclical  repetition. A
configuration is specified  in a Gate Control List
(GCL).  It defines the opening and closing of gates
of queues based on the current time. An end-to-end
connection in TSN is called a stream. It can for
example be identified by the MAC address, IP
address or the transport proto-col port. All  devices
on a TSN-stream path have to be configured properly
to transfer frames of a TC. This requires a network-
wide precise time-synchronization (IEEE  802.1AS-
Rev  - Timing and Synchronization for Time-
Sensitive  Applications [9]). This standard specifies
the use of the Precision Time Protocol (PTP) in the
context of TSN.  Furthermore TSN provides a
standard for reliability  (IEEE  802.1CB  - Frame Repli-
cation and Elimination for Reliability  [10]), where
frames are replicated to be transferred over multi-
ple paths while the duplicated packet is eliminated
later. Another standard provides frame preemption
(IEEE  802.1Qbu - Frame Preemption [11]), where
time-critical frames can suspend the transmission of
a non-time-critical frame which will  be resumed later.

2.2 Dynamic Stream Reservation

TSN also introduces on demand stream reservation 
for deterministic streams. An interface for stream 
requests, a module for schedule calculation for all 
network devices  and the deployment of the con-
figurations are addressed (IEEE  802.1Qcc  - Stream

Reservation Protocol (SRP)  Enhancements and Per-
formance Improvements).

The standard defines t hree d i fferent architectural 
models for the realization.

1) Fully  distributed model: In a decentralized
manner without any centralized configuration enti-
ties, applications can request their streams directly 
over the network by propagating the request along the 
topology using an UNI protocol. Each bridge on a 
path configures i tself  w i th t he r e quirement informa-
tion given in the request within their limited knowl-
edge of the network.

2) Centralized network/distributed user model:
Due to the computational complexity which raises 
with the amount of devices  and streams, a central-
ized entity, called Centralized Network Configuration 
(CNC), is introduced. The CNC has global  knowl-
edge over all streams and devices  in a network. Sim-
ilar to the fully  distributed model, stream requests are 
send directly  over the UNI. The first bridge directs the 
request to the CNC which configures t he b ridges af-
ter finishing the computation and the generation of the 
bridges GCLs.

3) Fully  centralized model: For more complex
use cases,  where the talkers and listeners have to 
be configured too, a Centralized User Configuration 
(CUC) is introduced as visualized  in Figure 1. It dis-
covers end stations and their capabilities,  handles ap-
plication requirements and configures TSN features in 
the end stations. The CUC forwards the stream infor-
mation to the CNC using the UNI.

2.3 Software-Defined Networking

Software-Defined  Networking (SDN) decouples the 
data-plane from the control-plane which are con-
ventionally located in the same devices  like in
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switches  and routers. The control-plane defines how 
frames/packets are forwarded in a devices  specific  
forwarding table, called flow  table. In an SDN-
domain, all SDN-switches  are connected to a logi-
cally  centralized SDN-controller. Forwarding rules 
are specified  in the application-plane where applica-
tions for different purposes decide how to route the 
traffic. An application can be a shortest path rout-
ing application or a firewall.  Communication between 
the SDN-switches  and the SDN-controller takes place 
over the southbound interface. Here, the OpenFlow 
[6] protocol is dominant and usually supported by all
SDN-switches.

3 RELATED WORK

An approach to combine TSN and SDN was first men-
tioned by Nayak et al. [12]. Their work, called Time-
Sensitive Software-Defined N etworking, f ocused on 
the calculation of schedules using Integer Linear Pro-
gramming (ILP). Dürkop et al. presented an approach 
for the automatic configuration o f r eal-time Ether-
net (RTE) solutions [13]. Their approach was based 
on Dynamic Host Configuration P rotocol (DHCP). 
Du and Herlich et al. also proposed the usage of 
SDN for the network management in RTE [14, 15]. 
Their proof-of-concept implementation is based on 
the Powerlink protocol [16]. This RTE implementa-
tion works with off-the-shelf switches.  Changes on 
the data-plane are not required. The Powerlink proto-
col uses a special  token to provide deterministic me-
dia access.  The Powerlink protocol used by Du and 
Herlich et al. uses different concepts compared to 
IEEE  802.1  TSN.  This paper proposes OpenFlow as 
a network management protocol for TSN-networks.

4 REQUIREMENTS

This Chapter describes requirements for a TSN-
controller. Based  on these, OpenFlow is evaluated. 
Additional features which OpenFlow can not provide 
are described.

The following requirements were identified for the 
TSN-controller which includes the CUC and CNC.

 Topology detection: The controller needs to be
able to detect the topology of the bridges associ-
ated.

 Host detection: The controller needs to detect
each talker and listener in its TSN-network.

 Time-synchronization: TSN-bridges, talkers,
listeners and the controller need a common time-

base (IEEE 802.1As-rev) for the use of IEEE
802.1Qbv.

 Time-Aware Shaper: The GCL  of each TSN-
bridge needs to be calculated and configured.

 Traffic Classes: The controller needs to assign
Ethernet frames to a queue of the time-aware
shaper.

 Ingress/Egress Policing and Metering: The
controller requires a mechanism to assure that
each TSN-stream adheres to the amount of band-
width it requested.

 UNI for Talkers/Listeners: The controller needs
to provide a user/network interface (UNI) which
offers the ability to request TSN-streams.

Table 1 verifies, if the requirements for the TSN- 
controller can be fulfilled  w ith the OpenFlow proto-
col.

OpenFlow does not provide management func-
tionalities for time-aware shapers and also does 
not provide time-synchronization. For the time-
synchronization an additional protocol like Precision 
Time Protocol (PTP) [17], which is a master/slave 
protocol, has to be used. The management of the 
time-aware shapers can either be implemented as 
a protocol extension of the OpenFlow protocol in 
the form of experimenter messages  or by the use 
of existing configuration p rotocols l ike NETCONF 
[18]. The UNI for the stream request can be imple-
mented as an extension of the controller. Besides  
the control-plane, data-plane devices  need to sup-
port time-synchronization (e.g.  PTP) and time-aware 
shapers.

5 ARCHITECTURE

This chapter presents an architecture for a TSN-
controller based on the requirements presented in 
Chapter 4. The architecture is shown in Figure 2. On 
the top, it shows the TSN-controller while at the bot-
tom, the functions for a compatible TSN-bridge are 
shown. Both will  further be described.

5.1 TSN-Controller

First of all,  the TSN-controller is separated by the 
CUC and the CNC. The CUC constists of an End-
point Request Handler to provide an UNI which is 
compatible to IEEE  802.1Qcc  [3]. It can be imple-
mented as a REST  API. Requests are forwarded from 
the CUC to the CNC. The Path Control and Reser-
vation module has global  knowledge about the net-
work and finds p aths t hrough t he n etwork w hile re-
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TSN-Controller Functions OpenFlow
Topology detection OpenFlow networks use LLDP to detect available links.
Host detection In OpenFlow networks, the controller detects new hosts with the

ARP protocol. Each ARP frame received by an OpenFlow-switch
is copied and forwarded to the controller.

Time-synchronization OpenFlow does not provide mechanisms for time-synchronization.
Time-Aware Shaper OpenFlow provides credit-based shaping to reserve bandwidth for a

specific traffic class. There are currently no time-based shapers in the
OpenFlow specification.

Traffic Classes OpenFlow provides an enqueue action which can be used to assign an
Ethernet frame to a queue. These queues can be used to implement
traffic classes.

Ingress/Egress Policing and Metering OpenFlow provides ingress and egress metering.
UNI for Talkers/Listeners OpenFlow does not provide an UNI.

Table 1:  OpenFlow protocol feature evaluation for TSN network management.

Figure 2:  Architecture of the TSN-controller.

specting the TSN-bridges utilization. In the 
Sched-ule Configuration module, a configuration 
(GCL) for each device  on a path is calculated. This 
process has a very high algorithmic complexity and a 
lot of research is taking place in this area [19, 20]. 
The configura-tion has to be represented in a 
format which can be applied by the TSN-bridges. 
Here, the YANG Data Model is used which is 
transferred using the NET-CONF protocol. For 
the Time-Synchronization, the TSN-controller 
needs to be part of a PTP-domain.

Logically , the master clock should be located in the 
controller. The OpenFlow Provider is used to config-
ure the forwarding behaviour of the TSN-bridges.

5.2 TSN-Bridge

First of all,  TSN-bridges need to support a Traffic 
Scheduler resp. IEEE  802.1Qbv. For proper function-
ing of the Traffic Scheduler, the TSN-bridge is timely 
synchronized. The Stream Filtering and Policing 
module takes care, that TSN-streams do not exceed 
their requested resources. The TSN-bridge needs to 
be compatible with a YANG Data Model to offer flexi-
ble reconfiguration. Over the OpenFlow Provider, the 
TSN-bridge is able to be configured w i th t he Open-
Flow protocol. Forwarding behaviour is located in the 
Flow Table.

6 IMPLEMENTATION AND
EVALUATION

This chapter describes a proof-of-concept implemen-
tation based on the architecture presented in 
Chapter 5. Later the proof-of-concept will  be 
evaluated.

6.1 Implementation

The proof-of-concept implementation is based on 
the open-source SDN-controller Ryu [21] written in 
Python. The data-plane consists of two TSN-bridges 
(Trustnode) from the company Innoroute which al-
ready support IEEE  802.1Qbv,  PTP, Netconf and 
OpenFlow. The Openflow implementation on the 
bridges is based on Open vSwitch  [22]. The talker 
uses an Intel i210  network card and a kernel extension
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Figure 3: Architecture of the TSN test-bed.

Two aspects of the system have been evaluated. 
The function and performance of the time-aware 
shaper and the overall set-up time of a TSN-stream. 
To test the time-aware shaper, two streams have been 
requested using two different traffic classes.  TC 1 has 
a time-slot length of 7 ms and TC 2 has a time-slot 
length of 3 ms resulting in a total cycle  length of 10 
ms. The talker generates frames at a rate of 100 µs 
(10 frames per ms) for both TC. Figure 4 shows the 
arrival of the packets on the listener site. The packets 
are distributed according to their specified  time-slots. 
Once a time-slot starts, all buffered frames, which ar-
rived outside of their time-slot, are sent.
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Figure 4:  IEEE  802.1Qbv  scheduled traffic - 10ms cycle  
time, 2 traffic classes  (7ms and 3ms).

The second measured aspect was the set-up time 
of the UNI. Here, the talker requests 1 stream every 
second. Each stream is removed before the next one

is created. The UNI protocol request response time, 
the time between request and response, is measured 
using Wireshark. For 1000  requests an average set-up 
time of 3.176  ms with a standard deviation of 1.031  
ms has been measured.

The results show, that existing software which is 
originally developed for SDN can be easily  extended 
to support TSN.  It also shows, that TSN-streams can 
be requested within a few  milliseconds. It has to be 
noted, that the calculation for the schedule is simpli-
fied in this proof-of-concept implementation.

7 CONCLUSION

This paper evaluated the use of OpenFlow for an 
implementation of a TSN-controller with respect to 
IEEE  802.1Qcc.  Requirements for a TSN-controller 
have been identified, a nd v erified if Op enFlow can 
fulfill  t hese r equirements. P otential e xtensions and 
companion protocols have been discussed and an ar-
chitecture for a TSN-controller has been presented. 
Later, a proof-of-concept has been implemented with 
real hardware. The implementation has been evalu-
ated while achieving an average  set-up time of 3.176  
ms.

OpenFlow itself  is only able to partly fulfill  the re-
quirements identified. More protocols are needed for 
a full-featured TSN-controller. The proof-of-concept 
shows the feasibility  of dynamic TSN-stream regis-
trations.

In the future more TSN standards like frame 
preemption have to be investigated and added to 
the architecture presented in this paper. OpenFlow 
should also be considered for the realization of IEEE  
802.1CB  (Frame Replication and Elimination for Re-
liability).  OpenFlow allows  the duplication of frames 
and the forwarding on multiple output ports.
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to support time stamped packet transmission for 
TSN-traffic [23]. Except the TSN-briges, all system 
are based on Ubuntu 18.04 using an Intel Core 
i7-6700 CPU and 16GB RAM. Every module from 
Figure 2 is implemented separately. The schedule 
calculation is simplified due to the complexity of this 
module. For the CUC interface, the existing REST 
API from the Ryu controller has been extended.

6.2 Evaluation

To evaluate the proof-of-concept implementation, a 
test-bed has been set-up as visualized in Figure 3.

TSN-Control
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The paper provides a novel approach of using heterogeneous devices and future networks, with impact on 
ultra-reliable services for the next generation 5G networks and emergency mission critical data. The user-
centric framework used here, together with the network interoperability, as well as the symbiosis with 
emergency communications systems, complements the IoT systems and the heterogeneous networks, 
enabling reliable transfer of time critical data communication. A new approach is establishing reliable 
communication of time-critical data, where the user is at the center and is able to use multiple available data 
networks to deliver the service. The architecture of the EMCD system model is based on the fundamental 
principals of 5G architecture, allowing IoT devices to communicate with IoT applications, hosted in a cloud 
datacentre. The simulation results and analysis show superior performance with a high level of ultra-reliable 
and low latency communications in a variety of network conditions and different network coverage. The 
packet duplication, the proposed emergency and mission-critical data algorithm, and multi-connectivity 
architectures are the basic principles that provide solution for high reliability and low latency. 

1 INTRODUCTION 

Digital transformation is present everywhere in 
our society, changing our way of 
communication and transforming into the 
digital age, where ubiquitous and reliable 
data connectivity is the foundation for such a 
transformation.  Internet of Things (IoT) will 
connect all of objects and devices to the Internet 
and will exploit the full potential benefits of 
devices equipped with enough sensing, acting 
and processing capabilities. Domination of data 
communications between devices in the 
following years will many times overcome today's 
data transfers initiated by humans. Wireless 
networks are the main enabler of connected IoT, 
working within an environment of 
heterogeneous devices and networks with a 
variety of data types, used in various 
applications, such as health, networked 
vehicles, industrial IoT and media. Wireless 
sensors network are not anymore short-range 
small ad-hoc networks, but part of a wider 
ecosystem called IoT. IoT is a system that includes 

various types of sensing devices that communicate 
with smart devices, which continue to confidently 
and securely transfer data to the appropriate cloud 
platforms, where data for the respective applications 
are stored, archived and subsequently processed.  

On the other hand, the emergency and mission 
critical data networks cover services, important for 
the security of society and citizens, and also 
encounter challenges for acceptance of smart phone 
applications based on their capability and 
interoperability between heterogeneous networks.   

Despite the enormous development advances of 
technology and the standardization of new technolo-
gies, commercial use of digital applications that 
require highly reliable communications in case of 
emergencies and mission-critical events is still in the 
early stages. Moreover, according to International 
Telecommunication Union (ITU) the 5G is classified 
into ultra-reliable low latency communications 
(URLLC), enhanced mobile broadband (eMBB), and 
massive machine-type communications (mMTC).  
      Motivated by such a situation, this paper 
presents analysis and simulations of how highly 
trusted services can be used in everyday life, by
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defining the paradigm Emergency and Mission-
Critical Data (EMCD) communication and 
presen-ting a system model for communication in 
case of critical events. EMCD requires ultra-
reliable data communication in case of serious 
life threatening events, as well as possible high 
property damage if the critical data is not delivered 
in due time.  

At present, the telecommunication networks are 
completely IP based, where applications are using 
higher TCP/IP layers. Emergency services, natively 
using data packets, can use the EMCD system 
model horizontally integrated between different 
network providers through isolated IP peering, 
dedicated to EMCD packet communication. End 
user devices should support EMCD packet 
communication, integrating an EMCD agent in the 
firmware, creating a possibility for standardization 
and wider usage of the EMCD system model and 
supporting devices within a global international 
EMCD data network, enabled by all telecom 
providers. 

Next-generation data networks and 5G, in 
addition to availability and reliability, should 
provide consistent service with certain network 
parameters (delays, jitter, and packet loss) [1-2] that 
will secure new services. In comparison, 
existing wireless data networks are not 
satisfying the parameters for ultra-reliable 
communication. Within 5G frameworks, solutions 
are being investigated that could enable the 
required parameters for Ultra-Reliable Low 
Latency Communication - URLLC as in [3]. 
Moreover, with current 3GPP standardization, in 
new versions of  Release 15 and 16, new 
mechanisms are required to address the challenges 
of ultra-reliable communication [4]. 

The paper is organized as follows. Section II  
gives  an  overview  of  the  most  relevant  research 
work  in  this  field.  Section III presents our system 
model, architecture and EMCD framework.  Section 
IV provides simulation results. Finally, Section V 
concludes this paper. 

2 RELATED WORKS 

Тhe  major  goal  in  current  and  future  mobile and 
wireless networks and services is providing a high 
level of  QoS  support  for  any  given service and 
minimal latency for real-time services. One 
heterogeneous network environment, where 5G 
takes central place, requires collaboration and 
interoperability of all entities for greater availability 
and reliability [5]. 5G networks will support the

massive spread of intelligent IoT nodes to support 
wider acceptance of mission critical communication 
services [6]. The proposed approach does not refer 
to the unification of currently most widely used 
WLAN and mobile networks, but to all wireless 
networks used for communication in the IoT systems 
and platforms. Also, the proposed approach 
considers many challenges of 5G URLLC with IoT 
devices [7]. 

On  the  other  hand,  when  we  focus  on  the 
architecture of the EMCD framework presented 
here, many similar schemes  for  dual-mode  mobile  
equipment are being proposed.  For example an 
UMTS/WLAN interworking network has been 
proposed in [8] and [9], but without emphasizing 
QoS issues and without ultra-reliable low latency 
issues.  Similarly, a dual-mode mobile node  for 
UMTS/WLAN is presented in [10], including 
implemented  handover  logic  modules.  The  dual-
mode  user equipment  design  includes  a  monito-
ring  and  reporting  unit  to  determine  the  status 
of  the  interfaces  and  an  interface  selection   unit 
to   activate   or   deactivate   the   interfaces 
(UMTS  and  WLAN)  for  mobile  handoff.  The 
results indicate a smoother and seamless handoff 
process.  The  shortcoming  of  this  model  is  in 
focusing  only  on  mobile  HO  processes  and  not 
implementing  any  adaptive  QoS  framework   for 
improving   the   results   of   other   QoS 
parameters (including URLLC). Furthermore, [11] 
presents adaptive QoS framework implemented   in 
dual-mode UMTS/WLAN mobile terminals.  
According  to  the  presented  results,  the  proposed 
dual-stack  UMTS/WLAN  mobile equipment  with  
an  adaptive  QoS  module,  performs  fairly  well  in 
different  network  conditions, achieving  better 
performance but only in comparison  to the  cases 
when only WLAN or only UMTS mobile equipment 
has been used. Moreover, URLLC or any emergency 
and mission critical data are not considered.  

Despite all related works, one of the 
advantages for our proposed EMCD system model is 
that it relies on the basic 5G postulates for 
integration of different Radio Access Technology 
(RAT) networks and ultra-reliability [12-14] with 
reliability >99,999% [15] based on the packed 
duplication methodology and dual RAT interfaces 
(or  multi-connectivity [14]) on IoT devices. 

Moreover, accompanying mission critical 
with emergency data will lead to more efficient use 
of resources that for the most part of the time are 
unused. Use of public communication infrastructures 
to enable emergency services for citizens, but also 
for IoT devices, is necessary to provide next 
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generation emergency service. Having in mind that 
separate networks for emergency data transfer, 
commonly owned by the government, usually exist, 
the symbiosis with these networks, in the event of a 
failure of commercial networks, can lead to greater 
reliability and interoperability, as proposed in [16].  

The theoretical background for reliability of 
the proposed EMCD system is based on the packet 
duplication concept and corresponds to the 
basic principles of communication theory within 
system engineering [17]. 

MODEL AND 3   SYSTEM 
     ALGORITHM 

As mentioned before, the proposed ECMD 
system architecture is based on the URLLC and 
should support a variety of services that request 
challenging reliability (99.999%) and latency (1 ms).  

In the new 5G RAN networks, comple-
mentary to improving existing Physical (PHY) 
layer techniques, a packet duplication protocol is 
intro-duced. The EMCD architecture is primarily 
being focused on higher layer solutions based on 
Packet Duplication (PD) as a practical and low 
complexity technique for URLLC. The theoretic 
framework behind PD is investigated, and the 
recent enhan-cements in the 5G Dual Connectivity 
(DC) architec-ture for supporting PD are
discussed, without excessively increasing the
complexity in the RAN.

The fundamental principle underlying PD, 
involves generating multiple instances of a packet at 
higher layers and transmitting the packets 
simultaneously over different uncorrelated channels 
or transmission links [18]. At the receiver, the 
redundancy and diversity in the channel conditions 
is exploited, such that higher transmission reliability 
is achieved. While the reliability with PD is 
achieved using multiple redundant links, low latency 
is realized by eliminating the need for packet 
retransmission. With PD, duplicate packets are 
proactively transmitted simultaneously, thus 
eliminating the need to use time-diversity schemes 
such as HARQ to satisfy the URLLC requirements. 

The user plane comprises Packet Data 
Convergence Protocol (PDCP), RLC, MAC, 
and physical (PHY) layers,  all of which are 
collectively responsible for ensuring reliable 
over-the-air transmission of packets in both 
uplink (UL) and downlink (DL) directions [19]. 
The radio resource control (RRC) entity, the 
primary control plane (CP) function in the RAN, is 
responsible for configuring all protocol layers in the 

network and the IoT device. 
The architecture of Dual Connectivity with 

packet duplication PD in 5G is intended to provide 
high throughput and high reliability by enabling the 
use of radio resources from two access nodes 
with distinct schedulers of the same or different 
RATs [20]. So, both the master node (MN) and 
secondary node (SN) are connected over the Xn 
interface, which supports data forwarding, 
flow control functions, and should provide 
interconnectivity with guaranteed bandwidth and 
latency for EMCD packets. As such, only 
semi-static coordination at the RRC level is 
supported in DC, taking in consideration 
small packet size for IoT data 
communication related to EMCD. On the other 
hand, both MN and SN have greater flexibility in 
independently scheduling resources for the IoT 
devices, as shown in Figure 1. 

Figure 1: EMCD architecture and PD between IoT MN 
and SN. 

In the case of 5G, both access nodes host the 
NR RAN protocol stack and are connected to the 
5G Core Network (5GC) in a standalone NR-NR 
DC architecture [20] as shown in Fig. 2. In this 
case, the IoT MN and IoT SN are referred to as 
Master Next-Gen Node B (MgNB) and 
Secondary Next-Gen Node B (SgNB), 
respectively. The architecture of the referent 
EMCD system model (Figure 2) is based on 
the fundamental principals of 5G,  
C-RAN architecture and the architecture of
the 5G Core Network, allowing IoT
devices to communicate with an IoT application,
hosted in a cloud datacenter. IoT devices
communicate with the IoT application
trough dual connectivity RAT establishing not
only higher reliability, but also better handover
in a case of mobility of wireless nodes with
intention to reach lowest mobile interruption time.
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Figure 2: 5G IoT EMCD architecture. 

  Namely, a handover with 0 ms interruption 
is mandated, and extreme reliability will not 
tolerate any mobility failures. Consequently, softer 
handover concepts where the IoT device is multi-
connected to a source, based on the dual 
connectivity principle is shown in [21].   
 The EMCD Algorithm for communication of the 
IoT device (MN) with the IoT application hosted in 
the edge of the RAT in a cloud (SN), is securing the 
reliable communication using redundant connecti-
vity within the predefined WAN EMCD network. 
  The EMCD algorithm uses an EMCD user 
agent in the IoT device to send multiple copies of 
the same packet through independent RAN routes. 
The EMCD algorithm will be applied for the EMCD 
labelled IP packets in the IoT device and are related 
to emergency and mission critical situations that 
require fast and reliable communication. All other IP 
packets will not be replicated and will use a 
predefined network interface. Taking in considera-
tion the fact that only a selected part of IP packets 
are replicated, the algorithm should secure a reliable 
mechanism, transparent in the application layer, for 
detection and management of duplicated IP packets.   
  Within the EMCD algorithm, the EMCD 
agent cannot control IP packets' route, accept the 
destination IP address and the choice of network 
interface to send IP packets through. The EMCD 
algorithm will transparently replicate IP packets, 
using different network interfaces connected to 
the EMCD WAN network segment, and will  
transmit them to the IP destination.  

   On the receiving side, the EMCD algorithm 
will receive the first IP packet and forward it to the 
upper layers, while the replicated packets will be 
silently discarded. The EMCD algorithm will be 
used in a secure and isolated EMCD WAN network 
environment that complies with the existing network 
protocols, and will not introduce additional security 
concerns. The EMCD WAN environment 
includes separate 5G network slices, separate 
PVC and VLAN’s within the operator transport 
layers, and separated hidden SSID Wi-Fi 
segment on the end user CPE, where IoT 
devices will be connected. Since the EMCD 
algorithm will be used in heterogeneous 
public networks, it’s obvious that the 
transparency of the network is one of the 
basic requirement, and the EMCD algorithm 
should be placed in the upper application 
layers. Additionally, part of the 
functionality can be moved on the transport 
layer, as in 5G, where the functions of 
replication are supported from the networks 
from same type. 
  Furthermore, since the EMCD algorithm is 
introduced on the application layer, all IoT 
devices should have an EMCD user agent 
incorporated, in order to support this algorithm, 
as well as an IoT application hosted in the cloud. 

 Once the EMCD session is established, the 
EMCD user agent is ready to transmit duplicated 
EMCD packets to the corresponding EMCD 
host. All packets related to EMCD are 
inspected, duplicated on the both network 
interfaces, and added an EMCD header 
containing a 32-bit sequence identification 
(SNID), representing a unique identifi-cation of an 
EMCD session. 

4 SIMULATION RESULTS 

Before presenting the simulation results and 
analysis, it is important to emphasize that the 
theoretical background for reliability of the 
EMCD system is based on packet duplication 
concept and corresponds to basic principles of 
communication theory within system engineering 
[17]. Reliability of the systems will increase with 
simultaneous use of multiple heterogenic 
uncorrelated RATs, where reliability of entire 
system can be presented as: 

=  (1) 

where Ri presents the subsystems' reliability and 
where N is the number of simultaneous fully 
uncorrelated RATs at a location. In the 
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heterogeneous wireless and mobile system with 
multiple sub-networks, ultra-high reliability can be 
achieved with sending duplicated packets trough all 
available networks.  

For URLLC, the reliability achievable over link i 
is determined as: 

  Ri = P(li ≤ LT)P(SNRi>SNRiT)P(bi>BT)      (2) 

where: 
 P(li ≤ LT)  is  the  probability  that  the  overall

latency li (processing and propagation) over link i is 
less than the URLLC latency requirement LT. 
 P(SNRi > SNRi 

T) is the probability that the
signal-to-noise ratio (SNR) achievable on link i is 
greater than SNRi 

T, the SNR threshold for achieving 
a target block error ratio (BLER) value on link i. 
 P(bi>BT) is the probability that bi, the

bandwidth allocation on link i, is greater than BT, 
the bandwidth required to transport an URLLC 
packet. 

We will present simulations for end-to-end 
reliability depending on the link delays and 
reliability for different network coverage, based on 
the EMCD system model using multiple 
communication links. As described previously, in 
the EMCD model, usage of multiple links is in the 
same time connected with duplication of packets, 
while copies of packets are delivered at the same 
time through multiple links, according to the EMCD 
algorithm. Since mobile and IoT devices today have 
multiple wireless radio interfaces (4G, WLAN, 
NFC, Bluetooth etc.), the next generation of devices 
based on 5G are expected to support all backward 
radio technologies. Existence of multiple links 
connectivity, used with PD will improve our system 
towards the ultra-reliable EMCD services.   

Packet Duplication with the EMCD algorithm 
and Multi-Connectivity architectures in the EMCD 
system model are the basic principles that provide 
solutions for high reliability and low latency. Based 
on these principles, losses within the radio networks 
due to fading and interference on individual links or 
possible network outage will be compensated with 
the copies of the packet travelling through the 
diverse infrastructure. Having in mind that packet 
duplication is used, for the EMCD data transfer the 
handover time is equal to zero. 

Since, each geographical area has its own 
specificity in terms of terrain and RAT coverage, in 
order to create a simulation model that can 
realistically include these parameters, the geographic 
areas will be divided into three generic parts related 
to population: urban, suburban and rural areas. 
Since, the raw data we use, incorporate the 

information about availability per cell, we decided to 
divide the geographical areas according to 
population, thus forming groups of base stations and 
calculating the reliability of each of these areas for 
different technologies. 

Usually, the areas that are densely populated, 
have a high number of wireless and mobile networks 
that cover all varieties of mobile and IoT devices 
(with incorporated EMCD). The mobile networks of 
all operators usually have full coverage of urban 
areas, using a large number of overlapping mobile 
cells and providing high-quality spatial and traffic 
signal coverage. 

For further analysis of the regional impact by the 
EMCD framework, we will take advantage of the 
fact that the coverage of LTE networks is uneven 
across regions and network reliability in certain 
regions is lower. In addition to simulating our 
EMCD framework, the system uses  historical real 
data as a reference value when comparing single 
current technologies. Furthermore, we will consider 
that the reliability of the second LTE network has 
different reliability in the aforementioned regions 
and we will see its impact over the overall 
reliability. 

2G 
(EDGE) 

3G 
(HSPA) 

4G 
(LTE) WLAN 

Urban 0.998 0.988 0.998 0.965 
Sub-urban 0.988 0.986 0.983 0.931 

Rural 0.92 0.91 0.912 0.882 

Furthermore,  Table 1 and 2 present regional 
reliability for urban, sub-urban and rural areas for 
different mobile and wireless technologies for the 
three simulation scenarios. As shown in Table 2, the 
confidentiality ratio of the two LTE networks, for 
the three scenarios, is given separately.  

In the first scenario we will consider  
simulating the EMCD framework compared to 
single 2G, 3G and LTE reference models. The 
assumption is that the second mobile network has 
lower reliability than the first one, and it is different 
for each of the areas: 90%, 80% and 60% 
respectively. In the first scenario, we will 
consider  simulating  the EMCD framework 
compared to single 2G, 3G and LTE reference 
models. The assumption is that the second mobile 
network has lower reliability than the first one, 
and it is different for each of the areas: 90%, 
80% and 60% respectively. 

Figure 3 depicts the simulation results for the 
average reliability of different networks and of  our 

Table 1: Regional reliability of 2G, 3G, 4G and WLAN. 
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proposed EMCD framework in the urban, sub-urban 
and rural regions, when simulation scenario 1 is used. 

Table 2: Regional reliability for proposed scenarios. 

LTE2/LTE1 
Scenario1 

LTE2/LTE1 
Scenario2 

LTE2/LTE1 
Scenario3 

Urban 0.9 0.9 0.95 
Sub-urban 0.8 0.9 0.95 

Rural 0.6 0.8 0.95 

Figure 3: Regional reliability of different networks and 
EMCD framework for Scenario 1. 

In Scenario 1, each technology has 
different values for the respective areas. As 
expected, the reliability for each of the technologies 
is particularly high in urban areas. Consequently, 
the simulation values for the EMCD framework 
in this area are very close to ultra-reliable 
requirements, because the reliability in urban areas 
is higher than in other regions. Next, comes the 
suburban area, and the lowest reliability is 
presented in the rural area. 

Even though single systems (in each techno-
logy), don't have redundant links, they 
present comparable results  to the EMCD 
framework, but for urban areas only. This is 
because the mobile system is redundant itself, i.e. 
within a single mobile system if the device is in 
the zone of coverage of two or more base 
stations and if one of them gets interrupted, 
the others within range of the device have 
predefined algorithms to seamlessly connect the 
device to the next available one. At the same 
time, to meet the high demand for data, in 
urban areas a significant number of base 
stations from several mobile operators and 
independent WLAN networks exist. The EMCD 
framework offers greater advantages in sub-urban 
and especially in rural areas compared to urban 
areas, with the greatest improvement over a 
single link being presented for the EMCD 
framework in rural areas. 

Comparing the reliability of the EMCD model 
simulated with two LTE networks to the EMCD 
model using LTE and WLAN we can see that if we 
have one of the LTE networks with significantly 
lower reliability in certain regions, the EMCDLTE-LTE 
implicit reliability shows lower reliability than 
EMCDLTE-WLAN. 

Figure 4: Regional reliability of different networks and 
EMCD framework for Scenario 2. 

In addition, Figure 4 shows simulation results 
for the average reliability of different networks 
and of our proposed EMCD framework, for 
Scenario 2. 

The scenario 2 presents the simulation of both 
types of EMCD frameworks compared to single 2G, 
3G and LTE reference models. The assumption is 
that the second mobile network has lower reliability 
than the first one, and it is different for each of the 
areas: 90%, 90% and 80% respectively. Although 
the second LTE network in the second scenario has 
significantly better reliability in the rural areas, still 
the effective reliability of EMCDLTE-LTE is lower 
than that of EMCDLTE-WLAN. 

Scenario 3 presents simulation of the two types 
of EMCD models, compared to each other and with 
respect to single technologies. Again the assumption 
is that the second mobile network has lower 
reliability than the first one and is 95% for all 
regions. Again, Figure 5 presents the simulation 
results for the average reliability of the different 
networks and our proposed EMCD framework for 
this third scenario. In this Scenario 3, we 
consider that the second LTE network has 
reliability that is 5% lower than the reliability of 
the first LTE network. However, despite 
relatively minor difference in reliability of both 
mobile networks, we see that this has an impact on 
the EMCDLTE-LTE model.  

Figure 5 shows that for these reliability 
values regarding the cellular networks, the reliability 
values for both EMCD models are almost identical 
in each of the regions, with insignificant differences.  
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Figure 5: Regional reliability of different networks and 
EMCD framework for Scenario 3. 

Figure 6 shows a comparison of the EMCD 
model to the expected/desired theoretical values 
of 5G technology for URLLC. As it can be seen, 
simulated reliability values for the EMCD model 
are quite comparable to 5G technology, but with a 
significant difference in delays. Based on the 
results from the three scenarios, we conclude 
that differences in reliability between the 
networks of two different operators, plays a 
great influence on the resultant reliability for 
the EMCD system. Taking into consideration 
the regional reliability of each of the networks, 
the reliability of proposed EMCD framework 
may vary from one region to another, depending 
on the reliability of single networking radio 
technologies. The simulations of the EMCD 
model in the previous sections were generally aimed 
at simulated system reliability with respect to ultra-
reliable applications. On the other hand, one of the 
interesting feature reuirement introduced by 
5G technology is the URLLC support, which 
requires high reliability of the system and small 
latency at the same time. 

Thus, taking this into account, Fig. 6 presents the 
simulation of the two EMCD models: EMCDLTE-LTE 
and EMCDLTE-WLAN compared to each other and 
with respect to the parameters that are expected to 
be supported by the 5G network, through 
their cumulative distribution functions for URLLC. 

Based on the records for system 
measurements of the networks for average delay 
per technology within the same period, we can 
present reliability in correlation with the delay 
with cumulative distribution function          
(CDF) [22].  

Comparing the two EMCD models, EMCDLTE-

LTE and EMCDLTE-WLAN in terms of delay we can see 
that the simulation of the EMCDLTE-WLAN model 
presents better delay features. 

Figure 6: Average reliability of different EMCD models 
and 5G for URLLC vs delay. 

Namely, this can be accounted to the use of a 
heterogeneous combination of networks, mobile 
LTE and WLAN networks. Moreover, as the model 
defines, the IoT devices send duplicate packets over 
the LTE and WLAN networks to the IoT application 
server. We can assume that WLAN's link delay is 
shorter (going through fixed broadband network). 
Thus it can be shown that packets will first arrive at 
the IoT application server via this link, and will use 
the link with better characteristics, amounting to a 
combined increased performance,  with the resultant 
graph shown in Figure 6.  

Ultimately, Figure 6 clearly presents the 
final conclusion that the EMCD model brings 
comparable reliability performance to 5G and can be 
proposed as a transitional model applicable for 
the presented network architectures and algorithms. 
Consequently the EMCD model enables 
utilizing current heterogeneous LTE and WLAN 
technologies, while presenting comparable 
performance to 5G envisioned URLLC 
standards. 

3 CONCLUSIONS 

This paper proposes a novel Emergency and 
Mission-Critical Data framework for mobile and 
wireless IoT devices in heterogeneous wireless     
environments, using ultra-reliable applications. 
The  proposed  EMCD model has  been  tested  
using several  simulation  scenarios,  with  the  
aim  to obtain  its  statistical  characteristics  
and  to compare  it  with  existing  cases,  when  
a  single radio  access  technology  is  used  by  
a  single mobile  terminal.  According  to  the  
presented results,  the  proposed  dual-stack  
EMCD framework performs  fairly  well  in  
different network  conditions and coverage,  
achieving  better
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performance  in  comparison to the cases when  only 
one RAT is used and is comparable to 5G reliability 
performance. One of the major innovations, on 
which we focused in this paper, introduced by 5G 
technology as well, is the URLLC support, where 
despite the high reliability of the system it is 
required to support a short delay at the same time.   

 The results have shown performance gain by the 
EMCD module in the dual network scenario that can 
easily be generalized to a multi wireless and mobile 
networks scenario, including any 5G and Next 
Generation Radio Access Network, as well as IoT 
network access technologies. The EMCD framework 
brings comparable 5G reliability performance and 
can be recommended as a transitional model 
applicable to the proposed architecture and 
algorithms, especially for ultra-reliable low latency 
applications and multimedia services that require 
high reliability. 
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To expand the capabilities of their networks, large operators turn to smaller operators for help, which 
allows serving more users. This is possible because software-defined network technologies and 
virtualization of network functions are used. However, the distribution of subscriber flows between the 
micro-operators networks problem arises. Micro-operator networks have limited technical resources. The 
network resources consumed by the services are unevenly in time distributed. There are situations when 
the network resources of the operator are not enough. At the same time, service consumers want to 
receive services at a given level of QoS. For dynamic control of the sufficiency of micro-operator 
resources, the article proposes the dynamic flow control method. The method algorithm include the 
stages: the flows and node resources use monitoring, the optimal node load calculation, 
prediction of exceeding the permissible load value, and automatic live migration.  The modeling 
proposed algorithm results showed that there are no more overloads of the micro operator networks. The 
level of service delays decreased by 5%. 

1 INTRODUCTION 

A significant part of the new operators prefers to 
cooperate with small micro-telecommunication 
networks that cover the interior after the onset of the 
5G era. Since these operators can provide various 
networks such as 3G, 4G, 5G and even Wi-Fi [1, 2].  
Up-to-day technology use more and more Network 
Function [7] that is a functional unit within a 
network infrastructure that has clearly defined 
external interfaces and well-defined functional 
behaviour. In practice, a network function is today a 
network node or physical device. 

Thanks to new SDN/NFV technologies the 
Internet provider can deploy its networks more 
flexibly and dynamically [3, 8]. The Internet 
provider can so provide localized services e.g. in 
public buildings. This opportunity not only changes 
the mechanism of network deployment but also 

fosters micro operator’s creation [4-6]. The 
following factors contribute to the creation of a 
Mobile Virtual Network Operator: 
▪ lack of spectrum resources;
▪ efficient usage of bandwidth;
▪ the scale of the mobile communications 

market;
▪ the ability of consumers  to  diversify  services,

which, in turn, lead to more diverse applications and 
services in the telecommunications market.  

Mobile Virtual Network Operator can be applied 
to any wireless service provider that provide 
wireless services to consumers and do not have its 
own wireless network infrastructure. It provides 
completely new opportunities for development in a 
mature mobile communications market and 
stimulates the telecommunications market to move 
towards service-oriented competition. 
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Figure 1 presents the Micro Operator network 
architecture [8]. The micro-operator itself is small in 
scale and limited in telecommunication (network, 
hardware and others) and computation (servers, 
storages and so) resources to provide the necessary 
services to a certain number of users. The radius of 
access for mobile devices is limited by the scope of 
a particular local network (small cells) service which 
depends on the corresponding available network 
resources. Institutions such as hospitals, schools, 
large conferences, sports centres, shopping centres, 
hypermarkets and factories can use local network 
services to meet the needs of users in all types of 
applications. 

Regionalization is the nature of the service, 
which allows it to provide under conditions with 
limited hardware infrastructure and resources 
various regional services in different regions 
allowing mobile users to access the services in other 
regions. In addition to reduce the consumption of 
bandwidth resources by providing neighboring 
network services this type of service localization can 
also transfer applications, data and computing 
services from nodes in the data center to the cloud to 
border nodes in a logical LANs which must be 
processed and implemented. The computing 
environment organized by the Fog computing 
technology reduces network latency and meets 5G 
requirements. 

2   THE   NETWORK   RESOURCES 
      ALLOCATION TASK 

2.1 Reference and Related Work 

The Internet of Things (IoT) is supposed to become 
the killer application of 5G networks and to foster 
new communications markets. The result will be the 
formation of different new application scenarios and 
more diversified network requirements. However, 
with regard to telecommunications, despite the fact 
that there is now a globally agreed IoT requirement, 
built with 5G characters such as speed transfer, 
capacity, coverage and security, there is still room 
for the 5G business model to improve. The 5G 
mobile broadband network focuses on small 
cells/base stations, enhances internal coverage, 
provides faster user maintenance and reduces 
network delays, creating a serious problem for 
telecom operators. In addition, the emergence of 
MVNO has brought new opportunities for 
development of mobile operators who have not yet 
received frequency licenses for mobile 
communications. MVNOs use the spectrum and 
network of mobile operators to provide individual 
mobile services, corporate virtual private networks 
for specific businesses or many other micro-markets 
where operators have not yet expanded their services 
to less-performing or regional emerging markets. 
There is a tendency for regionalization between 
small cellular/base stations, and regional services do 

  Figure 1: Micro operator network architecture. 
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not handle the public network, the network of 
industrial applications of the network. The Micro 
Operator business is a new network business model 
that began to evolve [8].  The manual provides a 
mechanism for transferring access to a common 
spectrum of micro-operators and shared single-mode 
physical network infrastructure using virtual 
technology to fully utilize a valuable bandwidth 
resource.  

2.2 Micro Operator Design Model in 5G 
Networks and the Network Selection 
Step 

The interaction between SDN and NFV allows the 
introduction of a system design model for 5G 
network infrastructure[10-14]. Flexibility is ensured 
through a modular approach. Separate problems are 
solved in the appropriate modules, which are 
connected as needed. Therefore, we have the 
flexibility to manage the network in which the 
deployed networks of micro operators. The operator 
can switch to using technology cuts network 
virtualization and networks, as mentioned above, the 
flexibility to split a physical network into several 
independent networks and isolated User Interface 
under different scenarios.  

Thus, the task is to organize the maintenance of 
independent slices within the existing information 
and telecommunication infrastructure. To ensure the 
maintenance of independent slices, the following 
features must be considered: 
▪ it is required to provide each with sufficient

amount of resources, both telecommunication
and computing ones, for servicing virtualized
network functions in order to provide service
at a given quality level.

▪ it is necessary to take into account the nature
of the load change in each slice for optimal
allocation of resources between slices during
the day.

▪ determine the conditions for the migration of
slices in the telecommunications 
infrastructure, which will ensure the smooth
operation of the system.

With regard to infrastructure design, this 
document uses technologies such as SDN and NFV 
base and combines network technology and tunnels 
to build the network infrastructure for microservices. 
Infrastructure allows users to connect multiple IVS 
using tunneling technology and running fast network 
connection to effectively strengthen the relationship 
networks. 

The design model is shown in Figure 2 [8], 
where the network threading technology implements 
the logical section of ND networks through 
OpenVirtex. The connection between the base 
network and Micro Operator network are performed 
by a tunnel constructed using the SDN (as a border 
gateway (BG). The Internet Data Center and the data 
center are developed using the ETSI-defined NFV 
infrastructure to save equipment investments. The 
mission of the SDN controller is to use OpenFlow to 
construct the path between the BG at the edge of the 
base network and the BG at the edge of the Micro 
Operator network. When the SDN controller begins 
to coordinate and concatenate between the network 
passages, the Micro Operator network can build a 
tunnel connection and a basic backbone network.  

Figure 2: A Micro Operator (µO) design pattern with 
network slicing. 

The Micro Operator can continue to complete 
the virtual network construction using OpenVirtex 
virtual winding technology, which allows users to 
access data in the nearest micro datacenter. Users 
can also, through tunnels, connect to a cloud 
datacenter on the Internet to access the service from 
a specific application network. The proposed 
architecture combines threading and network 
tunneling to implement a communication model for 
Micro Operator and further integrates the bandwidth 
management technology that applies to the 
bandwidth application of Micro Operator network. 
This will increase the utilization of network 
resources and the efficiency of traffic flow and will 
lead to a better QoE experience for network users. 

In response to the demand of Micro Operator’s 
network resource distribution that allows users to 
gain access of nearby network resources, the paper 
[8] proposes network selection mechanism for a
Micro Operator and uses decision tree theory to
serve as the reference in determining the SDN traffic
flows path. The  proposed method disadvantage is
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that traffic will be distributed without taking into 
account the all network resources load..  

The method shown in Figure 3 application will 
allow to predict the moments micro operator 
network overload and to migrate the subscriber 
sessions  between micro-operators network tunnels 
in time, which will allow to provide conditionally 
infinite bandwidth micro-operators network. 

Figure 3: Dynamic Flow Control Algorithm. 

“The flows and node resources use monitoring” 
block involves the accumulation  the communication 
channels  congestion information, and information 
about the resource use dynamics by each service. 

For the addition of the possibility of exceeding 
the permissible value λ (the admissible input stream 
intensity), the method proposed in [15] is used. The 
basic method idea is to formulate requirements for 
the average input load on the basis of ergodic 
distribution for the possible states of the system, 
which will allow to make the most efficient use of 
the available physical resources of servicing the 
incoming application flow. 

For prediction of exceeding the permissible 
value λ  we propose to use the method [7] consists of 
two stages: the calculation of the prediction interval 
based on the operation servicing node statistics and 
directly periodic forecasting of the load and the 
control of the sufficiency resources.  

If periodic forecasting of the load showed that it 
overload is expected and the available slice 
resources are not enough to provide services at a 
given level, then the migration mechanism starts.  

2.3  Method of Automatic Live Migration 

It is necessary to provide automatic load balancing 
of physical resources of telecommunications nodes 
while avoiding overloading one node and an 
inefficient use of another one. The mechanism of 
this balancing is called “smart migration” (Figure 4). 

Formulation of the problem. The system shall 
provide: 
 the migration process should be invisible to the

services user;
 the migration process should be aimed at

optimizing the telecommunication network
state;

 when planning a migration, one shall assure
that two channels (operative and backup) of
one slice will not be located in the same
physical telecommunications node, so it must
support high availability;

 One of the important requirements for
migration is the maximum time to complete it,
as long migration time can negatively affect the
state of the system;

 the system must provide protection against
looping, that is, from the endless migration of
the same slice;

 it shall provide protection against failures and
work in a cluster mode, which is especially
important for multiple migrations.

Figure 4: Flow migration between the neighboring 
micro-operator networks. 

Migration System Architecture. There is 
information about the statistics of the 
telecommunications nodes and the load that the slice 
creates on the telecommunications node. This data is 
periodically read and transformed into metrics that 
are stored in a specific repository. Thus, by 
accessing this repository it is possible to obtain 
information on the dynamics of resource 
consumption on a separate telecommunications node 
or slice at any time. information is also available on 
the number of resources that physical servers have. 

The decision on the need for migration  as well 
as on what and where the control unit should 
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migrate. After selecting candidates for migration, 
they are placed in a distributed queue, which is 
processed by a special process. This process 
analyzes information on the number of items in the 
queue and, based on this information, selects the 
item to be migrated. The process of physical 
migration is synchronous without any discontinuities 
or returns, while there is a special mechanism that 
ensures that there are no errors and delays. The main 
task of the process is to ensure the selection of a 
candidate for migration and to move it to a certain 
telecommunications node in such a way as to 
optimize the state of the system. Thus, there is a 
multi-dimensional optimization problem. There are 
several algorithms for solving this problem. 

Simple algorithm: 
1) Looking for the most loaded node.
2) The server selects the most optimal node in

terms of the amount of resources consumed.
3) Move the slice.

This algorithm is easy to use, however, with 
large number of communication nodes, the 
algorithm is not yet optimal. For such cases, you 
need to use a more complex algorithm. Its essence is 
as follows. Special rules are defined that must be 
met by the optimal solution. There are strict rules 
that can’t be violated under any circumstances and 
soft rules that can be neglected in some cases. In 
addition, the types of problem solutions are 
determined: 
 possible solutions - solutions that are achieved

in violation of strict rules (bad decisions);
 feasible solutions - decisions that do not violate

hard conditions, but do not fulfill a part of soft
ones;

 optimal solutions - solutions that fulfill both
types of conditions;

 optimal solutions are the best solutions
calculated in the shortest time.

To solve a problem using a complex algorithm, it 
is necessary to pre-define soft and hard constraints.  

Hard restrictions: 
1) The amount of resources of the target node

must be sufficient to move the slice. In
addition, redundancy resources must be
provided.

2) Slice cannot migrate to its own physical node.
3) On the same physical node should not be

located streams of the same slice. This
condition ensures that the minimum amount of
data is lost in the event of a system failure.

Soft restrictions: 
1) Migrate the most loaded slice streams.
2) The target physical node shall be the least

loaded one.

The main disadvantage of this algorithm is the 
lack of tools to account for trends in the rate of 
resource consumption by various slices. A study was 
conducted on the effectiveness of accounting for 
statistical data in the process of selecting a stream 
for migration, as well as a node to which the 
migration will be carried out.   

In order to correctly select the node to which the 
migration will be performed, it is necessary to assess 
the trend of changes in the resource usage dynamics 
of the selected server while taking into account the 
load that the migrating slice stream will create. 

To determine the moment of migration, it is 
necessary with a specified time interval to evaluate 
the current statistics of resource utilization, to build 
a statistical trend on the number of serviced requests. 
Based on the trend, an assessment is made of the 
likelihood that the maintenance of containers located 
on the node under study will exceed the allowable 
amount of resources, then the migration process will 
start. The method of assessing the adequacy of 
resources is presented in [10]. 

Thus, based on the current load statistics 
generated by the sum of the flows of the individual 
slices; estimates of the upper limit of the capacity of 
the telecommunications node will be decided on the 
need for migration. 

3 THE SIMULATION RESULTS 

The simulation was conducted in the Matlab 
environment. The initial model data the were mobile 
telecom operator statistical data from the resources 
and services monitoring system per day. 

Table 1: The  comparative analysis results. 

The services 
distribution between 
micro operators is 
fixed 

Dynamic Flow 
Control 
Algorithm 

Resource 
overload 10% 0% 

Number of 
service 
migrations 

- 10 

Service 
delays 8% 3% 
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Network resources were conditionally divided 
into separate micro operator network slices. The 
micro operator network resources were fixed. 
Services usage statistics by network subscribers was 
analyzed as follows: 

1) Without  balancing.  The  resource  usage
indicators of the micro operator’s network by
assigned subscribers group over the norm were
estimated.

2) The number of subscribers assigned to the
micro-operator changed according to the
Dynamic Flow Control Algorithm.

The  comparative analysis results are shown in 
Table 1. Thus, in order to avoid  the micro operator 
network overloading, it is necessary to use the 
method of dynamic flow control, which includes the 
mechanisms of live flows migration and provides 
conditionally infinite service resources. 

4 CONCLUSION 

This document uses SDN and NFV technologies as 
the basis and combines network streaming and 
tunneling technologies to create a network 
infrastructure model for MSO using a smart 
migration mechanism. This model allows users of 
different MOs to connect using tunneling 
technology, and then implement a fast network 
connection to effectively improve network 
interaction, while balancing the load between all 
nodes of a given network. To meet the needs of the 
regional micro-operator service, this article proposes 
a DTBFR mechanism that uses decision tree theory 
as the basis for making SDN-based traffic decisions. 
As a distribution and control of the load on the 
nodes, we use the method of slices working together 
in the existing telecommunication foreign 
infrastructure, which ensures the automatic 
distribution of telecommunication and computing 
resources of the system depending on the load and 
allows solving the problem of peak loads and idle 
resources. This method of automatic load balancing 
of telecommunication nodes (“smart migration”) 
does not allow overloading one node and downtime 
of another node. The functions used by the regional 
micro-operator service can effectively reduce the 
load on the datacenter on the Internet and accelerate 
the development of the regional computer service in 
the future 5G network. And the “smart migration” 
method will allow rational use of network resources. 
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Abstract: The modern development of telecommunications and telecommunication providers requires an increasing 
level of service provision. It is explained by the fact that the formation of a market for network services has 
increased attention to issues of quality control, both by regulators and by providers themselves. To ensure 
compliance with the specified level of quality of service provision, telecommunication providers develop 
algorithms and solutions to control the quality of service provision, based on different criteria, by 
themselves. However, these solutions are not universal for different types (quantitative, qualitative, etc.) of 
service quality indicators. This article proposes an improved approach to quality control of 
telecommunication service providers. The implementation of the proposed approach is performed using the 
ontological model of service quality indicators given by the provider and the dynamically changing 
workflow, which provides versatility and computer-aided quality of service control. The proposed approach 
allows to make the process of quality control of service delivery transparent and reduce the involvement of 
expert analysts in this process. 

1 INTRODUCTION 

In the modern world, there is growing number of 
providers which provides services of various types: 
from Internet access and telephony to content 
providers, over the top services etc. This growth is 
due to the fact that digital services are gaining more 
relevance and demand, also the competition in the 
environment is increasing. This is a reason why it is 
necessary to calculate the quality of service 
provision, to standardize it and to comply with the 
rules dictating the competitive environment. 

The purpose of the standard is to determine a 
unified approach for providers and other 
stakeholders to evaluate the quality of 
communications services based on user opinions and 
to calculate some technical indicators. Based on this 
standard, business entities operating in the field of 
telecommunication services can develop their own 
(internal) regulatory algorithms for controlling the 
quality of telecommunication services, taking into 
account different parameters of the service delivery 
system. The results of the control of the quality of 
telecommunication services are used in the analysis 

of the effectiveness of the functioning of the quality 
management system, certification of services, 
making management decisions on improving the 
quality of telecommunication services. 

Considering that there are many factors that 
affect the quality of service which are interconnected 
in different ways, it becomes necessary to computer-
aided control process. 

There are two types of parameters related to the 
service quality control: parameters (indicators) of 
the quality of network operation (Network 
Performance, NP) and indicators quality of service 
(QoS). NP is determined by the performance of 
individual network elements or the performance of 
the entire network as a whole. QoS parameters 
characterize the quality of services provided from a 
user perspective and may not always be expressed in 
technical terms. 

Considering the above factors, numerous studies 
are being conducted in the world, aimed at the tools 
development and optimization of the quality of 
service control processes. 

Therefore, in the context of the topic of analysis 
of quality of service, it’s an important question how 
to realize the process automation and encapsulation 
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of complex algorithms from the end-user in order to 
provide a more accurate control of the parameters of 
the quality of service and increase the efficiency of 
the provider company by simplifying the work with 
this process. 

This paper is organized as follows. After the 
Introduction, section 2 contains the state of the art of 
the approach to control the quality of services 
provided by the telecommunications provider. 
Section 3 is devoted to the formalized description of 
computer-aided business process design based on 
ontology meta-models. Also, the third section 
provides the solution to the problem and further 
research perspectives. Section 4 – conclusion – 
includes the summary and outlook on future work. 

2 STATE OF THE ART AND 
BACKGROUND 

Service quality research has been conducted on a 
number of occasions, using different methods and 
algorithms. 

For example, taking QoS control into account, 
such groups of non-technical parameters as 
preliminary service information (integrity of 
preliminary information, price transparency, 
availability, time to look for information), provider-
user contract (integrity of contract information, 
compliance with the contract, simple extension of 
the contract), provision of services (fulfilment of the 
term of service, speed of service, completeness of 
the contract, punctuality of delivery of devices [1]), 
replacement of service (service replacement time, 
punctuality, simplicity of replacement), technical 
support (complaints management, complaints 
response, complaints management effectiveness), 
etc. [2].  

It is also worth noting that often to describe the 
quality of service, the technical indicators of the 
telecommunication system, such as download speed, 
upload speed, voice quality, network coverage, 
reliability, uptime, downtime, etc.[3], are explored. 

Each of the parameters is described by a set of 
criteria, which in turn impose limits on the allowed 
parameter values and thus normalize the quality of 
service delivery. This means that in order to control 
such indicators, it is necessary to involve a 
telecommunications expert who possesses a certain 
set of knowledge and skills that is not always 
beneficial for organizations. 

It is proposed computer-aided process of quality 
of telecommunication services control by forming 
and executing a workflow that is generated from the 

ontology of the research area. This will make the 
control process more encapsulated and therefore 
easier to use by the end-user without additional 
programming costs to save material and time 
resources. 

3 PROBLEM DEFINITION 

Based on previous research [4-6], the purpose of the 
work is to develop a solution for executing complex 
computational scenarios through coordinated 
interaction of web services (microservices) on the 
basis of service-oriented (microservice) architecture 
using an ontological knowledge base.  

The main task is to modify the centralized form 
of service interaction ("orchestration") in such a way 
as to exclude low-level details of the description of 
interaction scenarios while maintaining the rules of 
service interaction in the knowledge base [7,8]. By 
orchestration, we mean centralized coordination of 
components of a distributed software system in order 
to organize a coordinated interaction to achieve the 
desired effect – the implementation of a given 
workflow to implement the appropriate process. We 
will consider a separate process in the context of a 
particular area, in this case – in the context of 
controlling the quality of service provided by a 
telecommunications provider. This will preserve the 
approach of some encapsulation since the end-user 
(for example, expert analyst, management of the 
provider organization) will be excluded from direct 
control process according to certain algorithms. 
Also, this solution can be used as a universal 
solution, because when you replace the main 
algorithms in the workflow, you don’t need to 
replace other indicators. 

An ontological data model is proposed as a 
domain data model that can be represented as a tree 
structure. 

In general, an ontology means a system of 
concepts of some domain, which is represented as a 
set of entities connected by different relationships. 
Ontologies are used for the formal specification of 
concepts and relationships that characterize a 
particular area of knowledge. The advantage of 
ontologies as a way of presenting knowledge is their 
formal structure, which simplifies their computer 
processing [9,10]. 

In the general case, the ontology domain is 
formally represented by an ordered three: 

O = {X(w, s, q), R(w, s, q), F},       (1) 
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where X, R, F – the finite sets appropriately: X – 
the set of registries (Xw – workflow registry, Xs – 
services registry, Xq – query registry,), R – the set of 
relationship between registries, F – the set of the 
interpretation functions X and/or R. 

The ontological structure allows working with 
heterogeneous, unstructured data. 

In order to create an ontological structure, it is 
necessary to analyze the domain, identify the basic 
structural bases and describe them. 

For example, four major registries have been 
identified to build a solution for the quality of 
service control by telecommunications providers: 
 Services registry;
 Microservices registry;
 Workflow registry;
 Query registry.

Services registry is an ontological structure that
contains a list of all services provided by a 
telecommunications provider. 

The registry lists the main services of the 
provider: they are divided into classes (Internet, TV, 
Over-The-Top Content (ОТТ)), the level of service 
(top lever offers, second-level offerings), the service 
characteristics, type of users, valid values, etc. are 
specified. All service data can be viewed in a 
structured manner using an object ontology. 

Microservices registry is an ontological 
structure that is a tree of services that will be used to 
control complex technical parameters, which in turn 
are part of an overall assessment of service quality. 

To describe each microservice, a mathematical 
model, represented as (2), was used: 

Mi = {Ipi..j, Opi..j, Ai, Ti, Pi..j},   (2) 
where Ipi..j – input data which requires for the 

microservices; Opi..j – output data; Ai – algorithm of 
microservice; Ti – the type of microservice output 
data (quantitative, logical); Pi..j – processes which 
should provision before current microservice. 

Following this description for each 
microservice, it is necessary to take into account all 
the indicators that will be required when performing 
the algorithm of controlling a certain quality 
indicator. 

In the developing solution, all microservices 
will play the role of a "black box", which means that 
the expert creates such a microservice once and uses 
it in further calculations without going into detail. 

Workflow registry is an ontological structure 
containing a set of computational scripts to execute a 
workflow with the described parameters. 

Workflow consists of an orchestrated and 
repetitive structure, which is provided by the 

systematic organization of resources into processes 
that transform materials, provide services or process 
information. This can be depicted as a sequence of 
operations, the work of a person or group, the 
organization of the work of staff, or one or more 
simple or complex mechanisms. From a more 
abstract or higher level, a workflow can be 
considered as a kind or representation of a sequence 
of execution, taking into account the content of the 
stages of real work [11]. The described flow may 
refer to a document, service, or product that is 
transmitted from one step to the next. Workflow can 
be seen as one of the main components that must be 
combined with other parts of the organization such 
as information technology, teams, projects and 
hierarchies [12]. In this case, the workflow will 
consist of microservices and describe their 
sequential or parallel execution.  

The mathematical model presented in (3, 4, 5) is 
used to describe each workflow. 

Wi={Ipw, Opw, Dw, Dgw, Prw},  (3) 
where Ipw – input workflow data; Opw – output 

workflow data; Dw – diagrams description; Dgw – 
BPMN diagram which connected with specific 
workflow and its representation; Prw – priority of 
workflow provisioning.  

𝐼𝐼𝐼𝐼𝑤𝑤 = ⋃ 𝐼𝐼𝐼𝐼𝑖𝑖 ..𝑗𝑗
𝑀𝑀𝑘𝑘
𝑀𝑀𝑛𝑛

,  (4) 

where Ipw – input workflow’s data, which 
represented as the intersection of all input data Ipi..j 
by all microservices Mn…Mk.  

𝑂𝑂𝐼𝐼𝑤𝑤 = ⋃ 𝑂𝑂𝐼𝐼𝑖𝑖 ..𝑗𝑗
𝑀𝑀𝑘𝑘
𝑀𝑀𝑛𝑛

,  (5) 

where Opw – output data for workflow which 
represented as the intersection of all output 
parameters Оpi..j by all microservices Mn…Mk.  

As indicated in (3), an important component of 
the workflow registry description is the BPMN 
diagram, which is a representation of the workflow 
execution process. Business Process Model and 
Notation (BPMN) is a notation system for modelling 
business processes [13]. BPMN is a standard for 
business process modelling, providing graphical 
notation for defining a business process in the form 
of a Business Process Diagram (BPD). Such a 
diagram is based on a business process 
representation in the form of a flowchart that is 
semantically similar to an activity diagram [14]. 

BPMN aims to support the modelling and 
management of processes or microservices. At the 
same time, a unified business process model should 
be clear to all users (stakeholders). Nevertheless, the 
notation makes it possible to define complex 
semantics of processes [15, 16]. 
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Workflow registry provides a description of 
each workflow step in the form of a BPMN diagram 
showing the sequence of microservices execution 
and the dependency between them, which is to some 
extent the orchestration of services. 

Query registry is an ontological query structure, 
presented in the form of query descriptions and their 
corresponding workflow. The mathematical model 
of the query registry is presented in (6). 

Qi = σc(Wi),  (6) 
where Qi – query, which should be entered by 

the user; 𝜎𝜎𝑐𝑐  – the function of selection appropriate 
workflow by the condition C; Wi – appropriate 
workflow.  

Each query is matched to the corresponding 
workflow and causes its execution. 

So, in sum, all four registries are semantically 
interconnected. Because the query registry is a set of 
queries that can be entered by the user and invokes 
the corresponding workflow from the workflow 
registry. In turn, the workflow starts orchestrating 
the microservices in the order that is reflected in the 
workflow using the service registry. And running 
microservices can query the service registry for 
more information about a particular service and its 
data. Figure 1 shows a flowchart for the process 
described. 

Figure 1: The sequence diagram of the solution's 
registries. 

As a result of the algorithm, if the user prompts 
a query to calculate the quality of service, the system, 

having received the result, is forced to rank it by 
certain criteria. Therefore, the following criteria 
were developed to evaluate the result (Table 1). 

Table 1: Criteria for ranking the quality of service 
delivery. 

Mark Description 
-3 The quality of service is quite poor. Most 

of the technical indicators are much 
lower, user reviews are negative. The 
deviation of the real indicators from the 
norm exceeds on average 20%. 

-2 The quality of service is not satisfactory. 
Technical indicators are lower than 
normal, average deviation within 10-
15%. There are complaints from users. 
The information provided to users is in a 
difficult place. 

-1 The quality of service is not satisfactory. 
Technical indicators are lower, by an 
average of 5-10%. There are complaints 
from users. Very little information is 
provided to users. 

0 The quality of service is neither 
unsatisfactory nor satisfactory. There 
was no quality assessment or no input to 
get started. 

1 The quality of service is low but 
satisfactory. The deviation from the norm 
of some technical indicators is in the 
range of 0-5%. There are almost no 
complaints from users. All the 
information that the user needs is 
publicly available and several queries are 
required to use it. 

2 The quality of service is medium and 
satisfactory. The deviation from the norm 
of technical indicators is quite small, in 
the range of 0-3%. There are no 
complaints from users about the quality 
of services. All the information that the 
user needs is publicly available and 
several queries are required to use it. 

3 The quality of service is high and 
satisfactory. Deviation of technical 
indicators from the norm is almost not 
observed. All parameters are within the 
range of acceptable values. There are no 
user complaints. All information the user 
needs is publicly available. 

Thus, an approach to determine the quality of 
service by telecommunication providers is proposed. 
The essence of it is to formalize the 4 main entities 
(service registry; microservice registry; workflow 
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registry; query registry) involved in the process of 
their control, as well as the universal mechanism of 
formation workflow when determining the quality of 
service, taking into account the specificities of the 
contract of a particular user. 

The proposed approach has the following 
advantages over the known ones: 
 Versatility of use in any subject area, by

downloading the relevant data in the registries.
 Computer-aided process of quality of service

control, which contains a large number of
heterogeneous parameters, which, in turn, are
calculated by complex algorithms.

 Encapsulation of the solution, enabling the use
of the presented solution by employees of any
level, without the involvement of an expert
analyst.

 Ability to computer-aided workflow
modification when performing quality of
service control procedures in accordance with
an ontological structure that describes service
requirements.

CONCLUSIONS 

Development of software components for executing 
complex computational scenarios through 
coordinated interaction of web services 
(microservices) on the basis of service-oriented 
(microservice) architecture with the use of 
ontological knowledge base will allow computer-
aided process of quality of services control by 
telecommunication providers. 

This approach is universal and takes into 
account the peculiarities of the domain due to the 
fact that each procedure for the control of a specific 
indicator is implemented in the form of 
microservices, and workflow is dynamically formed 
from a set of microservices that correspond to those 
involved in the process of quality control indicators 
described in the ontological model. 

The proposed approach to the computer-aided 
business processes design and their components 
(microservices, communications, and interaction 
rules) based on computer-aided generation of a set 
of services that are components of workflows, as 
well as computer-aided formation the sequence of 
their execution through the use of ontology – a meta-
model of workflow, domain, logical rules, services 
that establish relationships between functional 
services. 

Using the described approach to computer-aided 
workflow construction allows to choice of a 
functional input processing service, and this is a very 

important factor in real-time systems because 
depending on the data, the most efficient method for 
processing in the shortest period of time can be 
selected. 

Using the domain ontology as a registry of 
functional services will help computer-aided 
business process building and identify a functional 
service from many other services that most closely 
matches the conditions of use that are determined by 
the incoming data stream. 

Further research will be devoted to a more 
detailed consideration of the computer-aided 
workflows design from microservice sets and, in 
part, the program code computer-aided generation 
for the workflows’ execution. 
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With the rapid growth of the Internet community, some of the simple and familiar tasks related to the field of 
data transfer are becoming increasingly complex. A modern worldwide network can offer high-speed channels 
and many opportunities for IT companies that provide high load through the Internet. This creates a bunch of 
new problems for software solutions and algorithms in the field of high-speed digital c ommunications. This 
article observes one of these problems: the mutual influence between two mutually opposite single-threaded 
TCP flows with the various congestion control algorithms. In this paper, some of the most efficient congestion 
control algorithms were tested on a real network using channel emulation equipment. The test results presented 
in the article show that two-way TCP data transfer with modern congestion control algorithms can lead to a 
significant performance drop.

1 INTRODUCTION

Transmission Control Protocol (TCP) provides a set
of functions for automatically controlling sender pa-
rameters during data transfer in TCP/IP networks.
One of these functions is the congestion control al-
gorithm, that addresses three features:

 Prevent network devices from overloading.
 Achieve high bottleneck bandwidth utilization.
 Share the network resources with other flows.

The network congestion is a situation when a
network node receives more data than it can 
handle or forward. Network congestion results in an 
overloaded transmission buffer on network 
devices, additional network delay, and packet 
drops. Congestion control algorithms (CCA) can 
be divided into groups according to the main 
indicator of congestion - the data transfer parameter, 
which corresponds to network congestion. Key 
congestion indicators are network delay, packet 
loss, and available bandwidth. Delay-based 
congestion control algorithms (VENO [1], VE-GAS 
[2]) are designed to proactively detect network 
congestion - before packet loss occurs. Common is-
sues of such algorithms are unfair resource sharing 
and low bottleneck bandwidth utilization. Loss-based 
and loss-delay-based algorithms (CUBIC [3], YEAH 
[4]) treat packet loss as network congestion. Achiev-

ing high bottleneck bandwidth  utilization  is  another 
important challenge for congestion control algorithm. 
Different types of CCAs use different data rate con-
trol schemes and require different depths of the bot-
tleneck queue buffers to fully utilize the bottleneck 
bandwidth. The third challenge for congestion control 
algorithms is resource sharing. Network resources, 
such as bottleneck bandwidth or port queue depth, are 
limited. Sharing network resources require additional 
methods in the algorithm and rely on the congestion 
indicators dynamics. BBR [5] is a congestion-based 
congestion control algorithm developed by Google 
past few years. This algorithm uses the bottleneck 
bandwidth estimation as the primary indicator and the 
round trip time as the secondary indicator of conges-
tion. BBR can achieve relatively high data transfer 
performance in cases where packet loss can occur on 
a non-congested link.

The main purpose of this article is to present a 
study of the mutual influence of two mutually oppo-
site TCP data streams in a congested network. Par-
ticular attention was paid to eliminating hardware, 
cross-traffic, and other possible impacts on the results. 
Work has been performed in Future Internet Lab An-
halt [6].

The rest of this document is organized as follows: 
The second Section provides a brief overview of TCP 
coexistence issues. Section 3 describes the experi-
mental setup and properties of the experiment. Test 
results and evaluation are presented in Section 4. Sec-
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tion 5 contains a discussion of the results provided, 
and Section 6 contains a conclusion.

2 TCP COEXISTENCE

The simultaneous coexistence of different TCP data 
streams in the same channel requires special behav-
ior of the congestion control algorithms for the fair 
sharing of network resources. Essentially, during data 
transfer, the congestion control algorithm probes the 
bandwidth by changing the data transfer rate and mea-
sures the parameters of the connection i.e. conges-
tion indication. In the case of loss-based conges-
tion control algorithms, packet losses  considered as 
a sign of congestion. This leads to a certain behav-
ior during data transfer: the amount of data increases 
until the bottleneck of the port buffer is overloaded 
and some amount of data packets are dropped. Such 
algorithms relatively fairly share network resources 
among themselves and can provide high data trans-
fer performance. The modern trend is to increase the 
depth of the queue buffers over the network. In cases 
with fat network buffers, loss-based congestion con-
trol algorithms have a strong negative effect on net-
work delay [7]. However, most TCP connections are 
controlled by congestion control algorithms based on 
loss or loss-delay  congestion indication.

Delay-based congestion control algorithms use 
changes in the network delay as an indication of net-
work congestion. This allows keeping the load level 
of the bottleneck queue buffers at some lower level 
than loss-based algorithms do. Such algorithms have 
less aggressive behavior compared to loss- or loss-
delay based algorithms, it leads to unfair sharing of 
the network resources. However, there are several dif-
ferent strategies for achieving fairness between loss-
and delay-based congestion control algorithms [8].

A relatively new solution, the BBR  congestion 
control algorithm, uses probing cycles  to estimate 
available bandwidth, network delay, and channel 
state. BBR  tends to keep low bottleneck queue buffer 
load level and achieve high bandwidth utilization. 
Another important feature of BBR  is packet losses  tol-
erance and high performance in lossy  networks. This 
strategy allows in most cases to nearly fairly share 
network resources during coexistence with loss-based 
TCP flows. However, BBR  is still under development 
and has several performance issues [9, 10, 11].

Congestion control algorithms use the dynamics 
of congestion indicators to mutually influence each 
other during coexistence and change the data trans-
fer rate for the main purpose of sharing network re-
sources. In case of one-way congestion, the dynamic

behavior of congestion indicators is expected in net-
work latency and available  bandwidth. In case of two-
way network congestion, main congestion indicators 
may have unexpected behavior due to the influence 
of the two-way data stream, and lead to performance 
issues.

3 EXPERIMENTAL SETUP

Testbed network is presented in Figure 1. Core ele-
ments in the network are Netropy 10G and Netropy 
10G2 - WAN emulators from Apposite Technolo-
gies  [12]. These devices  allow  to emulate various 
network conditions by setting the properties of the 
channel (see Table 1) and saving per second 
statistics of the forwarded data stream, such as data 
transfer rate, queue buffer load level,  packet loss,  
etc. All  data flow  statistics in this work are 
collected by Netropy devices.

Figure 1: Experimental network.

Table 1:  Netropy WAN emulators description.

Label Netropy10G Netropy10G2
Max. Agg.
Throughput 20Gbps 40Gbps

Max. Packet
Rate 29Mpps 59.5Mpps

Bandwidth from 100 bps to 10 Gbps
Queuing RED or tail drop queue management;

priority or roundrobin queuing;
Queue depth up to 100MB
Latency 0 ms – 10000 ms or greater in each di-

rection in 0.01 ms increments; constant,
uniform, exponential, normal distribu-
tions with or without reordering; accu-
mulate and burst delay;

Packet loss random, burst, periodic, BER, Gilbert-
Elliott, or recorded packet loss; data
corruption;network outage

The second important element in the testbed is a 
network switch - Extreme Networks Summit 
x650-24x  [13].  It  has  24  10GBASE-X  SFP+   inter-  
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faces, 488 Gbps maximum aggregated bandwidth and              
363 Mpps maximum packet throughput. It is an 
edge-level  network switch with tiny shared queue 
port buffer. The last elements on the scheme are 
servers (named as follows:  Usa, Mexico,  Cuba and 
Canada) with common specifications:
 64GB  DDR4 of RAM .
 Intel Corporation 82599ES  10-Gigabit SFI/SFP+

NIC.
 Linux 5.3.0-24-generic  x86 64 Kernel.
 Intel(R) Xeon(R) CPU E5-2643  v4 3.40GHz  CPU.

Provided tests require the exclusion of a
possiblenegative impact from the OS and hardware on 
the process of transferring data. Each test case 
includes the following  features.
 To exclude OS-level  resource sharing / competi-

tion / queuing, a separate pair of servers were used
for each TCP data stream.

 Bottleneck queues in both directions were config-
ured separately on different WAN emulators in or-
der to eliminate possible specific  queue manage-
ment problems in cases  of two-way congestion.

 The emulated bottleneck bandwidth in all tests
was configured at a level  that is significantly  lower
than the maximum bandwidth of network devices
in the testbed.

 The maximum data transfer rate was significantly
lower than the maximum aggregated throughput
of the tested devices.

 The emulated network delay was configured on
20ms to exclude possible overreact issues on the
TCP congestion control side (TCP congestion
control can show unexpected behavior in cases  of
LAN  network delay)
 Bottleneck buffer queue depth has been set as

2.5 MB  (tail drop queuing algorithm)
according to the rule-of-thumb recommendations
mentioned in [14, 15].

All  tests have been performed with iperf3 ver.
3.6 TCP traffic generation utility [16].

4 EXPERIMENTAL RESULTS

To observe the behavior of data transfer of both 
streams separately and in coexistence TCP flows were 
started with a time interval of 50 seconds between 
each other. The interaction period of oncoming traffic 
is 150 seconds and shows the mutual influence of TCP 
data streams in case of two-way network congestion.

Figure 2: Two TCP BBR mutually reverse data flows.

Figure 3:  TCP CUBIC (blue) and TCP BBR  (red) mutually 
reverse data flows.

On the Figure 2, an example of the mutual in-
fluence of two counter TCP BBR  data flows  is pre-
sented. TCP BBR  requires relatively  low bottleneck 
queue buffer during data transmission and it perfectly  
fits in the given test environment. Bottleneck band-
width is fully  utilized and no packet losses  detected 
until the second TCP BBR  flow  appears in the link. 
The interaction of two data flows  on a this link leads 
to overloaded bottleneck queue buffers and massive  
packet drops in both directions. It breaks the resource 
sharing ability of an algorithm and excludes  any ad-
ditional loss- or loss-delay  based congestion control 
TCP flow  in this link. However, the bottleneck band-
width is utilized fully  during the coexistence  period.

The mutual influence of TCP  counter BBR  and
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Figure 4: Different loss-based TCP congestion control mutually reverse data flows.

TCP CUBIC traffic is shown in Figure 3. The 
TCP BBR stream loses twice as many packets as 
the previous case. The TCP flow in the opposite 
direction to the BBR is controlled by the TCP 
CUBIC congestion control and shows a slight 
decrease in data rate during coexistence.

Highly efficient congestion control algorithms are 
observed in the [17] by Lukaseder T. et al., these 
CCAs was decided to test in the proposed case.  
Figure 4 shows the inter-protocol mutual influence 
of TCP streams with various loss and loss-delay 
congestion control algorithms: TCP RENO, TCP 
YEAH, HIGH-SPEED TCP, and TCP CUBIC. Each 
tested congestion control algorithm fits in the 
channel and utilizes full available bandwidth until 
another data flow started. Compared to TCP 
BBR, loss-based algorithms show a much higher 
influence on each other during coexistence. 
Performance degradation during this type of 
coexistence can be described by reduction of 
bottleneck bandwidth utilization by up to 25 %.

5 DISCUSSION

Delay-based congestion control algorithms have well-
known issues of resource sharing during coexistence 
[18] and were not included in the article. The main
goal of the article is to observe the behavior of the
most popular congestion control algorithms. The
issue of the performance drop during the two-way
network congestion is the influence on the congestion

indicators in both directions. In such a case the 
round-trip-time delay (RTT) measured by first flow 
would be influenced by queuing delay load in the 
opposite direction caused by the second data flow. 
Loss-based congestion control algorithms treat 
changes in the network delay and packet losses as the 
signals to release the bandwidth, like in one-way 
coexistence. This behavior leads to a drop in the 
bottleneck bandwidth utilization. Another influence 
is caused by packets in the feedback channel of the 
flows. A lot of service packets from the downstream 
flow are including in the data packets of the upstream 
data flow disturbing a bottleneck queue and provide 
an additional network delay and packet losses.

A possible solution for this issue could be the 
usage of one-way network delay (OWD) as the 
congestion indication instead of a round-trip-time 
delay. This would exclude the influence of a 
feedback channel on the congestion indication. It 
would also exclude additional network delay jitter 
in the feedback channel and, probably, increase the 
data transmission performance. Nevertheless, clock 
drift is a serious problem, and such a strategy 
requires additional algorithms for proper operation. 
Low priority TCP congestion control algorithms 
like TCP LP [19] or TCP LEDBAT [20] also shows 
performance drop in case of bidirectional network 
congestion. It is confusing because these algorithms 
use one-way delay instead of RTT for the 
congestion indication. Probably the implementation 
of these algorithms in the Linux kernel is actually 
using RTT instead of OWD.
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6 CONCLUSION

In this article a mutual influence of counter TCP data 
flows  in the case of bidirectional network congestion 
was observed. loss- and delay-based congestion con-
trol algorithm demonstrates significant performance 
degradation during such a test case,  up to 25%  data 
rate drop. TCP BBR,  a congestion based conges-
tion control algorithm demonstrates still high bottle-
neck bandwidth utilization, however, two-way net-
work congestion leads to massive  packet losses  and 
impossibility of share the bandwidth with other loss-
based flows.  Future work including OWD-based con-
gestion indication implementation in RMDT [21] pro-
tocol or/and research of the congestion indication in 
the TCP low priority congestion control solutions in 
the Linux kernel.

ACKNOWLEDGEMENTS

This work has been funded by Volkswagen  Foun-
dation for trilateral partnership between scholars and 
scientists from Ukraine, Russia  and Germany within 
the project CloudBDT: Algorithms and Methods for 
Big  Data Transport in Cloud Environments.

REFERENCES

[1] Ch. Peng Fu and S. Liew, “TCP veno: TCP
enhancement for transmission over wireless access
networks,” IEEE Journal on Selected Areas in
Communications, vol. 21, no. 2, pp. 216–228,
February 2003.

[2] L.S. Brakmo and L.L. Peterson, “TCP vegas: end
to end congestion avoidance on a global
internet,” IEEE Journal on Selected Areas in
Communications, vol. 13, no. 8, pp. 1465-1480,
October 1995.

[3] S. Ha, I. Rhee and L. Xu, “CUBIC: a new TCP-
friendly high-speed TCP variant,” ACM SIGOPS
Op-erating Systems Review, vol. 42, no. 5, pp. 64-74,
July 2008.

[4] A. Baiocchi, A. P. Castellani, and F. Vacirca, “YeAH-
TCP: Yet another highspeed TCP,” In proc. The
fifth PFLDNET workshop, February 2007.

[5] N. Cardwell, Y. Cheng, C. S. Gunn, S. H. Yeganeh,
and Van Jacobson, “BBR: congestion-based conges-
tion control,” vol. 60, no. 2, pp. 58-66, January 2017.

[6] Future Internet Lab Anhalt. [Online]. Available:
https://fila-lab.de/

[7] J. Gettys, “Bufferbloat: Dark Buffers in the
Internet,” IEEE Internet Computing, vol. 15, no. 3,
pp. 96-96, May 2011.

[8] M. Hock, R. Bless and M. Zitterbart, “Toward
coexistence of different congestion control
mechanisms,” IEEE 41st Conference on Local
Computer Net-works (LCN), pp. 567-570, November
2016.

[9] K. Miyazawa, K. Sasaki, N. Oda and S. Yamaguchi,
“Cycle and divergence of performance on TCP
BBR,” IEEE 7th International Conference on
Cloud Networking (CloudNet), October 2018.

[10] N. Mareev, D. Kachan, K. Karpov, D. Syzov and
Siemens, “Efficiency of BQL Congestion Control
under High Bandwidth - Delay Product Network Con-
ditions,” Proc. of the 7th International Conference on
Applied Innovations in IT, (ICAIIT), pp. 19–22,
March 2019.

[11] K. Sasaki, M. Hanai, K. Miyazawa, A. Kobayashi,
N. Oda and S. Yamaguchi, “TCP Fairness Among
Modern TCP Congestion Control Algorithms Includ-
ing TCP BBR,” IEEE 7th International Conference on
Cloud Networking (CloudNet), October 2018.

[12] Leaders in network emulation and testing. [Online].
Available: https://www.apposite-tech.com/

[13] End-to-end cloud driven networking solutions. [On-
line]. Available: https://www.extremenetworks.com/

[14] A. Dhamdhere, Hao Jiang and C. Dovrolis, “Buffer
sizing for congested internet links,” Proceedings IEEE
24th Annual Joint Conference of the IEEE
Computer and Communications Societies, vol. 2,
2005, pp. 1072-1083.

[15] C. S. Curtis Villamizar, “High performance TCP
in ANSNET,” ACM Computer Communications
Review, pp. 45-60, September 1994.

[16] iPerf - the TCP, UDP and SCTP network
bandwidth measurement tool. [Online]. Available:
https://iperf.fr/

[17] T. Lukaseder, L. Bradatsch, B. Erb, R. W. Heijden
and F. Kargl, “A Comparison of TCP Congestion Con-
trol Algorithms in 10G Networks,” IEEE 41st
Conference on Local Computer Networks (LCN),
pp. 706-714, November 2016.

[18] R. Al-Saadi, G. Armitage, J. But and P. Branch,
“A survey of delay-based and hybrid TCP congestion
control algorithms,” IEEE Communications
Surveys & Tutorials, vol. 21, no. 4, pp. 3609-3638,
2019.

[19] A. Kuzmanovic and E. Knightly, “TCP-LP: a
dis-tributed algorithm for low priority data transfer,”
IEEE INFOCOM 2003. Twenty-second Annual
Joint Conference of the IEEE Computer and
Communications Societies, vol. 3, pp. 1691-1701,
2003.

[20] D. Rossi, C. Testa, S. Valenti and L. Muscariello,
“LEDBAT: The new BitTorrent congestion control
protocol,” in Proc. of 19th International Conference
on Computer Communications and Networks
( IC-CCN 2010), August 2010.

[21] D. Syzov, D. Kachan and E. Siemens, “High-speed
UDP data transmission with multithreading and au-
tomatic resource allocation,” Proc. of the 4th Inter-
national Conference on Applied Innovations in
IT,(ICAIIT), pp. 51-55, March 2016.

Proc. of the 8th International Conference on Applied Innovations in IT, (ICAIIT), March 2020 

39 



Proc. of the 8th International Conference on Applied Innovations in IT, (ICAIIT), March 2020 

40 



The Possibilities for Deployment Eco-Friendly Indoor Wireless 

Networks Based on LiFi Technology 

Oleksandr Romanov, Thi Tho Dong and Mikola Nesterenko 
Institute of Telecommunication Systems, National Technical University of Ukraine “Igor Sikorsky Kyiv Polytechnic 

Institute”, Prosp. Peremohy 37, Kyiv, Ukraine  

a_i_romanov@ukr.net, dongthitho1993@gmail.com, nikolaiy.nesterenko@gmail.com 

Keywords: Optical Wireless Communication (OWC), Light Fidelity (LiFi), LEDs, PoE, Possibility to Deploy Indoor 

Wireless Networks, Optical Received Power, Light-of-Sight (LoS), SNR. 

Abstract: Recently, traffic demand for wireless data has increased the need for extending the spectrum to transmit 

numerous signals. However, the bandwidth of radio waves has been scrunching in the last few years with 

tremendous development of technology such as 4G, 5G, Internet of Thing (IoT) and so on. Therefore, in a 

few recent years, LiFi technology which is considered a complement solution for radio frequency 

technology has attracted a lot of attention in scientific community. LiFi, which is a part of optical wireless 

communication (OWC), employs visible light from the green and eco-friendly light emitting diode (LED) to 

forward signals. In addition, LiFi is best-known for high-speed, bi-directional connection, save energy, 

security network, and safe for human. Because of the potential advantages that LiFi benefits in, we 

investigated to analyze the possibility to deploy indoor wireless networks based on LiFi technology with the 

existing infrastructure of LEDs and PoE cables. Moreover, in this study, we proposed the wireless network 

model in a typical office with nine LED luminaires positioned in the center of the room ceiling that support 

to intensify the illumination and communication in an entire room. Additionally, the received power of 

optical signals and signal-to-noise ratio (SNR) level in the proposed model were calculated and simulated 

with the MATLAB program. The study of these parameters advocates deploying the network system more 

effectively. 

1 INTRODUCTION 

According to an analysis in [1] that has pointed out 
the exponential increase of wireless data and 
significant growth of approximately 80 billion IoT 
devices which connect to the wireless network by 
2020 and beyond. Due to the explosion of the 
amount of wireless data to be transmitted, the radio 
waves spectrum is quickly reaching its limit, as well 
as breeding some problems that are gaining more 
cause electromagnetic interference with high-
frequency, not enough spectrum capacity to send out 
the enormous amount of data, and difficulty in 
security data [2]. Because of these limitations in 
wireless technologies which uses radio waves (RF) 
to carry signals, a number of researchers have drawn 
attention to other parts of the electromagnetic 
spectrum in order to find out the new approaches to 
deal with this issue. Therefore, LiFi, which had 
proposed since 2011 by professor Harald Haas, is 
considered as one of the robust trusted technologies, 

and widely known as a solution to complement 
wireless technology, especially WiFi. 

In particular, the visible light that has a range of 
spectrum which is larger more than radio frequency 
approximately 10000 times, and unregulated that 
means LiFi no need to have a license to operate [3,4, 
15-20]. Moreover, LiFi network system offers the
dual functions of light used for lighting and
communication purposes. Furthermore, LiFi could
be compatible with PoE cables used for backbone
networks, owing to simplify the network system and
save energy [5-6]. Thanks to this, LiFi technology
may have huge opportunities to develop and become
more widespread in the future. Additionally, it
should be noted that there have not been many
pieces of research in evaluating the possibility of
combining the benefits of both LEDs and PoE
technology to use an indoor wireless network. For
this reason, in this paper, LiFi’s characteristics were
studied, the possible prospect of deployment indoor
wireless networks based on LiFi technology was
explored, and we desire to investigate as much as
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possible in this issue, especially in typical office 
network systems. Simultaneously, parameters of 
physical elements in the network system which 
impact on process transmitting data were analyzed 
and simulated in MATLAB program to choose the 
suitable type of LEDs luminaires for setting up the 
position of LED luminaires array efficiently.  

The rest of the study is constructed as follows: 
Section II assesses the possibility of deploying 
indoor wireless networks based on LiFi technology. 
Section III described the light of sight (LOS) 
propagation model in LiFi system. In section IV, the 
model of the wireless network in a typical office was 
proposed, and the received optical power and 
SNRlevel were calculated and simulated in 
MATLAB program. In section V, simulation results, 
which impact on the connectivity quality and the 
selecting different kind of LED luminaires for 
setting up a wireless network, were discussed. 
Finally, Section VI sums out the study and orientates 
future studies. 

2 PROSPECTS OF DEPLOYING 

INDOOR WIRELESS 

NETWORKS BASED ON LIFI 

TECHNOLOGY 

2.1 Structure of LiFi Network 

Basically, LiFi network consists of two main 
components that are LED transmitter and LiFi 
dongle. Both of them have a built-in infrared uplink 
sensor. LiFi access point (AP) can be connected 
directly to the base network using PoE cables that 
contain data and power as one. In this case, LiFi 
technology has following merits:  
 Environmentally safe wireless connection.
 Can be used in places that do not allow the use of

WiFi (such as in aircraft, hospitals, etc). 
 High bandwidth.
 High efficiency, energy saving, no required

license, energy saving, and can be compatible 
with infrastructure based on lighting system 
using green and eco-friendly LEDs and PoE 
technology. 

 Safe for humans (especially children and
pregnant women). 

The structure of the LiFi network was shown in 
Figure 1, in which the benefits listed above can be 
realized. First of all, LEDs are semiconductor 
devices, therefore, the impulse of light emitted by  

Figure 1: The structure of LiFi network system. 

LEDs can be changed expeditiously. Recently, the 
time of switching LEDs from one state to another 
can reach nanoseconds. It allows transferring 
information in a wide variety of speeds. At the same 
time fluctuations in the light are not captured by the 
human eye. And in LiFi dongle, the signal is 
detected and light intensity changes are interpreted 
as data. In addition, it can integrate a built-in 
infrared detector for the uplink.  

Then, the work process of the LiFi network 
system is as follows. Firstly, data from the Internet 
or Server of department store, office, hospital,…are 
sent to the LED driver which controls the process of 
converting electrical signals into optical ones using 
PoE cables. At the present time, almost LiFi 
luminaries are integrated LED drivers inside. 
Secondly, the modulated signals from LEDs are 
transmitted to the photodetector (PD) integrated into 
LiFi dongle. Finally, LiFi dongle which is plugged 
into end-user equipment like computers, laptops or 
smartphones to receive optical signals from LEDs 
and converts data from photon to electronic forms. 
The LiFi dongle integrated an infrared LED that 
modulates the transmission data from users to return 
to the LEDs and to the network. 

2.2 Possibility for the Deployment of the 
Indoor Wireless Network System Base 
on Existing Infrastructure 

Due to rising electricity prices, LEDs are now being 
implemented everywhere to decrease the cost. And 
there is a number of leading companies which deal 
with lighting business note that the use of LED 
lamps provides them with more than 50% of their 
income. In particular, Acuity Brands (67%), 
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OSRAM (65%), Philips (61%), Hubbell (55%), and 
Zumtobel (73%). According to Strategies Unlimited 
at the end of 2016 LEDs accounted for 11% of the 
total number of installed lighting devices, and by 
2022 this value would reach 20% as shown in 
Figure 2 [7,16].  

In addition, the search for energy-efficient 
solutions attracted attention to the PoE technology 
which allows the transmission of electrical energy 
and data using the same cable. For example, there 
are already high-rise buildings in Amsterdam which 
have over 6500 PoE connections to LEDs, that help 
to reduce installation cost by 25% and system 
deployment time by more than 50%. Likewise, by 
2024, the PoE market will be expected to reach 
$105.2 million, an increase of 13% on CAGR data 
as illustrated in Figure 3. So the growth rate of the 
LEDs and PoE market is a great prospect for the 
development wireless network based on LiFi 
technology, as it is ready for the basic wireless 
network infrastructure. 

Figure 2: The trend growth some kind of lamps in the 

market from 2015 to 2022. 

Currently, there are some pioneer companies 
(e.g. Oledcomm, Purelifi, Vlncomm, and others) that 
offer LiFi devices used to build optical wireless 
optical networks. On top of that, the world’s first 
optical LiFi elements designed for mobile 
integration embedded into a standard HP laptop to 
facilitate high-speed LiFi with Gbps connectivity 
has published by pureLiFi company at the Mobile 
World Congress on February in 2019. The Gigabit 
LiFi system can transmit data up to 1 Gbit/s for 
downlink, and 377 Mbps for uplink [8]. However, 
this can be seen the LiFi components are still 
relatively high-priced. The cost is a range from 
$1000 to $2000 for a set of the transmitter. In 
addition, the LiFi network requires more transmitters 
than Wi-Fi due to standard illumination. According 
to experts, it is necessary to reduce the price of 

equipment up to $100 per piece, so that they were 
competitive compared to WiFi devices. On the other 
hand, it is necessary to scale down the size of the 
LiFi devices so that smartphones and laptops can 
accommodate signal receivers inside. 

Additionally, in 2018 the IEEE 802.11 Working 
Group on LiFi Communications worked with 
manufacturers, operators, and end-users to develop a 
new standard [9]. The goal was to ensure that the 
new standard was completed in May 2021. 
However, it is possible to use the early version of the 
standard at this time. Therefore, the developing of 
the new LiFi equipment is in full swing. 

Figure 3: The trend of PoE market growth from 2016 to 
2022. 

3 LIGHT OF SIGHT 

PROPAGATION MODEL 

In the indoor places, light reflects from the ceiling, 
walls or mirror surfaces but does not penetrate 
obstacles, while in external environment light is 
dissipated and absorbed in atmospheric conditions. 
There are several ways in which optical paths can be 
physically configured. They are usually grouped into 
two main system configurations: LOS (directed 
light) and non-LOS (undirected light). The LOS 
connection to the LiFi network offers lots of benefits 
including faster data transfer speeds over Gb/s, 
security, and low power consumption [10,11]. 
Therefore, in this study, we just dominated 
analyzing basic parameters which are relevant for 
the deployment network in the LOS path as shown 
in Figure 4. 

The attenuation coefficient HLOS_i of the optical 

signals from the LEDs to the receiver located at a  
distance di and the angle φi  in LOS path can be 
simplified as [12]: 
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Figure 4: The LOS propagation model in optical channel. 

𝐻𝐿𝑂𝑆_𝑖 =

𝑚 + 1 .𝐴𝑃𝐷 . 𝑐𝑜𝑠𝑚 (𝜃𝑖) .𝑇𝑠 .𝑔 𝜑𝑖 . 𝑐𝑜𝑠 𝜑𝑖

2𝜋𝑑𝑖
2

0,𝜑𝑖 >  𝜑𝑐  

  

where m is the Lambert order number 

representing the direction of the beam of the source, 

which is given as [12]: 

𝑚 =
−𝑙𝑛2

𝑙𝑛(𝑐𝑜𝑠( 𝜙1/2))
,  

where 𝜙1/2 is the angle at which the intensity of

the source is half compared to the intensity when 

the source is viewed directly on the axis; 𝐴𝑃𝐷  is the 

physical area of the photodetector;  𝜃𝑖  is the 

incidence angle; 𝜑𝑖  is the angle at which the source 

is considered; Ts  is the gain of optical filter;  𝑔 𝜑𝑐  
is the gain of optical concentrator, which is 

expressed as [12]: 

𝑔 𝜑𝑐 =  

𝑛2

𝑠𝑖𝑛2 𝜑𝑖 
,𝜑𝑖 ≤ 𝜑𝑐  

0 ,   𝜑𝑖 > 𝜑𝑐  

 ,  

where 0 < 𝜑𝑐 < 90°  is the maximum angle at

which the light that falls on the optics can be 

successfully sent to the detector. 

For simplicity, we assumed that 𝜃𝑖 = 𝜑𝑖  and   

𝑐𝑜𝑠 𝜃𝑖 =
ℎ

𝑑𝑖
 . 

Then HLOS_i can be obtained as: 

𝐻𝐿𝑂𝑆_𝑖 =
𝑚 + 1 .𝐴𝐸 .𝑇𝑠 .ℎ𝑚+1

2𝜋(𝑑𝑖)𝑚+3
,  

where 𝐴𝐸  which is the light collection zone and 
is usually expressed as the area of the detector 
multiplied by the optical gain of any optics, can be 
written as [12]: 

𝐴𝐸 =   APD ∗ g 𝜑𝑐 .  

4  CALCULATING THE 

RECEIVED OPTICAL     

POWER AND SNR LEVEL 

4.1 Select quantity of LEDs 

In LiFi technology, light from LEDs is used 

effectively with dual functions: lighting and data 

transmission. Therefore, when setting up the LiFi 

optical wireless network, we must consider the 

allowable illuminance of the LED to provide 

minimal illuminance for the network location. 

Especially for the indoor network, e.g. schools, 

hospitals, offices… 

In this work, optical wireless network system 

LiFi in typical office is modeled. Thus, the 

illuminance requirement range is between 350 lux 

and 500 lux level satisfied the ISO standard [13]. 

General, the illuminance can be determined by the 

formula: 

𝐿𝑋 =
𝑃𝑇  .𝑁𝐿𝐸𝐷 .∅

𝑆
,  

where LX is the illumination; PT is the power of 

LED; NLED is the number of LEDs; ∅ is the energy 

efficiency of the system; and S = a × b, is the office 

size.  

To guarantee the minimum illuminance for the 

network place, the number of LEDs should be 

accounted for. Consequently, from (6) the number 

of LEDs IN LED can be calculated as follow: 
𝐿𝑋𝑚𝑖𝑛  .𝑆

𝑃𝑇 .∅
< 𝑁𝐿𝐸𝐷 <

𝐿𝑋𝑚𝑎𝑥  .𝑆

𝑃𝑇 .∅
.  

In this simulation, we selected each LED with a 

transmitted power PT of each LED is equal to 35 W, 

an office size is 6m × 6 m, and ∅ is 50 lumen W. 

Hence, the quantity of LEDs is expressed as:  

350.36

35.50
< 𝑁𝐿𝐸𝐷 <

500.36

35.50
. 





Equation (8) is equivalent to: 

7.2 < NLED < 10.3 

With the results from (9), we picked out 9 LEDs 

for our simulation. 

4.2 Proposed indoor wireless network 

system configuration in the typical 

office 

To calculate the parameters of the system, we used 
the following scenario. The fixed components of the 
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Figure 6: The optical received power distribution with diffirent LED model,  (a) 𝜙1/2 = 20°, (b) 𝜙1/2 = 40° and (c) 𝜙1/2 = 60°.

Li-Fi network consist of LEDs located around the 
center ceiling of the office as depicted in Figure 5. 
The distance between adjacent LED lamps is 2 m. 
The coordinates of each LED are given by (XT, YT). 
The mobile component of the Li-Fi network consists 
of terminals moving at the office at very low speeds. 
The coordinates of a receiver is (XR, YR). Therefore, 
the distance di can be calculated by: 

𝑑𝑖 =  (𝑋𝑅−𝑋𝑇)2 + (𝑌𝑅−𝑌𝑇)2 + ℎ2.  

And 100 × 100 points are selected in the room. 
These sample positions are uniformly allocated on 
the plane where the receiver is positioned. Other 
parameters of the LiFi system, presented here, are 
shown in Table I. 

In this simulation, the selected LEDs have the 
same parameters, so if the receiving device is 
located under directly the LED at these positions 
(1,1), (1,2), (1,3), (2,1), (2,2), (2,3), (3,1), (3,2), 
(3,3), their received power is the same. The signal 
receiving signal is given by the formula : 

Figure 5: Proposed indoor wireless network system model 
with 9 LED luminaires. 

4.3 Simulating in MATLAB program 

Normally, LEDs have various radiation models that 
correspond to the value of φ1/2. In this study, we 
simulated three scenarios with three different LED 

models selected, i.e. a planar lens, 𝜙1/2 = 60° ; a

semispherical   lens,   𝜙1/2 = 40°;  a  parabolic  lens,
PR = PT . HLOS _i = PT .

 m + 1 . AE . Ts . hm+1

2π(di)m+3
. 
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𝜙1/2 = 20
0
. Note that the vertical stick on the right

side of the picture indicates the relationship 

between PR (or SNR) and color: blue represents the 

smallest value of PR, and yellow is the highest PR 

value. 

Table 1: Simulated Parameters 

Parameter Value 

Office size 6m×6m×3m 

Vertical distance between transmitter 
and receiver plane, h 

2 m 

The half-intensity angle,   ϕ
1/2

20°, 40°, 60° 

Transmitted optical power for an LED, 

PT 

35 W 

Number of LEDs, NLED 9 LEDs 

Field of view, 𝜑𝑐 60° 

Optical filter gain, TS 2 

Refractive index of the lens in the 

photodetector, n 

1,5 

Physical area of the photodetector, 

APD 

25.10-6, m2 

4.4 Simulated results 

4.4.1 Optical received power 

4.4.1.1 Scenario I: 𝝓𝟏/𝟐 = 20
0

The maximum received optical power, PR_max, is -

25.8360 dBm, when the receiver is located directly 

below the LED, and the minimum PR_min is -

38.3878 dBm, when the receiver is located in the 

corner of the room. Thus, the difference from peak 

to deflection is 12.5518 dBm. 

4.4.1.2 Scenario II: 𝝓𝟏/𝟐 = 400

РR_max = -28.7871dBm 

РR_min = -35.2049 dBm 

∆PR=PR_max − PR_min = 6.4178 dBm 

4.4.1.3 Scenario III: 𝝓𝟏/𝟐 = 600

РR_max = -29.9097 dBm 

РR_min = -35.3150 dBm 

∆PR=PR_max − PR_min = 5.4053 dBm 

4.4.2 SNR level 

4.4.2.1 Scenario I: 𝝓𝟏/𝟐 = 200

The same as the received optical power, the 

maximum SNR_max is 55.4376 dB when the receiver 

is positioned straight under the LED, while the 

minimum SNR_min is 42.8738 dB when the receiver 

is positioned in the edge of the room. Thus, the 

variation SNR is 12.5638 dB.   

4.4.2.2 Scenario III: 𝝓𝟏/𝟐 = 400

SNRmax = 52.4859 dB 

SNRmin = 46.0634 dB 

∆SNR = SNRmax − SNRmin = 6.4225 dB 

SNRmax = 51.3629 dB 

SNRmin = 45.9531 dB 

∆SNR = SNRmax − SNRmin = 5.4098 dB 

5 DISCUSSING SIMULATION 

RESULTS 

As mention in the earlier studies [14], to stabilize 

the connection between transmitters and receivers 

the optical received power at the receivers requires 

higher than the receiver sensitivity (about - 36 

dBm).  As shown in Figure 4, the received power 

value is ranging from about -35 to -30 dBm in most 

of the places in a proposed model. Therefore, these 

results match the result mention before. 

Consequently, in these scenarios, all lighting 

configuration can get full connectivity. 

Furthermore, observing Figure 6 and Figure 7, it 

can be seen that SNR is proportional to PR. When 

the value of PR increases,  SNR simultaneously 

raises. In addition, the optical signal power is 

strongest at the area under directly each LED and it 

becomes more weaker moving towards the corners. 

In the first case when 𝜙1/2 = 20°, the value of

optical received power and the SNR level is the 

highest level at small areas (∆SNR=12.5638 dBm) 

and appear blind spots on received plane including 

four corners and overlap areas. It means receiver 

maybe cannot get the light or receive a small 

amount of light from the LEDs in these areas. 

In the second scenario when 𝜙1/2 = 40° , the

optical received power is distributed more 

uniformly on the receiving plane due to the 

difference between the highest and the lowest value 

is not too large about 6.4178 dBm, and the SNR 

level is at the medium level.  
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(a) 𝜙1/2 = 20° (b) 𝜙1/2 = 40° (c) 𝜙1/2 = 60°

(d) 𝜙1/2 = 20° (e) 𝜙1/2 = 40° (f) 𝜙1/2 = 60°

Figure 5: 2D plot for SNR distribution with diffirent LED model,  (a) 𝜙1/2 = 20°, (b) 𝜙1/2 = 40°, and (c) 𝜙1/2 = 60°.

3D plot for SNR distribution with diffirent LED model,  (d) 𝜙1/2 = 20°, (e) 𝜙1/2 = 40°, and (f) 𝜙1/2 = 60°.

5.1 Scenario III: 𝝓𝟏/𝟐 = 600

In the third case when 𝜙1/2 = 60° , in the overlap

areas, the value of the SNR level is declined 

gradually in spite of the fact  that  the  receivers  get 

more optical power from different LEDs. This is 

because, in the overlap area, the total received 

power is the sum of the desired signal power and 

noise power. And if the noise power increases that 

leads to the reducing of the channel quality and 

rising the BER level. 

6 CONCLUSIONS 

In this work,  the possibility of deploying indoor 

wireless networks based on LiFi technology with the 

available infrastructure of LEDs and PoE cables is 

investigated. Additionally, we proposed the LiFi 

network model in the typical office with a size of 6m 

× 6 m × 3m and 9 LED luminaires. Furthermore, we 

were calculating the optical received power and 

SNR level in order to evaluate the quaility of the 

channel.  Moreover, our simulation results have 

shown the relation between the optical received 

power and SNR level, i.e.  when  PR  at  the  highest  

level, SNR also at the highest level. In order to reach 

the best connectivity, the half-intensity angle, in 

other words, it is the type of LEDs should be 

considered for setting the LiFi network system. 

Overall, with LEDs has the half-intensity angle that 

is equal to 40 or 60 will provide more uniform 

distribution of light more than the angle is 20. In 

conclusion, the result of this study provides wider 

support for researchers to investigate LiFi 

technology, and it could be used for companies to 

design effectively any practical LiFi network 

systems. Further studies with more focus on LiFi 

should be done to research the applicability of LiFi 

technology in hospitals and on airplanes. 
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Abstract: The aim of the article is to study the possibility of improving gradient optimization methods. The leading 
approach to the chosen concept is based on the possibility of a featured description of the gradient that sets 
the direction of the search for a solution. A modification of the method of steepest descent of global 
optimization based on the Hilbert-Huang transform is proposed. The proposed solution is based on the 
decomposition of the gradient of the objective function into empirical modes. The main results of the work 
are iterative optimization methods, in which, in addition to the gradient, its empirical modes are also taken 
into account. New estimates of the descent step are obtained, which could not be deduced in the classical 
formulation of the steepest descent method. Their correctness is due to the fact that in the absence of the 
possibility of gradient decomposition, they are reduced to existing estimates for the steepest descent 
method. The theoretical significance of the results lies in the possibility of expanding the existing gradient 
methods by a previously not used gradient description method. The practical significance is that the 
proposed recommendations can help accelerate the convergence of gradient methods and improve the 
accuracy of their results. Using the Python language, computational experiments were carried out, as a 
result of which the adequacy of the proposed method and its robustness were confirmed. 

1 INTRODUCTION 

The optimization problem is a significant 
mathematical model in a wide class of disciplines. 
Its methods are applied in areas such as computer-
aided design, machine learning, mathematical 
modeling, and others. As one of the main statements 
of the optimization problem, we will further 
consider the problem of finding the minimum of a 
function. Let the task of finding the minimum  

( ) minF X → , nRX ∈ , (1)
where F(X) – objective function; X – objective 

function parameters. 
The formula for the coordinate descent process 

for (1) in the case of applying the gradient has the 
form 

1 ( )k k k kX X F Xλ+ = − ∇ , 0,1,2....k = , (2) 
where ( )kF X∇  – objective function 

gradient; kX , 1kX +  – objective function parameters 

at k and k+1 iteration respectively; kλ  – step value, 
0kλ ≥ . 

The essence of the steepest descent method is the 
selection of such kλ , where, with a known kX , the 
condition is satisfied. 

( ( )) mink k kF X F Xλ− ∇ → , 0kλ ≥ . (3) 
Let us consider the possibility of modifying the 

steepest descent method based on the representation 
of the gradient of the objective function in some 
basis. 

Indeed, we can consider gradient ( )kF X∇  as a 
discrete one-dimensional signal having a length 
equal to the dimension of the search space. This 
makes it possible to apply the methods of signal 
processing theory to it.  

Having a spatial decomposition of the gradient 
of the objective function in some basis, one can both 
improve the convergence of gradient methods and 
get the opportunity to synthesize their modifications 
with fundamentally new properties. 
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2 EMPIRICAL MODE DECOM-
POSITION OF GRADIENT 

Let us consider the possibility of applying the 
empirical mode decomposition method to the 
gradient of the objective function [2, 3]. The 
principle of decomposition into empirical modes 
developed relatively recently. Its main specialization 
is the analysis of non-stationary processes. It is quite 
well established in a broad range of problems [6, 7]. 

One of the significant advantages of the 
empirical mode decomposition (EMD) method is 
that it does not require a choice of basis. Unlike 
Fourier or wavelet analysis, a mathematical 
apparatus is less developed for it. However, this fact 
does not reduce interest in studying the effectiveness 
of its application for practical problems. 

Let us consider some general features of the 
empirical mode method. The basic functions used in 
the decomposition are extracted directly from the 
original signal. This, in turn, allows us to take into 
account its individual structural features. 

The qualitative basis of the apparatus of 
empirical modes is to use the multiple addition of 
white noise to the signal. Next, the average value of 
the distinguished components is calculated by the 
classical method of decomposition as the result. 

As a result of decomposition, the signal is 
presented in the time-frequency domain, which 
allows revealing hidden modulations and energy 
concentration regions. Since the decomposition is 
based on the data of a specific local time domain of 
the signals, it is also applicable to non-stationary 
signals. Using EMD, it is possible to determine the 
instantaneous frequency as a function of time, which 
allows you to get a clear idea of the internal 
structure of the signal [2–5]. 

An empirical mode (or intrinsic mode function, 
IMF) is such a function that has the following 
properties [7]: 

1) The number of function extrema (maxima and
minima) and the number of zero intersections
should not differ by more than one.

2) At any point, the average value of the
envelopes defined by local maxima and local
minima should be zero.

IMF is an oscillatory function, but instead of a 
constant amplitude and frequency, as in a simple 
harmonic, IMF can have a variable amplitude and 
frequency, as functions of an independent variable 
(time, coordinate, etc.). 

The first property guarantees that the local 
maxima of the function are always positive, the local 

minima are respectively negative, and between 
them, there always are intersections of the zero line. 

The second property ensures that the 
instantaneous frequencies of the function will not 
have undesirable fluctuations resulting from the 
asymmetric waveform. 

Any function and any arbitrary signal that 
initially contains an arbitrary sequence of local 
extrema (minimum 2) can be divided into the IMFs 
family and the residual trend. If the data are devoid 
of extrema, but contain inflection points (“hidden” 
extrema of superimposing mode functions and steep 
trends), then signal differentiation can be used to 
“open” extrema [8, 9]. 

Suppose that there is an arbitrary signal x(t). The 
essence of the EMD method consists in sequentially 
calculating the functions of the empirical modes cj(t) 
and the residues rj(t) = rj-1(t) - cj(t), where j = 1, 2, 
...,n at r0 = x(t). The decomposition result will be the 
representation of the signal as a sum of mode 
functions (IMFs) and the final residual [6–9]: 

1
( ) ( ) ( )

n

j n
j

x t c t r t
=

= +∑ , (4) 

where n is the number of IMFs that is 
established during the calculations. 

3 EMD ALGORITHM 

The block diagram of the EMD algorithm is 
presented in Figure 1 [4–6]. 

The EMD algorithm consists of the following 
operations: 

1) For any data x(t), all local extrema are
identified.

2) Based on the extrema, the upper, u(t), and
lower, l(t), envelopes are formed (in this case,
cubic spline interpolation can be used).

3) Envelope mean value is calculated as
4) m(t) = [u(t) + l(t)] / 2.
5) The difference between the original signal and

the average value is considered as IMF
6) h(t) = x(t) - m(t).
7) The current h(t) value is evaluated for IMF

compliance.
8) If h(t) does not satisfy the definition of IMF, go

to steps 1-5. Otherwise, the IMF is accepted as
component c(t).

9) The residual function r(t) = x(t) - c(t) is
determined. Steps 1 to 6 are repeated for r(t).

10) The operation ends when r(t) contains no more
than one extremum.
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So, using the EMD method, let decomposition of 
∇F(Xk) constructed on basis of modes {Hi(Xk)}, 
i=1,…,m in such a way that 

1
( ) ( )

m

k j k
j

F X H X
=

∇ = ∑ . (5) 

Start

Valid data? Trend

Residue, extrema

Upper and lower envelopes

IMF?

Data-IMF

Stop

Stop?

Residue-mean envelopes

No

Yes

No

Yes

No

Yes

Figure 1: The block diagram of the EMD algorithm. 

Set a descent for each of the mods 
1 ( )j

k k k j kX X H Xλ+ = − , 1,2, ,j m= K . (6) 
The obtained set of points {Xi

k+1}, i=1,…,m can 
be considered as a combination of some alternative 
results obtained by approximating the gradient of the 
objective function while maintaining its structural 
properties. At a qualitative level, this makes the 
process of finding the optimum nonlocal. 

The presence of many possible alternatives to the 
solution can accelerate the convergence of the search 
process. On the other hand, it can be expected that it 
will be more stable in situations where the initial 
approximation is given far enough from the optimal 
solution. 

4 DESCENT STEP SELECTION 

From statements (5), (6), two variants of 
modification of the search rule for step λk were 
formulated in the paper. In the first case, we can 
require the following condition 

1
1 1

( ) ( ( )) min
m m

j
k k k j k

j j
F X F X H Xλ+

= =

= − →∑ ∑ . (7) 

Thus, the above condition consists in finding a 
step that minimizes the sum of the function values 
calculated at points obtained by descent along all 
components of the EMD of gradient ∇F(Xk). The 
decrease in the value of the function on average over 
the totality of values on the set {Xi

k+1}, i=1,…,m 
allows us to talk about the global nature of 
optimization. 

We can estimate the optimal descent step in (7). 
Expand the left side in a Maclaurin series 

( ) ( )( )1

2

( ) , ( )

( ) ( ) ( )

j
k k k k j k

T
k j k k j k

F X F X F X H X

H X G X H X

λ

λ
+ ≈ − ∇ +

+
, (8) 

where G(Xk) – Hessian matrix of objective function; 
Then for (7) we obtain the following 

approximation 

( )

( ) ( )( )(
)

1
1

1

2

( )

, ( )

( ) ( ) ( )

m
j

k k
j

m

k k k j k
j

T
k j k k j k

f F X

F X F X H X

H X G X H X

λ

λ
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has the form 
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From (9) we obtain an estimation for the step 
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Expression (9) allows us to estimate the descent 
step taking into account several empirical modes, 
which are the levels of gradient decomposition in the 
space of empirical modes. 

The solution to problem (7) can be used in two 
ways. The first of them is that the obtained λk can be 
used to go over to the next approximation in (2). 
Another way is to iterate over alternatives from the 
set {Xi

k+1}, i=1,…,m. The point Xi
k+1 at which the 

smallest value is reached can be considered as the 
next approximation to which process (7) can be 
reapplied. 

Another search option for λk is to minimize the 
expression 
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It can be seen from the above that the use of 
EMD allows us to obtain many alternative solutions 
to problem (1). Moreover, it can be reformulated in 
terms of alternative expressions (7), (10). 

5 EXPERIMENTS 

As a technique that allows us to evaluate the 
algorithms proposed in (7), (9), we used the solution 
of test problems of multidimensional optimization 
problems reduced to statement (1). The optimization 
results were compared with those obtained using the 
standard steepest descent algorithm. The maximum 
number of iterations was set as 50000, the 
convergence error was set as 10–11. As the first test 
function, a quadratic function of the form  

2

1
( )

n

i
i

F X i x
=

= ⋅∑ (12) 

was used. 
The test value of the function is F* = 0. The 

initial approximation has the form x0 = (-2, 2, -2, 2, -
2, 2, -2, 2, -2, 2,-2, 2,). The simulation results are 
shown in table 1. 

As the second test function, the Rastrigin 
function was used [1]. The test value of the function 
is F* = 0. The initial approximation has the form x0 = 
(-5, 5, -5, 5, -5, 5, -5, 5, -5, 5,-5, 5,). The simulation 
results are shown in table 2. 

As the third test function, the Rosenbrock 
function [1] was used. The test value of the function 
is F* = 0. The initial approximation has the form x0 = 
(-2, 2, -2, 2, -2, 2, -2, 2, -2, 2,-2, 2,). The simulation 
results are shown in table 1. 

Table 1: Experiments results for function (12). 

Method Function 
value 

Number of 
iterations 

Method (2), (3) 0 108 
Method (7) with search 0 103 

Method (7), (2) – – 
Method (11) with search 0 107 

Table 2: Experiments results for Rastrigin function. 

Method Function 
value 

Number of 
iterations 

Method (2), (3) 0 14 
Method (7) with search 0 12 

Method (7), (2) 0 15 
Method (11) with search 0 10 

Table 3: Experiments results for Rosenbrock function. 

Method Function 
value 

Number of 
iterations 

Method (2), (3) 4.485∙10-17 30905 
Method (7) with search 1.415∙10-16 30884 

Method (7), (2) 4.968∙10-17 10052 
Method (11) with search 9.4∙10-4 1924 

6 CONCLUSION 

From the presented results it is seen that the gradient 
decomposition in the case of applying the EMD 
method gives adequate optimization results. At the 
same time, when trying to combine it with the 
traditional steepest descent method, a situation of 
solution divergence may arise. On the other hand, 
the application of methods (7), (11) can lead to a 
decrease in the number of iterations in comparison 
with the traditional method of steepest descent. 
Thus, the possibilities of a refined search for the 
descent step that exist in (7), (11), as well as the 
choice of an approximation obtained from many 
alternative options, are the strengths of the method 
proposed in the work. 
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Air pollution is becoming a global environmental problem, in both developed and developing countries. It 
has greatly impacted the health and lives of millions of people, thus increasing mortality rates and pollution 
induced diseases reports. This paper proposes machine learning methods for predicting the rates of possibly 
increased air pollution in several areas, by processing the gathered data from  multiple weather and air 
quality meter stations. The data has been gathered over a period of several years including air quality and 
pollution data and weather data including  temperature, humidity and wind characteristics. The development 
process included feature extraction, feature selection for removing redundancy, and finally training multiple 
regression models and hyperparameter optimization.  Pollutants and air quality index (AQI) were used as 
target variables, and appropriate regression models were trained. The performed experiments show that 
XGBoost is the most accurate, achieving MAE of 8.9 for Center, 8.9 for Karpos and 7.3 for Kumanovo 
municipality for the PM10 pollutant. The improvements over the baseline, Dummy regressor are significant, 
reducing the MAE for 12 on average.   

1 INTRODUCTION 

The continuing increase in computing power and 
the development of many machine learning 
methods, currently opens up the possibility for 
massive data processing. One quite interesting and 
very particular research area of interest among 
scientists around the world encompasses climate 
changes and atmospheric impact by human behavior. 
Consequently, a quite vast amount of data describing 
atmospheric characteristics is being collected over a 
number of previous years. The existing data and the 
novel ways of data processing using machine 
learning algorithms, enable the scientists to gather, 
process and connect the data, and subsequently 
produce a novel view, relations and deductions. 
These new methods make it possible to detect the 
interconnections within the data, to present these 
results effectively, as well as to make some 
predictions based on the previous data occurrences. 

Due to increasing demand for energy, 
population growth, economic development, 
urbanization and transportation, the problem of air 

pollution becomes the focus of modern 
society, primarily because of its adverse effects 
on human health, the environment and the climate 
system. It can be noted that the concentration 
of harmful substances in the atmosphere is 
constantly increasing, but this problem has only 
recently been approached with greater care. The 
main pollutants in the air are carbon oxides 
(carbon monoxide and carbon dioxide), 
nitrogen and sulphur oxides, particulate matter 
(PM2.5 and PM10), ammonia, some toxic metals, 
volatile organic compounds, etc. 

Realizing that mere air monitoring means just 
scraping the surface of this enormous problem, 
the next step which is a challenge for scientists is 
the possible prediction of increased air pollution 
rates at particular time periods. This 
information could possibly aid the human 
population for health preservation, as well as 
governmental organizations responsible for 
controlling traffic and industrial capacities that 
have been identified as main polluters and source of 
the toxic materials present in the air. 
Taking into account the seriousness of the 
researched area, this paper focuses on predicting the 

Proc. of the 8th International Conference on Applied Innovations in IT, (ICAIIT), March 2020 

55 

Kate
Вычеркивание



hourly air pollution for multiple locations across the 
country for the year 2018 using vast data merged in 
a dataset created from data gathered in the previous 
four years (2015 - 2018). Multiple regression models 
were used for processing the data in order to 
benchmark and pinpoint the most precise model that 
could be further developed and improved for the 
designated cause. 
   The rest of the paper is organized as follows: 
Section 2 presents related work in similar areas of 
research. Section 3 layouts the data gathering and 
preparation process. The used methodology has been 
described in Section 4. Section 5 presents the 
experimental results, and finally Section 6 concludes 
the paper.   

2 RELATED WORKS 

As a global environmental problem, air 
pollution has become a highly researched topic. 
Most researchers focus on monitoring and predicting 
the air quality index (AQI). As presented in [11] the 
prediction of air pollutants is extremely important 
for early warning and control of environmental 
pollution. Thus, developing models and forecasting 
the AQI (PM2.5 concentration) is very important to 
enable prevention and control of air pollution [12]. 
  As a result, air pollution has been deeply 
researched all around the world and a vast variety of 
predictive models have been proposed. Researchers 
in Brazil [13] used a multilayer neural network for 
predicting hourly concentration of PM2.5 in 
Santiago, and identified the small dataset as reason 
for the poor predictions. Other researchers in China, 
[17], were evaluating hybrid regression models, 
EMD–SVR hybrid and EMD–IMF hybrid, achieving 
at most 80% accuracy, using only past AQI data to 
predict present AQI, not taking into consideration 
other correlation between different pollutants. 
Researchers in Italy [14] used feed-forward neural 
networks to predict ozone and PM10 in Milan. The 
predictions showed a satisfactory reliability, but the 
model still has the tendency toward overfitting. 
Another work, [15], uses recursive neural network 
model to forecast PM10 concentration for the next 
few days. The model showed 95% accuracy in 
predictions, but simultaneously yielding 30% false 
positives, which shows the limitations of neural 
networks models.       
  Another predictive model, the supplementary leaky 
integrator echo state network (SLI-ESN) is 
presented in [3]. This model aims to accurately 
predict the PM2.5 time series and, thus, implements 

different techniques to incorporate the historical 
information from the data and to consider the 
redundancy and correlation between multivariable 
time series. In order to achieve this, a minimum 
redundancy maximum relevance (mRMR) feature 
selection method is being introduced to reduce 
redundant and irrelevant information. The proposed 
model has been verified by experimenting with 
Beijing PM2.5 time series prediction. The 
experiments in [3] present the validity of the SLI-
ESN model, showing high prediction accuracy in 
medium- and long-term projects, good 
generalization performance and good application 
prospects. Nevertheless, long-term predictions in [3] 
are not satisfactory and need to be improved. 
   The study presented in [4] focuses on using 
two regression algorithms, SVR and RFR, to build 
prediction models for the AQI in Beijing and the 
nitrogen oxides (NOX) concentration in an Italian 
city based on publicly available datasets. The root-
mean-square error (RMSE), correlation coefficient 
(r), and coefficient of determination (R2) were used 
to evaluate the performance of the regression 
models. Both models present good experimental 
results, but the complexity of the SVR model 
increased drastically with the increase of samples. 
   Focusing on our vicinity, [18] presents some 
results regarding developing multiple regression 
models for predicting the pollution mostly in 
suburban areas in Skopje. The models used vast 
number of features, subsequently reduced to the 
most important ones. Three approaches for building 
a model have been considered: single regression 
approach, ensemble approach and TPOT. Results 
showed that the ensemble-based methods (XGBoost) 
present quite good characteristics. Another 
conclusion is that PM10 appeared to be generally 
less predictable than the PM2.5 particles. 
Nevertheless, the obtained results from the used 
datasets were moderate, due to the incompleteness 
of the data, with major gaps of missing data.    

3 DATA PREPARATION 

Firstly, datasets publicly available at the Git 
repository of AirCare application [19], [20], were 
used in this research. The archived data of four years 
(2015 – 2018) gathered from air pollution measuring 
stations across the country of Republic of N. 
Macedonia has been used. Next, weather data 
gathered from the open API provided by DarkSky 
project [21], for cities and municipalities across the 
world was used, and in this case, data regarding 
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Republic of N. Macedonia. Both datasets have been 
combined into multiple reports, presenting merged 
information from pollutants as well as atmospheric 
details of the local weather. 

A total of 10 weather/pollutant stations across 
the country were included in the research, and all of 
them had different measurement inconsistencies and 
huge time gaps that had to be conditioned when 
merging the data. 

All of the available information about pollutants 
from the datasets were included in each of the 
consecutive steps: feature generation, feature 
selection, training and prediction phases, since they 
all contribute to the pollution rates and overall air 
quality. 

Data conditioning included filtering out 
redundant and unnecessary data in the combined 
reports, since several variables had very few valid 
data values, depending on the station that monitored 
those values. Finally, the best decision was to 
eliminate such values. For other variables, filling out 
missing values had to be undertaken, using 
interpolation methods. This was justified for 
variables having missing values in very short time 
intervals, thus filling such missing information 
would not change the realistic values drastically and 
would not have great influence on the training phase. 
Some of the variables, like the air quality index 
(AQI), can be calculated as the maximum index of 
all pollutants. The last step included removal of 
potential outliers, finally completing the dataset to 
be ready for the next phase.  

4 METHODOLOGY 

 4.1 Feature Selection 

Feature selection is the process of selecting a 
subset of relevant features to use in the model 
construction. Appropriate feature selection enables 
accuracy improvement, overfitting risk reduction, 
speed up in training, improved data visualization, 
and increases the possibility for model 
understanding. 

Time series data, affecting air pollution, contains 
rich, but also irrelevant and redundant information. 
This information reduces the accuracy of the 
predictions and efficiency of the model. Many 
feature selection algorithms exist, and they are 
distinguished by the evaluation metric into three 
main categories: filters, wrappers and embedded 
methods. 

For this research, the backward elimination 
method from the wrapper category has been used, 
due to its precision for selecting relevant features 
based on the given machine learning model. 
Nevertheless, for a large number of features, the 
time complexity rises. 

Backward Stepwise (Backward Elimination) 
Regression is a stepwise regression approach that 
begins with a full (saturated) model and at each step 
gradually eliminates variables from the regression 
model to find a reduced model that best explains the 
data. The stepwise approach is useful because it 
reduces the number of predictors, reducing the multi 
co-linearity problem and is one of the ways to 
resolve the overfitting.  

The subset of features is generated separately for 
each station, target variable and machine learning 
model accordingly, in order to achieve maximum 
efficiency of the algorithm and better testing results. 

4.2 Regression Learning 

The selected subset of features is used as an 
input in the training of six regression models for 
predicting pollution values. The data for the year 
2018 has been chosen to be used as the test 
dataset for each model. 

The execution process starts from the first 
model and collects all the prediction values, 
errors from predicting, as well as the selected 
features for each iteration. There is need for 
some manual feature generation in order to add 
features derived from the timestamp and the 
previous value of the target variable, as well as 
categorical features which were needed to be 
hard-coded because the regression algorithm 
cannot process string object features. 

Selecting proper parameters for tuning the 
efficiency of the model is calculated 
using randomized grid search due to the time 
complexity of the grid search algorithm for a 
large number of parameters. 

4.2.1  Decision Tree Regression 

The first regression model is the decision tree, 
which builds regression models in the form of a tree 
structure. It breaks down the dataset into smaller and 
smaller subsets, while at the same time an associated 
decision tree is incrementally developed. The final 
result is a tree with decision nodes and leaf nodes. A 
decision node has two or more branches, each 
representing values for the attribute tested. Leaf 
node represents a decision on the numerical target. 
The topmost decision node in a tree  which 
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corresponds to the best predictor is called a root 
node. Decision trees can handle both categorical and 
numerical data. This model would prove to be one of 
the most accurate models, ranking mostly at second 
or third place. 

4.2.2  Dummy Regression 

The dummy regression model is a baseline 
model, since it calculates the predictions by 
following a set of simple rules. It can be set to 
predict a fixed value calculated as the mean, 
median and quantile of the training set or as a 
constant given by the user. It was used as a 
baseline model to compare the rest of the models. 

4.2.3  Light GBM Regression 

The third, light GBM regression model, is a fast, 
distributed, high-performance gradient 
boosting framework, based on the decision tree 
algorithm, used for ranking, classification, 
regression and many other machine learning tasks. 
Its most significant characteristic is splitting the 
tree leaf-wise, and not depth-wise or level-wise, 
as other algorithms do. This enables better, 
faster and more accurate reduction decisions. 
The downside of leaf-wise splitting is increase 
in complexity and possible overfitting, 
overcome by specifying max-depth parameter 
where the splitting ends. Another feature of Light 
GBM, leading to faster training and higher 
efficiency is the histogram-based algorithm that 
buckets continuous feature values into discrete 
bins, thus also resulting in lower memory usage. 
Light GBM is suitable for use with large datasets, 
where it presents significant reduction in training 
time as compared to XGBoost. 

4.2.4 Linear Regression 

Linear regression is a machine learning 
algorithm based on supervised learning. 
The regression models a target prediction value 
based on independent variables. It is mostly used 
for finding out the relationship between the 
variables and the forecasting values. The 
relationship between dependent and 
independent variables is one of the main 
differentiators between regression models, as is the 
number of independent variables being used. 

This regression technique finds out a linear 
relationship between x (independent variable, input) 
and y (dependent variable, output). Training the 
linear regression model means trying to find out 

coefficients for the linear function that best describe 
the input variables. 

While building a linear model, the main goal is 
to minimize the error made by the algorithm while 
making predictions, which is done by choosing a 
function to help measure the error also called a cost 
function. The cost function, that help measure the 
error of the linear regression is the Root Mean 
Squared Error (RMSE) between the predicted y 
value and the true y value. 

4.2.5 Random Forest Regression 

Random Forest is a flexible, easy to use machine 
learning algorithm that produces great results most 
of the time with minimum time spent on 
hyper-parameter tuning. It has gained popularity 
due to its simplicity and the fact that it can be used 
for a great amount of regression tasks. 

Random Forest is an ensemble machine learning 
technique capable of performing regression tasks 
using multiple decision trees and a statistical 
technique called bagging. 

This algorithm builds multiple decision trees and 
merges their predictions together to get a more 
accurate and stable prediction rather than relying on 
individual decision trees. 

The advantages of this model include: reduction 
in overfitting, its easy to measure the relative impor-
tance of each feature on the prediction, and it has an 
in-built validation mechanism named Out-of-bag.  

However, the Random Forest model's disadvan-
tages include: more complex and computationally 
expensive, slow and ineffective for real-time 
predictions, cannot extrapolate at all to data that is 
outside the range that the algorithm has seen. 

Thus, Random Forest is a technique of many 
simple ideas combined together to yield an 
extremely accurate model. 

4.2.6  Support Vector Regression 

Support Vector regression (SVR) is 
characterized by the use of kernels, sparse solution 
and VC control of the margin and the number 
of support vectors. Although less popular than 
Support Vector Machine (SVM), SVR has been 
proven to be an effective tool in real-value 
function estimation. As a supervised-learning 
approach, SVR trains using a symmetrical loss 
function, which equally penalizes high and low 
misestimates. 

One of the main advantages of SVR is that its 
computational complexity does not depend on the 
dimensionality of the input space. Additionally, it 
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has excellent generalization capability, with high 
prediction accuracy. 

4.2.7  XGBoost regression 

XGBoost is an optimized distributed gradient 
boosting model designed to be highly efficient, 
flexible and portable. It implements machine 
learning algorithms under the Gradient Boosting 
framework. XGBoost provides a parallel tree 
boosting (also known as GBDT, GBM) that solves 
many data science problems in a fast and accurate 
way. Gradient Boosting Machines fit into a category 
of machine learning called Ensemble Learning, 
which is a branch of machine learning methods that 
train and predict with many models at once to 
produce a single superior output. 

Ensemble learning is broken up into three 
primary subsets: 
 Bagging:  Bootstrap Aggregation  or  Bagging

presents two features defining its training
and prediction. For training, it uses a
Bootstrap procedure to separate the training
data into different random subsamples, which
different iterations of the model use to train
on. For prediction, a bagging regression
takes an average of all models to produce
output.

 Stacking: A Stacking model is a  “meta-
model” which uses the outputs from a
collection of many, different models as input
features. The idea is that this can reduce
overfitting and improve accuracy.

 Boosting: The core definition of  boosting  is  a

In conclusion, the XGBoost algorithm is 
optimized for modern data science problems and 
tools, it is highly scalable/parallelizable, quick to 
execute and typically outperforms other algorithms. 

5 EXPERIMENTAL RESULTS 

This section shows the comparison of the      
7 regression algorithms. The dataset was split into 
2 parts, 75% of the  data  for  training  (including  the  

first three years, 2015 – 2017) and 25% for 
testing - i.e., year 2018. A cross-validation 
algorithm known as Randomized Search was 
used to determine the maximum potential of 
each algorithm. 

The evaluation metrics used for ranking each of 
the results was Mean Absolute Error (MAE) as one 
of the most often used metrics with regression mo-
dels. In MAE the error is calculated as an average 
of absolute differences between the target values 
and the predictions. MAE is a linear score, meaning 
that all individual differences are weighted equally 
in the average. 

Figure 1 shows the comparison of MAE for 
each of the 7 algorithms for the PM10 pollutant 
in Centar municipality. The figure shows that the 
XGBoost is the most accurate algorithm for 
predicting the PM10 pollutant with a MAE value 
of 8.9. Light GBM is the second-best algorithm 
with a MAE of 9.1 and Random Forest with 
10.4. The XGBoost performance is 
significantly better compared to the baseline - 
Dummy regressor. 

Figure 1: Mean Absolute Error plots for each algorithm 
predicting the PM10 pollutant in the center of Skopje.

Figure 2: Actual and predicted values of the PM10 
pollutant for each hour in 2018 in the center of Skopje. 

Figure 2 shows the measured and the 
predicted values for the PM10 of the XGBoost 
algorithm. The values are shown for the period of 
11 months in 2018. It can be noted that the 
predictions nicely follow the actual measurements. 

method that converts weak learners to strong
learners and is typically applied to trees. More
explicitly, a boosting algorithm adds iterations
of the model sequentially, adjusting the weights
of the weak learners along the way. This
reduces bias from the model and typically
improves accuracy.
Bagging along with boosting are two of the
most popular ensemble techniques which aim
to deal with high variance and high bias.
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Figure 3 shows the comparison of MAE for each 
of the 7 algorithms for the PM10 pollutant in 
Karpos municipality. The figure shows that 
XGBoost and LightGBM are the best performing, 
with a MAE value of 8.9 and 9.3 respectively, 
which is again a solid performance improvement 
by around 60% compared to the baseline - Dummy 
regressor. 

Figure 3: Mean Absolute Error for each algorithm 
predicting PM10 pollutant in Karpos municipality - Skopje. .

Figure 4 represents the comparison between 
the actual pollution data and the predictions from 
the XGBoost algorithm for Karpos. It shows 
that in general the predictions follow the 
actual measurements, and that there are 
underestimations in the predictions for the 10th and 
11th month. 

Figure 4: Actual and predicted values of PM10 pollutant 
for each hour in 2018 in the municipality of Karpos - 
Skopje. 

Figure 5 shows the comparison of MAE for 
each of the 7 algorithms for the PM10 pollutant in 
Kumanovo municipality. Again, XGBoost and 
LightGBM are the best performing, with a MAE 
value of 7.3 and 8.0, respectively. This again results 
in a 60% performance improvement over the 
baseline algorithm.  

Figure 5: Mean Absolute Error for each algorithm 
predicting the PM10 pollutant in Kumanovo. 

Figure 6 represents the comparison between 
the actual pollution data and the predictions from 
the XGBoost algorithm for Kumanovo. It shows 
that in general the predictions follow the 
actual measurements, and that there are 
underestimations in the predictions for the 5th 
month and the summer period. 

Figure 6: Actual and predicted values of the PM10 
pollutant for each hour in 2018 in Kumanovo. 

To summarize, the results show that XGBoost is 
the best performing algorithm, achieving MAE of 
8.9 for Center, 8.9 for Karpos and 7.3 for 
Kumanovo. The improvements over the baseline, 
Dummy regressor are significant, reducing the MAE 
for 12 on average. 

6 CONCLUSIONS 

The paper presented a machine learning 
approach to predicting air pollution concentration, in 
particular PM10 concentration. The method uses the 
weather information and the previous pollution as an 
input, in order to calculate features and predict the 
PM10 concentration. 
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The first, and quite important step, is preparing 
and filtering the dataset so it can be ready for 
training and testing. This process eliminates 
unnecessary features, removes outliers that corrupt 
data and removes any inconsistencies with the target 
variables in order to preserve data integrity. The next 
step includes manual generation of useful features 
from already existing features in the dataset, using 
popular feature selection algorithms to improve 
overall dataset accuracy, as well as, using different 
cross-validation algorithms to achieve best results 
and obtain useful hyper parameters for each 
regression model. Finally, choosing evaluation 
metrics for dealing with prediction results from 
multiple regression models is necessary.  

The overall results presented better performance 
than the baseline algorithm (Dummy Regression) by 
60% and deliver a low mean absolute error which 
confirms the necessity of each mentioned step.  

The incomplete data in the datasets played a 
major role in making the whole process harder to 
develop due to its inconsistency, a great deal of 
outliers, missing values that needed to be filled by 
interpolation or removed entirely. From around 
30000 – 40000 rows of data it had to be cut down to 
around 15000 – 20000, which significantly lowers 
the accuracy of the model when training with half of 
the entire data. 
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Abstract: The relevance of the problem is related to the necessity of improving production systems economical 
efficiency in constantly changing market conditions and their rivals' behaviour. In the article, it is suggested 
to use predictions that include diffusion component and production system models constructed on their basis 
which allows us to synchronize external and internal in relation to the system under consideration processes. 
To take into account the possible price and quality changes, the model based on markets equilibrium where 
there is only non-symmetrical information is suggested. The models' formalization received allows us to set 
a lot-scheduling planning problem that includes internal and external environmental changes. Eventually, 
solving this problem, we will get both lot-scheduling production plans and warehouse requirements for the 
products considered taking into account possible market and production systems constraints. The practical 
significance of the paper is related to the possibility to verify and clarify business planning data in 
production management tasks which makes it possible to increase the objectivity of decisions by increasing 
the production processes formalization rate, incorporation the diffusion factor when releasing new products 
and the possibility to take into consideration various rival behaviour strategies. 

1 INTRODUCTION 

The increasing number of market goods released 
leads to increased competition among production 
systems and goods. The competition is developing in 
the management and decision-making systems 
fields. The evolution of production systems 
management methods at present is an incorporation 
of many approaches and methods of such areas as 
system analysis, cybernetics, mathematical 
economics. 

Nowadays, these practical methods by J. Von 
Neuman [1] and L. Kantorovich [2] of system 
analysis and their variations in fuzzy and interval 
formulations [3], [4]; production systems' efficiency 
management methods based on the allocation of 
limited key indicators and multi-criteria assessments 
[5], [6]; innovation and investment management 
methods [7], [8]; portfolio management methods [9], 
[10]; system dynamics methods [11]; theory of 
active systems [12], hierarchical systems 
management methods and the approaches based on 

the hierarchical systems management methods [13], 
different types of diffusion [14], [15], [16]; features 
of markets behaviour and equilibrium theory of 
markets [17], [18], [19] have become widespread. 

Thus, we can conclude that the problem of 
economic efficiency is a complex task affecting 
many areas of knowledge which were developing 
parallel over time [20]. Despite the obvious 
statement, the combination of many approaches into 
a single theory, model or algorithm has not been 
done yet due to the complex nature of the problem. 
Neither existing models nor different methods can 
solve this problem properly since they make 
assumptions related to interaction simplification that 
is associated with the knowledge of decision-
makers. Besides, decision-makers do not take into 
account the dynamic behaviour of the competing 
production systems due to the generalized market 
analysis [21], [22]. 

Agent-based modelling can be used to test the 
competing production systems' behaviour based on 
their models [23], [24], [25]. Systems based on agent 
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modelling are frequently used as a process research 
tool which depends on many dynamically changing 
parameters.  

Several approaches have been developed for 
building agent-based models (inclusive agent 
interaction). Such approaches allow to tackle agent 
communication and synchronization 
problem [26], [27]. 

Thus, a mathematical and algorithmic base has 
been formed which allows us to build interaction 
models as shown in Figure 1. 

Figure 1: The scheme of production system interaction 
through their products on the market. 

Constructing different models of the production 
systems this way makes it possible to take into 
account the behaviour of individual competing 
systems by building models for them or simulate 
situations when the other systems will perform 
similar actions (i.e. situations hindering the 
development of a managed production system). 

2 MODELLING 

The model development is associated with the 
implementation of a group of models that exchange 
data. The minimum required set of models is: 
 The production system model that uses demand

predictions for optimal planning.
 A warehouse model for accounting the volume

of funds withdrawn from circulation, additional
storage costs and a mechanism to meet
customers' demand based on the products
stockpiling when production capacity and
variety of the products is limited.

As a result of the model evaluation, we can
determine not only the volume-schedule plan for 
every product type but also products' price ranges 
and quality requirements. If we meet these 
requirements the production system will remain 
effective. 

2.1 Production System and WareHouse 
Models 

Let us formulate the production system management 
model as a model of volumetric scheduling [28]: 
∑ (𝐶𝐶𝑛𝑛(𝑡𝑡)𝑛𝑛 − (𝑄𝑄𝑚𝑚 (𝑡𝑡) + 𝐼𝐼𝑛𝑛(𝑡𝑡))) × 𝑋𝑋𝑛𝑛(𝑡𝑡) → 𝑚𝑚𝑚𝑚𝑚𝑚 

𝑋𝑋𝑛𝑛𝐻𝐻(𝑡𝑡) ≤ 𝑋𝑋𝑛𝑛(𝑡𝑡) ≤ 𝑋𝑋𝑛𝑛𝐵𝐵(𝑡𝑡) 
(𝐶𝐶𝑛𝑛(𝑡𝑡) − (𝑄𝑄𝑚𝑚 (𝑡𝑡) + 𝐼𝐼𝑛𝑛(𝑡𝑡))) ≥ 0 

𝐷𝐷𝑛𝑛𝑚𝑚 (𝑡𝑡) ≥ 𝑍𝑍𝑛𝑛𝑚𝑚  
𝑆𝑆𝑝𝑝𝑝𝑝 ≥ 𝑆𝑆𝑛𝑛(𝑡𝑡) ≥ 0 

where 𝑋𝑋𝑛𝑛  - the product output volume 𝑛𝑛, 𝐶𝐶𝑛𝑛(𝑡𝑡) – the 
revenue of the 𝑛𝑛 product, 𝑄𝑄𝑚𝑚  – the product net cost, 
𝐼𝐼𝑛𝑛  – packaging costs, 𝑋𝑋𝑛𝑛𝐻𝐻– the breakeven point, 𝑋𝑋𝑛𝑛𝐵𝐵  – 
the market's volume constrains (for every product), 
𝑛𝑛 – the product type, 𝑚𝑚 - the variety of its 
components, 𝑡𝑡 – the time, 𝑆𝑆𝑛𝑛  – the warehouse's 
empty places, 𝑆𝑆𝑝𝑝𝑝𝑝  – the warehouse’s maximum 
capacity, 𝐷𝐷𝑛𝑛𝑚𝑚  - the matrix of available products, 
which has the form: 

Variety of products 1 … m 
Quantity of products 𝐷𝐷𝑛𝑛1 … 𝐷𝐷𝑛𝑛𝑚𝑚 .. 

𝑍𝑍𝑛𝑛𝑚𝑚  - the matrix of the demanded products, which 
has the form: 

Variety of products 1 … m 
Quantity of products 𝑍𝑍𝑛𝑛1 … 𝑍𝑍𝑛𝑛𝑚𝑚 . 

In this problem, the values 𝑋𝑋𝑛𝑛𝐵𝐵  will be 
determined based on the demand forecasting data 
with a coefficient corresponding to the market share 
claimed by the production system. The value 𝐶𝐶𝑛𝑛(𝑡𝑡) 
will be corrected on the base of market model.  

In order to predict the 𝑋𝑋𝑛𝑛𝐵𝐵  values, a wide 
variety of forecasting methods based on statistical 
data can be used [29]. However, if there is no 
statistic data available, sales volume data can be 
used instead. 

In the modelling of the real market conditions, 
the maximum market capacity cannot be reached by 
any product immediately. The data on sales growth 
is in good accordance with the data obtained when 
the phenomenon of physical diffusion is used as an 
analogy. The diffusion affects the velocity of all the 
products diffusions on the market during the first 
stages of any project. In order to solve the 
management planning problem and estimate the 
products diffusion degree, the physical parallel 
(cloud particles’ spreading from the point) was used 
to define the necessary volume forecast shrinking 
rate will be used: 

𝐺𝐺(𝑚𝑚, 𝑖𝑖) = 1
√4∙𝜋𝜋∙𝐷𝐷∙𝑖𝑖

∙ 𝑒𝑒−
𝑚𝑚2

4∙𝐷𝐷 ∙𝑖𝑖, 
where 𝐷𝐷 – the diffusion coefficient, empirically 
determined, either based on the products statistical 
data or expertly, based on the rival's reputation  (its 
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value during the modelling process can vary due to 
new releases, price changes, the manufacturers' 
authority growth and so on according to the Walras 
equilibrium model [30]), 𝑖𝑖 – the calculation step (to 
take into account the similar products' output time 
shift, it is crucial to reduce this value by the value of 
the products delay in the calculation steps), 𝑚𝑚 – the 
market capacity. 

To determine the effect on the magnitude of the 
forecasted value, it is important to define the value 
that will be subtracted from the forecast data 
excluding diffusion (the value of competitors’ 
diffusion) according to the formula: 

𝑛𝑛(𝑚𝑚, 𝑡𝑡) = ∑ 𝑛𝑛0(𝑚𝑚𝑘𝑘) ∙ ∆𝑚𝑚𝑘𝑘 ∙ 𝐺𝐺(𝑚𝑚 − 𝑚𝑚𝑘𝑘 , 𝑡𝑡)𝑘𝑘 , 
where Δ𝑚𝑚𝑖𝑖 = 𝑚𝑚𝑖𝑖+1 − 𝑚𝑚𝑖𝑖 , 𝑛𝑛0(𝑚𝑚𝑖𝑖) – the initial diffusion 
value (for equivalent products), released by the 𝑖𝑖 
production system, 𝑘𝑘 – the number of the production 
system producing equivalents. The use of this 
component is justified since the release of 
competitors' products requires recalculation at each 
step, as the volume of the planned output and 
demand for the manufactured products will be 
changing. 

As a result of the discussion above, we obtain 
the task that using modelling tools allows us to 
research the processes of new products release. The 
variables that affect this process are 𝑖𝑖 – the product 
release point, 𝑛𝑛0 – the similar products’ diffusion 
rate by our release moment, and the values 𝐷𝐷 – the 
product diffusion rate on the market (this value will 
vary depending on the market situation).  

The warehouse model in this problem has the 
simplest form and takes into account only the cost of 
storing items and their availability. In this form, it 
can be integrated into the optimal production 
planning task as described above (adjusted criterial 
function and restrictions). Thus, the costs associated 
with overproduction, excess inventory and so on will 
be considered as well. 

Describing every production system with this 
model and using only different sets of products, 
methods and data for demand forecasting, we can 
evaluate the effect of different production systems 
on each other in dynamics. 

2.2 Market Model 

The market model in our task is crucial for 
determining the fluctuation in the product prices (𝑃𝑃) 
and demand. Для этого необходимо установление 
взаимосвязи между ними. To do so, we need to set 
connections between them. To get a dynamic 
behaviour for this dependence, we will use the 
parameters of quality (𝑄𝑄) and brand (𝐵𝐵) (which can 
be measured in relative units from 0 to 1, where 1 is 
the maximum confidence, 0 is the minimum).  

Then we can write the following models to 
describe the dependence of the parameters: 

𝑄𝑄(𝑡𝑡) =  𝐶𝐶1 ∙ 𝑄𝑄(𝑡𝑡 − 1) + 𝐶𝐶2 ∙ 𝑃𝑃(𝑡𝑡). 
By the price of the products in this formula we 

mean the competitors' products prices which will be 
predicted by one of the regression methods. 

The brand significance assessment can be 
performed based on the prices, quality, 
advertisement rate of the product of the previous 
step (𝑅𝑅): 
𝐵𝐵(𝑡𝑡) =  𝐶𝐶1𝑌𝑌(𝑡𝑡 − 1) + 𝐶𝐶2𝑄𝑄(𝑡𝑡 − 1) + 𝐶𝐶3𝑅𝑅(𝑡𝑡 − 1). 

Using these relationships, you can evaluate the 
redistribution of market shares. Analyzing two 
production systems, the competitor's market share 
will be calculated using this formula (the parameter 
will be in the range 0 ≤ 𝑀𝑀 ≤ 1): 

𝑀𝑀 =  𝐵𝐵𝑟𝑟∗𝑃𝑃𝑟𝑟∗𝑄𝑄𝑟𝑟
𝐵𝐵𝑜𝑜∗𝑃𝑃𝑜𝑜∗𝑄𝑄𝑜𝑜

∙ 0.5,
Where index r means that these are the values of the 
rivals’ products, and index o – variables that 
describe the products of the production system. 

The proposed interrelation allows performing 
calculations for researching possible changes in the 
strategy of the considered production system and the 
impact on the competitor's behavior strategy 
changes. 

3 MODELLING AND PRODU-
CTION SYSTEM MARKET 
EFFICIENCY TASK SOLUTION  

For testing and verifying purposes, we consider 
three situations that may occur in a market 
environment: 
 manufacturers rivalry (the situation where two

production systems produce the same product
and the results of their labor compete for a
place on the market);

 the rivalry of two products (the situation when
two production systems offer similar goods
fighting for the same audience on the same
market);

 production system portfolio rivalry.

To give a dynamic character to the experiments, 
we will be changing the values of prices, volumes, 
quality, advertisement rate within the confidence 
interval. 

For the first experiment, we used the Amazon 
online store sales data of the group of products. To 
set up the model, Feltcraft Doll Emily and Feltcraft 
Doll Molly sales’ and prices’ data were used. 

As a result of the first experiment, we obtain the 
values given in Figure 2. The graphs show that the 
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sales and production volumes of every system grow 
and each of them gets its market share. 

Doing the second experiment, for the initial 
setup of the model, we used sales data for Feltcraft 
Doll Emily and Toy Tidy Dolly Girl Design and 
obtained the results shown in Figure 3.  This 
experiment also shows that as a result of competition 
observed in the first stages, production systems 
come to the equilibrium state. However, it is 
important to note that even in the search of steady 
state, production activity is effective. Thus, the 
model used allows the system to operate under the 
influence of factors that were not taken into account 
in the formulation of the task.  

The research of the third situation is more 
curious since in this case, the values of the 
parameters characterizing the size of the brand are 
not stable (see Figure 4). For simulation, we selected 
the following products for the first and second 

production systems.: Mr Robot Soft Toy, Toy Tidy 
Spaceboy, Toy Tidy Dolly Girl Design. 

As in the previous experiments, we can observe 
the diffusion of products in the market with a 
stabilization process after taking a certain market 
share.  

Unlike the two previous experiments, the graphs 
show the influence of quality and brand factors on 
sales and profits. The production volume diagrams 
show that both on the market and inside the 
production system there is a competition for 
production capacity. Based on the graphs of 
production volumes in warehouses, we can be 
assumed that the model performs well in the rivalry 
market environment, and, therefore, sets market 
shares. Moreover, according to the price changes, 
we can observe patterns of the Walras spiral model 
[31], which is a factor that confirms the adequacy of 
the description. 

a) b) c) d) 

e)   f)   g)   h) 
Figure 2: The first experiment modelling results (the first row describes the first production system, the second one – the 
second production system): a) and e) – the sales volume, b) and f) – the net profit, c) and g) – the production volume, d) and 
h) – the warehouse stock.

b) b) c) d) 

e)   f)   g)   h) 
Figure 3: The second experiment modelling results (the first row describes the first production system, the second one – the 
second production system): a) and e) – the sales volume, b) and f) – the net profit, c) and g) – the production volume, d) and 
h) – the warehouse stock.
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a)                             b)                               c)                                d)                              e)                                f)                                 g) 
Figure 4: The third experiment modelling results (1st – 3rd rows – three products of the first production system, 4th – 6th rows – three products of the second production 
system): a) sales volume group, b) instant sales group, c) production volume group, d) products in stock, e) price fluctuations, f) quality fluctuations, g) brand fluctuations. 
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Since the indicators of quality and pricing were 
considered as interrelated, we observe their 
interconnection on the graphs. The brand value in 
our model is used, apart from other things, as a 
compensation factor, aggregating non-economic 
indicators such as product advertisement rate, its 
recognition, fluctuation in its quality and price over 
time. 

4 DISCUSSION 

The article suggests a way how to simulate market 
competition based on a market model. The results of 
the simulation obtained correspond to well-known 
models like Walras model, a cobweb-like model, a 
market model with asymmetric information which 
indicates that the market situation will come to a 
steady-state after the disturbing effects.  

However, unlike the others, our model can use 
different formalization methods and parameters 
describing production systems.  

Another distinguishing feature of our model is 
the principle of using and adjusting forecast data 
based on the forecasting of our competitor's data and 
adjusting, if necessary, our input data for the 
following periods. As a result, the obtained data can 
be explained not only by theoretical knowledge of 
market behaviour but also by the statistical data of 
the retrospective periods (see. Figure 5). 

Figure 5: Real sales volume. 

5 CONCLUSIONS 

As a result of the discussions and calculations 
presented in the article, we can conclude that it is not 
enough to use only one approach to evaluate the 
situation in order to form a cost-effective project 

portfolio, it is also necessary to build a combination 
of methods and approaches which will be able to 
interact with each other through parameter values.  

At the same time, system management does not 
come down to finding the optimal solution but to 
searching for the system state which will make it 
stable and effective in a constantly changing 
environment. 

Moreover, it should be noted that the release of 
any new product is gradual. To describe this 
phenomenon, we use forecast correction based on 
the physical resemblance with the cloud of particles 
diffusion, which allows avoiding the accumulation 
of unclaimed products at the warehouses and heavy 
circulating assets freeze. 

The results obtained correspond to the statistical 
data and theoretical knowledge in the innovation 
project management field. Thus, the structuring of 
models, the predictive approach, and the diffusion 
phenomenon, which we used to research the 
products release behaviour, should be considered as 
an essential part in modelling and analyzing the 
processes associated with the implementation of 
projects [16]. 
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Abstract: The article deals with the problem of structuring medical texts of clinical recommendations, which are 
unstructured texts. A review of existing solutions in the field of analysis of unstructured texts of both non-
specialized and medical nature was carried out, shortcomings of existing developments were identified, the 
need for a new software solution for structuring clinical recommendations was revealed, which, in turn, is 
demanded in clinical decision support systems. The method of structuring data and knowledge of clinical 
recommendations is described, as well as the general structure of the solution, as along with the process of 
forming a map of concepts, including graphematic, morphological, syntactic and semantic analysis of text. 
In conclusion, the results of implementation in the form of concept map fragments are presented, on the 
basis of which further product rules are formed, which are suitable for use in knowledge bases. The method 
is universal and can be applied to any clinical recommendations texts. 

1 INTRODUCTION 

Over the past decades, the volume of stored, 
processed and transmitted information has increased 
many times in almost all areas of human activity 
(i.e., research, economics, and business). This has 
led to a significant increase in researchers' interest in 
data and knowledge processing techniques and 
algorithms. 

By degree of organization, data can be 
conditionally divided into two categories: 
 Structured data, examples of which are

databases, information system logs, sensor and
sensor data.

 Unstructured data, such as text data, images
and videos.

According to experts [1], about 80-90% of all 
information used in organizations is presented in 
unstructured form. There is therefore a need to 
reduce the labour, time, financial and other resources 
required to process such information. The most 
effective way to achieve this is to bring such 
information into a structured form (data structuring). 

Interest in methods of extracting and classifying 
data in unstructured texts as tools of knowledge 

generation has long emerged (mid-20th century [2]), 
but only in the last two decades have the 
technologies necessary for such research been 
developed [2]. A significant increase in interest in 
this field of research was caused by the advent of 
data processing technologies such as Text Mining 
and Natural Language Processing. 

One of the most important areas of human 
activity in which it is possible to apply technologies 
for structuring data presented in text form is 
medicine [3]. In particular, the analysis of clinical 
documentation, i.e., medical records, survey results, 
operational intervention logs, etc., is of great 
practical importance [4] also in the context of 
improving health care services [5]. 

Among the least studied tasks in this field to date 
is the task of analyzing the texts of clinical 
recommendations. Clinical recommendations are 
specialized documents developed to support 
decision-making by a practitioner to provide 
appropriate medical care in a particular clinical 
situation. In fact, this document is the guide of the 
specialist in patient management, diagnosis and 
treatment. Clinical recommendations contain 
unstructured data and knowledge that guide a person 
skilled in the art of prescribing treatment, 
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examinations, and other decisions that affect the 
outcome of a’s patient’s disease [5]. In its original 
form, these data and knowledge are unsuitable for 
automated processing, and therefore clinical 
recommendations in medical practice are analyzed 
manually. If the data and knowledge of the clinical 
recommendations are adjusted to a structured form, 
it is possible to apply them in clinical decision 
support systems (CDSS) for the diagnosis and 
selection of the’s patient’s treatment trajectory [6]. 

In this article, the clinical recommendations texts 
structuring method is considered and examples of 
results obtained from texts of clinical 
recommendations for bronchopulmonary diseases 
treatment are shown. The method is universal and 
can be applied to other clinical recommendations 
texts.  

2 RELATED WORKS 

In the field of structuring text data for both research 
and application purposes, a large number of software 
solutions has been developed. 

2.1 Solutions for Analyzing General 
Texts 

 SAS Text Miner, an integrated component of
the SAS system designed to analyze text data,
provides a large set of linguistic and analytical
modeling tools designed specifically to
discover and extract knowledge from text
information collections [7].

 GATE (General Architecture for Text
Engineering) is an open source natural
language processing system that uses Java
component sets [8].

 STATISTICA Text Miner is an optional
extension of the STATISTICA Data Miner
designed to extract knowledge from
unstructured texts [9].

 Natural Language Toolkit (NLTK) is a
package of libraries and programs for
symbolic and statistical processing of natural
language written in Python programming
language, containing graphical representations
and sample data [10].

2.2 Solutions for Analysis of Medical 
Texts 

The software solutions discussed above are oriented 
towards processing of texts of a general nature, such 

as news reports, for example. At the same time, it 
should be noted that the style of clinical texts is very 
different from the style of texts from other subject 
areas, so that their analysis requires considerable 
improvement of existing methods and tools for the 
analysis of natural language texts. Therefore, the 
analysis of clinical texts was identified as a separate 
area of research. 

Research in this area has led to the development 
of a number of applications and platforms 
specializing in integrated computer language 
analysis of medical texts, some of which are already 
being used in clinics to improve the quality of 
medical services. Let us take a closer look at some 
of the most popular ones. 
 UMLS (Unified Medical Language System) is

a tool for the development of computer
systems for the analysis of biomedical
information and other types of information in
the field of health care. Developed in 1986 at
the National Library of Medicine (NLM) [11].

 MedLEE (Medical Language Extraction and
Coding System) - a system for extracting,
structuring and encoding clinical information
contained in various types of medical reports
(e.g., X-ray, mammography and
echocardiological studies) [12].

 cTAKES (Clinical Text Analysis and
Knowledge Extraction System) is an open
source natural language processing system
that extracts clinical information from
unstructured electronic medical card
texts [13].

All of the above systems have a significant 
disadvantage within the framework of our task: none 
of them have built-in support of the Russian 
language. 

2.3 Solutions for Automatically 
Building Ontologies from Text 
Documents 

A possible means of solving the problem for 
presenting data and knowledge of clinical 
recommendations is ontology, a description of the 
subject area presented in the form of a conceptual 
diagram. We looked at the most famous means of 
automatically generating ontologies based on text 
files: 
 Text-To-Onto is a software solution developed

by the University of Karlsruhe researchers that
automatically builds ontologies based on
natural language texts by identifying key
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concepts in them and discovering links 
between them [14]. 

 DOG4DAG (Dresden Oncology Generator for
Directed Acoustic Graphs) is a tool for
automatic generation of ontologies based on
natural language texts. It is presented in the
form of a plugin for Protégé 4.1 and
OBOEdit 2.1. This plugin allows you to use
PubMed articles, web pages, or PDF
documents as input. The generation of
ontology in DOG4DAG is carried out by
building a hierarchical model of classes
connected by relationships of the form "is
subclass of" [15].

As a result of the analysis on means of automatic 
ontologies generation (such as, for example, ASIA, 
Syndikate, WebKB, etc.), it was found that support 
for the vast majority of them is currently 
discontinued, many of them are unavailable, as well 
as none of them support Russian text processing. 
In this regard, in order to solve the problem of 
structuring data and knowledge of clinical 
recommendations, it is necessary to develop an 
algorithm for extracting data and knowledge from 
Russian-language texts of medical topics. 

3 PROBLEM DEFINITION 

An analysis of the current state of research showed a 
lack of ready-made solutions in this area. Therefore, 
it is necessary to develop a method and algorithm for 
structuring data and knowledge of Russian-language 
texts of clinical recommendations and bringing them 
into a form suitable for further processing in clinical 
decision-making support systems, as well as their 
software implementation. 

The software solution being developed shall have 
the following characteristics: 
 The software decision should accept texts of

clinical recommendations in Russian.
 Text processing should result in a set of rules

suitable for use in clinical decision support
systems (Figure1).

Figure 1: Task setting. 

4 CLINICAL 
RECOMMENDATIONS DATA 
AND KNOWLEDGE 
STRUCTURING METHOD 
DEVELOPMENT 

4.1. General Structure of a Method 

In order to structure the texts on clinical 
recommendations, the authors proposed and 
developed the “concept map” object and identified 
the following main stages of text processing: 
 Definition of keywords (performed

automatically by means of specialized
algorithms or manually, 2 modes).

 Mapping concepts based on keywords.
 Highlight the concepts of rules in the map and

represent them in a form suitable for use in the
HACT.

A diagram illustrating the above steps is shown 
in Figure 2.  

4.2 Concept Map 

The concept map is essentially a form of semantic 
networks and is an oriented graph whose vertices 
record the concepts of the subject area, and in the 
edges, the relations between them. Relations 
between concepts can be taxonomic (i.e., forming a 
hierarchy of concepts) and of other kinds. 

A key feature of the concepts proposed by the 
authors of maps is the ability to display rules for 
links of objects based on conditional constructs. 
They are displayed in the diagram using dashed 
lines; the signature of communications for a 
conditional part of the rule is followed by a prefix 
"at", and the conclusions of the rule, by the prefix 
"З". An example of a concept map fragment to be 
developed is shown in Figure 3. 

4.3 Algorithm Structure 

The stage of automatic concept mapping is essential 
and most time-consuming, because it involves a 
large number of natural language processing 
algorithms. 

The concept map development algorithm is 
shown in Figure 4. 
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Figure 2: Stages of the process for structuring data and knowledge of clinical recommendations. 

Figure 3: Concept map fragment. 

In the process of constructing a concept map 
through this software service, the following main 
steps can be distinguished: 
 Graphical analysis. This stage is preparatory;

during this process, the text is preprocessed as
required for the next steps. The tasks of this
stage are to divide the source text into
paragraphs, sentences, words, as well as to
highlight specific words and phrases in the
text (for example, proper names).

 Morphological analysis. The purpose of this
step is to construct a morphological
interpretation of the words of the input text. In
the process of text processing, word forms are
extracted from the text and subsequently
normalized (lemmatized), i.e., reduction to the
initial morphological form, for example, for
nouns it will be a nominative case, singular,
for verbs an infinitive, etc.

 Parsing. This step determines the link
structure of word forms in sentences. The
result of the analysis is usually presented as a
so-called syntax tree (a graph of a tree
structure whose nodes display word forms and
whose branches are links). One of the most
popular methods of conducting such analysis
is the use of link grammar.

 Semantic analysis. This stage consists of
highlighting semantic relations and forming
semantic representation of texts. Typically,
during processing, key entities (word forms or
phrases) are highlighted in the text, weighted,
and the strength of the links between them is
counted. The result of text processing at this
stage is also a graph in whose vertices
concepts are placed, and in nodes - links
between them. Among the methods used in
practice are graph methods, varieties of
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Markov random fields method, and methods 
of context-dependent analysis. 

Building a concept map. A final step in which 
the graph obtained in the previous step is used to 
map concepts suitable for further processing. 

Figure 4: Concept map development algorithm. 

ATION RESULTS 

5 REALIZATION RESULTS 

The result of processing clinical recommendation 
text using software developed based on the methods 
and algorithms discussed above is a concept map, 
which is a mapping of key concepts found in clinical 
recommendation texts and the relationships between 
them. 

Examples of the resulting concept map for 
clinical recommendations on the treatment of 
chronic obstructive pulmonary disease are shown in 
Figure 5. 

This concept map shows the key concepts that 
appear in the text of clinical recommendations, as 
well as the relationships between them. It is 
necessary to separately note the presence of two 
conditional links represented on the map by dashed 
lines with prefixes (C for the conditional part of the 
rule and F for the final part, respectively). 

Based on these conditional relationships, two 
rules can be generated in a format suitable for use in 
decision support systems: 
 IF treatment of ICS (Inhaled Corticosteroids)

contributes to improvement of ’s patient’s
condition then treatment of ICS should be
continued.

 IF treatment with ICS did not cause a
significant change in pulmonary function
THEN COPD (chronic obstructive pulmonary
disease) is a probable diagnosis.

Figure 5: Fragments of the realization results. 
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6 CONCLUSIONS 

An analysis of existing solutions for the task of 
automatic extraction of data and knowledge from the 
texts of clinical recommendations has shown that 
none of the currently available software is suitable 
for the task in question. In this regard, it was 
concluded that a new method of structuring data and 
knowledge of clinical recommendations should be 
developed and implemented as a software solution. 

The proposed method distinguishes the use of a 
new means for presenting data and knowledge in a 
structured form called a "concept map"; i.e., it is 
possible to represent the relationships between the 
concepts containing the conditional and the final 
part. Since one of the key stages of the developed 
method for automatic extraction of data and 
knowledge from clinical recommendations is 
generation of product rules from obtained maps of 
concepts, it is possible to further apply these rules in 
knowledge bases of clinical decision support 
systems. 
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Abstract: The problem of continuous hidden user authentication based on the analysis of keyboard handwriting is 
considered. The main purpose of the analysis is to continuously verify the identity of the subject during his 
work on the keyboard. The aim of the work is to increase the efficiency of hidden user authentication 
algorithms based on a neural network analysis of a dynamic profile, formed by keyboard handwriting. The 
idea of user authentication using keyboard handwriting is based on measuring the time of keystrokes and the 
intervals between keystrokes, followed by comparing the resulting data set with the stored dynamic user 
profile. Studies have shown that analyzing the average value of the time each key is pressed is inefficient. It 
is proposed to analyze the holding time of a combination of several keys and the time between their presses. 
An approach in which not the times of pressing individual keys, but the parameters of pressing the most 
common letter combinations are analyzed, will increase the accuracy of recognition of dynamic images. An 
algorithm and software implementation for Russian keyboard layout have been developed, experiments 
conducted on field data allow us to conclude that the proposed method is effectively used to authenticate the 
user using keyboard handwriting. 

1 INTRODUCTION 

User authentication based on tracking his or her 
behavioral features is a relatively novel technique. 
Behavioral features are acquired, when the user is 
working with various manipulators: a computer 
mouse, keyboard, etc. The term “user information 
handwriting” (UIH) proposed means the style of the 
work with such manipulators [1]. UIH tracking 
allow us to define a unique pattern, which may be 
used as a mean of authentication or assessing the 
user’s state, level of computer literacy etc. 

The aim of our work is to increase the efficiency 
of hidden user authentication based on a neural 
network analysis of a keyboard handwriting. The 
sub-tasks of our work are the following: 

1) Development of an algorithm for analyzing the
user's keyboard handwriting with use of neural
network.

2) Development  of  a   system    for   hidden
authentication with use of above-mentioned
algorithm.

3) System evaluation based on accumulated data.

Margins, column widths, line spacing, and type 
styles are built in. Some components, such as 
multileveled equations, graphics, and tables are not 
prescribed, although the various table text styles are 
provided. The formatter will need to create these 
components, incorporating the applicable criteria 
that follow. 

2 BIOMETRIC 
AUTHENTICATION BASED ON 
KEYBOARD HANDWRITING 

Keyboard handwriting is a dynamic biometric 
pattern including speed of typing, use of the main 
and additional parts of the keyboard, specific 
keystrokes and specific techniques and methods of 
working with the keyboard [2]. With the 
improvement of keyboard skills, individualism of 
the keyboard handwriting also grows [3]. The listed 
individual features are a part of the dynamic user 
profile and may be used to authenticate the user. The 
methods of continuous hidden keyboard monitoring 
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make it possible to detect the substitution of a 
legitimate operator and block the system from 
intruder intrusion. The probability of false 
recognition, when using 5-letter word, is about 
10–33 [4]. 

Dynamic authentication systems are capable to 
make biometric patterns hidden. The attacker is not 
able to use the previously prepared dummy (which is 
possible, when using static patterns such as 
fingerprint). The main disadvantage of dynamic 
biometric systems is that their functioning is affected 
by the psychophysiological state of a 
person [5, 6, 7]. He or she may be worried or calm, 
tired or alert, healthy or sick, etc. 

Analyzing a user's dynamic profile allow the 
system to verify continuously the identity of the 
subject and to control that this particular subject is 
working on the computer. The principle of 
continuous authentication consists measuring the 
durations of keystrokes and intervals between them. 
These data are compared to available pattern of the 
user. According to a large-scale study of this 
approach, conducted by The National Institute of 
Standards and Technology, USA [8] the probability 
of correct recognition for users with established 
keyboard skills is 98%, which is enough for practical 
applications. 

Keyboard handwriting authentication system 
should include three modules [9, 10, 11]:  

1) Keylogger, which tracks keystrokes.
2) Module for generating reference templates for

the handwriting based on the data from the 
keylogger. This template is generated, while the user 
is working on the computer. 

3) Authentication Decision Module, which
analyzes the characteristics of the current user and 
compares them with a reference sample.  

Let: 
1 1024n = K  is the number of all possible 

combinations of two keys in Russian alphabet (“a”, 
“б”, ..., “я”); 

iT  – the experimental time interval between 
keystrokes of the n-th combination; 

R
iT  – the reference time interval between 

keystrokes of the n-th combination. 
Then the feature vector of the k-th user, 

generated from the average values of keystrokes of 
the i-th key, is determined as (1): 

1
.

1

1R avg R
i ij

j
T T

m =

= ∑ , (1) 

where m – the number of keystrokes of the i-th 
key. The vector may be expanded with the variance  

or mean square deviation for the i-th key. 
The state-of-the-art algorithm for obtaining the 

vector of dynamic characteristics of the user consist 
of the following steps: 

1) Generation of the reference feature vector for
all K users: { }. | 1,R avg

k iV T i n= = , 1, .k K=  

2) Formation of a feature vector based on user
signature: { }| 1, .avg

k iV T i n= =

3) Search  for  the  most  similar  vector  in  the
database (DB).

The disadvantage of the state-of-the-art is that it 
analyzes the average values of the retention time of 
each individual key and the time after it is pressed. If 
we consider the location of the keys on the 
keyboard, we can conclude that the time between 
keystrokes of adjacent keys will be significantly 
lower than the time of keystrokes located more 
remotely from each other. Therefore, the distribution 
of the collected parameters would not be normal. So, 
using the obtained values as a vector of biometric 
features is inefficient.  

We propose to analyze holding time and the 
timeout between presses within the most widespread 
combinations of several keys. This may increase the 
accuracy of pattern recognition, since the user's 
actions in this case are automatic and the parameters 
would be normally distributed. 

We propose to analyze the typing time of N-
graphs: sequences of several keys pressed in a row. 
Analysis of digraphs, i.e. sequence of two keys 
pressed in a row, allow determination of three 
indicators: the holding time of two keys and the time 
between them. To classify the obtained values, it 
may not be enough, therefore, it is proposed to use 
N-graphs of higher dimension.

3 ALGORITHM FOR ANALYSIS 
OF KEYBOARD HANDWRITING 

3.1 Biometric Features of the 
Keyboard Handwriting 

The approach for identifying a subject based on 
continuous hidden authentication of computer 
system user in the process of working at a computer 
is proposed. As identification characteristics, the 
features of the user’s work with the keyboard are 
used – his keyboard handwriting, which is 
characterized by the key holding times (KHT) and 
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the times between keystrokes (TBK). These 
characteristics can be measured by a standard 
keyboard. 

Retention time also depends on overlays. 
Overlapping keystrokes occurs when one key has 
not yet been released and the other is already being 
pressed. There is a tendency to increase the number 
of overlays with increasing dialing speed. The vast 
majority of overlays occur when the keys of adjacent 
letters in a word are pressed with different fingers. 
However, with very fast sliding dialing, overlays are 
also possible. Out of the total amount of text entered 
by the user during the working day, it is proposed to 
process not individual keystrokes, but the so-called 
N-graphs – trigraphs and tetraphs – sequences of
three or four consecutive keys.

The controlled input parameters are the reference 
values of Key Holding Times (KHT) 1t , 2t , 3 , , nt tK  
the for each key in the reference, as well as the time 
intervals between pressing adjacent keys (times 
between keystrokes, TBK) 12 23 34 ( 1), , , n nt t t t −K , i.e. 
exclusively time parameters, which may be 
measured by a standard keyboard. 

KHT also depends on overlays. Overlapping 
keystrokes occurs when one key has not yet been 
released and the other is already being pressed. 
There is a tendency to increase the number of 
overlays with increasing dialing speed. Most 
overlays occur when the keys of adjacent letters in a 
word are pressed with different fingers. However, 
with very fast sliding dialing, overlays are also 
possible. In case of overlapping, the parameter 

( 1)n nt −  becomes negative. The controlled parameters 

nt  and ( 1)n nt −  significantly depend on how many 
fingers are used during typing, as well as on user-
specific combinations of typing movements.  

An artificial temporary function, which represent 
the entire process of typing a phrase and include all 
the necessary information about the user's keyboard 
handwriting, is shown on Figure 1. 

Let the user enter a phrase containing n 
characters over a period T from the keyboard. When 
this phrase is entered, r n m= +  keyboard events 
will occur: n key holdings and 1n m= −  pauses 
between holds. The temporary function at the time 

it  will take the value ( )iq t , where q is scan-code 
i.e. key identifier on the keyboard. Overlapping is
interpreted as a sum of two scan-codes of the
pressed keys.

Figure 1: Time diagram of phrase typing. 

The process of entering control phrase with 
11, 6, 5r m n= = = , is illustrated by a time diagram 

(Figure 1). Temporary layout of the process is 
individual for each user and acts as a standard for 
keyboard handwriting. 

As a feature vector of biometric (keyboard) 
features of V, we use the values of the function 
( )q t∆ , where ∆ t is determined as (2). 

1 0t t
t

n
−

∆ = (2) 

The typing of certain N-graph for various users 
differs. Therefore, it is necessary to bring the feature 
vector to a single length. For this purpose, vector 
normalization is applied. Thus, the length of the 
vector of biometric features for each of the users will 
be equal to n – the number of samples equal to 32. 

Development of a reference sample for one user 
require a series of L samples, which constitute a 
representative sampling for the s-class 

( ) { } , 1,s
iV i LΨ = = .

In general, the system can include multiple users
{ }1 2, , , MK k k k= K . Each user is represented by its 

reference pattern and associated with a certain class 
from the set { }1 2, , , Ms s s s= K . Thus, an 

unambiguous mapping from the set of users { }K  to 

the set of classes { }s  is developed. Development of 
the reference samples for M legitimate users require 
M training samplings respectively 

( ) ( ) ( )1 2, , , Ms s sΨ Ψ ΨK . 
When the system is in the authentication mode, 

unknown user ( )x  presents a sample of keyboard 
handwriting as a vector of biometric parameters 

( ) { }xs
jV v= , 1,j N= . The system should form a

description of the unknown x-class on the basis of 
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the vector ( )xsV , compare it with the standards of all 
users registered in the system { }1 2, , , Mk k kK  and 
make the authentication decision based on the 
results. 

In this formulation, the task is classifying the 
vector ( )xsV  into 1M +  exclusive classes: M classes 
from the set { }1 2, , , Ms s s s= K , and ( )1M + -th 
class reserved for all other users, united by the 
concept of “aliens”. If there is a procedure for 
preliminary authorization of users, the task is 
simplified and reduces to the classification of the 
vector ( )xsV  into two classes: os  – “own”, that is, 
belonging to any class from { }s , and as – “alien”, 

that is, not belonging to any class from { }s . 

3.2 Selection of Informative Values of 
Biometric Features 

Only the most frequent N-graphs are processed by 
the algorithm. A frequency dictionary of trigraphs 
and tetragraphs is generated in order to choose the 
most frequent of them. These N-graphs are selected 
for analysis. In the authentication mode users are 
authenticated based on the analysis of these N-
graphs. 

3.3 Model of User Authentication 

Authentication decision is made based on the 
difference between actual data and reference pattern. 
The input information consists of the values of KHT 
and TBK. 

The minimum number of neurons in the hidden 
layer, which provide the solution to the interpolation 
task, is determined by the expression (3) [12]: 

( )
2

1
int ,

1
m R

n
n m

− 
=  + + 

 (3) 

where 2n  – the number of neurons in the hidden 
layer;  
n – the number of neurons in the input layer;  
m – the number of neurons in the output layer;  
R – the dimension of the training sampling. 
Operation int() means rounding up to an integer. 

Substituting the values in the (3), we get: 
( ) ( )2

3 30 1
int int 9.7 10

3 5 1
n

− 
= = = + + 

 

The classical neural network for biometrical 
authentication is shown in Figure 2. 

NNn input 
vectors

“a”
“б”

“ю”
“я”

… 
… 

k
outputs

n = 33 
the number of 
letters in the 

Russian alphabet

display the degree 
of confidence that 
the text is typed 
by the k-th user

Figure 2: Classical neural network for biometrical 
authentication. 

Average KHT are analyzed in this approach, 
which is inefficient. In the proposed system, the 
KHT and TBK of several consecutively pressed keys 
act as a vector of biometric features. In addition, we 
propose to use the modular structure of a neural 
network, in which each network make a decision for 
only one of the selected N-graphs. The modular 
approach allows us to divide the authentication task 
into subtasks, solve them individually with separate 
neural networks, and then combine the results.  

Large neural network can suffer from 
interference, as new data can dramatically change 
existing connections. The modular approach makes 
it easy to scale the network, because adding or 
removing modules for a specific N-graphs is 
possible without retraining the entire network. 

Depending on which feature vector is fed to the 
input of the neural network, it is proposed to use two 
approaches for the modular structure of the network. 

First approach. A vector of user biometric 
features normalized to 32 samples is supplied to the 
input of the first neural network (let us call it 
“network of the first type”). The first network is 
responsible for recognizing the input N-graph. It 
activates the second network (“network of the 
second type”), which was trained on this image. The 
second network determines from which user the 
biometric feature vector was received, containing the 
number of representations of the recognizable N-
graph. The output is the values characterizing the 
degree of confidence that the text was typed by each 
of k users. The final decision is made by the decision 
unit, analyzing the data received from the neural 
networks. Thus, the decision to authenticate the user 
will be made based on data received from several 
neural networks at once. The structural diagram of 
the described approach is shown in Figure 3. 
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NN1
…
…

… k
outputsNN2

NN2 … k
outputs

normalized 
input vector

n = 32
words of 

different lengths 
normalized to 32 

samples
determines 
which word 

is typed
determines 
who typed 
the word

Figure 3: Diagram of the first approach. 

Second approach. If each network of the second 
type is trained on only one N-graph, only the values 
of the KHT and TBK can be fed into the network 
input, without considering, which sequence of 
characters was typed. 

Thus, it is possible to throughout the first 
network and use another classifier instead of it. The 
input of the classifier consist of KHT, TBK and the 
identifier of the N-graph. Based on these data, the 
classifier the neural network of the second type. The 
final decision is also made by the decision unit as in 
the first approach. 

The structure of the second approach is shown in 
Figure 4. 

Input vector is much smaller in the second 
approach than in the first one and consists of only 5 
or 7 signs for trigraphs and tetraphs, respectively, 
compared to 32 in the first approach. This will allow 
the neural network to learn faster and with smaller 
samplings; moreover, the probability of getting into 
local minima with this approach is reduced. 

Selection 
block

…
…

NN

NN

n = 2N-1
N keys pressed

 (N-1) pauses between them

Decision 
block

display the degree 
of confidence that 
the text is typed by 

the k-th user

time of 
KHT and TBK

+
N-graph

Figure 4: Structural diagram of the second approach. 

4 SYSTEM FOR HIDDEN 
AUTHENTICATION 

4.1 Algorithm of Hidden 
Authentication 

The hidden authentication system consists of three 
modules [13, 14, 15]: 

 Module for collecting the data;
 Module for data preprocessing and generating

feature vector;
 Module for learning and recognition using

neural network classifier.

The block diagram of the authentication system 
is shown in Figure 5. 

Module for collecting the data

Keyboard OS 
Driver

WIN
API

System 
service

KeyLogger
 + 

DLLHook

Input 
data

Log-file

Module for data preprocessing 

Calculation of KHT and TBK
N-graph search

Collection of static characteristics 
by N-graphs

Authentication Management 
Module

Replenishment 
of the DB with 

a standard

Training 
parameters and 

classifier 
settings

polling the 
collection module

Generation and selection of a 
vector of biometric features

N-graph vector KHT + TBK in
the form:
– static characteristics;
– t-function.

N-graphs vector +
dimension of static

characteristics KHT + TBK

vector 
biometric 
features

DB
Сlassifier

training recognition

replenishment 
reference 

vector

training data

training 
options

current vector of biometric
features for recognition

user authentication 
decision

Figure 5: Structural diagram of the second approach. 
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Let us consider each of the modules more 
precisely. 

Biometric authentication is based on the creation 
of reference representations of identifiable users. A 
reference is created when the system is in data 
collection mode. Registration of keyboard 
handwriting is carried out by the KeyLogger soft-
ware module (keylogger).  

The algorithm of the pre-processing and feature 
generation module is depicted as a flowchart in 
Figure 6. This module analyzes the data obtained 
using the keylogger. The logbook is analyzed line by 
line and a list of N-graphs is compiled, including the 
characteristics of KHT and TBK. The obtained 
values are used as an input vector of biometric 
features for the neural network. 

The second and third modules are logically 
combined and executed sequentially. The resulting 
set of examples is divided into learning sampling 
and test sampling for cross-validation. Then the 
procedure of supervised training of the neural 
network is applied. 

Begin

Keylogger 
Magazine 
Opening

1,i N=
1,i NumGramms=

Creating 
 

Figure 6: Algorithm for pre-processing and generating 
feature vector. 

The general algorithm for obtaining feature 
vector with the subsequent provision of the obtained 
training sampling is presented as a flowchart in 
Figure 7. 

4.2 Functioning of the System for 
Hidden Authentication 

The system consists of several modules, which carry 
out their work invisibly for the user. 

KeyLogger write a specialized log-file, which 
include timing of key pressing and two versions of 
key codes: scan code and virtual code used by the 
operating system to identify keys. Thus, each line in 
the log include the following data: scan code, key 
status, timing datum and virtual key code. 

Begin

1,i N=

1,i NumGramms=

i 1,minCross=

Figure 7: Algorithm for training and validation of the 
classifier. 

The next module is used for creating biometric 
feature vector, which will be given to the input of 
the neural network. The program extracts the data 
from the keylogger log. They are parsed line by line, 
and all values are entered into an array of sample 
structures. For each keystroke, a search is made for 
the moment it is pressed, given that the first 
keystroke begins at time 0t = . The time of key 
releasing is added to the sample array, and the line 
that previously contained this parameter is deleted. 

The next stage of the program is building an 
array of N-graphs. The values of the virtual key 
codes of the sample array are analyzed for this 
purpose. Starting with the first element in step 1, the 
values of N consecutive keys are entered into a new 
word array. Only N-graphs, which are found in the 
text more than 15 times and typed by all users, are 
selected All other N-graphs are deleted. For the 
subsequent analysis, only the values of the most 
frequently encountered N-graphs are left with the 
data on pressing and releasing each key that make up 
the N-graph itself. 

Since the time of typing a phrase is different for 
all users, normalization of the vector and the time 
chart by the number of samples n equal to 32 is 
carried out. As a result, a normalized vector of 
biometric features is constructed. 

4.3 Test Results for the Prototype of 
Hidden Authentication System 

Jarque-Bera test [16] and Lilliefors test [17] allow us 
to validate the hypothesis that the variables analyzed 
in the classical approach do not obey the law of the 
normal probability distribution. The experiment 
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showed that analysis of the average timing for single 
key pressing is inefficient. The easiest graphical way 
to check the nature of the data distribution is to plot 
a histogram. If it has a bell-shaped symmetrical 
appearance, we can conclude that the analyzed 
variable has an approximately normal distribution. 
For example, Figure 8 shows the histograms of the 
distribution of the retention time for the keys “а” 
and “б”. 

Figure 8: Histograms of the distribution of the retention 
time for the keys “a”. 

Another graphical way to check the nature of the 
distribution is to build the so-called quantile plots 
(Q-Q plots, Quantile-Quantile plots). The quantile 
graphs for the distribution of the retention time of 
the “a” keys are shown in Figure 9. 

The obtained graphs confirm the hypothesis that 
the average values for the retention time of 
individual keys do not obey the normal distribution 
are obtained. 

Figure 9: Graphs of the distribution quantiles for the 
retention time of the keys “a”. 

Figure 10 show the distribution of the average 
time that the “a” key was pressed, depending on the 
phrase in which the letter was used. 

In addition, the time between pressing two 
adjacent keys, depending on the typed combination, 
is also different, as shown in Figure 11. 

As can be seen from Figures 10, 11, the average 
time of keystrokes in different combinations is 
different, as well as the time between holding the 
keys. Therefore, it was proposed to use KHT and 
TBK of the most key combinations. 

During the experiment, User 1 used the “ст” 
combination 75 times in his work behind the 
keyboard. The ordered values of the key holding 
time “с” in the specified combination are shown in 
Figure 12. 

In the same key combination, the ordered time 
values between the keystrokes “с” and “т” are 
shown in Figure 13. 

Figure 10: Average holding time of the “a” key for pairs “аа” ... “ая”. 
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Figure 11: Average time between keystrokes for pairs “аа” ... “ая”. 

Figure 12: Ordered values of the key holding time “с” in the combination “ст”. 

Figure 13: Ordered values of time between keystrokes “с” and “т” in the combination “ст”. 

As can be seen from Figures 12, 13, the user 
types the same key combination in a similar way, 
therefore, the data on the typing time of 
corresponding N-graph can be used for training and 
testing a neural network.  

Three users took part in the experiment. 
Trigraphs selected by frequency of occurrence, as 
well as a general list, are presented in Table 1. 

The whole set of obtained vectors was divided 
into 10 subsets for 10-validation. The results are 
listed in Table 2. 
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Table 1: Selected trigraphs for various users. 

User 1 User 2 User 3 
Total 

information N-
graph qty N-

graph qty N-
graph qty 

али 15 ани 17 або 16 ени 
ана 16 ени 20 ани 28 льн 
ель 23 ите 15 еле 23 ния 
ени 24 льн 15 ени 19 нны 
ите 15 мен 15 ефо 19 про 
льн 24 ния 17 леф 19 
нал 15 нны 17 льн 19 
ния 18 при 15 ния 24 
нны 17 про 19 нно 22 ени 
нов 16 чен 17 нны 24 льн 
ные 17 ног 15 ния 
ных 21 ной 29 нны 
ова 17 ные 16 про 
ого 16 ова 23 
ост 28 ого 22 
пол 20 онн 19 
при 17 оро 16 
про 19 ост 30 

пол 18 
про 24 
ред 17 
ров 17 
ств 17 
фон 19 

Table 2: Trigraph recognition percentage. 

Trigraph ени льн ния нны про Total 

Quantity 63 58 59 58 62 
Correct 
recog-
nition 
(%) 

Method 
1 

96.34 98.48 100 99.81 100 98.926 

Method 
2 

99.12 100 99.62 98.48 98.6 99.164 

The table shows the values of the correct user 
recognition for each selected trigraph when using 
two methods. The results obtained using both 
methods are averaged and entered in the final 
column of the table. The results of the test in the first 
two passes during training on the N-graph “ния” are 
the following (Table 3): 

Table 3: Inaccuracy matrix. 

18 0 0 16 0 1 
0 17 0 0 16 0 
0 0 24 0 0 21 
0 0 0 0 0 0 

Sensitivity = 1 
Specificity = 1 

Correctness = 100% 

Sensitivity = 1 
Specificity = 0.94 

Correctness = 98.15% 

5 CONCLUSIONS 

The following results were obtained: 
 algorithm for transforming keyboard

handwriting log into feature vector has
been developed; 

 algorithm for analyzing the user's keyboard
handwriting based on neural network
classifiers has been developed; 

 modular structure of the neural network has
been developed that correctly recognizes
users in 99.164 % of cases; 

 prototype system of hidden user
authentication was developed.

Proposed system allows one to: 
 authenticate the user according to the typed

text (i.e. answer the following question: is it
really that particular employee or someone 
else?);  

 detect the substitution of the user in cases
where an employee without access rights is
trying to get the access through the 
computer of the qualified colleague; 

 find the author of a specific text – which of
the users in the company entered text on
this PC in a suspicious period of time; 

 identify the user in an atypical state and the
specific period of time during which the
user remained in this state; 

 prevent the attempt of unauthorized access to
the system in cases where the attacker
managed to circumvent all previous lines of 
protection. 
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Abstract: Creation of robotic systems capable of manipulating objects of the real world is an actual problem allowing 
both raising labor efficiency and reducing traumatism risk for a person. In the paper, the task of large-node 
replacement of the outdoor lighting luminaires with the use of robotic system is considered. For this, the 
accompanying tasks connected with the object (luminaire) identification and positioning of robot gripper 
concerning object have been solved. The resulting algorithms allow us to solve tasks in conditions of 
varying visibility, different backgrounds, overlapping objects, if necessary, positioning on certain parts of 
the target object. They can be used to identify of any elongated shape objects after appropriate training of 
the neural network. These algorithms allow us to position the robot arm in such a way that it can take the 
necessary object with the help of the gripper. The practical significance of the solved problem is connected 
with the possibility of robotics systems practical application in the human environment and the creation of 
anthropomorphic robots. 

1 INTRODUCTION 

The development of automation tools and the 
algorithmic base so far has allowed to automate the 
majority of monotonous and similar operations, and 
to replace people on such operations and to increase 
labor productivity. Modern tasks facing automated 
and robotic systems [1] are related to the issues of 
independent collection and processing of 
information about the surrounding environment and 
its use for decision-making. This is largely due to 
the fact that the use of robotic and intelligent devices 
has left from the factory floor to the outside, where 
the location of the objects is not fixed. In addition, 
there are many modifications of objects that perform 
similar functions and various spatial combinations of 
objects. 

The development of production systems within 
the framework of the Industry 4.0 concept will lead 
to the creation of virtual and intelligent automatic 
production that will have to operate not only 
according to predetermined algorithms, but also in 
emergency situations. 

One such task is the outdoor lighting 
maintenance[2], namely the replacement of 
defective lighting equipment (luminaires) using a 

robotic system. This task is a good example of 
identification and self-positioning relative to a given 
object (a luminaire and a connector), by a robotic 
system for the replacement of outdoor lighting 
luminaires using large-node replacement technology 
[3]. To implement this technology it is possible to 
use the special connector [4] (Figure 1). 
Implementation of this technology is necessary for 
the device to be able to remove the defective 
luminaire and install a new one. When using this 
method in a large lighting network, the operation of 
replacing outdoor lighting luminaires becomes the 
same for each lighting installation and can be 
automatically performed using a robotic system 
(Figure 2).  

To identify objects, the industry now uses 
technology based on the determination of their 
coordinates (device coordinates) based on binding to 
global coordinates, positioning based on predefined 
maps, technology based on the use of radio tags to 
identify objects, etc. Such technologies show good 
results in production, where all changes in space 
configuration are clearly tracked. When working in 
the environment, such technologies become 
extremely expensive due to the impossibility to 
equip all devices with tags and keep the 
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environmental maps up to date. In such cases, image 
recognition technologies based on video and photo 
processing are used. Solutions for the recognition of 
some well-detectable objects (e.g. car license plates) 
have already been widely used. However, for self-
positioning of technical devices, it is necessary to 
distinguish more complex objects under different 
conditions. The object recognition tasks are 
currently being solved as classification tasks, for 
which neural networks and machine learning 
methods have been used. Among neural networks, 
modifications of recurrent and convolutional neural 
networks (CNN) such as LSTM are widely used. 
Probabilistic neural networks (PNN) are used to 
identify objects with a variable shape and structure. 
SVM, decision trees, and Dalal-Triggs [5] and 
Viola-Jones methods [6] are used for individual 
images are the most frequently used among machine 
learning methods [7]. In some cases, methods of 
scale-invariant features transform (SIFT and SURF) 
are used. Preprocessing of images and models of 
multilayer perceptrons (MLP) using neural networks 
can be used to increase accuracy.  

Figure 1: The connector scheme. 

Figure 2: The structure of the robotic system. 

The choice of a method to solve an applied task 
is associated with the speed of the identification and 
the accuracy of objects identification (Table 1), 
including the cases when there may be variability of 
shape and position, when the objects overlap, and 
when there are requirements to the speed of work 
and learning. 

Table 1: Comparison of object recognition methods. 

Method Accuracy 
SURF [8] 63%-90% 
SIFT [8] 71%-91%, for some tasks 

90%-99% 
SVM [9] 77,69%-91,54% 
Dalala-Triggs [5] >90%
CNN [10] 90% - 97% 

As we can see in the table, all modern methods 
for a certain class of tasks show good results. 
Therefore, the choice of the method will be based on 
the object peculiarities, the learning process and use 
of the object.  

In the considered task, robotic system is an 
autonomous low performance device which operates 
in real time, that leads to high requirements to the 
speed of objects identification. Thus, training of 
model can occur independently, on a separate server 
or cluster, and the set of training sample is 
constantly replenished by the new images collected 
in the course of autonomous operation of the robotic 
system. 

In such conditions, it is effective to use 
convolutional neural networks, which require the use 
of deep learning methods for their learning. The 
trained model can work effectively on low-power 
computing resources and gives high accuracy 
without using additional algorithms to increase 
accuracy [11]. 

2 METHODOLOGY 

In outdoor lighting maintenance using a robotic 
system, the robot is delivered to the place of 
replacement using a lifting platform car. The car 
stops near the necessary support, and the robot 
identifies the luminaire. Then, it approaches the 
luminaire and the connector at a distance sufficient 
to perform the replacement procedure according to 
the algorithm shown in Figure 3. 

The implementation of the above algorithm 
implies performing actions related to the object 
identification and robot positioning (rotation, shift 
and approaching operations). 
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Step 1: Target object = OUTDOOR LIGHTING 
LUMINAIRE. 

Step 2: Photo / video shooting of the surrounding 
area. 

Step 3: Target object identification. 
Step 4: Perform a test move and determine the 

distance to the target object. 
Step 5: Determine the ∆1 step value for approach to 

the target object. 
Step 6: Having approached the target object (step 

∆1), re-photograph the area and determine, 
the position relative to the target object, 
based on the analysis of two images. 

Step 7: If the distance to the object is greater than 
∆2 then return to step 5, otherwise if the 
target object = OUTDOOR LIGHTING 
LUMINAIRE then the target object = 
LUMINAIRE CONNECTOR and go to 
step 5. 

Step 8: Execution of the luminaire replacement 
algorithm. 

Figure 3. The algorithm of the robotic system for the 
replacement of outdoor lighting luminaires.  

2.1 Target Object Position 
Identification in the Image 

To solve the task of object recognition, we will build 
a neural network on the basis of convolution neural 
network Inception–v2 ([12] and [13]). The 
peculiarity of the network is in its structure, that uses 
complex structures representing modules as neurons 
(typical structures of neural networks): filtering and 
signal normalization modules, convolutional 
networks with the number of layers and branches 
from 2 to 5 and the number of neurons in each 
branch from 1 to 5, typical multilayer neural 
networks in which all neurons of the previous layer 
are connected to all neurons of the next layer with 
the number of layers from 1 to 5 and the number of 
neurons in each layer from 1 to 5. The use of such 
modules makes it possible to construct from them 
networks in which each layer is organized as a 
separate neural network with normalization of input 
and output signals, and the number of modules in 
each layer increases. To identify the luminaires, a 
network with 20 layers was used, 10 of which are 
Inception modules described in [13]. This structure 
in the learning process introduces specialization for 
constituent modules that begin to identify various 
special elements of an identifiable object. The 
structure of the selected neural network can be 
represented as shown in Table 2. 

Table 2: Neural network architecture [13]. 

Layer type 
Patch 

size/stride 
or remarks 

Input size 

Conv 3 × 3 / 2 299 × 299 × 3 
Conv 3 × 3 / 1 149 × 149 × 32 

Conv padded 3 × 3 / 1 147 × 147 × 32 
Pool 3 × 3 / 2 147 × 147 × 64 
Conv 3 × 3 / 1 73 × 73 × 64 
Conv 3 × 3 / 2 71 × 71 × 80 
Conv 3 × 3 / 1 35 × 35 × 192 

3 × Inception 
module 

As in figure 5 
in [13] 35 × 35 × 228 

5 × Inception 
module 

As in figure 6 
in [13] 17 × 17 × 768 

2 × Inception 
module 

As in figure 5 
in [13] 8 × 8 × 1280 

Pool 7 × 8 8 × 8 × 2048 
Linear Logits 1 × 1 × 2048 

Softmax Classifier 1 × 1 × 1000 

The structure of the neural network affects the 
training process. Therefore, after selecting the 
structure of the neural network, it is necessary to 
optimize it. One of the main reasons why this is 
necessary is that when training the network, it is 
possible to move incorrect information from the end 
of the network to all the weights inside. In this case, 
if to change the parameters of the input layer is a 
simple task, then to get access to the parameters of 
the layers behind the first one is not a simple task. It 
is possible to write formulae for updating the 
weights within the network. However, due to the 
fact that each neuron depends on the other with 
which it has a connection, various new problems 
may appear, such as: 1) sticking at local minima; 2) 
infrequent updating of rare features, which 
negatively affects the capabilities of the generalizing 
network rule, but on the contrary, great emphasis on 
rare features leads to the network retraining.  

When implementing a neural network, neurons 
with the ReLU activation function should be used to 
identify objects. Calculation of the sigmoid and 
hyperbolic tangent requires more resource-intensive 
operations, such as exponentiation, while the ReLU 
can be implemented using a simple threshold 
conversion of the activation matrix at zero. In 
addition, the ReLU is not saturated. 

The use of ReLU increases the learning speed 
significantly. That is caused by linear character and 
absence of saturation of this function. 

Special attention should be paid to the choice of 
optimizer. The speed of the learning mechanism and 
the stability of the result will depend on this 
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(comparison of the work of several optimizers is 
shown in Figure 4).  

Figure 4: Graphs of changes in the value of the loss 
function when using various optimizers. 

2.2 Rotation Operation 

It is not enough to identify the object in the image, it 
is also necessary to define the robot position relative 
to the target object. First of all, the task of gripper 
rotation is solved. The solution of this task is to 
determine the angle of rotation for the correct 
orientation relative to the luminaire (target object) 
(Figure 5). 

Figure 5: Determination of the rotation angle. 

The solution of this task is performed using 
formulae (1) and (2). 

;;
2

2

2

2

1

1

A
B

a
b

a
b

a
b

=≠ (1) 

;arctan
2

2








=

a
bγ      (2) 

where a1, b1, a2, b2 are the frame dimensions of a 
detected object (luminaire) in the image in pixels; А, 
B are the actual luminaire size characteristics in 
meters; γ is the manipulator gripper rotation angle. 

2.3 Shift Operation 

After the rotation operation and before approaching 
to the object, it is necessary center the object relative 
to the center of the image (Figure 6). This is 
necessary so that there is no gripper shift relative to 
the object when approaching it. 

Figure 6: Determination of the angle of robot gripper. 

To do this, it is necessary to determine the angle 
through which the robot should be rotated; this angle 
is determined by the Formula 3. 
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where α is the angle through which the robot must 
be rotated; l2 is the distance from the object to the 
center of the image in pixels; a, b are the frame 
dimensions of a detected object (luminaire) in the 
image in pixels; А, B are the actual luminaire size 
characteristics in meters; L2 is the distance from the 
object to the center of the image converted into 
meters; L1 is a measured distance from the gripper 
camera to the object in meters (approaching 
operation). 

2.4 Approaching Operation 

The next operation to be performed is to define the 
value of the next step to approach to the object. For 
this, it is necessary to define the distance to the 
object (Figure 6). 

0 

0,5 

1 

1,5 

2 

0 1000 2000 3000 4000 

– RMSProp Optimizer
– ADAM Optimizer
– Momentum Optimizer

Proc. of the 8th International Conference on Applied Innovations in IT, (ICAIIT), March 2020 

90 



Considering that the object can be photographed 
at each step of the algorithm (Figure 3), it is possible 
to compare the last two images, namely, to compare 
the geometric dimensions of the detected object and 
to estimate the distance to the object. For this, it is 
necessary to solve the system of equations (4) 
(Figure 7). 

Figure 7: Determining the distance to the object. 
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where H is the camera height in meters; Δ is the 
distance travelled towards the object in meters; a1, 
b1, a2, b2 are the frame dimensions of the detected 
object (luminaire) in the image in pixels; k is the 
pixel-to-meter conversion factor (due to the use of 
two images, the values obtained from the system (4) 
are independent of the k value); L1, L2 are the 
required distances from the camera to objects in 
meters. 

3 IMPLEMENTATION 

Implementation of an algorithm to identify outdoor 
lighting luminaires requires neural network training. 

To train a neural network, it is necessary to form 
a training sample of images with luminaires labelled 

on them. To label luminaires in the image, a 
rectangular area is selected, which coordinates are 
recorded in an XML file (Figure 8):  

<annotation> 
 <folder>train</folder> 

 <filename>IMG_20191101_164622.jpg</fil
ename> 

 <path>C:\tensorflow1.1\models\research
\object_detection\images\train\IMG_2019
1101_164622.jpg</path> 

 <source> 
     <database>Unknown</database> 
 </source> 
 <size> 

 <width>195</width> 
 <height>260</height> 
 <depth>3</depth> 

 </size> 
 <segmented>0</segmented> 
 <object> 

 <name>luminaire</name> 
 <pose>Unspecified</pose> 
 <truncated>0</truncated> 
 <difficult>0</difficult> 
 <bndbox> 

 <xmin>30</xmin> 
 <ymin>44</ymin> 
 <xmax>161</xmax> 
 <ymax>144</ymax> 

 </bndbox> 
    </object> 
</annotation> 

To create labels, we use some tools (for e.g. 
LabelImg). 

Figure 8: An example of labelling an object in an image. 

After all images have been labelled, the 
coordinates of all selected areas are recorded to a 
“.csv” file, which contains the image names and 
coordinates of the selected areas in them. 

For correct training of the neural network, it is 
necessary to use images of different types of 
luminaires from different angles, in different 
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conditions in which we can observe them (examples 
in Figure 9). 

The initial dataset for training of the neural 
network consisted of 250 images. 

To test the object identification in the image, the 
convolutional neural network, the TensorFlow 
library to work with neural networks and its add-on 
for object detection in images (Object Detection 
API) were used.  

Having prepared a set of images for training, 
select the previously prepared model [14]. 
TensorFlow Object Detection API provides a 
number of pre-trained models. The use of a pre-
trained model significantly reduces training time. 
The model “faster_rcnn_inception_v2_coco” is 
selected for testing.  

(а) (b) 

(c) (d) 

Figure 9: Examples of images from the training set. 

As a result of the neural network training, 
rotation method implementation and approach-to-
target method application, the algorithm shown in 
Figure 3 is implemented as a sequence of steps, an 
example of which is shown in Figure 10. 

4 DISCUSSION 

The task considered in this paper is an element of a 
complex solution consisting of two operations: the 
removing operation and installing operation of an 
outdoor lighting luminaire. Each of these operations 
consists of many subtasks, some of which can be 
invariant. For example, if we consider the luminaire 
removing operation, it can be decomposed into a 
number of algorithmic subtasks, as shown in    
Figure 11. 

The solution of some tasks can be invariant. 
For example, the task of approaching to the target 
object in practice, using the proposed solution, can 
be performed in different ways. They will depend on 
the initial position, conditions affecting the quality 
of the images (for example, weather conditions and 
overlapping), and this does not take into account 
obstacles that may be in the way of the robot (for 
example, tree branches). Identification and grasping 
of objects by robotic systems are repeated many 
times. It means that the accumulated experience 
(photos and motion trajectories leading to successful 
results and failures) can be used for the training of 
the object detection model and improvement of the 
trajectory choice model based on machine learning 
methods or using intelligent algorithms.  

Other tasks, which need to be solved for the 
luminaire removing operation, also have the 
property of invariance and the possibility of the 
algorithm modernization. 

In this regard, at the moment, one can observe 
a variety of ways to solve these tasks, that combine 
attempts to create universal algorithms, the use of 
which will allow them to be used without relating to 
a particular object. One of the methods described in 
the literature when using neural networks for task 
recognition is the search for universal structures of 
such networks and use of Siamese networks [15]. 

Step 1 

1.1. Identification 

(58о; 3,3м) 

1.2. Rotation 

(0о; 3,3м) 

1.3. Approaching 

(0о; 2,4м) 

… 

Figure 10: Identification and determination of the distance to the luminaire. 
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The subtasks shown in Figure 11 are not 
unique. They constantly arise in the control and 
creation of robotic systems. Therefore, today there is 
a great variety of task solutions to find an object and 
grasp it, approach the manipulator to the target 
object and the gripping point. In literature, there are 
algorithms using stereo vision [16]; identification of 
objects based on the choice of primitives that they 
consist of [17]; search for objects in the image and 
their classification using neural networks [18]; 
performing operations related to inserting one object 
into another (insertion of wires in the terminals, in 
our case installation of a new luminaires) [19]; tasks 
related to the movement of the gripper with an 
object that are considered as tasks of bending around 
obstacles on the basis of predetermined        
trajectories [20]. 

The presence of a large number of algorithms 
indicates the relevance of solving these algorithmic 
subtasks. The solution of tasks is associated with 
compromises between quality and complexity of the 
hardware, complexity of the algorithms and the 
speed of their work. Today, there are solutions that 
demonstrate good results in laboratory conditions. 
However, they do not always work well in real 
conditions due to the factors of the environment in 
which they operate. 

Figure 11: The scheme of dividing the luminaire removing 
task into algorithmic subtasks (the tasks considered in the 
paper are highlighted in gray). 

5 CONCLUSIONS 

The key task that was solved in the study described 
in the paper is the task of identifying objects. The 
use of neural networks is an effective tool that does 
not depend on a particular subject area.  

The resulting model, trained on a dataset of 250 
images, identifies the outdoor lighting luminaires in 
the images with high accuracy, but for some objects, 
much more images may be required to improve 
accuracy.  

The approach considered in the paper relates to 
the subject area only through the object, the 
recognition of which takes place. In this regard, it 
can be considered universal and used to solve other 
applied tasks associated with the fact that an object 
must be taken and certain actions must be performed 
with it. Performing such manipulations is especially 
important when implementing humanoid robots 
capable of performing actions related to household 
and industrial activities. [21]. The creation of such 
robots is one of the priorities of robotics and is 
required to implement a complete Turing test [22]. 
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Abstract: The paper strength characteristics and data based on the theory of optic fiber strength. The possibility of 
application of Brillouin Reflectometry Method for mechanical stresses control in optical fiber is studied. A 
special attention is given to the analysis of displacement of spectral components in Brillouin scattering of 
light depending on tension value or fiber elongation. The proposed method makes it possible do detect 
potentially dangerous sections in optical cable during all production stages and to improve production 
technologies, used in the cable manufacturing process as well as in the process of building and technical 
operational support of optical fiber communication lines. Obviously, it is the only optical method which 
makes it possible to measure the absolute tension value in the optic fiber. In addition, by use of Brillouin 
scattering spectral allocation along the fiber it is possible to determine the allocation of tension along the 
fiber line. Determination of the tension value in cable optic fiber allows predicting the reliability of the line 
as well as timely detecting the risk sections in the communication line.    

1 INTRODUCTION 

To ensure the long-term operation of the physical 
channel in optical access networks, it is necessary to 
guarantee the absence of mechanical tension in the 
optical fiber (OF). Even a slight tension of an optical 
fiber can lead to a significant decrease in its service 
life; therefore, to evaluate the reliability, information 
is required about the tension of an optic fiber in a 
cable.

Three groups of linear deformations of optic 
fiber can be distinguished: safe – up to 0.3%, 
dangerous from 0.3% to 0.6% and unacceptable – 
more than 0.6%. Therefore, it is necessary to create 
a measuring basis to control the deformations of the 
optical fiber in order to ensure the reliable operation 
of the fiber-optic communication lines. The most 
urgent tasks are to study the deformation fields 
(mechanical stresses) and temperature [1]. The 
principles of optical fiber deformations measurement 
are based on a variety of physical effects. However, 
the greatest practical interest can be given to 
methods based on the use of Mandelshtam – 
Brillouin scattering (MBS – acoustic phonons 

scattering). The Brillouin reflectometry method has 
two main advantages.  

Firstly, it is practically the only optical method 
that allows to measure the absolute tension of the 
fiber. To do this, it is necessary to measure only the 
frequency of the maximum signal in the MBS 
spectrum and there is no need to undertake 
additional stretching of the fiber. In other well-
known optical methods, the magnitude of the fiber 
elongation that occurs under additional tension in the 
fiber is measured, which makes these methods 
unsuitable for determining the tension of the fiber 
laid in the transmission line.  

Secondly, MBS leads to the formation of a back 
wave in the fiber. Therefore, by probing the fiber 
with short pulses and scanning the frequency of 
these pulses, it is possible to find the distribution 
along the fiber of the MBS spectrum and, 
accordingly, the frequency of the maximum signal in 
this spectrum. And since this frequency is 
proportional to the tension in the fiber, this shows 
how this tension along the fiber is propagated [2]. It 
is known that glass starts breaking from the surface. 
The degree of its destruction is determined by shell 
defects. At the same time, the majority of measuring 
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instruments for fiber-optic communication lines are 
based on measurements of the parameters of optical 
radiation propagating through a fiber at a 
wavelength of an optical signal. More than 90% of 
the optical radiation power of this signal is 
concentrated in the core of the fiber [3]. Obviously, 
only the state of the core is controlled. To identify 
the defects of the shell and, accordingly, to assess 
the state of the optic fibers, instruments are used 
based on measurements of the Stimulated MBS 
parameters (SBS). It is known that SBS is scattering 
by acoustic phonons and its parameters such as 
capacity and frequency depend on the internal 
mechanical stresses in the fiber, and, consequently, 
on the degree of destruction of the shell [4 – 6].  

2 METHODS 

2.1 Measurements in Deformations 

Various monitoring techniques are currently applied 
to control fiber condition. These techniques could be 
classified into several groups: 
 Single wavelength Optical Time Domain

Reflectometer (OTDR), including upstream
OTDR measurements, active bypass, semi-
passive bypass, reference reflector, switchable
reflective element;

 Tunable OTDR, including wavelength routing
and reference reflector;

 Brillouin OTDR (BOTDR);
 Embedded OTDR;
 Optical frequency domain reflectometer

(OFDR);
 Optical coding;
 Self-injection locked reflective semiconductor

optical amplifier (SL-RSOA);
 Reflective signal.

A detailed description of the monitoring 
techniques mentioned is given in the work [7]. The 
most efficient techniques to measure and evaluate 
deformations in OF are Brillouin reflectometry 
methods [4 – 6].  

In recent few years, the Brillouin reflectometer 
has proven itself to be a very informative tool 
capable of detecting sections with loaded fiber in the 
laid communication lines during their operation. 
Analysis of the data obtained by using the Brillouin 
reflectometer allows operating organizations to 
determine with great accuracy the location of the 
cable line section with highly loaded fibers, estimate 
the level of their stresses and evaluate the reliability 

of the cable line. It is quite natural to use the device 
at the factory – manufacturer of optical cables 
during the tests, both in the process of developing 
the design of new products, and when conducting 
typical and periodic tests.  

Regardless of the type and configuration, the 
cable is gradually stretched, controlling its stretching 
and tension. Essential differences in test methods are 
considered only when choosing the method for 
recording fiber elongation. The first method consists 
in measuring the attenuation gain of a fiber in a 
cable, and it is assumed that the fiber tension is 
accompanied by such an increase. This method of 
determining the beginning of the tension of the fiber 
is very inaccurate and depends on the design of the 
cable and the device used to stretch it. For example, 
when testing a cable with a central tube, it is not 
clear why a damping increase should occur, if you 
do not take into account edge effects. For a 
longitudinally stretched fiber that does not touch the 
cable walls, there are no direct mechanisms for 
generating attenuation gain. The second method, the 
phase shift method, or the method for detecting the 
propagation time of light pulses in a stretchable 
fiber, practically has no drawbacks. At the moment 
when the fiber begins to stretch in a stretchable 
cable, the optical path length for light pulses begins 
to grow, their propagation time increases, and the 
device registers it. But in a real situation, as the 
dimensions of the setup are limited, the device 
detects the accumulated effect along the length of 
both in the stretched fiber and in the transient region, 
where the tension smoothly increases. Moreover, in 
case when several fibers of the cable under test are 
welded into the cable, there is an additional 
uncertainty associated with the possible spread of 
excess lengths of different fibers. It is clear that the 
level of fiber elongation detected by this method is 
average with an unpredictable level of error. 

2.2 Brillouin Reflectometry Method 

The Brillouin reflectometer has at least one 
indisputable advantage – it makes it possible to 
measure the distribution of fiber tension level along 
the length. This removes all the uncertainties 
mentioned above. The result of measurements 
carried out by the Brillouin reflectometer is a well-
localized distribution of tension, which makes it 
possible to isolate and take into account the edge 
effects and the variation of the tension in different 
fibers in case of their welding into a stub. MBS is 
the scattering of optical radiation by condensed 
media (solids and liquids) as a result of its 
interaction with own elastic oscillations of these 
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media. It is accompanied by a change in the set of 
frequencies (wavelengths) characterizing the 
radiation – its spectral composition. In the spectrum 
of the backward wave in the fiber, in addition to the 
unbiased component due to Rayleigh light 
scattering, there are also spectral components caused 
by Brillouin (MBS) and Raman light scattering (RS) 
on Figure 1 [6, 8]. 

Figure 1:   Spectrum   of   light   scatterings   in   the  fiber 
(fB ~ 10 … 11 GHz, fR ~ 13 THz). 

The occurrence of these components can be 
explained as follows. In the case of Rayleigh 
scattering, the light is scattered on the fluctuations of 
the refractive index frozen in the fiber, and therefore 
the frequency of the scattered light does not change.  

In MBS and Raman scattering, the frequency of 
scattered light changes, since scattering occurs on 
time-varying fluctuations of the refractive index 
(caused, respectively, by thermal fluctuations of the 
medium density and intramolecular vibrations) 
[6, 9]. 

When the power of light pulses is less than   
25 ... 30 dBm, Rayleigh scattering makes the main 
contribution to the power of the reverse wave. For 
comparison, the spontaneous MBS (SPBS) 
coefficient  αB ≅ 0.03/λ4  is approximately 14 dB 
less than the Rayleigh scattering coefficient            
α0 ≅ 0.75/λ4, where λ is the radiation wavelength in 
microns [1]. When the threshold value is reached   
(~ 5 dBm with continuous pumping), the 
dependence of the reflected power on the pumping 
power becomes nonlinear. At the threshold increase, 
the result from SBS scattering becomes comparable 
with Rayleigh scattering. With an increase in the 
pump power several times, almost all the power is 
reflected from the fiber [2 – 4]. 

Weaker spectral components due to SPBS can be 
distinguished using an optical filter, since they are 
different in frequency. 

2.3 Determination of the Fiber Tension 

The threshold power can be increased by reducing 
the effective length of the interaction of the light 

wave with the acoustic wave. For a single pulse, the 
effective length is equal to half the pulse length [8]: 

2eff p
cL L

n
τ⋅

= =
⋅

,  (1) 

where   τ  is the pulse duration;  
c  is the speed of light in vacuum; 
n  is the group index of refraction of the fiber 

(n = 1.5). 
For a typical value of τ = 1 μs, we obtain 

Leff = Lp = 0.1 km, which is approximately two 
orders less than the magnitude of the effective 
interaction length (Leff = 20 km) for a narrow-band 
radiation source. 

The spectral components due to MBS have such 
an important property for practical applications as 
their frequency which is shifted by an amount 
proportional to the tension (relative elongation ε) of 
the fiber. For a standard single-mode fiber (SMF – 
G.652), the measured value of the coefficient is
[8 – 10]:

K = (fB – fB0)/ε,  (2) 

where fB is the frequency shift when registering 
the fiber tension (Brillouin frequency shift); 

fB0  is frequency shift in the absence of fiber 
tension (strain);  

ε  is the relative elongation of optic fiber. 
Thermal fluctuations in the medium density can 

be considered as a combination of elastic waves 
propagating in a medium in all possible directions 
and possessing all sorts of frequencies. Each flat 
sound wave is similar to a diffraction grating, since 
in places with the increased density, the refractive 
index of the medium is greater than in discharged 
locations. 

For a light wave of length λ, there will always be 
a grating with a suitable period providing the 
maximum reflection of light in the opposite 
direction. The length of the corresponding sound 
wave is determined by the Bragg – Wulf condition:  
Λ = λ/2. In the fiber, MBS is observed only 
backward (the frequency shift between the pump and 
the wave scattered in the forward direction is zero). 
The wave reflected from such a moving diffraction 
grating, due to the Doppler effect, will be shifted in 
frequency by the value [9]: 

2 A
B

n vf
λ

⋅ ⋅
= ,  (3) 

where  vA ≈ 5.7 km/s is the speed of the acoustic 
wave in the fiber core [6]. 

At the wavelength λ = 1550 nm, the frequency 
shift (fB) is  10.8 … 10.9  GHz [6, 11]. 
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The fiber tension affects the sound speed  vA  and 
the refractive index  n. In turn, the formula for the 
speed of sound in the OF has the form: 

1.05 Y
A

Ev
ρ

= , (4) 

where  ЕY – Young's modulus, when stretched. 
ЕY is equal to 72 GPa = 7.2⋅1010 N/m2 for quartz 

glass; ρ = 2201 kg/m3 is the density of quartz glass 
[6, 9]. 

The most contribution to the change in the 
frequency of the scattered light results from a 
change in the Young's modulus [9 – 11]. 

3 RESULTS AND DISCUSSION 
OF THE EXPERIMENTAL 
RESEARCH  

BOTDR-graphs of the “bad” (potentially dangerous) 
fiber place located in the laid optical cable (OC), 
some section of which was under the influence of a 
strong displacement force is shown on Figure 2 [12]. 

Figure 2: MBS graphs in “bad” OF section. 

The significant shift of the maximum of MBS-
spectrum (from 10.84 GHz (fB0)  up to the frequency 
11.08 GHz (fBs)) is observed in the place with 
dangerous strain [12].  

Figure 3 shows the BOTDR multi-traces 
corresponding to MBS graphs presented in Fig. 2. It 
can be seen from the multi-traces that the strain in 
the place of mechanical action applied to the OC 
increased by more than 0.45 %, which is dangerous 
for the OF [12].   

The analysis of BOTDR-traces for OF in OC 
under test showed that the sections of the route were 
localized which required a further investigation of 
factors that caused dangerous mechanical loads on 

the OC. After eliminating these factors and restoring 
the “bad” OF sections, the fiber optical 
communication line returned to its normal operation. 

Figure 3: Multi-trace graphs in “bad” OF section. 

In addition to fiber diagnostics in optic 
communication cables, the proposed Brillouin 
reflectometry method could be applied in large 
variety of fields, which involve mechanical 
deformation measurements and temperature 
measurements. For example, in avionics and auto 
electronics under conditions of low (up to –70°C) 
and high (up to +150°C) temperatures in 
electromagnetic interferences, as well as in power 
industry to test power electric cable under pressure, 
bending and stretching conditions. In oil and gas 
industry the proposed technique could be used to 
control temperature in a well up to 4 km deep with 
stretching load up to 520 kg. The technique could be 
applied in waste nuclear fuel storage.  

4 CONCLUSIONS 

It is recommended to include BOTDR in the control 
system to monitor the characteristics of the OF to 
detect locations of optical cable with increased 
mechanical stress and temperature changes. This 
will allow identifying potentially hazardous areas in 
the cable at different stages of manufacturing and 
improving the technologies used in the production 
process. In the process of optic fiber and cable 
production, it is easy to access both ends of the OF, 
which makes it possible to use phase methods or 
BOTDA. During the construction and operation of 
the cable, access is possible only to one end of the 
OF, and this makes it possible to use only 
reflectometric methods (BOTDR). Measurement of 
the tension value in the optical fiber of the cable will 
make it possible to predict the operating time before 
failure and timely identify areas of risk [6]. 
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Information-measuring systems using in their 
operation MBS effect are very reliable in extreme 
operation conditions which result in their great 
demand in the market.  
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Abstract: When planning the technological modes of an oil and gas producing enterprises, an important task is the 
energy consumption assessment of the electrical complex equipment. Most of the electrical and mechanical 
equipment operates in non-nominal modes, respectively, this equipment has non-nominal operating 
parameters. In this paper, it is proposed a method for building the electrotechnical complex models of an oil 
well in LabVIEW environment using the principles of object-oriented programming. The methodology is 
tested on the example of two wells. The results evaluation shows that the proposed approach gives results 
which is permitted for rapid assessment. 

1 INTRODUCTION 

Considering application work package is aimed to 
development of the scientific-methodical complex 
for modeling systems and power system 
optimization, support of power complex operational 
reliability; development of off-optimum situation 
training systems for personnel training and staff 
certification. 

It is an universal software, allowing to check in 
complex the possibility of application of technical 
decisions connected with the circuit formation at the 
stages of variants' comparison during the process of 
design and within the changing conditions of 
exploitation of industrial enterprises' electric supply 
systems by means of calculation methods. The 
program is intended for investigation of the 
enterprise's electric supply system and as a result, for 
increase of its operating reliability and also for 
running on a schedule of the electrical equipment's 
scheduled-preventive works. 

The program-technical complex is based on the 
unified analytical environments and is a component 
of the technological process automatic control 
system and communicates with the higher hierarchy 
levels of the automated control and electric power 
calculation system and anti-damage automatics. 

Deliverables of this package are: 
 Training and Simulation Software.
 User’s Manual.
 HelpDesk.

2 STRUCTURE OF 
ELECTROTECHNICAL 
COMPLEX 

Let’s consider the structure of electrotechnical 
complex regarding to oil prodicing enterprises. The 
oil production process is a complex technological 
process, which interact various technological 
subsystems. In a mechanized method of oil 
production using electric drive centrifugal pumps, an 
electromechanical energy converter is a submersible 
induction motor (SIM). In addition, the oil well 
electrotechnical complex (ETC) includes: cable line 
(CL), transformer (T) and control station (CS) [1]. 

Modeling of power consumption in branched 
power supply systems (PSS) is performed, as a rule, 
by matrix calculation methods. Usually L- and T-
shaped equivalent circuits are used. But sometimes 
more complex multi-circuit equivalent circuits of 
PSS elements can be used [2-4]. With large 
dimensions of the object, this may require large 
computing power. Another problem in modeling the 
electrical modes of an oil producing enterprises 
(OPE) is that the technological process parameters 
are not fully taken into account [5, 6]. In turn, taking 
into account the equipment features and the 
technological process may require significant 
complication of computational algorithms. 

Thus, the development elements models of the 
ETC of an oil producing enterprise and models of 
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their interaction taking into account technological 
parameters is an urgent task. 

According to well-known approaches, the 
structure of OPE ETC can be represented as a three-
level system [6, 7]: 
 Level of transformer substation (TS). The

power source is an external power grid (PG).
Usually, the power supply voltage at this level
is 35-110 kV.

 Level of complete transformer substation
(CTS). The power source is the TS, and the
distribution of electricity through the CTS
occurs. Usually, the power supply voltage is
6-20 kV.

 Electric centrifugal pumps (ESP). The power
source is the CTS, and the ETC of ESP
installation is directly supplied. Usually, the
power supply voltage at this level is 0.4-1 kV.

In the process of oil production, subsystems of 
various physical nature interact with each other. In 
our case, these are electrical, mechanical and 
hydraulic subsystems. The oil reservoir and the ESP 
interact as the hydraulic and mechanical subsystems. 
ESP and SIM interact as the mechanical and 
electrical subsystems. The scheme of the ESP 
elements interaction is shown in Figure 1. 

The algorithm for the ETC elements parameters 
calculation taking into account the oil reservoir 
parameters and technological parameters, as well as 
an algorithm for calculation of the electric mode 
parameters is shown below. 

2.1 ETC Elements Parameters 
Calculation 

2.1.1 Electric Centrifugal Pump 

The power required to drive the pump is calculated 
by the formula: 

wh
l dyn ESP

l 3
ESP

ESP

10 ,

Pg Н Q
g

Р
ρ

ρ
η

−

 
+ ⋅ 

 = ⋅      (1) 

where ρfl – liquid density, kg/m3; Hdyn – dynamic 
liquid level, m; Pwh – wellhead pressure, Pa; QESP – 
ESP pumping rate, m3/day; ηESP – ESP efficiency. 

It should be noted that the ESP efficiency is 
determined by its nameplate characteristic, taking 
into account the operating point and frequency 
regulation. 

2.1.2 Submersible Induction Motor 

Based on the power needed to drive the pump and 
the nameplate motor power, the motor load factor is 
determined by the formula: 

ESP
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100%,Рk
P

= ⋅  (2) 

where PSIMNP – nameplate motor power, kW. 
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Figure 1: Scheme of the ESP elements interaction. 

Then, based on the motor load characteristics, 
which are presented in the equipment catalog, the 
motor power factor and efficiency at the current load 
are determined. After that, the active and reactive 
power consumed by the motor are determined 
according to the formulas: 

( )SIM ESP ESP SIM1Р Р Р η= + ⋅ −  (3) 

SIM SIM (arccos )Q Р tg ϕ= ⋅      (4) 

2.1.3 Cable Line 

CL 0 CL ,r r l= ⋅ (5)
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CL 0 CL ,
50
fx x l= ⋅ ⋅   (6) 

 where r0, x0 – specific CL active and reactive 
resistances, Ohm; f – voltage frequency, Hz. 

CL power losses are calculated by the formula: 

where – CL current modulus.

2.1.4 Double-Wound Transformer 

The equivalent circuit parameters of a double-wound 
transformer are calculated by the formulas: 

2
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=   (8) 
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 where UHV – transformer high voltage wound 
voltage, kV; ST,NP – transformer nameplate power, 
kVA; ∆PSC – transformer short circuit losses, W; 
USC – transformer short circuit voltage, %. 

Transformer active and reactive power losses are 
calculated by the formulas: 

1,3
2

Т I SC ,
50
fР Р Р β ∆ = ∆ ⋅ + ∆ ⋅ 

 
  (10) 

2 SCI
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UIQ Sβ ∆ = + ⋅ ⋅ 

 
    (11) 

 where ∆PI – transformer idle losses, W; 
II – transformer idle current, %; β – transformer 
loading, p.u. 

2.1.5 Control Station 

Control station power losses are calculated by the 
formula: 

( )CS CS CS1 ,Р Р η∆ = ⋅ −  (12) 

 where PCS – control station output power, kW;       
ηCS – control station efficiency, p.u [1, 8]. 

2.2  Algorithm of the Electric Mode 
Parameters Calculation 

The calculation of the PSS steady mode parameters 
is performed by the iteration method. The method 
algorithm implements the following basic relations 
for determining the mode parameters [9]:  

 currents in branches of load:

 where p – iteration number;    – total power,
kVA; U – voltage, kV. 
 branches power:

where      – branch power losses, kVA; 1, ;i n=
n* – the set of nodes incident to node j, except 
node i. 
 branches currents:

where 1, ;i n=  ijN  – ij branch transformation 
ratio; m* – the set of nodes incident to node j, except 
node i, however, this set must include at least 2 
nodes, excluding node i. 
 branches voltage losses:

( ) ( )
( ) ,

p p
ij ij ij ijp

ij
i

P R Q X
U

U
⋅ + ⋅

∆ =      (16) 

 where Pij – active power in branch; Qij – reactive 
power in branch. 
 node voltage:

( )( ) ( ) ( )1 ,p p p
j i ij

ij

U U U
N

= ⋅ − ∆   (17) 

 condition for convergence of the iterative
process:

( ) ( 1) .p p
j jU U ε−− ≤      (18) 

The algorithm works as follows: it is assumed 
that initial voltage are equal supply source voltages 
and equipment nameplate voltages in load nodes; the 
reverse direction (the first stage) is the load currents 
are calculated from the end of the network (load) to 
the beginning of the network (supply source); the 
forward direction (second stage) consists in 
determination of branches voltage losses nodes 
voltages from the beginning of the network to end of 
the network, as well as in controlling convergence 
and iterative process. 

3 MODELLING 

The proposed algorithm is implemented in the 
LabVIEW development environment. Figure 2 
shows fragment of the virtual instrument with 
implementation of the proposed approach. 

(7) 

(13) 

(14) 

(15)
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Figure 2: ESP Virtual Instrument. 

4 RESULTS 

For the test example calculation, the CTS-2310 of 
the Sukharev’s field of the "LUKOIL-PERM" Ltd. is 
chosen. It feeds 2 wells. 

The used initial data for the calculation 
corresponds to the technological mode on June 18, 
2019 and are presented in Table 1. The parameters 
of the electrical equipment are presented in Table 2. 

Table 1: Technological process parameters. 

Well 
position 

Pumping 
rate, 

m3/day 

Liquid 
density, 
kg/m3 

Dynamic 
level, m 

Wellhead 
pressure, 

MPa 
115 60,9 891 626 2,9 
318 72,3 846 908 1,78 

Table 2: Electrical equipment parameters. 

Well 
posi-
tion 

Frequ-
ency, 
Hz 

SIM 
nameplate 

power, 
kW 

Cable line 

Pump 
nameplate 

flow, 
m3/day 

115 43 40 
KPBP 
3х16 

L=1941 m 
50 

318 48 45 
KPBP 
3х16 

L=2028 m 
60 

The absolute relative calculation error was 
calculated as the ratio modulus of the difference 
between the calculated and measurement values to 
the measurement value [10]: 

100 ,x X
X

δ −
= ⋅      (19) 

where х – calculated value, Х – measurement value. 

Table 3 presents a comparison of the modelling 
results with the data from the SIM control station. 

Table 3: SIM modelling results. 

Well 
posi-
tion 

Parameter 
Measur-

ment 
value 

Calcu-
lated 
value 

Error 
δ, % 

115 

Current, А 19,2 19,5 1,56 
Power factor, 

p.u. 0,65 0,69 6,15 

Loading, % 56,1 58,6 4,46 

318 

Current, А 18,9 17,7 6,35 
Power factor, 

p.u. 0,64 0,69 7,81 

Loading, % 54,0 51,3 5,00 

Table 4 presents a comparison of the modelling 
results with the results of instrumental 
measurements on CTP low voltage buses. 
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Table 4: ESP modelling results. 

Well 
posi-
tion 

Parameter Measurment 
value 

Calculated 
value 

Error 
δ, % 

115 

Active 
power, 

kW 
28,6 27,5 3,85 

Reactive 
power, 
kvar 

- 34,2 - 

318 

Active 
power, 

kW 
36,3 34,0 6,34 

Reactive 
power, 
kvar 

- 38,9 - 

5  CONCLUSION 

Based on the simulation results, it was revealed that 
the proposed models allow us to accurately 
determine the current parameters of the SIM. The 
error in determining the SIM current is not more 
than 6.35%, when determining the power factor is 
not more than 7.81%, and when determining the 
loading is not more than 5.00%. 

The results of modeling the electricity 
consumption of an ESP (on low voltage buses of a 
complete transformer substation) show that the 
maximum error in active power is 6.34%. For 
reactive power, error estimation was not carried out 
due to the fact that during measurements these 
values were not measured. 

These errors can be caused by the fact that the 
used technological parameters are averaged values 
over several days. This is due to the collecting and 
accounting features for these parameters in the 
enterprise under study. 

The proposed approach allows a comprehensive 
assessment of electricity consumption by installing 
an electric centrifugal pump, taking into account the 
influence of technological factors, parameters of the 
electrical network, as well as electrical and 
mechanical equipment. A feature of the model is that 
it can take into account the mutual influence of wells 
through the parameters of the electric mode. 
Evaluation of the results shows that the proposed 
approach gives results that are acceptable for rapid 
assessment. 

In the future, it is planned to accurate the models 
of electrical equipment and take into account its 
features, as well as the features of its functioning in 
non-nominal operating modes. 

The methods and engineering strategies 
described above were tried on the set of mineral 
resource enterprises (LUKOIL, GAZPROM etc). 
The project is also aimed at supporting of a new 
Master’s program "Conceptual design and 
engineering to improve energy efficiency" for 
preparing of engineers, scientists and administrative 
specialists in power industry, network companies, 
and related industries [1]. 
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Abstract: This article proposes a method for measuring glucose concentration as a possible promising way to create a 
non-invasive glucometer. The dependence of the complex resistance of a solution of sodium chloride with 
different concentrations of glucose is investigated. In fist the glucose concentrations were calculated in 
saline to carry out these measurements. Further we prepared solutions (test samples) with a content of 3, 5, 
and 10 mmol per liter. We also created a board layout for measurements, that allowed us to vary solutions 
with different glucose concentrations. Using an immittance meter, we measured the complex resistance as a 
function of frequency in the range from 25 Hz to 1 MHz. At a medium frequency, we observed a resonance. 
We also found that at a frequency of 2 kHz there is a clear dependence of the complex resistance on the 
increase in glucose in solution. The obtained measurement data is of great interest for non-contact 
monitoring of glucose concentration in biological fluids. 

1 INTRODUCTION 

Monitoring glucose levels is an important indicator 
of normal human activities, especially for people 
with diabetes. The incidence of diabetes is 
increasing every year. Diabetes mellitus is a chronic 
disease in which blood sugar levels are elevated. 
This happens as a result of the fact that the pancreas 
either does not produce insulin, or the synthesized 
insulin cannot work effectively. The number of 
people with diabetes over the past 35 years has 
increased 4 times. Now more than 400 million 
people in the world have diabetes, and the 
prevalence of the disease continues to grow [1-5]. 
The World Health Organization estimates that 
diabetes will be the seventh leading cause of death 
by 2030. Possible methods of treatment include 
regulation of blood glucose levels by dietary 
methods, oral medication or insulin administration, 
all presented methods have an adverse effect on 
daily life [6-10].  

Currently, it is recommended for patients with 
diabetes to regularly check their blood glucose with 
a glucometer. This practice can help closely monitor 
your blood glucose. In this way, patients with 
diabetes and their doctors can get a clear picture of 

blood glucose levels to optimize therapy. This is an 
indicator for adjusting the dose of insulin among 
patients with diabetes who need daily injections of 
insulin. 

Typically, all blood glucose meters are invasive 
and require a finger puncture to take a blood sample. 
However, finger pricking to determine blood glucose 
levels for diabetics who check their blood sugar 
daily several times a day is difficult [11-14]. 
Puncture of a finger causes pain and subsequently 
leads to tissue damage. It also increases the risk of 
infection. 

2 SUGGESTED MEASUREMENT 
METHOD 

It is proposed to investigate the dependence of the 
complex resistance of a sodium chloride solution 
with different glucose concentrations. 

2.1 Method for Calculating 
Concentrations in Solution 

Molar concentration is the amount of solute (number 
of moles) per unit volume of solution. The molar 
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concentration in the SI system is measured in mol / 
m³, but in practice it is much more often expressed 
in mol / l or mmol / l. The test solution consists of 
saline (NaCl 0.9%) and glucose solution (C6H12O6 
40%).  

The level of glucose in the blood drops to 3.5 
mmol per liter with hypoglycemia. This 
concentration of glucose in the blood leads to 
various disorders in the body. Normal blood glucose 
levels are on average between 3.5 and 5.5 mmol per 
liter. The level of glucose in the blood increases 
from 6.5 or more with hyperglycemia, it's negatively 
affects the body. We selected solutions according to 
all 3 states based on these data. You may notice that 
these data are too generalized. However, we believe 
that these extremes are enough for the first tests. At 
the first stage, it is important to understand the 
applicability of this approach - to understand 
sensitivity. 

Solution calculation steps: 
1) Calculate the molar mass of glucose. The

chemical formula for glucose is C6H12O6.
Molar mass of carbon - C = 12.011 Da. The
molar mass of hydrogen is H = 1.008 Da.
Molar mass of oxygen - O = 15.999 Da. Molar
mass С6H12O6 = С * 6 + Н * 12 + О * 6 =
72.066 + 12.096 + 95.994 = 180.156 Da.
(weight 1 mol in grams).

2) 1 milliliter of glucose solution contains 0.4
grams of glucose therefore 0.00222 moles of
C6H12O6.

3) Based on this, to obtain a solution with a
content of 3 mmol per liter of C6H12O6, it is
necessary to add 1.36 ml of a solution of 40%
glucose in a 200 ml capacity with saline
solution.

4) For a solution with a content of 5 mmol per liter
of C6H12O6, it is necessary to add 2.25 ml of a
solution of 40% glucose in a 200 ml capacity
with saline.

5) For a solution with a content of 10 mmol per
liter of C6H12O6, it is necessary to add 4.5 ml
of a solution of 40% glucose in a 200 ml
capacity with saline.

2.2 Preparing solutions (test samples) 

Test samples were made on basis of the 
concentration calculation method presented above. 
For to appropriate concentrations (test samples) we 
mixed solution of 0.9% sodium chloride and 40% 
solution of glucose in the necessary proportions 
(Figure 1). 

Figure 1: NaCl solution 0.9% and glucose solution 40%. 

The procedure for the manufacture of solutions: 
1) Removed the aluminium plug from the tank

with NaCl solution.
2) Disconnect the top of the ampoule with 40%

glucose solution.
3) Using a sterile syringe, the required amount of

a 40% glucose solution was set for each sample
and added to a container with a solution of
0.9% sodium chloride.

4) The contents of the sample containers were
mixed and signed for measurements.

2.3 Making Layout for Measurements 

The layout was created for measurements. The 
measuring model is a printed circuit board with a 
fixed latex tube on it. The prepared solutions of 
different glucose concentrations were supplied 
through this nylon tube. There are 4 contacts located 
at the same distance from each other on the printed 
circuit (Figure 2). 

Figure 2: Measurement Layout. 

The procedure for making the layout for 
measurements: 

1) Production  of  printed  circuit  board  in  the
copper sulfate.
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2) The nylon tube was taken from a medical
dropper.

3) The cylindrical contacts are soldered to the
PCB.

4) 4 wires are soldered  to  the  board  for  ease  of
use.

3 CARRYING OUT THE 
EXPERIMENT 

The immittance meter E7-20 was used for 
measurements. E7-20 Immittance Meter (RLC) is a 
precision instrument of accuracy class 0.1, with a 
wide range of operating frequencies of 25 Hz - 
1 MHz and a high measurement speed (up to        
25 measurements per second) [5]. 

We researched the complex resistance module 
using the Immittance meter E7-20. The 
measurement layout and the E7-20 immittance meter 
were connected using a connecting device (CD) 
(Figure 3). 

Figure 3: Scheme of the measurements. 

To start work, it is necessary to carry out zero 
correction in open circuit mode and then in short 
circuit mode. Connected to the COM port of a 
personal computer and launched the program for 
measurements. We connected our model for 
measurements to the connecting device CD. Further 
we placed a test sample (solutions) in the model for 
measurements.  

The measurements were carried out as follows. 
In the program, the frequencies for measurements 
were selected: 25, 50, 60, 100, 120, 200, 500, 1000, 
5000, 10000, 20,000, 50,000, 100,000, 200,000, 
500,000, 1,000,000 Hz. We used all frequencies at 
which E7 - 20 can measure to find the dependence 
of the complex resistance at frequencies on the 
glucose content in the samples. 

At each frequency, measurements were 
performed 100 times for each sample. This number 
of measurements were made to establish the true 
average value. Since we know that the standard error 
of the mean is estimated as the sample standard 
deviation divided by the square root of the sample 
size: 

x
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where s - corrected sample standard deviation: 
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and n - size of the sample. It follows that the 
more measurements are taken, the easier it will be to 
identify the true average value: 
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After taking measurements, we started 
processing and analysing the measurement results. 

4 RESULTS AND DISCUSSIONS 

For data processing, we used the Microsoft Excel 
program, as it meets our requirements and is easy to 
use. As an example of the processed data, we took 3 
frequencies: 25 Hz, 2 kHz and 50 kHz, that is, at low 
medium and high frequencies. We plotted 
probability density function for all data on the 
measurement frequencies (Figure 4). 

Figure 4: Histogram and density function for solution 
without glucose. 

Density function was a normal distribution for all 
dataset. The normal distribution was parametrized in 
terms of the mean and the variance: 

2

2
( )

2
2

1( ; , )
2

x x

f x x e σσ
πσ

−
−

= . 

At a frequency of 25 Hz, histograms of the 
distribution of the complex resistance module were 
obtained. From the results it was found that at a 
frequency of 25 Hz in a solution without glucose 
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there is a high reading of the complex resistance 
modulus and a slight change when measuring 
solutions with glucose. 

We examined the behaviour of the complex 
resistance module at a frequency of 2 kHz. The 
results showed that at a frequency of 2 kHz, with an 
increase in glucose concentration, the complex 
resistance modulus increases. 

At a frequency of 50 kHz, the distribution of the 
complex resistance module was also obtained. From 
the results it became clear that at a frequency of 50 
kHz, the complex resistance modulus does not 
explicitly depend on the frequency. 

It can be seen in our measurements that the 
scatter of values is present, but this will not affect 
the average value of the repetition rate. To establish 
the law of distribution and a more accurate true 
value in the future, we will conduct more 
measurements. 

To visualize the values of the readings of the 
complex resistance modulus at all frequencies, we 
plotted the dependence of the average value of the 
samples on the measurement frequency (Figure 5). 

Figure 5: The graph of the true average module of 
complex resistance Z (vertical, MOhm) on measurement 
frequency (horizontal, Hz): lilac line - 0 mmol / liter; 
green line - 3 mmol / liter; blue line - 5 mmol / liter; the 
red line is 10 mmol / liter. 

This graph shows that at a frequency of 2000 Hz 
we observe an unexplained resonance. This 
resonance will subsequently be investigated by us. It 
is also seen that at low frequencies we have a large 
scatter of values and the influence of glucose 
concentration on the frequency dependence of the 
complex resistance modulus is not observed, but at 
high scatter of values it is insignificant. 

5 CONCLUSIONS 

In this paper, we have shown the relevance of a non-
invasive glucometer in the daily activities of a 
person with diabetes and the need to create it. We 
presented a method for measuring the level of 
glucose in the blood. We developed a model for 
measurements and made measurements and their 
processing. 

The measurement results showed that the 
creation of such a glucometer can be implemented in 
practice. It can be seen from the above measurement 
results that it is not advisable to measure the 
complex resistance modulus Z at low and high 
frequencies. There are observe resonance at the 
middle frequency. Also, at a frequency of 2 kHz, the 
dependence of the complex resistance modulus Z on 
the increase in glucose concentration in the solution 
is observed. 

In the future, it is planned to study the results in 
more detail. It is necessary to increase the number of 
measurements in order to reveal a clear dependence 
of the measured parameters on glucose. In addition, 
accuracy is important in such measurements 
(measurement error should not exceed 10-15 
percent). Therefore, it is necessary to study the 
errors that can affect the measurement results, the 
influence of skin layers and other physiological data 
of a person. However, we believe that the results 
obtained now are important and have the prospect of 
further development. 
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