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Zusammenfassung

In dieser Arbeit werden epitaktische Diinnschichten aus nicht-kollinearen An-
tiferromagneten Mnglr und MnsSn mittels Magnetronsputtern hergestellt.
Deren Kristallstruktur wird durch XRD und TEM charakterisiert. Messun-
gen ihrer magnetischen Eigenschaften mittels VSM und XMCD zeigen die
wichtige Rolle des nicht-kompensierten Mn-Moments.

Um die Niitzlichkeit der Diinnschichten fiir Spintronik einzuschatzen, wird
der magnetische Transport in lithographisch hergestellten Bauelementen un-
tersucht.

Im Fall von Mn3Sn messen wir bei 300 K einen anormalen Hall-Effekt in der
GréBenordnung von o, (fioH = 0T) = 21 Q" em ™~ in Diinnschichten von bis
30nm, der durch Berry-Krimmung hervorgerufenen wird. Beim nachfolgen-
den Kiihlen - unter den Ubergang zum glisernen ferromagnetischen Zustand
- beobachten wir einen Wechsel in den topologischen Hall-Effekt. Wir ordnen
diesen Effekt zu der Entstehung von chiralen Doménenwanden in MngSn und
zeigen, dass die Spin-Konfiguration vom Magnetfeldkiihlen abhangt.
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Abstract

In this thesis, we prepare epitaxial thin films of the noncollinear antiferromag-
nets Mnslr and MnsSn, via magnetron sputtering. Their crystal structure
is characterized by x-ray diffraction and transmission electron microscopy.
Measurements of their magnetic properties, using vibrating sample magne-
tometry and x-ray magnetic circular dichroism, reveal the important role of
uncompensated Mn moments.

To assess the thin films’ suitability for topological spintronic applications, we
study magnetotransport in lithographically fabricated devices.

In the case of Mn3Sn, we measure Berry curvature driven anomalous Hall
effect at 300 K, with a magnitude of o,y (gH = 0T) =21Q " em™!, in thin
films down to 30nm. On subsequent cooling to below its transition into a
glassy ferromagnetic state, we observe a change to a topological Hall effect.
We attribute this to chiral domain walls in our Mn3Sn films, and observe
that their spin configuration depends on magnetic-field cooling condition.
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1 Introduction

1.1 Lead In

Antiferromagnetic spintronics aims to replace the ferromagnetism used in
conventional spintronic devices with the antiferromagnetic order parameter.
Doing so offers a number of advantages, such as improved stability, reduction
in stray fields and increased speed of dynamics. However, changes in the
orientation of typical antiferromagnets’ Néel vectors do not produce read-out
signals of the size required for applications. Topological antiferromagnets
may offer the solution. Here topologically non-trivial band structures can
generate large magnetotransport effects.

In particular, the noncollinear antiferromagnets of the type MnsX have
been predicted to show large intrinsic anomalous and spin Hall effects, driven
by a fictitious magnetic field that is generated by the momentum-space Berry
curvature arising from symmetry breaking by the materials’ chiral spin tex-
tures. In certain cases these phenomena have been experimentally verified,
but with the majority of studies confined to single-crystal bulk samples.

Instead, in this thesis, we progress towards the utilization of these Berry
curvature driven magnetotransport properties in antiferromagnetic spintronic
applications, by preparing two distinct varieties of noncollinear antiferromag-
net in the thin film form required to realize devices. Specifically, we deposit
films of Mnslr, with a cubic structure, and Mn3Sn, with a hexagonal struc-
ture. We use the flexible technique of magnetron sputtering, optimizing
growth parameters, substrate choice and buffer layer texture to achieve the
high structural quality necessary to observe topological transport phenom-
ena. The crystal structure of the films is characterized using a combination
of x-ray diffraction and transmission electron microscopy, including the dif-
ferent orientations of each material, their respective epitaxial relationships,
and specific microstructural properties.

Measurements of the films’ magnetism, using magnetometry and x-ray
magnetic circular dichroism, reveal important differences between Mngslr,
with a triangular antiferromagnetic order, and Mn3Sn, with an inverse tri-
angular spin texture. In parallel, we illuminate the important role played by
uncompensated moments in both materials, exploring how these are affected
by sample microstructure and how, in turn, they effect antiferromagnetic
domain distribution. The link between crystal structure, uncompensated
moments and noncollinear antiferromagnetic domains emerges as a common
theme throughout this thesis (with such chiral domains also governing, for
example, the exchange bias measured in bilayer samples of Mn3zIr(Sn) coupled
to ferromagnetic permalloy).



Furthermore, the chirality of different antiferromagnetic domains plays
a key role in governing topological magnetotransport in these compounds.
We elucidate this by measuring the Hall effect in lithographically patterned
samples of both Mnslr and Mn3Sn, and find very different behavior in both
cases. Whilst MnslIr shows a small conventional anomalous Hall effect, driven
by uncompensated Mn moments in the film, it shows no evidence of a Berry
curvature driven anomalous Hall effect. We attribute this to the large internal
anisotropies of this cubic material causing it to remain in a multi-domain
state, even in a strong magnetic field.

On the other hand, we succeed in measuring Berry curvature driven
anomalous Hall effect in Mn3Sn thin films. In this case, magnetocrystalline
anisotropy arising from the hexagonal structure generates an uncompensated
moment coupled to the inverse triangular antiferromagnetic order, allowing
the momentum-space Berry curvature generated anomalous Hall effect to
be observed when Mn3Sn is driven into a single chiral domain state via a
mechanism of domain wall nucleation and propagation.

Following cooling of Mn3Sn below its transition temperature into a glassy
ferromagnetic state, we identify a change in transport behavior from anoma-
lous to topological Hall effects. We attribute this to chiral domain walls in
our MnzSn thin films, and identify that their spin configuration depends on
sample magnetic history. The thesis therefore concludes by discussing the po-
tential applications of this large, room temperature, Berry curvature driven
anomalous Hall effect, and of this chiral domain wall memory phenomenon,
and therefore how the Mn3Sn thin films presented here may be advantageous
to topological antiferromagnetic spintronics.

However, before we elucidate the specific objectives of this thesis, and
explore in detail the results outlined above, we introduce the thesis with an
overview of its conceptual foundations (Section |1.2). Here we give a brief
history of the field of spintronics and a summary of the different phenomena
currently utilized in state-of-the-art FM-based spintronic devices. We answer
the questions what are AFs, how can they improve spintronic performance
and what are their limitations?

We then discuss how noncollinear AFs, of the form MnsX, may address
these problems, at the same time giving an overview of how topology gener-
ates Berry curvature in these materials. Finally, we introduce the magneto-
transport properties that are driven by this Berry curvature and how these
may find applications in topological AFs spintronics.



1.2 Conceptual foundations
1.2.1 Spintronics

Spintronics (‘spin’ & ‘electronics’) aims to utilize the spin angular momentum
of electrons, instead of their charge, to perform useful electronic operations.
Examples of spintronic technologies include magnetic field sensors and non-
volatile computer memories |[1].

Controlling the spin of electrons in a current can be achieved through
their interaction with atomic magnetic moments. Therefore, research in the
field of spintronics revolves around the study of electrical transport in devices
fabricated (see Section |1.3.9) of magnetic (and other supporting) materials
(and correlation with their, often novel, magnetic properties, measured as
described in Sections 1.3.7)).

Spintronic components offer the potential advantages of :

e Scalability - magnetic bits could be made just a few atoms in size, whilst
avoiding the leakage current inherent in charge-based transistors.

e Energy efficiency - a flow of spin angular momentum in a metal, unlike
electronic charge in a semiconductor, wastes little energy as heat.

e Non-volatility - when power is removed, a component will retain its
magnetic state, whilst also avoiding the need for continual recharging
of transistors.

Magnetic materials hosting long-range exchange interactions possess an
order parameter that is stable in the absence of magnetic field and against
moderate external perturbations, making them ideal for nonvolatile memory
devices. A magnetic bit, with its magnetic order parameter aligned in dif-
ferent directions, can represent a ‘0’ or ‘1’ in a binary data system . Such a
system is currently used to save data in computer hard drives [1].

The first requirement of any computer system is a method to read-out the
stored data electrically (with sufficient contrast between its different states).
This same problem is present in magnetic field sensors, where small changes
in the magnetism of the sensing component, caused by the external magnetic

Tn addition, spintronic components have been shown to achieve multiple stable and
distinguishable resistance levels in between ‘0’ and ‘1’. This memristive property is rem-
iniscent of synaptic behavior in animal brains. As such, it may offer a way to efficiently
implement artificial intelligence learning algorithms in dedicated spintronic-based hard-
ware. Examples of systems where such neuromorphic computing has been demonstrated
are: progressive SOT-switching of a FM layer stabilized by exchange bias ; a series of
spin-transfer torque driven MTJs switching stochastically [3]; and the Néel-order torque
switching of consecutive domains in an antiferromagnet [4].
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Figure 1: Plot of magnetoresistance ratio against magnetic field for a Co/Cu multilayer,
demonstrating the GMR effect. The illustrations below the figure show the configuration
of magnetic electrodes at different fields, in either a superlattice stack (lower) or spin valve
structure (upper), with AF indirect exchange coupling. Adapted from .

field to be measured, must be detected electrically. (Such sensors are also
used as the reading mechanism in the aforementioned hard drives).

Historically, the observed changes in a material’s electrical resistance with
magnetization have been very small. Therefore, the field of spintronics truly
began with the development of a technique for the high-fidelity read-out of
the orientation of a magnetic material, giant magnetoresistance [5].

GMR occurs in two thin films of magnetic material, separated by a layer
of nonmagnetic conductor. It relies on three phenomena, described in more
detail later in this thesis. The first, is the spin polarization of 4s delocalized
electrons in itinerant ferromagnets, explained in Section [1.2.2l Here, the
conduction electrons in the magnetic layers, which are metallic materials with
long-range ordering of atomic moments generated by localized 3d electrons,
align their spins parallel with the layer’s magnetization.

The second, are the s—d scattering events explained in Section|[1.2.8] The
3d electron sub-shells which generate the atomic moments in the magnetic
layer will have only a partially occupied density of states with spins aligned
antiparallel to the magnetization. The third, is that the probability of 4s
conduction electrons whose spins are aligned with these unoccupied states

4



have a higher probability to scatter into them (as dictated by Fermi’s golden
rule, explained in Section [1.3.8)). However, since most electrons have spins
polarized parallel to the orientation of the magnetic moments, few scattering
events occur in each individual layer.

Considering now the thin film stack, some spin-polarized electrons will
flow from the first magnetic electrode, through the spacer layer, into the
second magnetic layer, and vice versa. The spin polarization of these itinerant
electrons is predominantly determined by the orientation of atomic moments
localized close to the interface between the first magnetic electrode and the
spacer layer @

As the spin-polarized 4s electrons cross the spacer layer into the second
magnetic electrode, their scattering rate depends on the density of states
of atomic moments at the interface [@].If the magnetization of the two
layers are parallel, the likelihood of electrons from one layer undergoing s — d
scattering at the interface to the other layer is still suppressed.

However, if the magnetizations of the two electrodes are antiparallel, then
spin polarized conduction electrons crossing the spacer layer will encounter a
large, unoccupied 3d density of states aligned with their spin at the interface.
There is an increased probability the itinerant electrons will scatter into these
states. Hence their mean free path is reduced, and the resistivity of each
electrode to conduction electrons from the other electrode is increased. This
therefore increases the resistance of the entire multilayer device.

Thus, a GMR device shows two resistance states: a low-resistance state
where the electrodes’ magnetizations are aligned parallel, and a high-resistance
state where they are aligned antiparallel .

Early GMR observations focused on thin-films stacks comprising multiple
repeats of Fe/Cr, Co/Cr or Co/Ru layers (known as superlattices) [0]. In this
case, the magnetic electrodes indirectly exchange couple through the spacer
layer. By increasing the thickness of the spacer, the sign of the indirect ex-
change interaction changes from negative to positive and back again, leading
to alternating AF and FM coupling of the magnetic electrodes @ﬂ

By selecting the correct thickness of spacer layer, antiparallel alignment
of the two electrodes’” magnetization can be favored. We now call this a
synthetic antiferromagnet , and it results in a high-resistance state at
zero external magnetic field.

However, when sufficient magnetic field is applied to force the electrodes’
magnetizations to align, the resistance of the stack drops [EI] A plot of the
GMR in such a thin-film multilayer is shown in Fig. [1.

Importantly, similar oscillatory coupling was discovered when using free-
electron-like transition metal Cu spacer layers with thicknesses up to 5nm
[11]. If the thickness of the Cu spacer is kept < 1nm, and superlattices



ih . 1B
Ik l71/ % (|1

DOSFM1 DOSFM2 DOSFM1 DOSFM2

>

Figure 2: Density of 4s sub-band states (DOS) around the Fermi level (Er) in the
reference (FM 1) and free (FM 2) layers of an MTJ in both parallel (left) and antiparallel
(right) configurations. In the parallel case, a majority of states are spin-down in both the
reference and free electrodes, resulting in a large tunneling current of spin-down polarized
itinerant electrons (thick red arrow). Meanwhile, a minority of states are spin-up in both
the reference and free electrodes, resulting in a small current of spin-up polarized itinerant
electrons (thin blue arrow). In the antiparallel case, the density of states in the free
electrode is reversed. A majority of available states are now spin-up polarized, maintaining
a small current of spin-up conduction electrons (thin blue arrow). Meanwhile, a minority
of available states are now spin-down polarized, blocking tunneling of some spin-down
conduction electrons (thin red arrow). eV is the drop in chemical potential across the
tunnel barrier. Adapted from .

formed with Co electrodes, then (as shown in Fig. GMR ratios of 60 %
can be achieved.

If instead the Cu spacer is made thicker, the two magnetic electrodes
decouple and their magnetizations can be aligned independently . Due
to the long spin diffusion length in Cu, GMR was also found in this case,
even when using soft magnetic electrodes (for example NiggFegy) [12]. These
discoveries allowed for the practical implementation of GMR in a device
called a spin valve.

In this case, the magnetization of one electrode, called the reference layer,
is pinned in one direction by introducing a unidirectional anisotropy using
exchange bias (see Section . The magnetization of the other magneti-
cally soft electrode, called the free layer, follows the direction of even a weak
external magnetic field, resulting in a resistance change (originally of the
order 5% at room temperature) [12].

Whilst these changes in resistance achievable with spin valves are suffi-
cient for the purposes of magnetic sensors, a larger difference between the
two states is required for error-free computational bits. This was provided
by a phenomena first predicted in 1975, tunnel magnetoresistance .

TMR occurs in a device called a magnetic tunnel junction, which is
similar to a spin valve but with the nonmagnetic space layer replaced by a



barrier of insulating material. Again, an MTJ is a device that can only be
engineered using thin film deposition technology, since the insulating barrier
must be thin enough for electrons to quantum mechanically tunnel through.

If we apply a bias voltage (V') across an MTJ, a current of delocalized
conduction electrons begins to move through the reference magnetic elec-
trode, across the tunnel barrier and out of the free magnetic electrode on the
other side. Fig. 2| shows the 4s density of states in each layer of the MTJ.
The bias voltage shifts the chemical potential of one electrode with respect
to the other, creating a difference between their two Fermi levels.

For a fixed bias voltage, the size of this tunneling current (hence giving
the measured device resistance) again depends on three physical phenom-
ena that are key to the operation of spintronic devices. The 4s conduction
electrons moving through the reference layer become spin polarized in a di-
rection parallel to its magnetization, because of itinerant FM (see Section
1.2.2). The probability of these electrons tunneling through the barrier de-
pends on Fermi’s golden rule, partially determined by the density of states in
the free layer (see Section |1.3.8). This density of states is spontaneously spin
split, by exchange interactions combined with the Pauli exclusion principle,
depending on the magnetization of the free layer (see Section |1.2.8]).

However, the tunneling process involves conduction electrons transition-
ing from 4s delocalized orbitals in the reference layer, to 4s delocalized or-
bitals in the free layer. These itinerant electrons are continually moving into
and out of such orbitals close to the Fermi level, because the drop in chemical
potential across the MTJ encourages current flow. Therefore, the tunneling
probability depends directly on the relative densities of spin-split 4s electron
states at the Fermi level.

There will be a high density of itinerant electron states with spins aligned
parallel to the free layer magnetization. Hence, if the magnetizations of both
electrodes are aligned parallel, there will be plenty of states available for itin-
erant 4s electrons to move through; tunneling probability will therefore be
high and the resistance of the MTJ will be low. Conversely, if the magneti-
zations of the two layers are antiparallel, then the majority of spin-polarized
4s electrons will have few states available to tunnel into, and the resistance
of the MTJ will be high . Fig. [2 illustrates this tunneling process.

The difference in resistance between these two states can be large. The
first MTJs, fabricated using Al,O3 tunnel barriers , reported TMR ratios
of 10 to 20 % at room temperature (already higher than spin valves) [17].
However, much higher TMR ratios (> 100 %) were discovered in MTJs with
(001) oriented, body-centered cubic MgO tunnel barriers and Fe or CoFe
[19] or CoFeB magnetic electrodes grown epitaxially (see Section |1.3.2)).

This is because such crystalline MgO tunnel barriers suppress the tunneling

7
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Figure 3: Illustration of the SOT switching process for a CoFeB / MgO / CoFeB MTJ
nanopillar fabricated on top of a Ta spin torque generation channel. The white arrow
represents the direction of switching current flow, and the white balls represent electrons
moving in the opposite direction. The SHE in Ta deflects left-spin electrons towards the
bottom of the channel, and right-spin electrons towards the top of the channel. With the
application of an IP magnetic field (uoHip), the SOT generated by the SHE will reverse
the magnetization of the bottom MTJ electrode. Adapted from .

transition matrix elements of all but a certain set of Bloch wavefunction sym-
metries . Electrons with these Bloch wavefunction symmetries occupy
specific bands in the metallic electrodes, which, in the case of body-centered
cubic Fe (001) and CoFe (001) thin films, are strongly spin polarized [22].

The high MR ratios obtained in CoFeB / MgO MTJs make these good
candidates for the basic building blocks of non-volatile spintronic-based bits,
a technology called magnetoresistive random access memory .

Through TMR, we have an efficient read-out mechanism for MRAM bits.
However, the second requirement in any computer memory is a method to
quickly write new data to each bit. Spintronics also offers a unique possibility
to do this, using the reverse of the process utilized thus far 1. By injecting
a current of spin-polarized electrons across the interface to a magnetic film,
the resulting transfer of angular momentum exerts a torque on the atomic
moments, manipulating their direction.

Originally, this was achieved by passing a current through either the
reference electrode, or through an oppositely magnetized polarizing layer
deposited on the other end of the MTJ. The electrons in the charge current
become spin polarized by one of the two layers, according to the direction
of current flow, and so exert a torque in one of two directions on the free
electrode, in order to switch its magnetization . We call this the
spin-transfer torque switching mechanism; however, it has the disadvantage
of requiring a large current to pass through the fragile tunnel barrier [27].



Instead, a second mechanism utilizes a three-terminal device to achieve
spin-orbit torque switching. Here, an accumulation of spin-polarized elec-
trons at the top of a spin torque generation channel, in the region where it in-
terfaces with a perpendicularly magnetized film, will result in a transfer of an-
gular momentum . When combined with a small IP magnetic field, to pro-
vide a preferential direction around which the magnetization can precess dur-
ing switching, the resulting spin torque will reverse magnetization direction.

Fig. 3] shows how this SOT mechanism is used to switch an MRAM
bit . A large current can be passed through the spin torque generation
channel in either a positive or negative direction, to deterministically switch
the MTJ free layer. Meanwhile, a much smaller read current flowing vertically
through the device will measure the parallel/antiparallel alignment of the
MTJ, without damaging the tunnel barrier.

In Fig. |3, spin-polarized electrons moving in the vertical direction, with
their spins directed IP and orthogonal to the charge current, exert the SOT
that switches the MTJ free layer [23]. This charge-current to spin-current
conversion mechanism is the spin Hall effect.

If a material exhibits the spin Hall effect, the paths of some electrons
in the charge current will bend depending on their spin orientation; spin-up
electrons will be deflected in a direction transverse to both their charge cur-
rent and their spin orientation, whilst spin-down electrons will be deflected
in the opposite transverse direction.

The transverse-deflection mechanisms that cause the SHE are comparable
to those responsible for the AHE (as explained in Section |1.2.9).

The extrinsic transverse-deflection mechanisms are identical to those caus-
ing AHE; these spin-dependently deflect conduction electrons transversely
during scattering events.

Specifically, these are skew-scattering (where coupling of an electron’s
spin and orbital angular momenta means it has a higher probability of scat-
tering in a direction given by the vector product of its propagation direction
and spin) and side-jump (where coupling between an electron’s spin and the
orbital angular momentum of impurity atoms introduces a transverse com-
ponent to the electron’s momentum with sign depending on its spin) [30].

The intrinsic transverse-deflection mechanism is similar to that causing
AHE; but is instead driven by momentum-space spin Berry curvature. This
generates a emergent spin-orbit field, which exerts a force on electrons in a
transverse direction depending on their spin (rather than their charge) [30].

The intrinsic contribution to SHE depends only on the bandstructure of
the material, therefore can be large in metals where SOC modifies bandstruc-
ture around the Fermi level to show avoided crossing (for example Pt or Ta)
[30]. We explain the intrinsic-SHE in detail in Section |1.2.6.
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Since all of these transverse-deflection mechanisms rely on strong SOC,
large SHE has been discovered in heavy elements such as Pt , Ta or
\W% . An illustration of the SHE in such a nonmagnetic metal is outlined
in Fig. |13| (see Section |1.2.6)).

When a charge current of electrons flows in these nonmagnetic metals,
there is an equal distribution of spin-up and spin-down electrons. This means
identical numbers of electrons will be deflected in each direction, resulting
in a net difference in spin, but no net difference in charge, in the transverse
direction across a SHE device [30]. We call this a pure spin current, which
(due to the lack of net charge current in the direction of the spin current)
can provide a very energy efficient means of transmitting information in
spintronic applications, or reversing the magnetization of thin films.

Field-free switching of magnetic layers has been achieved by combining
SOTs with the effective field induced by exchange bias (see Section (1.2.6).
In addition, spin currents play a key role in driving domain wall motion in
racetrack memory , , and charge-spin conversion in noncollinear AFs
by the SHE is an area of active research (see Section [1.2.6]).

The discovery and development of these two phenomena, first GMR and
subsequently TMR, form the basis of the discipline now known as spintronics.
This field continues to advance, incorporating new physical effects and solid-
state materials to enable improved performance and novel functionalities
(see Section |1.2.3). However, GMR and TMR are still the state-of-art for
technological applications of spintronics, with GMR devices forming the basis
of many modern magnetic sensors, whilst SOT-switched MTJs are being

commercialized in MRAM .

1.2.2 Ferromagnetism

Atoms of an element, or atoms of specific elements within a compound, host
magnetic moments (m). The atom’s electrons generate these magnetic mo-
ments. Consequently, atomic magnetic moment has two contributions, or-
bital magnetic moment and spin magnetic moment . These stem from
the orbital and spin angular momenta, respectively, of the electrons arranged
in shells around the atomic nucleus.

In many materials, the net combination of spin and orbital angular mo-
menta will almost cancel out and their atoms show no magnetic moment.
An external magnetic field will induce orbital currents in the sample, which
generate a small magnetic moment counter to the applied field . The
specimen adopts a small magnetization (M = m(N/v), where N/v =number
of atoms per unit volume) opposite to the applied magnetic field (that in-
creases linearly with it); an effect we call diamagnetism.
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In other materials, atoms have a net magnetic moment. The total angular

A

momentum operator (J) gives the size of this magnetic moment, which in
turn comprises of contributions from the orbital (L) and spin () angular mo-
mentum operators . Choosing our axis of quantization as the z direction,
these operators (f)z and S‘Z) can only adopt certain discrete quantized values:
Moitat = 0, £1, £2, ..., £ Land mgpin, = =5, =5S+1, ..., S-1, 5.

The total angular momentum operator (jz) therefore has eigenvalues
my=—J,—J+1,...,J —1,J, where J represents different possible combi-
nations of orbital and spin angular momentum eigenvalues L and S .

These different allowed combinations of L and S depend on the specific
arrangement of electrons in atomic orbitals. Using Hund’s rules, electrons
are placed in available states according the Pauli exclusion principle, and
the values of J can be determined . In the case of the transition metal
elements, which are of interest for spintronics, the magnetic moment of the
atoms is generated by electrons in the 3d sub-shell. The orbital moments of
these 3d electrons are quenched . Therefore, for the 3d transition metals,
atomic magnetic moment is dominated by spin contribution.

Atomic magnetic moment is thus also quantized and given by,

m = —gugmg; (1)

where up is the Bohr magnetron,

(2)

where e is electron charge, h is reduced Planck’s constant, and m, is electron
rest mass . In addition, g is known as the Landé g-factor,

B eh
uB = 2.

JJ+1)+S55+1)—L(L-1) 3
2J(J +1) )

For a pure orbital contribution to total angular momentum, g = 1, whilst for
a pure spin contribution, g = 2 .

For 3d transition metals, g takes a value close to 2, because their magnetic
moment is dominated by electron spin. The actual eigenvalues of the spin
angular momentum result from the specific electron sub-shell filling for the
given valencey of an element in a compound. However, suppose we have an
atom where only a single electron contributes to magnetic moment, as was
the case in the Stern-Gerlach experiment .

Here mgpin = £1/2, because an electron is a spin-1/2 particle. Therefore
S =12, 80 J =1/2, so my = +1/2, and g = 2. The electron (and, in turn,

g=1+
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Figure 4: Energy level diagram for an atomic moment, with spin angular momentum
given by a single electron, in a magnetic field pointing along the positive z direction. The
resulting energy levels are E; for the spin-up configuration (mgpin = —1/2) and E5 for the
spin down configuration (mgpin = +1/2). Adapted from .

atom) therefore has two allowed values of magnetic moment, which we denote
as spin-up (mjy = mgpin = —1/2) and spin-down (my = mgpm = +1/2) ,
1 eh
=— = 2up+ == 4
m gusmy HB 5 ]F2me (4)
When such an atomic moment is placed in a magnetic field, poH, there arises
a magnetostatic energy, F,

h
E=-—-m-puH = —mugH cos = —mpuogH = —F uguoH = j:;

o pot (5)
if simplified for the case of a magnetic field along the positive z direction
(same direction as the spin-up electron) [36].

The magnetic field lifts degeneracy, and the magnetic atom can occupy
one of two energy levels as illustrated in Fig. |4 . The lower level, Fy =
—uppoH, is the energy of the spin-up electron (which is parallel with the
field) [36]. The upper level, Fy = +uppoH, is the energy of the spin-down
electron (which is antiparallel with the field) [36].

The relative occupation of each energy level will therefore determine the
net magnetization of the material. This occupation is, in turn, governed by
the balance between magnetostatic energy and thermal excitation (kgT') for
the ensemble of atoms, according to a Boltzmann distribution [35]. This can
be generalized in the form of a Brillouin function, Br(«), which relates to
magnetization as follows,

N
M = 779pSBr(a) (6)
where « incorporates the field dependence according to (for a spin-1/2 electron) [35],
_gppSpoH  pppoH
a= = (7)
kgT kgT
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Figure 5: Magnetization plotted against a-parameter (incorporating applied magnetic
field and temperature), with dependencies determined by both a Brillouin function (Equa-
tion |6) and linear relation extracted from the mean-field approximation (Equation |10).
The slope and z intercept of the linear function reflect the temperature and external mag-
netic field dependencies of a FM, respectively. The resulting intercept with the Brillouin
function represents the distribution of atomic moments among different energy levels, and
hence yields the net magnetization of the material. Adapted from .

Plotting Equation |6, as shown in Fig. |5, we see that magnetization ini-
tially increases linearly in response to magnetic field. This is because energy
in the system is lowered by more atoms moving into the lower energy state,
thus aligning their magnetic moment with the applied ﬁeld. Once exter-
nal field is removed, however, thermal fluctuations will scatter the aligned
atomic moments, and magnetization decreases again [36]. We call this be-
havior paramagnetism.

However, for spintronic applications (for example nonvolatile computer
memories) we look to FMs, such as the 3d transition metals mentioned above.
These materials demonstrate large net magnetization even in the absence of
a magnetic field. What makes such a spontaneous, long-range ordering of
atomic moments energetically favorable?

The answer is an apparent field that acts within the material to align
individual magnetic moments parallel to one another, against their otherwise
random disruption by thermal motion. This molecular field is a result of
coupling between the magnetic moment of one atom and its neighbors, as
quantified by a parameter, Aoy . Therefore, the total field felt by a given
atom will be a combination of any external magnetic field and the internal
molecular field,

(8)

Aext (S
it 1)

gus
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where n is each atom’s number of nearest neighbors. Here we have calculated
the expectation value for atomic moment using the thermal mean of the spin
angular momentum eigenvalue ((S)), in an approach called the mean field
approximation .

Substituting this effective field into the expression for o (Equation 7)),
defining the external field and temperature dependence of magnetization,

guBSiio ( Aexn(8)>
o=""""H - = 9
kT GLB o ©)

and hence

N KM)WM} (10)

M= Vv AextS AexT

Equation 10| is linear in « [35]. If we solve it, together with the Brillouin
function (Equation [6]), graphically, as plotted in Fig. [5, we obtain three
distinct regimes [40]:

e High temperature: Here the gradient of Equation |10 is steep. For
poH = 0, the only solution is M = 0, and the material is nonmagnetic.
If poH is increased at constant high temperature, then M will increase
linearly, i.e. paramagnetic behavior.

e Equation (10| is a tangent to Equation 6f Here there is no analytic
solution for M. This indicates a phase change; specifically, from the
paramagnetic regime at high temperature (see above) to the FM regime
at low temperature (see below). The temperature at which this phase
change occurs is called the Curie temperature, 7T.. It can be de-
termined by equating the slope of the Brillouin function in the linear
region (o — 0) with the gradient of the linear function at poH = 0,

N dBr(a — 0) . Nk:BTCg,uB

[ P S W: ()

which yields,

AexS(S + 1)

T, =
3kp

(12)

by making the approximation that Br(a — 0) = (S+Da/3s [35].

e Low temperature: Here the gradient of Equation (10| is shallow, and
its intercept with Equation 6 will yield non-zero magnetization, even
when poH = 0. The material is therefore FM. As the temperature
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Figure 6: Temperature dependence of magnetization in a FM, extracted by sweeping the
gradient of Equation [10] in Fig. |5. Magnetization tends to saturation at low tempera-
tures, whilst above the Curie temperature the FM undergoes a phase transition to the
paramagnetic regime. Adapted from .

is decreased below Curie temperature (i.e. the gradient of the line is
further decreased) the intercept sweeps along the Brillouin curve, and
magnetization increases towards saturation. This gives the Curie-Weiss
behavior expected for an FM, as shown in Fig. 6 .

Alternatively, for a fixed temperature below Curie temperature, sweeping
magnetic field (translating the linear function along the z axis in Fig. 5)
will increase magnetization nonlinearly towards saturation (M) [35]. This
results in the hysteresis loop response of magnetization to applied magnetic
field that is typical of FMs . We show such a loop in Fig. |7.

The energy associated with aligning magnetization and external field de-
termines the shape of this hysteresis loop. This energy varies along different
directions in the material, an effect called magnetic anisotropy. Two key
contributions which govern the hysteresis loop response, and that can be
exploited when engineering spintronic devices, are :

e Magnetocrystalline anisotropy. Electron orbitals in atoms are cou-
pled to the material’s crystal lattice. For example, they may elongate
along a particular crystallographic direction. The resulting overlap of
wavefunctions makes it easier for electrons to delocalize (see below),
making this an energetically preferable situation. The spin angular
momentum of electrons is, in turn, coupled to the atomic orbitals they
occupy. Therefore, a preferred orientation of electron spin also emerges;
a direction in which it is easier to magnetize the material. We call this
a magnetic easy aris .
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e Shape anisotropy. In a magnetized material, the local dipolar field
generated by each atomic moment will act on the magnetic moments of
neighboring atoms. The net effect of all these dipolar fields is to create
an additional field opposing the magnetization of the material. This
field is given by Hy = —NyqM , where the coefficient N4 depends on
the shape of the sample. We call the field o Hq the demagnetizing field,
and the magnetostatic energy associated with it the demagnetization

enerqgy .

The dependence of a 3d electron’s spin orientation on the orbital angular
momentum of the sub-shell it occupies is an example of a fundamental phe-
nomenon that is important to several other physical mechanisms explored in
this thesis; spin-orbit coupling (SOC)!

Given these anisotropies, a balance of different energy contributions de-
termines the response of a FM to an applied magnetic field. The molecular
field favors aligning all atomic moments in a sample. However, this produces
the largest possible demagnetizing field. In order to lower demagnetization
energy, it is favorable to form regions where magnetization is locally aligned,
but with the magnetization of neighboring regions opposing one another [37].
We call such regions magnetic domains. Fig. |8 shows possible domain con-
figuration for a FM .

The magnetization of opposite domains will still preferably orientate
along a magnetic easy axis (especially in highly-crystalline materials such
as epitaxial thin films). Alternatively, in a polycrystal, consisting of many
crystallites of mixed orientation, the relative magnetization of neighboring
domains will be randomly oriented in the unmagnetized state .

Again, a balance of energies determines the exact domain configuration.
It becomes energetically favorable to create a region of opposite magnetiza-
tion orientation when the increase in molecular field and anisotropy energies

ISOC describes the interaction between the spin and orbital magnetic moments of
electrons . Its physical origin is the influence of the magnetic dipole created by orbital
angular momentum upon the direction of electron spins . This may be, for example,
the orientation dependence of an electron’s spin angular momentum on its occupation
of particular orbitals around an atom (which, in nature, leads to spin-split sub-shells
and a plethora of possible MCAs). Alternatively, it may describe the coupling between
conduction electron spins in metals, typically delocalized from the s band, and the orbital
angular momentum of localized d sub-shell electrons (in atoms of the lattice). This results
in magnetotransport phenomena such as the AHE and SHE (see Sections |1.2.9|and [1.2.1
respectively). This interaction can be reversed, such that a delocalized electron’s orbital
motion is influenced by the localized spins moments on atoms (causing the anisotropic
magnetoresistance explained in Section [1.2.8). Finally, SOC can connect an electron’s
orbital angular momentum to its own spin direction (as is the case with the Rashba and
Dresselhaus spin-orbit interactions introduced in Section |1.2.3).
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Figure 7: Magnetization variation as a function of external magnetic field plots out a
typical hysteresis loop for a FM. Saturation magnetization, remnant magnetization and
coercive field are labeled. The behavior of these quantities reflects the rich physics of FM
systems, in particular the response of magnetic domains to magnetic field. Measured for
a bnm NiggFeyq film.

associated with inserting a boundary between the new domains (a domain
wall) is exceeded by the demagnetization energy saving .

As external magnetic field is applied, the magnetostatic energy of domains
not aligned to the magnetic field increases, such that domains aligned with
the field grow in order to reduce overall energy. This process occurs by
a movement of the domain wall, to increase the size of domains aligned
parallel to the magnetic field at the expense of those aligned antiparallel.
This continues until the sample approaches a dominant domain state. At this
point, any final domains not aligned with the field will rotate, to saturate
magnetization [42].

The rate at which magnetization changes with magnetic field depends
on the ease with which domain walls move. Sample microstructure limits
this through pinning. Pinning sites provide a region of lower energy for a
domain wall, thus encouraging it to stay there . Magnetic field must
increase further, until it overcomes the activation energy barrier necessary to
drive the domain wall past the pinning site.

However, once a domain wall has passed a pinning site, this same energy
barrier makes it energetically unfavorable for the domain wall to relax back
(even if we remove external magnetic field) [42]. In other words, pinning
sites ‘trap’ the increase in net magnetization; FMs retain their net magne-
tization when magnetic field is decreased back to zero. Nevertheless, some
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Figure 8: Tlustration of a series of simplified domain configurations for a FM. Magnetic
poles indicate the strength of the demagnetizing field in each case. The materials have a
uniaxial easy axis along the vertical direction, encouraging the formation of domains (of
opposite magnetization but) aligned along this direction. Adapted from .

rotated or weakly pinned domains will relax and randomize their orienta-
tion, slightly lowering magnetization. The resulting ‘left-over’ magnetization
at zero magnetic field is called remanence (M, ), as shown in Fig. 7.

If magnetic field is now reversed, domains with their magnetization op-
posite to the existing dominant domain state begin to nucleate. This occurs
preferentially at pinning sites, where anisotropies are weakened . As we
increase magnetic field in the reverse direction, these new domains will grow.
At a certain field, the size of oppositely aligned domains will be such that
magnetization totally cancels [42]. We call this the coercive field (uoH.).
The size of the coercive field depends on pinning strength in the sample
for stronger pinning, higher field is required to move domain walls and so
coercivity is larger.

As we increase reversed magnetic field further beyond coercivity, satu-
ration in this reverse direction is achieved . This process is typical of
magnetization response to an external magnetic field in FMs, and sketches
out the hysteresis loop shown in Fig. [7. In Sections [2.2 and [3.2, we discuss
how this situation compares in AFs, and we will see that domain wall pin-
ning is a very important parameter to consider when designing materials for
spintronic applications. Two main types of pinning site are important :

18



e Impurity or inclusion atoms within a magnetic matrix significantly in-
crease the magnetostatic energy in their vicinity. Domain walls, where
neighboring atomic moments are misaligned, therefore reduce this en-
ergy, meaning it is favorable for the domain wall to stay at this position.
Since spatial variations in energy landscape surrounding such inclu-
sions can be large, such pinning sites disproportionately effect wider
domain walls, 10 to 100 nm, which are associated with high-moment,
low anisotropy materials. Such materials are therefore often easy to
saturate and reverse (magnetically soft), because of the typically low
densities of such impurities. On the other hand, inclusions could be
engineered in a material, for example through ion beam irradiation, to
act as artificial pinning sites and so increase coercive field .

e Dislocations and other structural defects are surrounded by a strain
field in the crystal lattice. These are very small, typically encompass-
ing only a few atoms, but there may be many of them (especially in
imperfectly grown thin films of novel materials), and as such can cause
large coercivity increases in low-moment materials with strong internal
anisotropies (for example AFs) that show narrow domain walls. This is
because of magnetostriction; lattice strains modify the spacing between
atomic magnetic moments, thus changing the strength of the molecu-
lar field coupling, Aey, between them (and so modifying the magnetic
energy landscape of the material) [35].

What then, is the origin of this molecular field, \ex, which determines the
long-range order in FMs? An atom’s electrons experience Coulomb repulsion
from the electrons of its nearest-neighbor atoms in a crystal lattice. At
the same time, the wavefunctions of the atoms’ electron clouds will overlap.
The resulting expectation value for the separation distance between these
two electron clouds will therefore depend on the relative spins of electrons,
according to the Pauli exclusion principle [3§].

This dictates that two fermions of opposite spin can occupy the same
atomic orbital (which causes, for example, covalent chemical bonding). Con-
versely, two fermions with the same spin cannot occupy the same atomic or-
bital. Since such orbitals are distributed spatially, two spins aligned parallel
must (occupy different orbitals within a sub-shell and, hence) move further
apart. This, in turn, reduces the electrostatic energy of the two electron
clouds. This saving in energy is called the exchange energy, and depends on
the value of Aex [35].

The value of A\ is given by the Heisenberg Hamiltonian (Hpeis) describing
the interaction of two spin-dominated atomic magnetic moments, S, and S i

which can be simplified to ,
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Figure 9: Density of states (D4 (E)) as a function of energy (E) around the Fermi level
in a FM metal. Application of a magnetic field in the positive z direction will align atomic
moments and, via the exchange interaction, encourage delocalized s electrons to occupy
spin-up states. If the increase in energy (AFE) associated with electrons occupy spatially
separated states (as dictated by the Pauli exclusion principle) is less than the exchange
energy saving, then the itinerant electrons will contribute to FM. In addition, the difference
in occupation of spin-up and spin-down states close to the Fermi level results in a net spin
polarization of charge carriers, leading to spin-polarized currents. Adapted from .

HHeisenberg - _>\ex Z Si : Sj (13)
i

We call this interaction the exchange interaction, and Ao quantifies its
strength. The exchange interaction is a result of coulomb repulsion combined
with the Pauli exclusion principle, and is a spin-spin coupling occurring be-
tween atoms whose wavefunctions overlap (nearest neighbors, denoted nn) [35].

If Aex > 0, then the exchange energy resulting from the Heisenberg Hamil-
tonian will be negative. It is, therefore, favorable to locate the (sub-shell
electrons governing the) magnetic moments of neighboring atoms in states
with parallel spin [38]. This means that the magnetic moments of adjacent
atoms will align, and our material will show net magnetization.

For certain materials (see below), the value of Ay is comparatively large.
This indicates that the exchange interaction is a very strong effect, sufficient
to overcome thermal perturbations that would otherwise randomize the di-
rection of atomic moments [42|. Therefore, the atomic moments of such
materials will spontaneously align, even at temperatures up to the (typically
relatively high) Curie temperature and in an absence of external magnetic
field. This is the origin of ferromagnetism.
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(In reality, an external magnetic field is initially required to orientate
the domains in real magnetic materials. But within each domain, strong
exchange interactions are responsible for magnetic order even in zero-field.
Once any applied field is removed, each domain retains magnetic order. This
is different to paramagnets, where thermal excitations randomize atomic mo-
ments as soon the magnetic field is removed [42]).

However, a positive value of ., alone is insufficient condition for FM in
transition metals. In such materials (of interest for spintronics), conduction
electrons also play a role. Whilst their 3d electrons are localized and respon-
sible for atomic magnetic moment, the 4s band electrons are delocalized and
cause conduction [38]. These electrons are itinerant and can move into unoc-
cupied atomic orbitals around the Fermi level . According to the exchange
interaction, there will be an energy saving associated with moving these elec-
trons into states aligned parallel to the atomic moments in the crystal. In
other words, the bands occupied by conduction electrons are spontaneously
spin split . Fig. |9 illustrates this process .

However, the itinerant electrons with parallel spin must still obey the
Pauli exclusion principle, and so move into spatially separated unoccupied
atomic orbitals. This increases the energy of the system by AFE, as indicated
in Fig. |9, which will depend on the density of states close to the Fermi level,
Dy (Ew) [35]. For a broad Fermi surface, Dy (EF) is larger and electrons can
move into parallel states without a large AFE. For a narrower Fermi surface,
the increase in energy will be higher.

If the exchange energy > AF, it is favorable for the conduction electrons
to move into states aligned with the atomic moments, and both contribute
to long range magnetic order. We call this itinerant ferromagnetism .

A majority of conduction electrons now occupy states of a particular spin
direction (occupy one of the spin-split sub-bands). This is the origin of spin-
polarized currents in metallic FMs. Such spin-polarized currents are key to
a number of physical phenomena utilized in spintronics .

Specifically, they cause the GMR and TMR phenomena detailed in Sec-
tion |1.2.1}, affect the s —d scattering processes responsible for the anisotropic-
MR described in Section [1.2.8 and play an important role in the AHE dis-
cussed in Section [1.2.9.

Thus a combination of exchange energy and the density of states close
to the Fermi level determine whether itinerant electrons can establish long
range magnetic order in a transition metal. This condition is summarized by

the Stoner criterion ,

)\exDTi(EF) >1 (14)
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Element Cr Mn Fe Co Ni Pd
)\exDN(EF) 0.27 0.63 143 1.70 2.04 0.78
Aex <0 <0 >0 >0 >0 >0

Table 1: The Stoner criterion (AexD+1) (Ew)) and exchange coupling strength (Aeyx) for some
transition metals of interest for spintronic applications. The first five elements run across
the first transition metal period of the periodic table. Pd is located below Ni in group ten.
Fe, Co and Ni are FMs.

Table |1 shows some typical values of the Stoner criterion for magnetic
metals [35]. The transition metal FMs (Fe, Co, Ni) all satisfy the Stoner
criterion, resulting in long-range magnetic order. At the same time, they
have Aoy > 0, meaning this order will be FM. We also see that Pd, located
below Ni in the periodic table, is close to fulfilling the Stoner criterion with
Aex > 0. Along with Pt (in the same periodic table group), this material is
therefore close to being FM.

1.2.3 Antiferromagnetism

In Table |1 (of Section |1.2.2) we see the Stoner criterion is fulfilled for three
common FMs in the transition metal series. At the other end of the transition
metal series, Mn is again close to fulfilling the Stoner criterion. When alloyed
with other metals, it can thus show itinerant long-range magnetic order.
However, in this case Aoy < 0 . This means that its long-range magnetic
ordering is opposite to that of a FM. The moments on neighboring Mn atoms
are aligned antiparallel to one another. This is antiferromagnetism .

Fig. [10| (a) shows an example of AF ordering in CuMnAs [43]. The
moments on Mn atoms in adjacent planes are oppositely aligned (this re-
sults from a difference in intra- and inter-plane exchange interactions). The
moments are all oriented along the same azis; we therefore call this mate-
rial a collinear AF. Because the moments fully compensate, such materials
have no net magnetization and no external magnetic field projects from their
surface . Nevertheless, they possess a stable magnetic order internally.

This long-range antiferromagnetism therefore forms a stable order param-
eter that could be used to store spin information in a non-volatile manner.
Therefore, AFs are also an interesting class of materials to utilize for spin-
tronic applications. We call this contemporary field of research antiferro-
magnetic spintronics .
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In principle, we could substitute FM order parameter (aligned at 0 ver-
sus 180° with respect to probe-current direction) with AF order parameter
(aligned at 0 versus 90° with respect to probe-current direction)in order
to code for a ‘0’ or ‘1’ in a binary data system. This replacement offers a

number of potential advantages in terms of device performance :

e Miniaturization: A key problem for FM-based spintronics, such as
MRAM based on MTJs (see Section |1.2.1) is that the stray magnetic
field produced by the FM layers can interfere with neighboring bits. For
spintronic devices utilizing AF's, the net zero magnetization of the AF
results in no stray fields, meaning elements could be packed together
for higher density memory devices. In addition, when FM components
are shrunk to nanometer sizes, demagnetizing field causes their long-
range magnetic order to change configuration (mentioned in Section
1.3.9)), for example forming vortex cores . In AFs, where demagne-
tizing fields from antiparallel moments cancel, there is no such problem,
potentially allowing the fabrication of bits on a nanometer scale.

e High-speed dynamics: The SOT switching of FMs (as introduced in
Section |1.2.1)), occurs via a precessional motion of magnetization. How-
ever, such FM resonance occurs in the 10s GHz frequency regime. This
limits the switching time of FM-based spintronic devices to the order
of nanoseconds . The resonances of AFs, however, are found closer
to terahertz frequencies . This offers an avenue for much faster
switching of AF spintronic devices in the future .

e Stability: A final disadvantage of FM spintronic devices is that they
are sensitive to environmental perturbations, such as ionizing radiation
or magnetic fields, which could disrupt the information they store [4§].
Not only is AF order more resistant to radiation damage (potentially
giving AF spintronics applications in space technology) but there is no
energy saving to made by aligning one (or neither) of its antiparallel
moments with an external magnetic field. Thus, AF's can typically only
be manipulated by strong (order of several Tesla) magnetic fields.

I The state of a spintronic device based on a collinear AF will appear symmetric when
reversing the order parameter by 180°. However, for read current flowing in a given
direction, rotating the AF order by 90°, such that it is parallel or perpendicular to current
flow, can produce a resistivity change in some materials [b0]. Fig. [10| shows this for
the example of CuMnAs. The resistivity change arises because of an anisotropic MR
mechanism (discussed in Section [1.2.8)) that can be detected in both longitudinal and
transverse voltage channels (the latter is also known as the planar Hall effect).
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Figure 10: (a) Crystal lattice and magnetic structure of CuMnAs. The two colors of Mn
atoms represent different sub-lattices (A and B) and the direction of their atomic mo-
ments. Intra-sub-lattice coupling is FM, whilst inter-sub-lattice coupling is AF, resulting
in opposite magnetic moments in adjacent planes and creating a collinear AF. Thin arrows
represent