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ZUSAMMENFASSUNG

In den letzten Jahrzehnten hat sich das junge Gebiet der interventionellen Neuro-
radiologie und Neurochirurgie zur Behandlung von intrakraniellen Aneurysmen
rasant entwickelt. Intrakranielle Aneurysmen sind pathologische Veränderungen
der intrakraniellen Gefäßwand, die das Risiko einer Ruptur bergen. Aneurys-
marupturen haben oft tödliche Folgen für den Patienten, die Behandlung selbst
ist jedoch kompliziert und ebenfalls mit Risiken verbunden. Die Berechnung des
Rupturrisikos ist daher ein aktives Forschungsgebiet, das die Segmentierung und
anschließende Extraktion von 3D Modellen zur Ableitung von morphologischen
und hämodynamischen Eigenschaften sowie die Auswertung der verfügbaren In-
formationen beinhaltet. Diese Auswertung vereint Klassifizierungsansätze und
Visualisierungsalgorithmen, die ein besseres Verständnis der morphologischen
und hämodynamischen Besonderheiten des Aneurysmas ermöglichen. Eine arzt-
und patientengerechte Aufbereitung der Daten unterstützt dabei die letztlich
gemeinsam zu treffende Entscheidung, ob und wie behandelt wird. Die Anwen-
dungsgebiete beinhalten jedoch nicht nur die Beurteilung des Rupturrisikos, son-
dern auch die Planung von Behandlung und Therapie sowie mögliche Train-
ingsszenarien.
Für diese Aufgaben ist eine Computer-Unterstützung unabdingbar. In dieser

kumulativen Habilitationsschrift werden verschiedene Techniken vorgestellt, die
diese Anwendungsbereiche abdecken. Alle Ansätze wurden in meiner Post-Doc-
Phase entwickelt und in enger Zusammenarbeit und im interdisziplinären Aus-
tausch mit medizinischen Experten realisiert.
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ABSTRACT

Within the last decades, the young field of interventional neuroradiology and
neurosurgery for the treatment of intracranial aneurysms has undergone a rapid
and notable improvement. Intracranial aneurysms are pathologic dilations of the
intracranial vessel wall that bear the risk of rupture. Aneurysm rupture often
yields fatal consequences for the patient, however, treatment itself is compli-
cated and may be accompanied by risks as well. To determine the intracranial
aneurysm rupture risk is an active research area, including computer support
for the segmentation and subsequent extraction of 3D morphological shape in-
formation, paving the way for realistic hemodynamic blood flow simulations as
well as the evaluation of the available information. The evaluation comprises
classification approaches as well as visualization algorithms that allow a better
understanding of the aneurysm’s morphological and hemodynamical attributes.
A proper analysis of the patient-specific aneurysm supports the physician and
the patient regarding the joint decision whether and how it should be treated.
Application areas do not only cover the aforementioned aneurysm rupture risk
assessment but also the planning of treatment and therapy as well as possible
training scenarios.
Computer support for these tasks is mandatory and in this cumulative habili-

tation thesis, various techniques are presented that cover these application areas.
All approaches were developed during my post-doc phase and were realized in
close collaboration and interdisciplinary exchange with medical experts.
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1
COMPUTER SUPPORT FOR INTRACRANIAL
ANEURYSMS

The presented postdoctoral thesis introduces methods for the computer-
supported improvement of interventional neuroradiology and neurosurgery with
focus on intracranial aneurysms (IAs). This chapter serves as an introduction to
this cumulative thesis including the explanation of previous studies at the Otto-
von-Guericke University of Magdeburg especially at the Visualization group, its
embedding in computer visualistics as well as an overview about the state of the
art. This overview also incorporates the discussion of the publications forming
the subsequent cumulative Parts I, II, and III.

1.1 previous studies regarding intracranial aneurysms at
the otto-von-guericke university and the visualiza-
tion group

The model-based evaluation and hemodynamic simulation of intracranial
aneurysms started in 2007 within the interdisciplinary federal research project
MOBESTAN (Modellierung und Beeinflussung von Strömungen in Aneurysmen)
as joint cooperation between Prof. Martin Skalej, clinical director of the Neuro-
radiology Department of the University hospital Magdeburg, Prof. Georg Rose,
chair of Medical Engineering, Prof. Dominique Thévenin, chair of Fluid Dynam-
ics and Technical Flows, Prof. Klaus Tönnies, chair of Image Processing and Im-
age Understanding, and Prof. Bernhard Preim, chair of Visualization. First steps
were taken to carry out segmentations of these pathologies to allow for the com-
putational approximation of the intracranial blood flow (Bade et al., 2007) which
paved the way for two phd theses in the visualization group. Mathias Neugebauer
and Rocco Gasteiger further refined the processing steps and include a visualiza-
tion of the simulated blood flow based on specific cases. Hence, the focus lies on
the individual evaluation of single cases due to the highly complex postprocessing.
As a result, the geometrical postprocessing and the interactive visual exploration
was presented by Neugebauer (2014). In addition, Gasteiger presented additional
visual exploration concepts, without the focus on geometrical processing steps
but rather including the evaluation of aortic blood flow visualization approaches
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2 computer support for intracranial aneurysms

as well (Gasteiger, 2014). Recently, Monique Meuschke accomplished her phd
thesis about the medical visualization of cerebral aneurysms as well presenting
complex interactive visualization and exploration techniques for the blood flow
and blood flow patterns (Meuschke, 2019). Due to the interdisciplinarity of this
challenging topic, further phd projects were conducted, including the computer-
aided detection of cerebral aneurysms in angiographics (Hentschke, 2013) in the
image processing group or the CFD-based evaluation of patient-specific intracra-
nial hemodynamics (Berg, 2015) in the fluid dynamics group. In addition, the
visualization and visual exploration of simulated and often time-dependent flow
data was evaluated within further studies of the visualization group and yielded
substantial research results that were incorporated in the habilitation theses of
Steffen Oeltze-Jafra and Kai Lawonn (Lawonn, 2017; Oeltze-Jafra, 2017). Both
focused on various aspects of the visualization of the simulated blood flow, the
major differences to previous theses were the inclusion of different virtual treat-
ment outcomes (Oeltze-Jafra, 2017) or the focus on animated blood flow visu-
alization and the aneurysm wall (Lawonn, 2017). My first research concerning
intracranial aneurysms benefited from the already available knowledge about
segmentation of suitable surface models or the visualization of the simulated
blood flow. In contrast to the early results of the MOBESTAN project as well
as the introduced theses, I put the focus on three aspects:

1. As induced by the state-of-the-art, intracranial aneurysms are pathologi-
cal dilations of the vessel wall, thus the vessel wall should be considered
accordingly. Due to the missing imaging modality of the vessel wall, com-
prehensive experiments were conducted, including the artificial generation
of a porcine aneurysm, the usage of intravascular imaging methods (i.e.,
intravascular ultrasound and intravascular optical coherence tomography)
and the evaluation of histological imaging on a cellular level. Further-
more, based on the cooperation with the Forensic Institute of the Uni-
versity hospital of Magdeburg, an analysis of intracranial aneurysms and
their wall from human cadavers could be carried out. This also served as
base for my approved German Research Foundation proposal GEPARD
(GEfäßwandsimulation und -visualisierung zur patientenindividualisierten
Blutflussvorhersage für die intrakranielle Aneurysmamodellierung) in co-
operation with Dr.-Ing. Philipp Berg.

2. Rather than solely focusing on the visualiation of the blood flow, many
aspects of my work cover image processing methods as well. For exam-
ple, the influence of different reconstruction kernels and the influence of
voxel size on images as well as the subsequent segmentations and hemo-
dynamic simulations were analysed. Also, a comprehensive postprocessing
of the extracted surface meshes in order to extract morphological parame-
ters, rupture risk predictors or additional information for a more realistic
hemodynamic simulation was conducted.
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3. Finally, the ultimative goal of intracranial aneurysm research is the rupture
risk prediction. In order to increase the predictive power, it is of utmost
interest to collect as many datasets as possible. Starting with roughly 20
datasets in 2014, I built up a database of intracranial aneurysms in collab-
oration with the medical experts that currently covers approx. 300 cases,
which are carefully categorized and stored together with the simulated
blood flow information and the additionally extracted information (e.g.,
reconstruction parameters, derived morphological parameters, treatment
and treatment outcome information). The database is continuously grow-
ing and helped to select suitable subgroups for the various studies presented
in this thesis.

1.2 embedment in computational visualistics

The interdisciplinary Computational Visualistics degree programme at the Otto-
von-Guericke University of Magdeburg focuses on computer-based image gener-
ation and analysis. Major application subjects include medicine, biology, image
information technology, construction and design as well as material science. Thus,
this postdoctoral thesis is an example for such an interdisciplinary research fo-
cus. The cumulative Part I comprises studies focusing on the analysis of medical
image data, i.e., the analysis of histologic data, intravascular data and computer
tomographic data. Afterwards, Part II consists of studies focusing on the segmen-
tation of 3D surface models and their subsequent evaluation w.r.t. the medical
application scenario as well as analysis of computer-based hemodynamic simu-
lations of cerebral blood flow. Thus, classical image processing was employed as
well as techniques that were developed within the fluid dynamics research area.
The last Part III covers a framework to support treatment planning. Further-
more, a classification approach to provide the medical experts with quantitative
results as well as advanced visualization concepts for qualitative blood flow in-
formation is presented. This is completed by a presentation of guidelines that
support the quantitative evaluation of medical visualization concepts.

1.3 medical background

Within the last decades, the young field of interventional neuroradiology has un-
dergone a rapid and notable improvement (Higashida, 2000). The first milestone
was set in 1960 by the American neurosurgeon Luessenhop, who placed silastic
beads into an arteriovenous malformation directly into the larger neck arteries
and thus conducted an intravascular embolization (Luessenhop & Spence, 1960).
14 years later, the Russian neurosurgeon Serbinenko employed a detachable latex
ballon in order to treat intracranial aneurysms (IAs) and carotid fistulas (Ser-
binenko, 1974). These techniques were refined over the next years until Guglielmi
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Figure 1.1: The blood supply of the brain is maintained by the anterior and the posterior
cerebral circulation (a) and the Circle of Willis (b) as backup circulation
(adapted from illustrations from (Gray, 2000)).

et al. (Guglielmi et al., 1991a; Guglielmi et al., 1991b) presented a detachable
coil system for IAs, which eventually gained the approval of the Food and Drug
Administration in the United States in 1995. Thus, the way was paved for highly
skilled interventional neuroradiologists for treating surgically difficult or inoper-
able IAs. In the following section, a short medical background of the intracranial
arteries including their pathologies with focus on IAs is provided. Afterwards,
clinical treatment is briefly described.

1.3.1 Intracranial Arteries

The human brain is the organ with the highest demand for blood and oxy-
gen and thus is requiring sufficient arterial supply. Its arteries are illustrated
in Figure 1.1 and can be divided into the anterior and the posterior cerebral
circulation. The anterior cerebral circulation is built up by the right and left
internal carotid artery (ICA) branching from the left and right common artery.
The ophthalmic artery supplying the eye and parts of the nose, the face and
the meninges stems from the ICA. Next, each ICA is divided into the middle
cerebral artery and the anterior cerebral artery. Inbetween the anterior cerebral
arteries, the anterior communicating artery forms a connection. Together, they
supply the lateral and medial parts of the brain. The basilar artery at the back
of the brain originates from the left and right vertebral artery. In combination
with their branches, they form the posterior cerebral circulation and supply the
brain stem and the cerebellum. From the basilar artery, the two posterior cere-
bral arteries arise, which supply the occipital lobe. Inner parts of the brain, like
basal ganglia and thalamus, are supplied by both the anterior and the posterior
cerebral circulation.
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Figure 1.2: Variations of the arteries of the Circle of Willis, adapted from (Tanaka et
al., 2006). The variations are presented for the main arteries: middle cere-
bral artery (MCA), internal carotid artery (ICA), anterior communicating
artery (Acom), A1 segment between ICA and MCA of the anterior cerebral
artery (A1), basilar artery (BA), posterior cerebral artery (PCA), P1 seg-
ment of the posterior artery between BA and PCA (B1) and the posterior
communicating artery (PCom).

Since the basilar artery is connected via the bilateral posterior communicating
arteries to the ICAs on each side, a cirle is formed, the Circle of Willis named
after Thomas Willis (1621-1675), “one of the greatest neuroanatomists of all
time” (Ustun, 2004). This arterial circle serves as backup circulation to cope
with a hampered blood supply, e.g., if one of the supplying arteries is occluded
or even missing. Hence, a large variety of patient-specific manifestations exists,
ranging from underdeveloped or even missing communicating arteries as well as
a different number of branching arteries (Kayembe et al., 1984), see also the
illustration in Figure 1.2.

1.3.2 Intracranial Aneurysms

Pathologic arteries are often characterized by arteriosclerosis, leading to a thick-
ening and loss of elasticity of the arterial wall due to the accumulation of cellular
wastes, see the illustration provided in Figure 1.3. Arteriosclerosis and its com-
plications are currently the leading cause of death in industrialized countries
(Osborn et al., 2013). The weakened vessel wall is prone to further pathologies,
including aneurysms - a dilatation of the vessel wall. Aneurysms may occur at
different arteries throughout the human body. Hence, aneurysms located at ar-
teries in the skull, i.e., intracranial aneurysms (IAs), require special care due to
the more difficult access route and their risk of rupture that may yield to injuries
of brain tissue or brain vessels or even hemorrhagic strokes.
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Figure 1.3: Illustration of a healthy vessel wall and its membranes (left) and a vessel
wall narrowing due to arteriosclerosis (right).

Aneurysms present strong variations in their shape, where the most common
type of IAs is called a saccular aneurysm with a narrow stem, see Figure 1.4(A-B).
In contrast, a spindle-shaped aneurysm, i.e., a fusiform aneurysm, is character-
ized by a dilation of the whole vessel cross-section and an aneurysm neck is not
present (Wanke & Dörfler, 2008), see Figure 1.4(C). These aneurysms affect all
of the three vessel layers: tunica intima, tunica media and tunica externa. In
contrast, a dissecting aneurysm only involves a single vessel wall layer that is
splitted, see Figure 1.4(D). Hence, blood is intruding through a defect of the
intima between the vessel wall layers. Blood-filled hematoma at an artery are
called aneurysm spurium or aneurysm falsum.
In IA patients, approx. 30% suffer from multiple aneurysms (Juvela, 2011) and

approx. 9% exhibit mirror aneurysms, i.e., a second aneurysm located directly
opposite to the first one (Cebral & Raschi, 2012). Due to their position directly
at a bifurcation or simply at the vessel wall, they are often divided into sidewall
and bifurcation aneurysms, recall Figure 1.4.
The IA rupture is one of the most common causes of hemorrhagic strokes

due to a subarachnoid bleeding (SAB), resulting in dramatic limitations of the
patient’s cognitive and motor skills, and thus it also represents a major financial
burden on the healthcare system (Suarez et al., 2006). Due to the increasing
number of acquired clinical images, the detection rate increases as well, with only
a small part of the aneurysms even being at risk of rupture. Hence, prevalence of
up to 6% is relatively high compared to the incidence of aneurysmal SAB with
up to 22 cases per 100,000 inhabitants (Alsheklee et al., 2010; Frösen et al., 2012;
Ingall et al., 2000). As a result, most IAs are incidentally discovered. And due
to the increased number of medical image acquisitions, the number of these
innocent aneurysms rises (Etminan, 2015). A meta-analysis reports an annual
IA rupture risk of 0.6%-1.3% where the asymptomatic aneurysms reportedly
were 4 to 5 time less likely to rupture than the symptomatic ones (Wermer et
al., 2007).
Although there are good and established surgical and endovascular treatment

options, they have a residual complication risk and are associated with financial
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Figure 1.4: Illustration of saccular aneurysms (A-B), a fusiform aneurysm (C) and a
dissecting aneurysm (D). Whereas the first three aneurysms (A-C) affect
all three vessel wall layers, the dissecting aneurysm (D) is characterized by
a split of a single wall layer yielding a false lumen. In addition, the first
aneurysm is a representative for a bifurcation aneurysm (A) and the second
one for a sidewall aneurysm (B).

expenses. Once an asymptomatic IA is associated with a high rupture risk or
a symptomatic IA is present, therapy should necessarily be given because of
the high clinical consequence of SAB. The problem, however, is that there is
currently no way to determine the rupture risk of a patient precisely enough.
Furthermore, aneurysm-specific attributes (e.g., location of the aneurysms de-
termines the access path and thus different therapies) have to be considered as
well.

Nevertheless, guidelines or scores exist. Presumably the most common is the
PHASES (i.e., a score considering the attributes Population, Hypertension, Age,
Size of aneurysm, Earlier SAB from another aneurysm, and Site of aneurysm)
score presented by a study that pooled the analyses of six prospective cohort
studies (Greving et al., 2014). It was reported that the patient’s geographic
region, hypertension status, age, IA size, history of SAB, and the IA location
were independent predictors of IA rupture. However, the usefulness of this score
is controversely discussed in clinical practice (Bijlenga et al., 2017; Hilditch et
al., 2018). Hence, the score has not been validated on an independent large
cohort. Furthermore, aneurysm growth within a possible follow-up study is not
considered yet.
In consequence, IA rupture risk prediction is an active research area which

will be discussed in more detail in Section 1.4.4.
Now that cardiac arteriosclerosis has been extensively researched and clinical

guidelines are established, cerebral plaques still have many unanswered questions
about optimal clinical care due to the more difficult access route and the different
structural organization of the vessels (Subcommittee on Arteriosclerosis: Andrus
et al., 2015).
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1.3.3 Treatment of Intracranial Aneurysms

Treatment of IAs comprises surgery, i.e., neurosurgical clipping, and endovas-
cular treatment apart from the wait-and-see strategy, i.e., monitoring the
aneurysm (Seibert et al., 2011).

Neurosurgical Clipping

Neurosurgical clipping is a highly invasive procedure, where a surgical clip is
carefully placed around the IA’s neck to separate the aneurysm from blood sup-
ply, see Figure 1.5. Advantageously, the neurosurgeon can directly assess the
aneurysm including the aneurysm wall and can possibly resolve complications of
previous interventions, e.g., detachments of coils or stents, and aneurysm recanal-
ization. Furthermore, the freshly closed aneurysm sac can be directly resectated
in favor of subsequent research and analysis. In addition, the intraoperative views
can be employed to identify different aneurysm regions based on their visual ap-
pearance in order to evaluate the correlation of hemodynamics and aneurysm
wall (Cebral et al., 2019). However, the invasive surgical process involves cutting
and removing a bone flap of the skull and brain tissue could be destroyed.

Endovascular Treatment

Endovascular treatment comprises catheter-based techniques to place implants
into the aneurysm sac in order to cause a closure or to redirect the blood flow
in the parent artery in favor of an aneurysm closure. These techniques comprise
coiling, stenting or a combination thereof, recall Figure 1.5. Furthermore, an
implantation of flow diverters can be carried out (Seibert et al., 2011). During
coiling, a coil is placed inside the aneurysm to cause its closure. Various configu-
ration and sizes are available which are selected based on the aneurysm size and
volume. Stents, i.e., typically a metal mesh or metal braid, are often previously
placed in case of broad aneurysm necks to support the coils (Fiorella et al., 2005).
In addition, flow diversion devices (i.e., flow diverters) divert or redirect the flow
away from the IA causing a closure of the IA based on blood stasis and thrombus
formation without requiring a coiling at all (Fiorella et al., 2008). In some cases,
the vascular deformation induced by the implant, i.e., a straightening of the
vessel, further strengthens the flow redirection and thus improving IA closure.

Monitoring of IAs

The monitoring of IAs, i.e., the wait-and-see strategy is especially favorable in
case of asymptomatic IAs that are furthermore associated with a low rupture
risk. As it was discussed in the study of Bijlenga et al. (2017), the average rup-
ture risk of unruptured incidentally found IAs can be estimated between 0.3%
and >15% per 5 years, and for IAs smaller than 7mm between 0.4% and 0.6%,
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Figure 1.5: Illustration of a neurosurgical clipping (left), coiling (center) and stent-
assisted coiling (right). (Image Courtesy Michigan Health System)

respectively (Etminan & Rinkel, 2016). In comparison, a preventive treatment
was associated with an estimated risk of 1% mortality and approx. 5% morbid-
ity, and for IAs smaller than 7mm with a <0.1% mortality and <3% morbid-
ity (Bruneau et al., 2015; Naggara et al., 2010; Rinaldo et al., 2017). However,
patients often choose an interventional treatment over a conservative monitoring
due to psychological factors, i.e., the high psychological burden.

Treatment Strategy

It is important to consider the substantial change of treatment strategy during
the past two decades. Presumably motivated by the International Subarachnoid
Aneurysm Trial (ISAT) (Molyneux, Kerr, International Subarachnoid Aneurysm
Trial (ISAT) Collaborative Group, et al., 2002) that demonstrated reduced mor-
tality rates at one year in patients undergoing endovascular treatment compared
to microsurgical clipping, the first treatment strategy is carried out more often.
In contrast, long-term results of the ISAT as well as the later conducted Barrow
Ruptured Aneurysm Trial (BRAT) (Spetzler et al., 2019) report similar results
for both treatment strategies. Hence, different aspects have to be considered (Et-
minan et al., 2015). For example, wide-necked IAs of the anterior circulation
benefit from microsurgical clipping (Mascitelli et al., 2018). Furthermore, rup-
tured aneurysms at the middle cerebral artery with intracerebral hemorrhage
significantly benefit from microsurgical treatment (Bohnstedt et al., 2013; Lee
et al., 2012).
Finally, a decrease in microsurgical clipping for treatment of IAs is re-

ported (Qureshi et al., 2011), resulting in two major aspects: First, a reduced
number of clipped IAs hardens the training of future neurosurgeons based on
a long-term assistance and the highest possible number of cases. Second, the
remaining IAs required to be clipped are characterized by increased complexity
(e.g., large neck areas, ruptured IAs), which further hardens the neurosurgical
training. In essence, there is a lack of “easy” cases that would be beneficial for
learning neurosurgeons.
As a result, the best treatmet for unruptured and asymptomatic IAs remains

ongoing research. Their therapy may lead to complications as well, whereas the
rupture rates of asymptomatic IAs are reportedly equalled or exceeded by the
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mortality rate associated with treatment (Wiebers, 2003). Thus, a computer sup-
port including the integration of blood flow information and the approximation
of rupture risk can greatly improve the decision making for these IAs.

1.3.4 Medical Imaging in the Clinical Practice

Medical imaging to detect and characterize IAs and the intracranial vessels in-
cludes tomographic imaging, i.e., computer tomography (CT), magnetic reso-
nance imaging (MRI), 2D and 3D digital subtraction angiography (DSA) and
3D rotational angiography (RA) (Brisman et al., 2006; Kouskouras et al., 2004).
For the tomographic imaging modalities, a contrast agent is intravenously ap-
plied yielding CT angiography and MR angiography data, respectively. For MRI,
time-of-flight sequences exist as well, which do not require contrast agents and
are thus suitable for patients with impaired renal functions. Due to its advan-
tages for intervention and increased spatial resolution, Dyna CT angio suites
are the preferable imaging modality. A C-arm rotates around the patient, see
Figure 1.6. For the acquired X-ray projections, i.e., the rotational angiography
dataset, a 3D tomographic scan is reconstructed. By starting a scan without
contrast agent followed by a contrast-enhanced scan, digital subtraction can be
carried out yielding the 3D DSA image data sets. The system also allows 2D X-
ray scans with high spatial resolution as well as a time series of these 2D scans to
analyze the contrast agent distribution. During intervention, the neuroradiologist
follows the path of the catheters, guide wires and implants. The typical extent of
tomographic image data is 512 × 512 × 256 voxels in clinical practice. The spatial
resolution depends on the imaging modality and varies between ≈ 0.2 − 0.5mm
in the image plane with a slice distance of ≈ 0.25 − 0.5mm.

In summary, the non-invasive imaging modalities may achieve similar sensitiv-
ity and specificity regarding the detection of IAs (Romijn et al., 2008), but DSA
is considered as gold standard due to the increased resolution in combination
with its interventional use (Geers et al., 2009; Tomycz et al., 2011).

1.4 computer support for treatment and therapy planning

The treatment of IAs can be simplified to the pipeline presented in Figure 1.7.
This thesis comprises various approaches where this pipeline can be supported,
and an extended illustration is provided in Figure 1.8. In the following, each
step of the pipeline will be discussed in more detail. Embedded in the discus-
sion of these steps and integrated in Figure 1.8 are my own research papers;
whereas the selection forming the cumulative part of this thesis is highlighted,
e.g. (Glaßer et al., 2017) , and further studies I contributed to are less attenu-
ated in the text, e.g., (Hoffmann et al., 2016) .
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Figure 1.6: Illustration of a C-Bogen system (Image courtesy of T. Hoffmann, Otto-von-
Guericke University of Magdeburg, Germany).

Figure 1.7: A simplified pipeline for IA treatment comprising the clinical imaging, an
analysis of the medical image data and subsequent therapy.

Special attention must be paid to the large gap between clinical research and
clinical practice. As it will be described in the following, clinical research com-
prises manifold tools and applications to not only characterize the intracranial
vessel wall but even to predict the IA rupture risk. To close this gap, projects and
applications from research tracks have to be translated into practice including
a discussion of possible error sources and parameter choices as well as applying
them to a large number of datasets. The translation into clinical practice is not
only a matter of personal importance, but should also be a focus of more studies
to finally improve the intervention and thus the patient’s health itself.

1.4.1 Medical Imaging in Clinical Research

Arteriosclerosis and subsequent vessel diseases manifest in the vessel wall and
one of the main research directions is the imaging of the vessel wall. This is very
similar to cardiac applications where cardiac arteriosclerosis has been extensively
researched. Hence, the cerebral plaques still raise many unanswered questions
about optimal clinical care due to the more difficult access route and the differ-
ent structural organization of the vessels (Subcommittee on Arteriosclerosis: An-
drus et al., 2015). Furthermore, neurosurgeons report a relationship between wall
thickness and risk of IA rupture. Since currently no in vivo imaging technique
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Figure 1.8: Classification of research papers and their relation to the pipeline. Evaluation
covers visual exploration, visual analysis and rupture risk assessment. In
case a paper contributes to several aspects, the most prominent aspect was
chosen. Title of papers might be shortened due to limited space, WT is the
abbrevation for wall thickness.
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is available in the clinical practice (apart from highly invasive intra-operative
views during surgery), this relationship is poorly documented. However, studies
that evaluated resections acquired during neurosurgical clipping report an in-
creased rupture risk for very thin or very heterogeneous IA walls (Frösen et al.,
2004). Furthermore, histological and intraoperative observational studies char-
acterized these walls as a highly variable region (with a thickness from 16 to
400µm) containing areas with thick, intermediate and super-thin translucent
tissue (Kadasi et al., 2013). For comparison, our recent study revealed an av-
erage wall thickness of 344 µm of healthy intracranial vessel walls measured in
histology data (Weigand et al., 2019) .

Intravascular Imaging

For clinical research, intravascular imaging, e.g., intravascular ultrasound (IVUS)
and recently optical coherence tomography (OCT), is able to assess the vessel
wall’s morphology. Both intravascular imaging methods are routinely employed
in clinical cardiac practice to assess stenoses and plaques with a superior image
resolution compared to tomographic imaging. In consequence, several studies
tried to assess their potential of characterizing arteriosclerotic plaque in intracra-
nial vessels.

When comparing IVUS and OCT, the first has a larger penetration depth, i.e.,
approx. 20 mm and 4 µm spatial resolution, but the latter exhibits higher spatial
resolution, i.e., approx. 10 mm penetration depth and 15 µm spatial resolution
(Tsakanikas et al., 2012). Hence, IVUS is well suited for the evaluation of coro-
nary arteries. The studies by Katouzian and colleagues (Katouzian et al., 2012a;
Katouzian et al., 2012b) correlate IVUS with histological imaging based on a
cage fixture setup for an in vitro experiment. Balzani et al. (2012) introduced
a 3D reconstruction of geometrical models of atherosclerotic arteries (i.e., vessel
walls with atherosclerotic plaque burden) based on multimodal image acquisition
including IVUS, virtual histology data and angiographic X-ray images. IVUS
was also successfully employed for imaging of the intracranial wall (Majidi et al.,
2013). We further analysed the suitability of intravascular imaging for intracra-
nial arteries. As starting point and for the extraction of intravascular vessel wall
models, we employed IVUS to develop vessel phantoms (Hoffmann et al., 2014)
as well as to probe an artificial IA. Therefore, a porcine artery was dissected and
closed to form an aneurysm. The dataset was segmented and underwent CFD
simulation. Afterwards, a combined visualization of the wall thickness and hemo-
dynamic surface parameters (Glaßer et al., 2014) and blood flow animations
(Lawonn et al., 2016) was generated.
OCT imaging was successfully conducted for the larger carotid arteries

(Yoshimura et al., 2012) as well as for animal studies (van der Marel et al., 2014)
or ex vivo studies (Lopes et al., 2012; Mathews et al., 2011). For a more dedicated
application to human intracranial vessels, the probing of human Circles of Willis



14 computer support for intracranial aneurysms

was conducted, which were explanted post-mortem (Hoffmann et al., 2016) .
Hence, OCT was also analyzed w.r.t. its ability to evaluate IAs, which were
provided as silicon phantom models based on the post-mortem extracted vessels.
The study underpins the great potential of OCT to characterize the intracranial
walls but also reveals limitations in larger aneurysms due to the limited penetra-
tion depth of max. 10 mm. Furthermore, we could show that OCT was able to
assess stent structures of neurovascular implants (Hoffmann et al., 2015) . Patel
et al. 2013 were able to conduct the first in vivo human study and evaluate a
left vertebral artery stent in a patient with vertebral artery stenosis. As sum-
marized by Chen et al., OCT data is able to provide high-resolution images of
vessel lumen and the wall including possible intraluminal thrombi and allows for
aneurysm wall assessment with good correlation with histological sections (Chen
et al., 2018). It also is suitable to evaluate the stent malapposition, locate per-
forating arteries, and accurately evaluate vessel diameters. Disadvantageously,
intraluminal blood causes artifacts and, thus, clearance of blood and a flushing
of the vessels is required, which is difficult for pathologies like IAs. More severe,
the limited penetration depth of current OCT catheters hampers their suitability
for larger IAs ( Hoffmann et al., 2015; Chen et al., 2018). Hence, OCT data typ-
ically exhibits a spatial resolution of ≈ 15µm with a limited penetration depth
of 10mm which in turn often is further reduced to 3-4mm due to signal attenua-
tion inside the vessel, whereas tomographic images are limited to 0.2mm spatial
resolution. Finally, the required catheters are suited for the larger coronary ar-
teries, but they might not be small and flexible enough for a safe navigation in
the tortuous intracranial vasculature (Chen et al., 2018). Hence, restrictions of
the medical board prevent the use in vivo.

Histologogical Analysis

For preparation of a ground truth, histological analysis can provide the re-
quired information about vessel wall morphology and pathologic changes.
We combined our studies about OCT in post-mortem intracranial ves-
sels (Hoffmann et al., 2016) with hematoxilin and eosin (H&E) staining. The
H&E staining is one of the most often used stains in medical image analysis,
where the hematoxilin yields a blue coloring (and thus high contrast) of the cell
nunclei and the eosin causes the reddish staining of the extracellular matrix and
the surrounding tissue (Titford, 2005). Thus, arteriosclerosis or wall thickening
of intracranial vessel walls can be evaluated with H&E stainings of the vessel
cross-section.
For further co-registration of the deflated post-mortem vessels, the virtual

inflation approach was developed (Glaßer et al., 2015b) , (Glaßer et al., 2017) .
Virtual inflation refers to the process of virtually inflating the vessel cross-
sections in order to compare OCT and histology globally and locally, see
Figure 1.9. Hence, the user can define a brush in one modality and link it
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to the second one. Furthermore, automatically extracted information about
pathologies based on clustering of the nuclei and extraction of their charac-
teristic shapes highlights pathologic vessel wall parts, e.g., an inflammatory re-
gion. This study is included in the cumulative Part I. Recently, a comprehen-
sive investigation of intravascular imaging and histologic analysis was carried
out (Weigand et al., 2019) , yielding a statistically significant shrinkage of the
vessel’s diameter, but in contrast a good agreement of their pathologies like
atherosclerotic plaque.
A shortcoming of the intravascular imaging approaches is the missing 3D

information. For example, conventional OCT scanners provide a stack of 2D
slices which can be stacked and reformatted into a longitudinal vessel view,
but the vessel centerline is assumed to be straight since no 3D information
about the catheter’s path is available. Therefore, experimental results com-
bined OCT data with a structured light scanner to obtain the 3D orienta-
tion (Glaßer et al., 2016c) . Additionally, X-ray images of the catheter’s path
were extracted and combined with the OCT data of an intracranial vessel bifur-
cation to improve the simulation of the internal blood flow (Voß et al., 2018b) .
Hence, the vessel walls were also virtually inflated by adaption of our previous
method (Glaßer et al., 2017) . Nowadays, commercial solutions aim at a com-
bination of OCT with the angiography suite to combine bi-plane image data
for the catheter path (i.e., to reconstruct the catheter’s 3D position) with the
OCT data in an automated manner. In addition, Gounis et al. (2019) recently
introduced the high-frequency (HF) OCT and a prototype, which is already in
preclinical testing. Their system was specifically designed for use in tortuous
neurovasculature and exhibits a larger field of view compared to conventional
OCT. In addition, a spatial resolution approaching 10 µm is reported (Gounis
et al., 2019). Hopefully, HF OCT will be in clinical use in the near future.

Figure 1.9: Illustration of the virtual inflation for an OCT slice (left) and corresponding
histology slice (right). The user can define a brush in the first modality
(orange polygon) that is linked to the second modality.

Vessel Wall MR Imaging

In addition to the MR imaging in clinical practice, Matouk et al. (2012) used
high-resolution MR vessel wall imaging (MR-VWI) in patients with multiple IAs
to investigate the aneurysmal subarachnoid hemorrhage. Recently, Larsen et al.
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(2018) studied unruptured middle cerebral artery aneurysms via MR-VWI and
histology. As a result, MR-VWI is reportedly associated with inflammatory cell
invasion, neovascularization, and the presence of vasa vasorum. They combined it
with CFD and applied local flow analysis based on advanced filtering techniques
to improve the understanding of vessel wall enhancement. Xiao et al. (2018)
associate wall enhancement in MR-VWI with low wall shear stresses. We could
confirm these findings in a recent study (Berg et al., 2019b) . In addition, our
work revealed a perpendicular direction to the main flow, see the exemplary cases
provided in Figure 1.10. Thus, high resolution MR-VWI yields promising results
for imaging of instable plaques and IAs with high risk of rupture (de Havenon
et al., 2016), but the clinical use is still limited to specialized clinical centers.

Figure 1.10: Illustration of flow patterns associated with enhanced vessel wall re-
gions (Berg et al., 2019b) . The pink patches (arrow) show regions charac-
terized by enhancement in the MR-VWI data and the presented streamlines
represent the corresponding flow passing by these regions.

Enhancement of 3D RA

Apart from these additional imaging techniques like intravascular imaging or
MRI, the 3D RA itself can be improved. Hence, the process from generating a
3D tomographic dataset from the projections of the 3D RA datasets is called
reconstruction. In IA research studies, this process is scarcely recognized when
putting the focus on segmentation or CFD simulation. Often, clinical researchers
provide the already reconstructed 3D DSA dataset for further analysis.
However, these C-arm CT images are frequently affected by motion artefacts

which could be compensated with a geometric optimization algorithm (Frysch
& Rose, 2015). Typically, the redundancies in the projection images are ex-
ploited (Meng et al., 2013). In addition, artifacts like beam hardening can be re-
duced during the reconstruction process (Abdurahman et al., 2018). Since these
techniques achieved higher quality phantom datasets and were able to reduce
the artifacts, an improvement for IA datasets is expected as well.

Apart from improving the reconstruction process based on research applica-
tions, the available clinical work stations bear potential for improvement or
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could induce errors in the subsequent steps. Therefore, the influence of the
chosen reconstruction kernel was analyzed yielding the rejection of smooth
kernels for the application scenario of segmentation and CFD simulation for
IAs (Glaßer et al., 2016a) , (Berg et al., 2018d) .

1.4.2 Segmentation of Vessel Surface Models

Due to its high clinical importance, the segmentation of vessels and their patholo-
gies is of utmost importance and a dominant research area. The following aspects
are discussed:

• segmentation for vessel surface models,

• remeshing of surface models,

• and standardized analysis of segmentations.

Segmentation for Vessel Surface Models

In favor of reproducible results and a reduction of the clinicians’ workload, auto-
matic segmentations are desired but not always possible. In consequence, a wide
variety of mesh segmentations exists (Shamir, 2008) and numerous approaches
have been specifically proposed for the vessel lumen (Lesage et al., 2009). Data-
based approaches, such as thresholding, are fast and immediately provide the seg-
mentation result. Disadvantageously, they are affected by image artifacts caused
for example by inhomogeneous contrast agent distribution or the partial vol-
ume effect. Furthermore, the resulting binary voxel mask has to be transferred
into a geometrical surface model, e.g., by applying the Marching Cubes algo-
rithm (Lorensen & Cline, 1987). In contrast, model-based approaches, such as
level sets, are less sensitive to artifacts and can provide a segmentation at sub-
voxel level. On the other hand, they are computationally expensive and the
parametrization may be non-intuitive and challenging. Jerman et al. 2015 in-
troduce an image analysis framework that includes a detection of aneurysms
based on random forests and a grow-cut segmentation of the aneurysm and its
parent vessel. The vascular modeling toolkit VMTK provides freely available
tools for the 3D reconstruction, geometric analyis, mesh generation and surface
data analysis for image-based modeling of blood vessels (Antiga et al., 2008;
“The Vascular Modeling Toolkit website”, 2019). Hence, a gradient-based level
set segmentation is included.

Remeshing of Surface Models

Especially for interventional use, e.g., a stent-assisted coiling, the physicians
often generate a 3D model of the patient for the current treatment and they



18 computer support for intracranial aneurysms

require instant feedback how the parameter changes are influencing the result-
ing 3D representation, i.e., the surface mesh. In contrast, segmentations for
research projects must yield so-called waterproof surface meshes, i.e., the seg-
mented aneurysm and its parent vessel must be transferred into a polygonal
surface mesh with no holes and high triangle quality, i.e., equilateral triangles.
A remeshing of these surfaces often aims at improvement of the quality of mesh
elements, which is crucial for the robustness and numerical stability for CFD
simulations (Alliez et al., 2008). Simplification of surface meshes reduces the
complexity of meshes, i.e., the number of vertices and faces, or optimizes the
vertex distribution (Gotsman et al., 2002). For improvement of aneurysm sur-
faces, previous studies (Moench et al., 2011; Glaßer et al., 2015a ) employed an
advancing front approach that accounts for regions of strong local curvature at
the aneurysm neck by employing smaller triangles in areas with strong underly-
ing curvature (Schöberl, 1997). However, recent CFD applications, e.g., STAR-
CCM+ 11.06 (Siemens Product Lifecycle Management Software Inc., Plano, TX,
USA 75024), already provide commercial remeshing approaches as a preprocess-
ing step in order to create the volume grid required for the simulation.The in-
terested reader is also referred to the survey of Oeltze-Jafra et al., where the
segmentation and extraction of surface models for the simulation of medical flow
data is discussed (Oeltze-Jafra et al., 2019) .

Standardized Analysis of Segmentations

In addition to providing more information about the IAs and allow for subsequent
blood flow simulations, the segmentation of IAs also induced further variations
in the data and thus, limits the standardized evaluation. Hence, a standardized
analysis of IAs can be provided by using digital video sequences to allow for
inter-patient or inter-study comparisons (Iserhardt-Bauer et al., 2002) without
any segmentation or user interaction. In order to increase the clinical acceptance
of the computer support for IAs, further studies directly aim at the comparison
of segmentations, similar to challenges for brain tumor segmentations (Menze
et al., 2015) or liver tumors (Bilic et al., 2019).
The Multiple Aneurysms AnaTomy CHallenge (MATCH) was announced to

evaluate state-of-the-art segmentation approaches for IAs (Berg et al., 2018a) .
The challenge received contributions of 26 participating groups from 13 countries
and provides an overview of segmentation methodologies for IAS. The provided
3D DSA datasets comprised five IAs in the left and right anterior and the poste-
rior circulation. We carefully selectedt the patient data, in close discussion with
our interdisciplinary team especially the neuroradiologists. Due to the multiple
aneurysms of a single patient, the influence of patient-specific factors such as fur-
ther diseases, alcohol abusus etc. can be neglected. Based on the iterative closest
point algorithm, a co-registration of the submitted segmentations was carried
out (Besl & McKay, 1992; Chen & Medioni, 1992). When analyzing the applied
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segmentation algorithms, most groups (11 groups) used a threshold-based ap-
proach, followed by level-set methods (10 groups) as well as region growing (4
groups) and a watershed algorithm (1 group). Special attention should be paid
to the fact that further correction steps such as smoothing, cropping or artifact
elimination were reported by almost all groups. A more detailed description of
these postprocessing steps can be found in (Glaßer et al., 2015a) . In summary,
no consensus regarding segmentation software or underlying algorithms for IAs
could be identified.

1.4.3 Simulation of the Intracranial Blood Flow

Based on the extracted 3D models of IAs, hemodynamic simulations are increas-
ingly used to approximate the intracranial blood flow yielding the blood flow
velocity and pressure. These results are employed to assess the rupture risk (Ce-
bral et al., 2011a; Cebral et al., 2015; Valen-Sendstad & Steinman, 2014) or
support the treatment planning of IAs (Cebral et al., 2011b; Janiga et al., 2015;
Ma et al., 2014), (Berg et al., 2018c) . This thesis does not focus on the hemo-
dynamical simulation itself, but rather on its clinical benefits. Therefore, a focus
is put on possible error sources as well as the limitations of the CFD. To be more
precise, the following topics are discussed:

• importance of spatial resolution and boundary conditions,

• validation to increase the clinical acceptance,

• a standardized analysis of CFD results.

spatial resolution and boundary conditions Subsequent to the
segmentation, a volume grid for the simulation is extracted. Hence, sufficient
spatial resolution must be ensured (Berg et al., 2018b) . Furthermore, realis-
tic boundary conditions and appropriate simulation settings must be selected.
For example, the velocity and the modelling of the blood flow at the vessel in-
lets have to be defined. A possible approximation of the inflow was extracted
from a healthy volunteer 4D PC-MRI data Berg et al., 2014. Valen-Sendstad
et al., 2015 studied the influence of scaled inflow waveforms. They concluded
that a square law depending on the vessel inlet diameter leads to most physi-
ological flow patterns. Further boundary conditions cover the modeling of the
wall (rigid vs. non-rigid) or the blood flow behaviour at the vessel outlets. In
Figure 1.11, an overview of these conditions is provided based on our recent re-
view article (Berg et al., 2019a) . The validation of the assumed or experimen-
tal determined approximations is mostly conducted either in vitro, i.e., based
on comparisons in phantom models (Liang et al., 2016; Roloff et al., 2019) or
in vivo, i.e., using 4D PC-MRI or other noninvasive imaging techniques (Berg
et al., 2014).
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Specifically, boundary conditions determine the flow split at vessel bifurcations
and thus strongly influence the hemodynamical simulation result. For outlet
boundary conditions, the most common zero-pressure strategy assigns constant
zero pressure to the model outlets and has the advantage of numerical simplic-
ity. However, it lacks a physiological basis. In contrast, a flow splitting based
on Murray’s law (Murray, 1926) accounts for the vessel diameters and models
the flow proportional to the outlet diameter. Disadvantageously, the simulation
results strongly depend on the truncation of the segmented vessel model. Chnafa
et al. (2017) analyzed the energy loss at vascular bifurcations that describes the
splitting of flow depending at a bifurcation considering the bifurcation angles
and diameters of daughter branches. They also showed that the cerebrovascular
simulations strongly depend on the outflow splitting strategy and hence require
careful treatment (Chnafa et al., 2017; Chnafa et al., 2018). Their approach sug-
gests to adapt the flow splitting at vessel bifurcations depending on the vessel’s
cross-sectional area, but they only consider circular vessel cross-sections. Finally,
our study (Saalfeld et al., 2019) further improves the flow splitting by incor-
porating the actual vessel diameter including anatomical, i.e., arbitrary-shaped,
vessel cross-sections. Especially elliptical cross-sections are better modeled. Fur-
thermore, we were able to select and segment cases with multiple aneurysms
(each patient suffered from four aneurysms) and a large vacular domain (first
patient’s vessel tree had twelve outlets, second patient’s vessel trees had seven
and eight outlets, respectively). The study is included in the cumulative part of
this thesis in Part III.

validation in order to increase the clinical acceptance
To increase the clinical acceptance, in vivo and in vitro validation studies are
essential (Berg et al., 2014; Bouillot et al., 2014; Bouillot et al., 2015; Liang et
al., 2016). However, one limitation will remain: mostly, the CFD studies use rigid
vessel walls, since the imaging modalities can only depict the vessel lumen. A
fluid-structure simulation would be more realistic, especially when considering
that aneurysm motion can be observed in the time-dependent 2D DSA images
and is associated with rupture (Vanrossomme et al., 2015). Cebral and colleagues
constructed 3D models from surgically treated aneurysms and identified five dif-
ferent wall regions according to their appearance in the surgical intraoperative
videos. They concluded that local flow conditions yield a local remodeling of
the aneurysm wall, e.g., low flow conditions characterized by low and oscilla-
tory shear stress correlated with atherosclerotic and hyperplastic wall changes
and high flow conditions with higher and less oscillatory WSS correlated with
local wall thinning (Cebral et al., 2019). In summary, the vessel wall modeling
needs further research and wall information is highly desirable. Therefore, we
investigated a post-mortem Circle of Willis with a ruptured IA at the anterior
communicating artery and scanned ith with an industrial computed tomography
system (Nanotom S 180, GE Measurement & Control, Fairfield, Connecticut,
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Figure 1.11: Illustrative depiction of relevant impact factors and boundary conditions
for CFD of IAs: the volumetric mesh defining the spatial discretization of
the flow domain; (time-dependent) inlet and outlet boundary conditions;
the approximation of the wall as rigid or flexible and the approximation of
blood as Newtonian or non-Newtonian fluid (Berg et al., 2019a) .

USA) (Voß et al., 2016) . This allowed for the extraction of the wall thickness
and thus a segmentation of the inner and outer vessel wall. As a result, we could
determine that only assuming a constant wall thickness might lead to wrong con-
clusions when compared to patient-specific vessel wall thickness. Although the
averaged WSS values over the whole aneurysm sac were in very good agreement,
large differences were found at the location of rupture.

standardized analysis of cfd results Similar to the segmenta-
tion of the IAs, a standardized analysis of CFD results for IAs is desirable.
Radaelli et al. (2008) started one of the first CFD and IA-related challenges,
the Virtual Intracranial Stenting Challenge (VISC) in 2007 to demonstrate
the predictive potential of CFD for commercial available intracranial stents.
In addition, the International Aneurysm CFD Challenge 2015 was announced
by Valen-Sendstad et al. (2018) , and the organizers compared rupture predic-
tion between the CFD teams and clinicians yielding a benefit of the CFD analysis.
In a second phase of the most recent MATCH challenge (Berg et al., 2018a) ,
we compared the image-based hemodynamic simulations that were carried out
to identify the ruptured aneurysm (Berg et al., 2019c) . As a result, the major-
ity of the 26 groups falsely selected the largest aneurysm as being the ruptured
one and only four of the participating groups were able to correctly select the
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ruptured aneurysm. Hence, the successful selections integrated clinically rele-
vant information, e.g., aneurysm site, and advanced rupture probability models
including morphological parameters and quantification of inflow jets as well as
the identification of multiple vortices.

1.4.4 Computer-Supported Evaluation

The computer-supported evaluation of IAs comprises the analysis of IA shape
and shape-based parameters as well as the assessment of intracranial blood flow
including hemodynamical parameters. Finally, a qualitative evaluation w.r.t. ex-
tracted properties of IAs is briefly discussed.

Evaluation of Morphological Parameters

As it was introduced in Section 1.3.2, rupture risk assessment of intracranial
aneurysms is an active clinical research area, since a mismatch between treated
aneurysms and actual aneurysms at risk occurs.
Therefore, a substantial amount of studies correlated the rupture risk of IAs

with their morphological shape. In clinical practice, 2D measurements, e.g., os-
tium size or the dome-to-neck-ratio, are extracted from the 2D angiographies as
rupture risk indicators (Backes et al., 2014; Weir et al., 2003). Although they
are easily accessible within the clinical workflow, the extraction is highly user-
and image-dependent based on the viewing angle for the 2D projections (Wong
et al., 2012). The study concludes that 3D shape parameters of IAs yield a
more standardized analysis. Furthermore, a considerable number of studies in-
troduced 3D shape parameters of IAs and their correlation with rupture risk
(Dhar et al., 2008; Lauric et al., 2012; Lv et al., 2016; Raghavan et al., 2005; Var-
ble et al., 2017; Xiang et al., 2011). An illustration of morphological parameters
is provided in Figure 1.12.

In more detail, Raghavan et al. (2005) evaluated five size and eight shape in-
dices concluding that only five shape indices reached statistical significance when
comparing the ruptured and unruptured aneurysm group. In contrast, Xiang et
al. (2011) identified the size ratio, i.e., the ratio between maximum aneurysm
height and averaged diameter of the parent vessel, as independent significant
factor, but reported a significant difference of shape complexity parameters such
as undulation index, ellipticity index, and nonsphericity index between the rup-
tured and the unruptured aneurysm group. Furthermore, special attention was
paid on the aneurysm location. The study presented by Lv et al. (2016) was
based on 129 IAs on the posterior communicating artery and their morpholog-
ical discriminants. They reported that the size of aneurysm dome, the aspect
ratio, the size ratio (i.e., the ratio of the maximum perpendicular height to the
mean neck diameter) as well as the dome-to-neck ratio were statistically signifi-
cant between ruptured and unruptured aneurysms. However, as it was presented
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AA Area of the aneurysm surface
VA Volume of the aneurysm sac
OA1 Area of the the ostium
OA2 Area of the ostium,

projected onto a plane
Dmax Max. diameter of the aneurysm
Hmax Max. height of the aneurysm
Wmax Max. width perpendicular

to Hmax

Hortho Max. height perpendicular
to the ostium center

Hortho2 Same as Hortho but no
intersections with the
aneurysm wall are allowed

Wortho Max. width parallel to the
projected ostium plane

Nmax Maximum ostium diameter
Navg Average ostium diameter
AR1 Aspect ratio: Hortho/Nmax

AR2 Aspect ratio: Hortho/Navg

SR Size ratio:
Hmax/ average vessel diameter

VCH Volume of the convex hull
of the aneurysm sac

ACH Area of the convex hull
of the aneurysm sac

EI Ellipticity index;
EI = 1 − (18π)

1
3 V

2
3

CH /ACH

NSI Non-sphericity index;
NSI = 1 − (18π)

1
3 V

2
3 /A

UI Undulation index;
UI = 1 − V /VCH

α Smaller angle between
centerline and dome

β Larger angle between
centerline and dome

γ Angle at aneurysm dome

Figure 1.12: Illustration of morphological parameters that were automatically ex-
tracted based on a given neck curve and its center CNC , see
also (Niemann et al., 2018; Saalfeld et al., 2018b) for more details.
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by Varble et al. (2017), the location of the IA influences results of the morpholog-
ical (and hemodynmical) parameters. They analyzed 311 unruptured aneurysms
and concluded that aneurysms at the internal carotid artery are subject to less
rupture-prone morphological characteristics in comparison to other locations of
the intracranial vasculature.
The presented studies exhibit two major drawbacks. On the one hand, some

studies only consider a limited number of IAs, e.g., Raghavan et al. (2005) eval-
uated 27 cases or Dhar et al. (2008) evaluated 45 cases. On the other hand, the
separation of the IA from the parent vessel uses planar cut planes (Lauric et al.,
2012; Raghavan et al., 2005; Xiang et al., 2011), which is not justified for the
highly variational shapes of IAs, see also the example in Figure 1.13.
To overcome this issue, a standardized neck curve for separation of aneurysm

and parent vessel on a larger set of aneurysm data is required. A semi-automatic
neck curve extraction was proposed by Neugebauer et al. (2010), but their ap-
proach was only tested on seven aneurysms and was not applicable to aneurysms
with large or irregular blebs as well as strongly lobulated ones, see the examples
in Fig. 1.13. This approach was extended by Meuschke et al. (2018), but it was
only tested for ten datasets. A more analytical approach was presented by Jer-
man et al. (2015) who employed a raytracing approach for the determination
of the ostium similar to (Neugebauer et al., 2010). We refined the approach
of Neugebauer including a determination of the characteristic dome point an-
gle (Saalfeld et al., 2018b) . Our approach is applied to 3D segmentations of
100 IAs and a comparison with 100 manually drawn neck curves by a clinical
expert is included. Since initial results indicate a high predictive power of the
newly defined characteristic dome point angle, we carried out a statistical anal-
ysis to identify relevant shape parameters to differentiate between ruptured and
unruptured aneurysms (Niemann et al., 2018) . This study further affirmed the
potential of this parameter. Both studies are included in the cumulative part of
this thesis, see Chapters 6 and 12.

The recently proposed model of Detmer et al. (2018) combines and internally
validates a model for aneurysm rupture risk prediction based on hemodynamic
and geometric parameters, aneurysm location, and patient gender and age for
characterization of 1631 aneurysms. Regarding aneurysm cases and the model’s
predictive power, they raised the bar considerably. Hence, future work should
extend this model with the dome point angle parameter and include longitudinal
data for clinical validation.

Evaluation of Hemodynamical Parameters

A major aspect regarding the access to hemodynamical parameters is the CFD
simulation that requires dedicated hardware in addition to software tools and
skilled employees. Apart from the hardware requirements, a lot of parameter
choices hamper the clinical acceptance.



1.4 computer support for treatment planning 25

Figure 1.13: Depiction of two patient-specific aneurysm surface models from our IA
database with irregular blebs or strongly lobulated aneurysm heads, see
circles.

Similar to morphological parameters, a significant amount of studies analyzed
hemodynamical parameters and their correlation with IA rupture risk (Byrne et
al., 2014; Chung et al., 2017; Doddasomayajula et al., 2017; Jou et al., 2008; Lou
et al., 2016; Miura et al., 2013; Takao et al., 2012; Xiang et al., 2011). In Fig-
ure 1.14, the most important ones are illustrated based on the study presented
by Cebral et al. (2011a). Given the blood flow velocity u, the wall shear stress
WSS can be extracted as friction against the vessel wall. As explained by Cebral
et al. (2011a), a partitioning of the vascular models into different geographic re-
gions can be conducted yielding the aneurysm separated by the ostium from the
parent vessel and a further subdivision of the remaining vessel region into two
subregions, i.e., the near vessel and far vessel regions with corresponding dis-
tances to the ostium surface less than or larger than 1.0 cm, respectively. Derived
from the partioning, the following parameters can be extracted. MWSS is the
maximum WSS computed over the aneurysm region. The shear concentration
index (SCI) measures the ratio of shear forces of the aneurysm in relation to the
parent vessel, and the inflow concentration index (ICI) denotes the inflow of the
blood from the parent vessel into the aneurysm. Both indices are reported to be
larger for ruptured than for unruptured aneurysms (Cebral et al., 2011a).
The study presented by Xiang et al. (2011) showed that the average WSS,

the maximum intra-aneurysmal WSS, the low WSS area, the average OSI, the
number of vortices, and the relative resident time achieved statistical significance
for the predicition of the rupture status.
In summary, rupture prediction models including morphological and hemody-

namical parameters in addition to the clinical ones achieved considerably good
rupture prediction rates (Detmer et al., 2018). The systematic review of Liang
et al. (2019) identified 46 studies out of 231 studies reported in literature about
aneurysm rupture prediction and concluded that aspect ratio, aneurysm size,
low wall shear stress area, average wall shear stress, and size ratio correlate
most strongly with IA rupture.
Mostly, for the extraction of these parameters, a separation of the aneurysm

from the parent vessel mesh is necessary. While many approaches only apply
a planar cut plane (Berg et al., 2019c) , an anatomical ostium extraction as
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u flow velocity field
µ blood viscosity
ρ blood density
τ WSS vector,

τ = σut
σn

, with
ut is velocity at wall in
tangential direction, and
n is normal to the wall)

MWSS maximum WSS over
aneurysm region Aa,
MWSS = maxAa (|τ |)

Qin inflow rate into aneurysm
Qv flow rate in parent artery
Ain area of inflow region
AO the ostium surface area
ICI inflow concentration index

ICI = Qin/Qv
Ain/Aa

SCI shear concentration index *
LSA low shear area in percentage

of aneurysm area *
LSI low shear index *
LSI low shear index *
KER kinetic energy ratio *
V DR viscous dissipation ratio *

*see (Cebral et al., 2011a) for details

Figure 1.14: Illustration of hemodynamical parameters including the required subdivi-
sion of the volumetric vascular domain adapted from (Cebral et al., 2011a).

described in our study (Saalfeld et al., 2018b) would improve the standardized
evaluation and better account for irregularly shaped aneurysms.

Visual Exploration

Beyond the parameter-based evaluation of the shape and blood flow information
of intracranial aneurysms, the visual exploration of the IA shape as well as the
simulated vector fields has great potential to explore, understand and evaluate
the cerebral hemodynamics. Numerous studies deal with this interdisciplinary
and fascinating research area, in this thesis, the focus is set on the following
subtopics:

• visual exploration of medical flow data in combination with surface presen-
tation and surface feature extractions,

• filtering of the flow information in order to reveal flow characteristics,

• uncertainty visualization for IA hemodynamics, and
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• quantitative evaluation of medical visualizations.

visual exploration of intraaneurysmal flow data A gen-
eral overview for visual exploration of medical flow data was recently presented
by Oeltze-Jafra et al. (2019) . When visualizing medical image data, usually
complex 3D shapes are depicted which are often combined with additional pa-
rameters, e.g., aneurysm shape and internal blood flow. Hence, a careful adap-
tion to shape or depth perception based on special color scales is recommended
in the survey by Preim, Baer, Cunningham, Isenberg, and Ropinski (2016).
Unfortunately, scalar wall parameters like WSS or OSI are often mapped to
the vessel wall model via color-coding as well and thus also require appropri-
ate color-coding. Therefore, we developed a framework that combined addi-
tional visualization techniques to increase the depth perception. As a result,
surface parameters can be mapped to the vessel wall by utilizing the Fresnel
effect (Behrendt et al., 2017) For this approach, we do use the full range of
colors visible to the human eye, since the pseudo chromadepth approach only
employs a gradient from red (low depth) to blue (high depth). This work was
inspired by the study of Ropinski et al. (2006) who showed that angiography
images could benefit from color-encoded depth information. They introduced
the pseudo chromadepth approach based on the chromadepth technique (Steen-
blik, 1987) that employs color to create the illusion of depth in an otherwise flat
image. The study presented by Ritter et al. (2006) enhanced depth relations in
complex vascular structures with hatching to simulate a shadow. This approach
was extended by depth-dependent halos and support lines to convey the depth
of a complex 3D model in a static 2D image (Lawonn et al., 2015).
Our study (Behrendt et al., 2017) and the adaption of the Fresnel effect to

adapt the vessel surface’s opacity was motivated by the work of Gasteiger et
al. (2010). They introduced the Ghosted View where the vessel front-facing part
is rendered with Fresnel shading and thus allows to visualize the inner blood
flow. A subsequent study conducted by Baer et al. (2011) showed the superior-
ity of the ghosted view technique compared to a semi-transparent visualization
indicating the potential of such smart visibility techniques. Hence, our study
including IVUS-based aneurysm and aneurysm wall thickness models combined
with hemodynamic surface parameters adapts the Fresnel effect for the aneurysm
wall as well (Glaßer et al., 2014) .

filtering for visualizations of intraaneurysmal flow data
A drawback of these approaches is that the blood flow is often globally pre-
sented or that a specific combination between wall and underlying flow is
not supported. In order to account for the near-wall hemodynamics and also
combine it with the surface features, we developed a system for explorative
blood flow visualization based on surface features including dynamic line fil-
tering (Behrendt et al., 2018) . Thus, our system effectively copes with visual
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clutter in 3D blood flow visualizations that include the vascular surface models
as well as stream- or pathlines. Further approaches have been developed to apply
filtering or clustering of important flow structures such as vortices. Related to
this work, Neugebauer et al. (2013) presented the Amni-Vis system, where the
clinical expert can explore the near-wall hemodynamics. This approach can be
extended such that surface parameters like WSS not only guide the selection of
blood flow but can be utilized to automatically generate surface patches. How-
ever, They did not include non-geometric, flow-based indicators (e.g. WSS or
OSI) for the automatic selection of region of interest. Furthermore, the visual-
ization of pathlines is restricted to the region of interest.
The approach presented by Van Pelt et al. (2010) employed an implicit filtering

technique based on the selection of vessel cross-sections used as seeding planes
to evaluate the flow. A color-coding of flow velocity is integrated. The Flow
Lens is a focus-and-context approach presented by Gasteiger et al. (2011) that
allows the user to clip away the vessel surface to reveal the underlying blood
flow. Hence, the filtering is carried out in screen space, a 3D exploration would
change the focal region and the flow cannot be traced in other interesting areas
outside the lens. Lee et al. (2011) analyzed screen-space entropy and occlusion to
filter the pathlines. Another approach used automatic cut-away techniques based
on animated blood flow (Lawonn et al., 2016) . Although the entire flow course
cannot be displayed, a combination with vessel surface parameters can be carried
out. The clustering of blood flow in IAs introduced by Oeltze et al. (2014) showed
single cluster representatives instead of filtering the pathlines. They extended
this approach by dynamic seeding capabilites to explore complex flow structures
such as embedded vortices (Oeltze-Jafra et al., 2016). Hence, a combination with
vessel surface parameters was not possible. Meuschke et al. (2017) combined the
visualization of hemodynamic flow and vessel surface information with a focus
on near-wall flow by mapping the vessel surface onto a 2D plane alongside the
3D view. Thus, multiple surface parameters, e.g., WSS and wall thickness, can
be correlated, but the user cannot directly extract flow bundles corresponding
to local surface features. Tailored to specific flow structures in IAs, Gasteiger
et al. further developed a technique to show the inflow jet and impingement
zone (Gasteiger et al., 2012) as well as the resulting inflow jets of different virtual
stent configurations (van Pelt et al., 2014).

When discussing filtering techniques of blood flow in medical applications, line
predicates can be considered as well. They have been successfully adapted by
Born et al. (2013) to explore cardiac blood flow of 4D PC-MRI data. The user
can then utilize the predicates to detect flow structures such as vortices, and to
detect flow that originates in a certain anatomical area. Hence, a local correlation
of particular surface features and underlying blood flow is limited. Broos et
al. (2016) determined seeding positions for pathlines within the context of flow
visualization of cardiac 4D PC-MRI data. They provided derived flow features,
e.g., magnitude or curl, and a combination of user-defined transfer functions
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serves as weighting of these features to determine possible seed points. Köhler
et al. (2013) utilized line predicates to globally extract vortices in these data sets
without the possibility to locally correlate the vessel surface with these blood
flow structures. More information about cardiac 4D PC-MRI data processing is
provided in the survey by Köhler et al. (2017).

uncertainty in visualizations of intraaneurysmal flow
data These highly complex visualization and analysis tools have great po-
tential for use in clinical practice, but their acceptance is limited due to the
required preprocessing as well as possible artifacts, i.e., noisy data or no patient-
specific CFD simulations. In order to increase the clinical acceptance, the sources
of errors should be included in these visualiation systems. A first step is provided
in (Saalfeld et al., 2017c) , where variations based on ensemble simulations for
a bifurcation IA are presented with a direct volume rendering approach. In ad-
dition, the visualization of time-dependent wall shear stress of IAs was evalu-
ated (Glaßer et al., 2016b) . These initial studies have potential for improve-
ment and the error sources should be systematically incorporated. The survey
presented by Potter et al. (2012) provides further information about uncertainty
visualization approaches in general.

quantitative evaluation of medical visualizations When an-
alyzing the suitability of medical visualizations itself, a lack of quantitative stud-
ies can be observed. More general, Isenberg et al. 2013 provide a systematic
review of the evaluation practices in visualization and conclude that the qualita-
tive result inspection was most often used by all reviewed papers. To overcome
this issue, we developed a thorough evaluation of medical visualizations on the
example of 3D aneurysm surfaces (Glaßer et al., 2016d) . In a subsequent step,
we extract and postulate guidelines to increase the amount of quantitative evalu-
ations in medical visualizations (Saalfeld et al., 2018a) . In the critical analysis
of the evaluation practice in medical visualizations, Preim and colleagues (2018)
conclude that the lack of realistic evaluations might increase the gap between
medical visualization research and actual use of visualization techniques in med-
ical research and clinical practice. They also argue to use the whole spectrum
of qualitative and quantitative methods for the development and evaluation of
medical visualizations.

1.4.5 Therapy Planning

For clinical treatment planning w.r.t IAs, the clinician could greatly benefit from
the various studies presented in literature. This regards the following application
areas:

• Therapy planning in order to train the IA treatment.



30 computer support for intracranial aneurysms

• A rupture risk assessment for IAs.

• Virtual treatment planning to identify the most suitable implant as well
as a treatment support.

• The patient-specific evaluation of the vascular domain.

These areas are explained in more detail in the following.
It must be noted that these therapy planning methods are not possible for

emergency patients, e.g., in case of a subarachnoidal hemorrhage where treat-
ment has to be immediately carried out. The discussed approaches aim at im-
provement of treatment of patients with innocent aneurysms or patients who do
not immediately require a treatment.

Training of Intravascular Aneuysm Treatment

The structural change in IA therapy, with a shift to more endovascular inter-
ventions and less microsurgical clippings (recall Sec. 1.3.3) (Qureshi et al., 2011)
yields a shortcoming of easy-to-treat cases which could serve for training of neuro-
surgeons. To overcome these limitations, training systems could provide training
environments.
Although several virtual reality simulations exist for neurosurgical training,

the real-life translation is not satisfying (Konakondla et al., 2017). Usually, vir-
tual reality programs related to this application area allow for an interactive
exploration of the intracranial vasculature, but not for an interaction with the
skull (Ong et al., 2018). Further approaches are developed for neurosurgery in
general, but not specificially for aneurysm clipping (Bernardo, 2017). Therefore,
a software prototype for training a craniotomy followed by microsurgical clipping
was recently developed, see Figure 1.15 (Neyazi et al., 2019) . Based on several
IA configurations (e.g., an IA at the middle cerebral artery or at the posterior
communicating artery), the inclination angle of the skull could be modified and
the hole for the craniotomy could be positioned, see Figure 1.16 as well as the
manuscript for more details (Neyazi et al., 2019) .

Virtual Treatment Planning and Treatment Support

Virtual treatment studies aim at an automatic identification of the best therapy
for the patient-specific vasculature and aneurysms without harming the patient.
Within the focus of neuroradiological interventions of this thesis, special atten-
tion should be paid to virtual treatment planning tools to identify the most
suitable implant w.r.t. the present vessel configuration (Cebral et al., 2011b).
To improve the clinical acceptance, CFD challenges are carried out, recall Sec-

tion 1.4.3, where especially the Virtual Intracranial Stenting Challenge (VISC)
yields a consistent quantifying of the performance of commercial intracranial
stents (Radaelli et al., 2008) and an excellent agreement on the hemodynamic
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Figure 1.15: Depiction of the virtual environment for training of a craniotomy for IA
clipping. Depicted is the user menu on the left and a rotable 3D model of
a skull representing the patient.

Figure 1.16: Illustration of the interactive hole definition with the software demonstrator.
First, the neurosurgeon defines the skull’s inclination angle. Second, the
hole can be interactively dragged and resized. In the example, the trajectory
successfully reveals the aneurysm at the anterior communicating artery
(arrow). (Figure was adapted from (Neyazi et al., 2019) )

effect of different stent configurations compared to in vitro measurements (Cito
et al., 2015). Potential improvements comprise already commercially available
tools, such as the ANKYRAS system by Galgo Medical, Barcelona, Spain, for
a personalized predictive simulation of braided stents (“ANKYRAS Product
Website by GalgoMedical”, 2019). For these applications areas, it is important
to also consider the flexibility of vessel walls. Since these implants have a cer-
tain stiffness, the vessel is changed accordingly, see the example in Figure 1.17.
This information could be further exploited such that the implant is not only
selected based on its hemodynamic consequences, but also on its stiffness and
thus the expected vascular deformation (Voß et al., 2018a) . Ideally, these tools
could be simultaneously updated during intervention. A first idea was realized
that highlights the stent markers (Manthey et al., 2017) to improve the stent
deployment.
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Pretreatment Follow-up

Figure 1.17: Patient data pre- (left, green surface mesh) and post-treatment (right, blue
surface mesh). After the stent deployment, a strong change of the vessel
course can be seen with a considerable change of the bifurcation angle.
Image adapted from (Voß et al., 2017).

.

Patient-Specific Rupture Risk Assessment for IAs

As it was discussed in Section 1.4.4, the computer-based extraction of morpho-
logic and hemodynamic information based on the conducted segmentation and
CFD simulation is an important step for rupture risk assessment. First, more
information could be provided in case of innocent aneurysms with a challeng-
ing access path, i.e., aneurysms that are at the peripheral arteries of the Circle
of Willis. Second, for treatment of a patient harboring multiple aneurysms, the
aneurysm with the highest rupture risk could be identified and treated first, see
the example in Figure 1.18.

Figure 1.18: Illustration of a patient with five aneurysms, where the different circula-
tion areas are color-coded. This dataset was also prepared for the MATCH
challenge (Berg et al., 2018a) .
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Hence, various studies provide promising results, but there is still a mismatch
between the clinical research and clinical practice. Ideally, the hospital would
have a solution, comprising a segmentation and simulation suite that allows for
extraction of all required information for the automatic rupture risk assessment.
There exist clinical research prototypes, for example the research prototype from
Siemens Healthcare GmbH. They allow for a fast segmentation and simulation
based on a Lattice–Boltzmann solver (Berg et al., 2016), i.e., hemodynamic
predictions could be created within several minutes at low spatial resolution.
The study concludes that further in vivo validations are required to guarantee
realistic predictions. Furthermore, such prototypes are not yet authorized. Given
the ethical challenge (ruptured IAs are life-threatening and have to be treated
always and as fast as possible under certain circumstances), a prospective study
seems not realistic.

The Patient-Specific Evaluation of the Vascular Domain

For the evaluation of the patient-specific vascular domain, the clinical experts
acquire a set of 2D DSA and often a 3D DSA dataset. Next, they analyze possible
access paths and the presence or absence of vessels and pathologies.
Apart from commercial solutions, research projects for the evaluation of in-

tracranial arteries and their pathologies tackle their challenging 3D shape and
spatial orientation. Since the anatomical manifestation of the intravascular ar-
teries underly strong, patient-specific variations with respect to shape and
length (Kayembe et al., 1984), recall Section 1.3.1, the Circle of Willis is an
excellent example for a challenging and complex 3D anatomy that benefits from
computer-supported treatment planning. We developed the “Free-Form Anno-
tations on Unfolding vascular STructures” (FAUST) framework for creating 3D
annotations by freely sketching in the 3D environment (Saalfeld et al., 2017a)
based on (Saalfeld et al., 2016; Saalfeld et al., 2015) . Thus, the clinician can
account for different stent configurations, coil lengths and access paths. Hence,
an example case of an unruptured IA with increased neck size at a bifurca-
tion is discussed. Due to the wide neck, the interventional therapy of plain or
balloon-assisted coiling should be combined with a stenting. Even two stents
may be necessary, i.e., a Y-, X- or T-stenting intervention, and special care is
required to prevent hampering of the blood supply by blocking small branch-
ing arteries. Apart from the patient-specific treatment planning, a further study
of the anatomy is possible which is supported by an interactive unfolding, see
Figure 1.19 (Saalfeld et al., 2017b) . The survey on virtual human anatomy ed-
ucation systems (Preim & Saalfeld, 2018) presents further studies dealing with
computer-supported anatomy education.
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Figure 1.19: Illustration of the interactive unfolding of the Circle of Willis model. Image
adapted from (Saalfeld et al., 2017a) .

Figure 1.20: Illustration of the intra-aneurysmal hemodynamics, depcited with stream
slices, see (Mittenentzwei, 2019) for more information. The patient under-
went three scans in 54 months, resulting in the first time step (a), a second
time step (b) and the last one after rupture (c). A comparative visualiza-
tion of (a) and (b) is presented in (d), of (b) and (c) in (e) and of all time
steps in (f). Image is adapted from (Mittenentzwei, 2019).

1.5 outlook

The presented pipeline (recall Fig. 1.8) provides an overview of the attached pub-
lications in the cumulative part of this thesis. It also indicates the different steps
of treatment of IAs that benefit from computer-based evaluation and support
tools.
When dealing with computer support for IAs, especially when comparing clin-

ical research and clinical practice, several shortcomings can be identified:

1. The division of IAs in ruptured and unruptured aneurysms is unfortunate,
since each unruptured aneurysm could hypothetically rupture on the next
day. Hence, a division in stable vs. unstable aneurysms as well as more
longitudinal studies should be carried out. First studies already divide
into stable and unstable, e.g., Brinjikji et al. (2017) defined an aneurysm
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Figure 1.21: Evaluation of two clinical datasets with the GeoHemIA initiative. The clin-
ician transferred two anonymized 3D DSA datasets and we applied our
methods to extract morphological and hemodynamical parameters. A score
is applied based on studies from literature.

as stable if its size match was within a 10% interval based on two 3D RA
scans with at least 12 months apart.

2. Based upon this issue, a further need for the evaluation of longitudinal
studies is present. Only longitudinal studies could provide further insight
about the aneurysm growth and their change of intracranial hemodynam-
ics, as we recently examined (Mittenentzwei, 2019); see Figure 1.20.

3. A missing imaging of the vessel wall hampers CFD simulation as well as
thorough evaluation of aneurysms and cerebrovascular diseases. Hopefully,
intravascular imaging methods will be available in the near future in clin-
ical practice. Ideally, this will be combined with further information, e.g.,
specific patient parameters regarding the velocity of inflowing blood.

4. Although a wide variety of rupture risk studies exists with quite reason-
able predictive power, the clinical acceptance is still limited. Hence, the
following issues have to be tackled:

• A systematic inclusion of possible error sources comprising the imag-
ing, segmentation, CFD simulation and evaluation should be carried
out and presented to the clinical expert. Thus, a confidence interval
rather than a single score or parameter value should be presented. We
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summarized these influences in the recently published review article
about the reliability of hemodynamic modeling (Berg et al., 2019a) .

• A standardized pre- and postprocessing of the medical image data
should be conducted. Further guidelines have to be established, which
in turn reduce the number of error sources. Nevertheless, apart from
the medical image data, patient-specific diseases, life style, genetic
factors and other aspects influence the rupture risk as well.

5. The required resources for the clinical research projects, i.e., skilled engi-
neers that conduct segmentation, simulation and classification tasks, as
well as hardware equipments, have to be available in broad public. With
increasing digitalization, a distant service based on the standardized pro-
cessing of the previous issue could solve this problem.

To tackle the last issue, we founded the GeoHemIA (geometrical and hemo-
dynamical intracranial aneurysm rupture risk assessment) initiative, where
anonymized medical 3D DSA datasets can be uploaded and the segmentation
and CFD simulations are applied. As a result, the clinical expert will get a stan-
dardized single sheet document, where common rupture risk parameters from
the literature are listed, see the example provided in Figure 1.21.
Advantageously, the computationally expensive operations can be carried out

at a remote site and the clinicians just get the summarized lab reports, similar
to a blood analyis at a general practiioner’s. In 2017, we submitted this con-
cept to the Hugo-Junkers Competition (“Hugo Junkers Competition”, 2019), a
local competition that encourages founders of companies and start-ups as well
as scientists and inventors to submit their ideas for research and innovation.
The GeoHemIA project was amongst the finalists, but not under the top three
winners. Since similar approaches have been reported recently, this concept may
be hopefully come true in the near future.



Part I

Imaging

This part of the postdoctoral thesis covers important aspects regarding the imag-
ing of intracranial arteries and their pathologies, like IAs, and cumulates the
following publications:

• Chapter 2 (see page 39): Hoffmann, T., Glaßer, S., Boese, A., Eppler, E.,
Kalinski, T., Beuing, O., & Skalej, M. (2016). Experimental investigation
of intravascular OCT for imaging of intracranial aneurysms. International
Journal of Computer-Assisted Radiology and Surgery (IJCARS), 11 (2),
231–41

• Chapter 3 (see page 51): Glaßer, S., Hoffmann, T., Boese, A., Voß, S.,
Kalinski, T., Skalej, M., & Preim, B. (2017). Virtual inflation of the cere-
bral artery wall for the integrated exploration of oct and histology data.
Computer Graphics Forum, 36 (8), 57–68

• Chapter 4 (see page 63): Voß, S., Glaßer, S., Hoffmann, T., Beuing, O.,
Weigand, S., Jachau, K., Preim, B., Thévenin, D., Janiga, G., & Berg, P.
(2016). Fluid-Structure Simulations of a Ruptured Intracranial Aneurysm -
Constant versus Patient-Specific Wall Thickness. Computational and Math-
ematical Methods in Medicine, 9854539
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Abstract
Purpose Rupture risk assessment of an intracranial
aneurysm (IA) is an important factor for indication of therapy.
Until today, there is no suitable objective prediction method.
Conventional imaging modalities cannot assess the IA’s ves-
sel wall. We investigated the ability of intravascular optical
coherence tomography (OCT) as a new tool for the charac-
terization and evaluation of IAs.
Materials and methods An experimental setup for acqui-
sition of geometrical aneurysm parameters was developed.
Object of basic investigation was a silicone phantom with
six IAs from patient data. For structural information, three
circle of Willis were dissected and imaged postmortem. All
image datawere postprocessed bymedical imaging software.
Results Geometrical image data of a phantom with six
different IAs were acquired. The geometrical image data
showed a signal loss, e.g., in aneurysms with a high bottle-
neck ratio. Imaging data of vessel specimens were evaluated
with respect to structural information that is valuable for
the characterization of IAs. Those included thin structures
(intimal flaps), changes of the vessel wall morphology (inti-
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mal thickening, layers), adjacent vessels, small vessel outlets,
arterial branches and histological information.
Conclusion Intravascular OCT provides new possibilities
for diagnosis and rupture assessment of IAs. However, cur-
rently used imaging system parameters have to be adapted
and new catheter techniques have to be developed for a com-
plete assessment of the morphology of IAs.

Keywords Intracranial aneurysm wall · Optical coherence
tomography (OCT) · Rupture risk · Intracranial arterial wall

Introduction

An intracranial aneurysm (IA) is a saccular or fusiform dila-
tion of intracranial arteries, mainly of those forming the
circle of Willis and bifurcations of nearby cerebral arteries.
In 6–10/100,000 inhabitants per year, an IA ruptures, which
leads in the majority of cases to a subarachnoid hemorrhage
(SAH) [1]. Approximately half of the patients die during
the first 30days after SAH and up to 50% of the surviving
patients suffer from permanent neurological and psycholog-
ical deficits [2].

In contrast to the low incidence of aneurysm rupture,
the prevalence of IAs is high with 3–6% in most Western
countries [3]. Due to the widespread use of magnetic reso-
nance imaging (MRI) and computed tomography (CT) as
diagnostic tools, many IAs are incidentally detected dur-
ing examinations conducted for other reasons [4]. Thus,
the physician is frequently facing the decision, whether the
treatment—with the risk of severe complications—of such
an unruptured IA is necessary to prevent SAH and its conse-
quences, or whether observation suffices. The rupture rates
of asymptomatic IAs are reportedly equaled or exceeded by
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the mortality rate associated with treatment [5]. But up to
date, no criteria exist that allow a reliable estimation of the
rupture risk. Decision for treatment is mainly based on mor-
phological aspects such as size, shape and location. Other
factors, especially thickness and histological characteristics
of the aneurysm wall, cannot be satisfactorily assessed. On
the other hand, such information might change the strategy
and result in fewer, potentially dangerous, therapeutic inter-
ventions. Intravascular optical coherence tomography (OCT)
provides the possibility to assess vesselwall thickness aswell
as morphological and structural properties. To evaluate the
potential ofOCT to overcome this clinical problem,we inves-
tigated patient-specific aneurysms as a silicon model and the
ability to illustrate aneurysm- specific structural parameters.

Intravascular OCT

OCT is an establisheddiagnosticmethod in cardiology for the
assessment of atherosclerotic plaques and stent appositions.
The diagnostic benefit has been documented in several trials
and clinical studies [6–11].

Current systems are based on the spectral-domain imag-
ing. A swept source semiconductor laser generates near-
infrared light with a wavelength of 1300nm (near-infrared
light). The swept source technique enables imaging in real
time. Caused by the wavelength, a spatial resolution of less
than 15µm can be reached with good soft tissue contrasts
[12]. The technique is based on a Michelson interferometer.

Near-infrared light is highly absorbed and scattered by
blood. For imaging of the arterial wall, blood has to be
replaced by a translucent fluid. Current systems use a liq-
uid flush injection without occluding the vessel.

Tissue has a low absorption and scattering of near-infrared
light (“near-infrared window”) [13]. Thus, a tissue pene-
tration depth of 1–3mm is possible with this non-ionizing
radiation.

Current intravascular OCT systems create two-dimensio-
nal cross-sectional images of the vessel wall. A pullback of
the catheter shaft has to be started to generate volumedatasets
along the catheter axis.

Clinical workflow

Theworkflowof a cardiacOCTcatheter intervention consists
of eight different steps, as shown in Fig. 1. First, different sys-
tem parameters must be set. Those include, e.g., the type of
flush solution (saline or contrast agent), the pullback length
and velocity and a manual or automatic pullback start of
the catheter shaft. Next, all instruments (guide wire, guide
catheter and imaging catheter) must be positioned. The loca-
tion depends on the prior defined parameters. The imaging
catheter is pushed through the lumen of the guide catheter
and placedmore distal to the pathology in the coronary artery.

Fig. 1 Clinical workflow of an OCT catheter intervention

A guide wire with a rapid exchange system in the catheter
tip can be used for an easier positioning of the OCT catheter.

In a next step, the rotation of the catheter shaft must be
started and an injection of flushing solution is triggered.
Using contrast agent as a flushing solution enables simultane-
ous C-arm angiographic imaging during the OCT pullback.
The pullback and image recording start automatically, after
the vessel segment is free of blood. Liquid volume and injec-
tion speed depend on the vessel under investigation.

After complete coverage of the target structure, imaging,
pullback and rotation of the catheter shaft will be stopped.
After postprocessing, information such as vessel diameter,
thickness and composition of plaques or intima dissections
can be quantified with the system.

For imaging and characterization of IA walls, the OCT
parameters have to be adapted. In contrast to coronary plaque
assessment or stent apposition, IAs are accompanied with
different requirements and challenges for a valid characteri-
zation.

Figure 2 illustrates the adaption of OCT imaging to
aneurysm walls. The thickness, borders, intramural deposits
and intraluminal thrombi must be imaged. From the sig-
nal characteristics of the OCT image, information about
structural differences between the normal arterial and the
aneurysm wall—such as intramural hematoma, lipid content
or calcified areas—should be derived.

Aneurysms show more complex geometries than healthy
vessels. We describe the geometry, as illustrated in Fig. 2, by
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Fig. 2 Principle, requirements and parameters for catheterized OCT
probing of cerebral aneurysms. Left schematic overview of OCT data
image acquisition. The catheter shaft with probe is rotating. A pullback
starts after a saline or contrast agent injection is done.Theprobe is pulled
back from the start point (see the light gray shape) to the end point. The

red line shows an example of an OCT image plane. The corresponding
cross-sectional OCT image is illustrated in A–A. Right characteristics
of the aneurysm and vessel wall, which have to be considered while the
imaging process

the followingparameters: “aneurysmundercut”whichmeans
a vesselwall areawhich is located behind another vesselwall.
The “edge angle” can be described as the angle between two
adjacent points connected by a straight line referred to the
horizontal axis. If the slope of the straight line is positive, it
is named rising edge, it is called falling edge if the slope is
negative. The “bottleneck value” is the ratio between maxi-
mum ostium diameter and neck diameter and is an indicator
for undercuts.

The aim of our study is to examine whether intravascular
OCT is suitable to provide this information.

State of the art

There is a great need for in vivo detection of degenerative
changes of the vessel wall that arise during the development
of aneurysms [14], as they may represent an important indi-
cator of impending rupture. OCT is rated as a promising
method to yield such structural information, which cannot
be acquired by conventional imaging methods due to their
limited spatial resolution or poor soft tissue contrast.

Nowadays, intravascular OCT is limited to applications
in cardiac and peripheral vessels due to restrictions of the
medical board. For neurovascular applications, only a few
experimental and clinical trials were conducted in the past
years.

Throrell et al. [15] created artificial coil embolized
aneurysms in a canine model. OCT was used to image the
aneurysm neck. The acquired images were correlated with
histological findings. They concluded that OCT may be a

valuable method for follow-up studies and provides better
understanding of tissue healing.

Mathews et al. [16,17] developed an endovascular OCT
catheter with a time-domain system for imaging of intracra-
nial vessels. The studywas done in animal and human vessels
after explantation postmortem. A clinical trial was carried
out with the healthy internal carotid artery of three patients.
They showed that OCT is feasible for clinical use and can
detect arterial structures. The understanding of pathologic
OCT image signals allows optical biopsies of vascular tissue.

Lopes et al. [18] first imaged stent struts and arterial per-
forators, which could not be seen in angiography. They used
a conventional OCT system and inserted the catheter by a
femoral access in a human cadaver. In a second step, the
brain and intracranial vessels were removed and imaged.
They concluded that OCT imaging may aid in the treatment
of neurovascular diseases.

Another work deals with the imaging of flow diverter
struts in canine models with artificial sidewall aneurysms
[19]. They conclude that OCT with its superior high spatial
resolution has the ability to image malappositions.

Amethod to characterizemechanical properties of vessels
can be done by motion estimation [20]. OCT is already able
to depict dynamic processes to create elastographic investi-
gations of plaques for the determination of their composition
and mechanical properties [21].

Material and methods

In this section, the OCT system, catheter and experimental
setup are described.
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Fig. 3 TERUMO Fastview™2.6F catheter. a Catheter tip with rapid
exchange system and optical unit (circle). b Micro-CT image of the
catheter tip with lens and prism. A spring is located on top of the probe.
c Microscopic view of the probe

OCT system

All measurements were carried out with a TERUMO
LUNAWAVE™console (Terumo Corporation, Shibuya,
Japan). The system is equipped with a near-infrared laser
light source in the spectral domain. A maximum pullback
length of 150 mm can be realized in 3.75 s. The pullback
speed can be reduced stepwise from 40 to 0mm/s. The sys-
tem is real-time capable with a rate of 158 frames per second.

OCT catheter

A TERUMO Fastview™2.6F catheter was used for all mea-
surements. It contains an optical fiber,which is rotating inside
the catheter. The fiber is connected to a lens and a prism in
the distal end; see Fig. 3. A linear motor in a unit, which
is connected to the catheter, can pullback the fiber without
changing the location of the catheter tip. A rapid exchange
system at the distal end of the catheter enables the use of a
guide wire.

Setup 1: Aneurysm form

We developed an individual silicone phantom to evaluate
the ability to image whole aneurysms. This phantom was
created using 3D angiographic datasets of patients harbor-
ing an aneurysm. From these data, sidewall and bifurcation
aneurysms were segmented and analyzed. The aneurysm
geometries were virtually separated from their parent ves-
sel and added to a 175-mm-long cylinder with a diameter of
4mm (see Fig. 4). This model was 3D printed in wax first
and casted with silicone afterward.

To assess the general suitability of OCT for the imaging
of IAs, we selected IAs with a wide geometrical range. The
aneurysmvolumes range from8.78 mm3 for the smallest one

Fig. 4 Virtual cylinder with eight IAs, segmented from patient data. a
Illustrationof themeasuringmethod for determinationof domeandneck
diameter. A layer with the highest diameter in x–z plane was selected.
Eight circumferential measurements were carried out. In a postprocess-
ing step, the arithmetic mean was calculated

Table 1 Extracted geometrical properties of eight selected IAs
(increasing size)

Aneurysm Mean volume Mean height Aspect ratio
(–) (mm3) (mm) (–)

1 8.78 2.43 0.95

2 9.24 2.66 1.34

3 26.79 4.25 1.63

4 42.99 4.07 1.33

5 54.39 5.05 1.58

6 158.77 9.02 2.09

7 946.67 11.74 1.73

8 1573.78 14.79 2.38

All measured values are mean values of 3 different measurements.
Aspect ratio classification [22]: <1.6—low risk of rupture; 1.6–2.2—
borderline risk; >2.2 high risk

up to 1.57 cm3 for the largest one. More parameters are dis-
played in Table 1. The aspect ratio (dome height/maximum
neck width), which is an accepted parameter for aneurysm
status, was calculated additionally. The aneurysms 3, 6 and
7 were classified as borderline risk of rupture (aspect ratio:
1.6–2.2).Aneurysm8was classified as high risk (aspect ratio:
>2.2). Aneurysms 1, 2, 4 and 5 were assigned to a low risk
of rupture [22]. All IAs were unruptured at the time of diag-
nostic imaging.

The experimental setup was built up in an angiography
laboratory. The OCT catheter was inserted into the phantom.
Afterward,model and catheterwere put into a saline solution.
Measurements were carried out for aneurysms 1–6, which
have sufficient geometries to evaluate the imagingmethod.To
check the pullback process of the catheter shaft, all trialswere
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done under fluoroscopic imaging. OCT system parameters
were set to an automatic pullback of 130mm with a velocity
of 20mm/s.

The acquired datasets were analyzed and postprocessed
with the freely available software MeVisLab (MeVis Med-
ical Solutions AG, Bremen, Germany). The postprocessing
included a semiautomatic segmentation of the aneurysm con-
tour, with a primitive thresholding and a region growing
techniques. A marching cubes triangulation algorithm of the
segmented 2D data stack was applied to generate a 3D mesh
model of the IA. The extracted 2D and 3D image data were
analyzed by experienced neuroradiologists.

For measuring the parameters neck diameter and dome
diameter, a single x–z plane was selected and eight diameters
were measured with MeVisLab (see Fig. 4a). The maxi-
mum, minimum and mean were extracted from those values.
Height was determined by selecting a y–z plane with maxi-
mum height of the dome. Measurement was carried out from
ostium to dome. Furthermore, the bottleneck (dome diame-
ter/neck diameter) ratios of six aneurysms were calculated.

Setup 2: Structural information

In addition to the geometrical information, structural infor-
mation is an indicator for the risk of rupture of an IA [14]. To
check the ability of OCT to assess vascular structures, three
human circle ofWilliswere explanted postmortem.All inves-
tigations were performed in accordance with the local ethic
committee. The specimenswere investigated for pathological
changes of the vessel wall, e.g., plaque and aneurysms. After
explantation, the preparations were flushed with saline and
placed in 4% formaldehyde. For the followingOCT imaging,
the preparations were fixed on a silicone plate with cannulae
and embedded into a containerwith saline. To enter the vessel
lumen with the OCT catheter, a guide wire was inserted and
carefully pushed through the vessel. The OCT catheter was
then advanced over the guide wire and placed in the correct
position to image the selected vessel. To avoid artifacts, the
guide wire was removed before imaging. For the inflation of
arteries, a 5F guide catheter was placed in one of the vessels
of the circle of Willis and then connected to an injector filled
with saline. Flow rate was adjusted for an inflation of the cur-
rent vessel of interest (4–20ml/s). OCT system parameters
were individually selected depending on the vessel length
and region of interest.

Arteries with a smaller diameter than the OCT catheter
were examined by positioning the catheter beside the vessel.
With this technique, it was possible to image all segments
of the circle of Willis (Fig. 5). The analysis of the gener-
ated datasets was carried out with MeVisLab. To validate
detected abnormalities in the signal characteristics of the ves-
sel wall, a histological investigation of the segmentwas done.
Therefore, the preparation was embedded into paraffin and

cut into 3µm slices. The distances of the slices were indi-
vidually selected, depending on extent of the pathology and
virtual slice thickness of the OCT images. A hematoxylin
and eosin (HE) stain was used. The slices were scanned with
a high-resolution slide scanner (NanoZoomer, Hamamatsu
Photonics, Hamamatsu, Japan).

Results

As described before, all datasets were analyzed with respect
to the feasibility of probing IAs and gaining morphological
information with the OCT technology.

Geometrical parameters of phantom scans

It was possible to probe and completely image aneurysms 1
and 2, as it can be seen in Fig. 6. The parameters height and
diameter could be measured as well (see Table 2).

For aneurysms 3–6, it was not possible to measure the
maximum height due to the limited OCT imaging diame-
ter of 9mm. The neck diameter could be measured for all
aneurysms.

The 3D views in Fig. 6 show that the resolution in z direc-
tion, i.e., the slice distance, is not high enough to seamlessly
reconstruct the aneurysm surface. Due to the pullback length
and velocity, a slice thickness of 127µm was reached. For
aneurysm number 1 and 2 were 27 and 25 slices acquired,
respectively. In cases of a high gradient of the aneurysm wall
along the z axis (large edge angle, see Fig. 2) and resulting
high tissue thickness perpendicular to the catheter axis, it is
not possible to depict the whole geometrical information.

Wewere able to visualize undercuts of aneurysm neck and
wall in the translucent silicone phantom. An indicating para-
meter for undercuts is the previously described bottleneck
ratio. Therefore, we measured those diameters in the image
data. As shown in Table 3, the ratio varies between 1 and
1.20. For aneurysms 3–6, we measured only the maximum
dome diameter which could be determined in the OCT data.

Structural information

Analysis of the ex vivo acquired datasets of intracranial ves-
sels (Fig. 5) showed typical morphological information as
described in the following. The evaluation of data was done
with respect to parameters that are critical for the assessment
of the rupture risk of IAs.

Intimal detachments

The ex vivo imaging of the vertebral artery showed intimal
flaps in some areas. The reasons for that are unknown to us.
It was probably caused by the insertion of the OCT catheter
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Fig. 5 Postmortem preparation of the circle of Willis. The fixated
preparation is inserted in saline and attached with cannulae to a sili-
cone plate. An OCT catheter was inserted in the vessel of interest. A

guide catheter was inserted in an adjacent vessel to flush and inflate the
arteries. OCT images show the morphology of probed vessels

and the guidewire. The detached intima layer had a thickness
of about 67µm (Fig. 7).

Intimal thickening

OCT images allow for a clear assessment of differences in
intimal thickness (Fig. 8). A thickened intima was observed
at branches in all imaged vessels.

Perforators

Perforating arteries could be identified ex vivo (Fig. 9). A
3D image of the artery segment shows the ability of the
OCT system to image the perforator through the wall of
the vertebral artery, but details of the perforator wall are
lost.
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Fig. 6 OCT images (top) and 3D reconstructions (bottom) of the
aneurysm silicone phantom in different views. a, b Acquired OCT
image data of aneurysms 1 and 2 show the inner surface of the phantom.
It can be seen that a loss of information is given at strongly rising and
falling edges. c, d The maximum image diameter of the OCT system

was exceeded. The aneurysm dome could not be depicted completely.
Additionally, a loss of information at areas of thick tissue (rising and
falling edges) occurs. Aneurysm neck and undercuts of the dome are
shown

Table 2 Geometrical parameters of six probed IAs

Aneurysm Height Ostium diameter Dome diameter
(–) (mm) (mm) (mm)

1 2.26 3.14 –

2 2.78 2.48 2.71

3 3.38 (max.) 2.99 3.36

4 3.58 (max.) 3.46 4.16

5 3.14 (max.) 3.93 4.40

6 3.13 (max.) 5.26 5.76

For aneurysms 3–6, the real height could not be measured caused by
the maximum imaging diameter of the OCT system

Table 3 Maximum bottleneck ratios (BN) of aneurysms 1–6

Aneurysm

1 2 3 4 5 6

BN (–) 1 1.09 1.12 1.20 1.12 1.10

For aneurysm 1, the ratio is calculated to a value of 1, becausemaximum
dome diameter was identical to ostium diameter

Layered structures

As documented in literature, OCT imaging is able to depict
all three layers of an artery wall. In our investigation, we
were able to visualize the layered structures of all intracranial
vessel preparations (see Figs. 5, 10).

Fig. 7 OCT image of a vertebral artery shows an intimal flap with a
thickness of 67µm

Branches

The visualization of different branches with the OCT system
was possible. A 3D imaging of the middle cerebral artery
(MCA) shows a branch from the M1 segment to the M2
segment. As shown in Fig. 11, it is not possible to show a
detailed view of the vessel wall of the adjacent vessel, caused
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Fig. 8 Cross-sectional OCT image of a vertebral artery. A changing
intima thickness from 88µm to 450µm can be observed

by a signal reduction through the wall of the parent vessel.
It was possible to image the arterial wall in the area of the
branches.

Histological information

OCT provides the possibility to differentiate normal from
pathological tissue.

In our case, we investigated the generated datasets of the
circle of Willis for pathological changes in the vessel wall.
One internal carotid artery showed changes in the area of the
intimal layer with signal loss behind. A histological inves-
tigation of the artery demonstrated a fibrous plaque with a
thickness of about 500µm (Fig. 12).

Discussion

The assessment of the rupture risk of incidentally detected
IAs is of huge clinical interest, as current therapies all may
lead to devastating complications. To date, the risk of future
rupture of an aneurysm cannot be reliably predicted, even if
several morphological parameters have been found useful by
some authors. All these parameters focus on size and ratios
of measured diameters, but for the estimation of the rupture
risk it seems crucial to gain information about the aneurysm
wall strength and intramural pathologic changes. Intravascu-
lar OCT has a very high spatial resolution and is frequently
used in cardiology. Several studies proved that cardiovascu-
lar pathologies, e.g., plaques, can be well assessed by OCT,
which in turn improves patient care.

Fig. 9 Cross section and 3D illustration of a vertebral artery segment
in half section. a Outgoing area of an arterial perforating branch. b
Perforating vessel with lower signal and less geometrical information
compared with parent vessel

Fig. 10 Cross section of an intracranial artery. I Total view of the
artery with discernible vessel wall layers. II Enlargement of a wall
section from I (square) with tunica intima (A), tunica media (B) and
tunica adventitia (C)

The advantage of extraordinary high spatial resolution and
sufficient soft tissue contrast might be a crucial factor for
an objective assessment of IAs. The imaging method pro-

123



intravascular oct of intracranial aneurysms 47

Int J CARS

Fig. 11 Cross-sectional 2D OCT and 3D illustrations of an MCA
branch. 1—Middle cerebral artery M1 segment. 2—Middle cerebral
artery M2 segment. P1–P3 show cross-sectional planes of the OCT
images

Fig. 12 OCT image of a fibrous plaque located at the internal carotid
artery (ICA) communicating segment (C7). An OCT catheter is inside
the vessel. Intimal detachments can be seen. Plaque structure leads to
signal attenuation in the area behind. b Histological view of the plaque
area (a,white square). Intimal detachments and fibrous plaque structure
are observable

vides information about the vessel wall and can be used to
distinguish different vessel structures. But imaging of IAs
is challenging, mainly due to their complex geometry and
the difficult access. Our study investigated the abilities of a
current OCT system for detailed intravascular examinations
of aneurysms. Focus areas were the acquisition of the cor-
rect geometry and its structural composition. Another issue,

which was not considered in our study, is the absence of
blood in the aneurysms while probing. The flushing of the
aneurysm might be more complex and dangerous than flush-
ing a vessel segment for the probing of plaques. In contrast to
a selected vessel segment with one major direction of blood
flow, an aneurysm has a pathologic topology with irregular
and complex blood flow conditions. Furthermore, aneurysms
can be localized at a side wall or at a bifurcation. This fact
influences the contrast flushwith respect to volume and dura-
tion. Those aspects have to be further investigated.

Imaging of geometry and structure

The aim of our study was to prove the ability of probing
IAs with current OCT systems, primarily used in cardiology.
Therefore, the results of this studymust be understoodwithin
this context.

We were able to completely image the geometry of two
IAs with different shapes and sizes in a silicone phantom.
The ability to capture the whole aneurysm geometry depends
mainly on the catheter position in the parent vessel, the
aneurysmdiameter and the diameter of the ostium.The inves-
tigated silicone IAswith amaximumheight of less than 4mm
showed a bottleneck ratio of maximum 1.20. Hence, it was
possible to image aneurysm geometry with small undercuts
from the parent vessel. Aneurysms with larger undercuts will
suffer from a signal loss at the aneurysm wall caused by the
absorption and scattering of the parent vesselwall.Moreover,
a steep rise of the aneurysm wall (large edge angle) leads to
a thicker tissue. This means that the absorption of the tissue
raises and that a signal loss occurs. Thus, a correct imaging
of the aneurysm geometry is impossible.

Our investigations of the ability of OCT to image arter-
ial wall structures can be applied to IAs. We were able to
image and distinguish the vessel wall layers tunica intima,
tunica media, and tunica adventitia. In those layers occur the
pathological changes, which lead to the formation of IAs.
Thus, it is essential to assess the changes of the aneurysm
wall layers to predict the rupture status of an IA. We could
show that OCT enables a depiction of wall changes, i.e.,
an intimal thickening, an apposition of collagen and intimal
flaps.

Furthermore, it is possible to visualize thin wall structures
with OCT. We were able to image an intimal detachment of
67µm. The extraordinary high spatial resolution of an OCT
system enables even an imaging of thinner structures.

The imaging of vessel branches provides some indication
of the ability to probe larger aneurysmswith undercuts. It was
shown that in areas of undercuts a signal absorption of the
parent vessel strongly attenuates a signal from the adjacent
vessel. Thus, information of the aneurysm vessel wall will
not be visible in such cases.
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Comparison with conventional imaging techniques

None of the currently established imaging modalities (e.g.,
CT,MRI) provide sufficient detail of aneurysmwalls because
of their low spatial resolution or soft tissue contrast.

Three-dimensional angiography of intracranial vessels
shows only the blood flow and the inner contour of the
aneurysm without information about wall thickness and
structure.

MRI has the ability to show good soft tissue contrasts.
Indeed, the imaging process is slower than CT and OCT
depending on spatial resolution, sequence and more parame-
ters. Current approaches with ultrahigh field MRI systems
increase spatial resolution, but are not widely used in clini-
cal routine [23].

As a result of the limited spatial resolution of current
CT and MRI systems, it is not possible to generate detailed
images of IAs. Signal information blur in partial volume
effect with structures directly beside the aneurysm.

OCT generates more detailed images than CT and MRI
but is limited in penetration depth. OCT and MRI are
using non-ionizing radiation compared with CT. However,
OCT catheterization is an invasive procedure which can
harm the patient. Therefore, its diagnostic benefit has to be
proven.

Clinical scope

The depiction of the cerebral vessel wall and its different
layers offers new horizons in diagnosis and therapy of IAs.
For the first time, structural information of the pathologic
vessel and aneurysm wall could be potentially used for an
objective diagnosis of the patient. OCT contains the possi-
bility for a better understanding of the formation and growth
of IAs. There might be new information for the decision of
therapy or decision against endovascular therapy. Prior to a
patient study, safety aspects of catheterization of neurovas-
cular structures have to be examined.

Technical scope

The use of OCT as a modality for imaging aneurysms con-
tains new focus areas in data processing, visualization and
simulation. Combining angiographic data and OCT data
will improve the correct imaging of the vessel morphol-
ogy. This might be a basis for the extension of compu-
tational fluid dynamics (CFD) with methods of structure
mechanics. A more realistic simulation of individual flow
conditions and mechanical load of the aneurysm wall can
help to find an objective computer-based rupture crite-
ria.

Technical adjustments

For the implementation of those new opportunities in
computer-assisted radiology and intervention, first the exist-
ing OCT systems have to be adapted to the new requirements
of those pathologies. This comprises the technical revisions
of the OCT catheters. Current systems are only suitable for
side wall aneurysms. This is due to the fact that the laser
perpendicularly probes to the catheter axis during pullback.
In most cases, an IA is located at a bifurcation of a ves-
sel. The successful application of an OCT catheter would
require a pullback through the adjacent distal and the proxi-
mal parent vessel. There might be a strong signal loss while
passing the wall of the parent vessel and tissue structures
which are located between the parent vessel and the outer
aneurysm wall. Thus, it is necessary to adapt and optimize
OCT catheters for aneurysm imaging. Main focus is the
design of the catheter probe; for example, for bifurcation
aneurysms a forward looking OCT probe would be benefi-
cial for imaging the ostium.

System parameters such as pullback speed and pullback
length have to be adjusted to create a detailed image of the
aneurysm wall.

Another important fact is the amount and volume flow
of contrast agent to flush an aneurysm. Today’s systems
work with non-occlusive techniques. The blood flow is sup-
pressed by the contrast agent flow. For intracranial vessels,
those parameters have to be carefully examined, because
changes in pressure might induce stress to the aneurysm
wall and cause a rupture. In the beginnings of intravascular
OCT imaging, occlusive techniques were used to suppress
the blood from the region of interest. This could be an
opportunity to carefully suppress blood inside the aneurysm
with contrast agent. To avoid reflow from connecting ves-
sels in the area of the circle of Willis, a balloon occlusion
proximal and distal to the aneurysm could be done. Indeed,
high stresses can be generated in the vessel wall which may
lead to a rupture. Further investigations have to be carried
out.

Conclusion

We examined the suitability of OCT to image IAs from
phantom and specimen data and successfully extracted geo-
metrical and structural properties.

CurrentOCT systems are able to visualize themorphology
of IAs. The size and shape of the aneurysms influenced the
imaging process. For side wall aneurysms, whose maximum
height is less than the maximum imaging diameter of the
OCT system with respect to catheter diameter, current OCT
systems provide additional information of the aneurysmwall.
Hence, the clinician can integrate the vessel wall thickness
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and morphology in the approximation of the rupture risk and
future therapy decision.

For bifurcation and larger aneurysms with a high bot-
tleneck ratio, current OCT systems have to be technically
adapted. As presented in our study, intravascular OCT shows
great potential for assessing the patient-specific risk of IA
rupture.
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Abstract
Intravascular imaging provides new insights into the condition of vessel walls. This is crucial for cerebrovascular
diseases including stroke and cerebral aneurysms, where it may present an important factor for indication of
therapy. In this work, we provide new information of cerebral artery walls by combining ex vivo optical coherence
tomography (OCT) imaging with histology data sets. To overcome the obstacles of deflated and collapsed vessels
due to the missing blood pressure, the lack of co-alignment as well as the geometrical shape deformations due to
catheter probing, we developed the new image processing method virtual inflation. We locally sample the vessel
wall thickness values based on the (deflated) vessel lumen border instead of the vessel’s centerline. Our method is
embedded in a multi-view framework where correspondences between OCT and histology can be highlighted via
brushing and linking yielding OCT signal characteristics of the cerebral artery wall and its pathologies. Finally,
we enrich the data views with a hierarchical clustering representation which is linked via virtual inflation and
further supports the deduction of vessel wall pathologies.

Categories and Subject Descriptors (according to ACM CCS): Computer Graphics [I.3.3]: Picture/Image
Generation—Image Processing and Computer Vision [I.4]: Applications—Computer Applications [J.3]: Life and
Medical Sciences—

1. Introduction

With an increased rate of cerebrovascular diseases in the
Western civilized countries, the need for an advanced ves-
sel wall analysis increases as well. Usually, the contrast-
enhanced vessel lumen data is acquired to provide infor-
mation about possible vessel stenoses or pathologies such
as cerebral aneurysms. However, the disease is often man-
ifested in the vessel wall causing a pathologic weakening
or thickening including arteriosclerotic plaque deposits. For
clinical research, intravascular imaging, e.g., intravascular
ultrasound (IVUS) and recently optical coherence tomogra-
phy (OCT), provides new insights into the morphology of
the wall and possible pathologic changes. IVUS and OCT
are employed in clinical routine for cardiology to assess
stenoses and plaques with superior image resolution com-
pared to tomographic imaging. OCT data exhibits a spatial

resolution of less than 15 µm with a limited penetration depth
of 3 - 4 mm, whereas tomographic images are limited to
0.2 mm spatial resolution. Due to restrictions of the medi-
cal board, i.e., the catheters might not be small and flexible
enough to guarantee a safe use in cerebral vessels in vivo,
an adequate imaging modality for cerebral pathologic vessel
wall changes is still missing.

To assess the potential of characterizing cerebral arte-
riosclerotic plaque, OCT studies have been successfully car-
ried out for the larger carotid arteries [YKYea12] as well as
for animal studies or ex vivo studies [MSH∗11]. Due to its
ability to characterize pathological vessel wall changes and
its spatial resolution superior to other intravascular imaging
methods [TMF∗12], it is expected that OCT imaging of the
cerebral vessels will be employed and allowed for interven-
tional use in the near future.
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Our work focuses on the ex vivo evaluation of the Cir-
cle of Willis (CoW), the cerebral arterial circle that supplies
the brain with blood. We correlate OCT imaging of the CoW
containing plaque with histologic imaging. The combination
is hampered by a deflation or collapse of the vessels due to
the lack of an intact blood cycle (see Fig. 1). Due to the
CoW’s numerous and particularly small branchings, a suffi-
cient flushing is not applicable. Further changes of the vessel
shape are caused by the ex vivo OCT catheter probing (small
vessels are reshaped due to the catheter’s size and stiffness)
and by the sectioning of the preparations for histologic imag-
ing. To overcome these limitations, we combine both image
data modalities via virtual inflation.

The virtual inflation method is embedded in a multi-view
framework for the interactive and simultaneous exploration
of OCT and histology data. To assess the accuracy of the
combination, we provide a quantitative evaluation based on
a finite-element simulation creating a deformed virtual ves-
sel wall model. Furthermore, we provide a clustering of the
cell nuclei in the histological image data set for an adapted
cluster visualization. We then combine the OCT characteris-
tics via brushing and linking with the features extracted from
histology. Finally, we transfer the cluster visualization to the
OCT data and provide novel information about the vessel
wall composition. This work is an extension of our previous
work [GHB∗15]. The additional contributions of this paper
are:

• We extend the virtual inflation framework by combining
it with a visual representation of clustered cell nuclei to
allow for an improved evaluation of OCT image data. We
are able to define and extract the spatial connectivity of
the nuclei and identify and automatically derive important
attributes for a dedicated visual representation. Thus, we
can even transfer more information from the histologic
data to the OCT image.
• Based on the newly available information, we provide

medical findings which were extracted via combining
OCT and histology.
• For an improved evaluation of our method, we refine pre-

viously developed virtual vessel phantoms and include a
Poisson-disk sampling for a quantitative evaluation.

2. Related Work

A lot of effort was spent in recent years on the visual-
ization of vascular structures [OP05, AMB∗13, KGPS13].
These methods focused on the visualization of vessel walls
by means of polygonal meshes aiming at watertight surfaces,
continuity and accuracy. For the visualization of vascular
pathologies manifested in the vessel wall, these methods
are not applicable. Direct volume rendering with appropri-
ate transfer functions [GOH∗10] enabled the simultaneous
visualization of plaques, stents and vessel walls and thus,
better serves diagnostic purposes. In contrast to the methods

Histological Image Data OCT Image Data

Figure 1: Ex vivo histology and OCT slice depicting the
same vessel part with varying shapes due to deflation.

directly operating on tomographic radiological image data,
we consider intravascular imaging.

An intravascular imaging-based evaluation of the arte-
rial wall is mainly carried out in cardiology. Katouzian et
al. [KKSea12] correlated IVUS with histological imaging.
They created a cage fixture setup for an in vitro experi-
ment. Also intended for the cardiological use, Balzani et
al. [BBBea12] introduced a 3D reconstruction of geomet-
rical models of arteriosclerotic arteries based on multimodal
imaging including IVUS, virtual histology data and angio-
graphic X-ray images. The reconstructed 3D model com-
prises the inner wall with color-coded parameters describing
stress distributions, and a transparently rendered outer wall.
In contrast, we are focusing on cerebral arteries. Thus, we
deal with many particularly small vessel bifurcations yield-
ing deflated vessels in the ex vivo imaging.

The analysis and the visualization of the vessel wall for
cerebrovascular diseases, including aneurysms, is a novel
research area, mainly motivated by intravascular imag-
ing. Glaßer et al. [GLH∗14] prepared an artificial porcine
aneurysm, probed it with IVUS and provided a visual rep-
resentation of hemodynamic information as well as the wall
thickness. The flat map [NGB∗09] visualized near wall flow
data which is mapped onto the cerebral aneurysm surface.
Instead of hemodynamic information, our virtual inflation
method allows for the mapping of histological information
onto the vessel wall.

Related to our analysis of the cerebral vessel wall, the
curvicircular feature aggregation [MMVea13] samples infor-
mation around the vessel’s centerline to provide pathologic
changes of blood vessels as an alternative to the curved pla-
nar reformation technique [KFW∗02]. The curvicircular fea-
tures allow for an expressive visualization of vessels and
highlight stenoses. Born et al. [BSRea14] present the 2D
stent map for aortic valve stenosis analysis, where gener-
alized cylindric coordinates are extracted from the vessel
centerline to create a mapping of different stent parameters,
e.g., radial force or compression level. In contrast to these
approaches, we do not sample around the vessel’s center-
line but rather along the inner vessel wall. Their work is
also based on in vivo CT (angiography) imaging without
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deflated vessels. We developed the virtual inflation method
to overcome the limitation of collapsing vessels, which is
distantly related to the active contour and the balloon force
concept [Coh91]. However, the active contour is allowed to
move, i.e., it is attracted towards features such as edges. Our
approach assumes a fixed length of the contour.

Similar to our work, virtual inflation can be applied to
organic tissue instead of blood vessels. Such approaches
were developed for endoscopic views, where a virtual view
is generated from a tomographic image dataset. Bartrolí
et al. [BWKG01] introduced a virtual colon unfolding based
on nonlinear ray casting and a nonlinear 2D scaling algo-
rithm. The latter compensates distortions due to the unfold-
ing of the colon similar to the nonlinear magnification fields
used in information visualization. Hong et al. [HGQ∗06]
presented the conformal virtual colon flattening including
a topological denoising to cope with high genus surface
meshes. Zeng et al. [ZMG∗10] applied a harmonic map
registration to the conformal virtual colon flattened im-
ages to co-register supine and prone colon. Furthermore, the
landmark-driven optimal quasiconformal mapping presented
in [ZY14] straightens the main anatomical landmark curves
of the colon. For future work, an adaption for the whole ves-
sel, i.e., a virtual vessel flattening would be interesting.

Also related to our method is the medial axes approach,
which can be applied to measure the thickness of medical
structures, e.g., the corpus callosum [HKW12]. In contrast,
we focus on a thickness measurement originating at the inner
vessel wall and directed to the outer vessel wall.

The evaluation of hematoxylin and eosin (H&E) stained
data is the standard method in histopathology and enables
the pathologist to recognize tissue alterations, e.g., diagno-
sis and grading of cancer. Major trends for nuclei detection,
segmentation, feature computation and classification tech-
niques in digital histology data were presented in the exhaus-
tive overview by Irshad et al. [IVRR14]. For the delineation
of touching nuclei, the watershed approach has been suc-
cessfully adapted for H&E data [LSP03, AM12]. Sertel et
al. [SCSG09] also applied the watershed algorithm and re-
duced staining variations with anisotropic diffusion. Naik et
al. [NDA∗08] automatically segmented nuclear and glandu-
lar structures in H&E data based on three information lev-
els: low-level information based on pixels, high-level infor-
mation based on relationships between pixels for object de-
tection and domain-specific information based on relation-
ships between histological structures. Our approach includes
pixel information as well as high-level information such that
a neighborhood for each nucleus is determined and inte-
grated in the clustering. For a more general system dealing
with various histologically stained image data, Kårsnäs et
al. [KSD∗15] provided a comprehensive software tool for
extracting and quantifying sub-cellular data. They especially
account for biological and staining-induced variations.

Multi-view frameworks are often employed in medical vi-

OCT Image StacksDissected CoW 

OCT
Tube

Catheter

Figure 2: Illustration of the intravascular OCT image acqui-
sition based on the post-mortem dissected CoWs preparation
yielding the 2D OCT image stacks.

sualization and analysis for data exploration [GRW∗00]. Our
prototype comprises two synchronized views of the cere-
bral vessels in a multi-view framework. Our work includes
brushing and linking, a concept that was initially developed
for highlighting data in scatterplots [BC87], to combine both
views.

3. Image Data Acquisition

This section explains the image acquisition of the OCT data
sets. Afterwards, the histology-based data sets are described.

3.1. OCT Image Acquisition

Three human CoWs were explanted post-mortem, fixated
with formalin and probed with OCT aiming at the charac-
terization of vascular wall structures (see Fig. 2). All inves-
tigations were performed in accordance with the local ethics
committee. The specimens were examined for pathological
changes of the vessel wall, e.g., plaque and aneurysms. The
CoW preparations were flushed with isotonic saline solution.
They were fixated with needles on a silicon pad in a con-
tainer filled with saline solution for OCT image acquisition
with a TERUMO LUNAWAVET M console (Terumo Corpo-
ration, Shibuya, Japan). The system is equipped with a near
infrared laser light source in the spectral domain. The OCT
system’s pullback speed was 20 mm/s over an average dis-
tance of 130 mm yielding 1024 slices with a pixel size of
15 µm× 15 µm.

During image acquisition, a constant saline flush of the
CoW was started with an injector system. It reduced the de-
flation of the vessels, but it could not be prevented com-
pletely due to small outlets of the circle. Since only parts
of the CoW could be acquired with one setup, i.e., with one
placement of the OCT catheter, different OCT imaging se-
tups were carried out for each preparation. As a result, we
obtain a set of OCT image series for each vessel part of the

c© 2016 The Author(s)
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Figure 3: From a dissected CoW (a), a specimen was taken,
see inlet (b). Black and red ink is employed for later co-
registration with OCT data (c-d). In the digitized H&E
stained slice the red and black ink is still visible (e).

CoW that exhibits vessel diameters large enough for catheter
probing. Further information of the OCT imaging setup can
be found in [GHB∗15, HGBea16].

3.2. Histologic Image Acquisition

To assess vessel wall pathologies, we select certain vessel
parts with arteriosclerotic plaque as well as prominent bifur-
cations for orientation purposes (see Fig. 3). Additionally,
the specimen was marked lengthwise doublesided with black
and red ink. After paraffin embedding, cross-sections of the
specimen were cut using a microtome with a thickness of
2 µm and a slice gap of 50 µm. The sections were transferred
to standard glass slides, H&E stained and coverslipped.
The slides were digitized using a Hamamatsu Nanozoomer
(Hamamatsu Photonics, Hamamatsu, Japan) with a resolu-
tion of .23 µm per pixel. The original proprietary file was
formatted to JPEG2000 [KZSea08] and stacked into a vol-
ume for the processing with our framework. The original
data comprise approx. 11,000× 8,000 pixels per slice with
a resolution of .92 µm per pixel.

4. Virtual Inflation for the Combined Evaluation of
OCT and Histology Data

In this section, we describe our workflow (see Fig. 4), start-
ing with the virtual inflation method. Afterwards, the clus-
tering of the nuclei and our framework are presented.

4.1. Virtual Inflation

The virtual inflation method allows for the inflation of de-
flated vessels. It can be applied to OCT and histology data

since only the contours of the vessel walls are required. The
process is subdivided in three steps (see Fig. 4a).

Step 1: Extraction of equidistantly sampled contours.
First, the contours of the vessel lumen, i.e., the inner wall,
and the vessel-surrounding border, i.e., the outer wall, are re-
quired. We use manually segmented binary masks and pro-
cess each wall separately. From the binary mask, all fore-
ground pixels are selected forming a point set. Then, an arbi-
trary starting point is chosen and its closest, yet not visited,
point is iteratively added to obtain a sorted list of contour
points. Next, the list is equidistantly resampled. The amount
of sample points is a user-defined parameter. Empirically
determined default values are 400 for an OCT slice with
600× 600 pixels and 1600 for a histology slice with approx.
11,000× 8,000 pixels. The overall length of the contour is
divided by the number of sampling points yielding a contour
segment length. Then, new sampling points are extracted as
intersection points with the connected contour list such that
the distance between two subsequent sample points equals
the contour segment length.

Step 2: Extraction of normals and wall thickness. For
each point pi of the inner vessel wall, the normal vector −→ni
perpendicular to the line spanned by pi−1 and pi+1 is ex-
tracted (see Fig. 4a). The normals are iteratively averaged as
long as they intersect each other. We approximate the wall
thickness ti at pi as distance to the outer wall by intersecting
it with a ray originating at pi in direction −→ni .

Step 3: Transformation of vessel walls and sampling of
intensities. We virtually inflate the inner wall by projecting
the n equidistantly sampled inner wall points p onto a circle
with center m and radius r. Hence, m equals the mean of the
points p. We extract r = c/(2π), where c is the circumfer-
ence of the inner wall. Approximating p′i via:

p′i = m+ r ·
(

cosαi
sinαi

)
(1)

ensures equidistant points onto the circle, where αi = i ∗
2π/n and i = 1..n. We remodel the outer wall by adding the
stored values for ti to p′i in the direction −→mpi

′. As a result,
we obtain the virtually inflated vessel walls. With linear in-
terpolation, we can create intermediate steps. For example,
we translate the point pi only half the distance between pi
and p′i of the virtually inflated circular inner vessel wall (see
the illustration for Step 3 in Fig. 4a). The interpolated vir-
tual inflation is presented in Fig. 5. It allows the clinical ex-
pert an interactive inflation and exploration of the data. The
transition from original data to virtually inflated data can be
also visualized in an animated manner. The user defines how
many intermediate stages should be created. For the transla-
tion of intensity values from the original image data to the
virtually inflated image, the rays−→ni are sampled (see Fig. 6).
We acquire a list of samples for each pixel of the virtual in-
flated images (if k rays cover the pixel, then k samples are
obtained) and interpolate the pixel’s intensity by averaging
over the samples. If a pixel x with no samples exists, the
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Figure 4: Illustration of the proposed framework for exploration of the cerebral vessel wall with virtual inflation. The virtual
inflation of the OCT image data is depicted which comprises three steps (a). These steps are repeated for the histology data. The
four steps for clustering the histology data are depicted at the bottom (b). The virtually inflated images of OCT and histology
data as well as the clustering result serve as input for the interactive exploration within our multi-view framework (c). It allows
for co-alignment of both modalities as well as brushing and linking, which can be further combined with the cluster context
view or the cluster representatives view.

pixel’s intensity value I(x) is interpolated from its neighbor-
hood N (see Fig. 6c):

I(x) =
q∈N

∑
q

1
wq
∗ I(q). (2)

The sum of weights ∑w drops below 1 if more than one
pixel is missing. In this case, we leave the missing pixels
out and divide the sum of the remaining pixels by ∑w. To
exploit as many samples as possible, we first create a ranking
of the pixels, based on their number of missing neighbors.
Then, we interpolate all pixels with one neighbor missing,
followed by pixels with two neighbors missing and so on.
The interpolation is restricted to vessel wall pixels with a
point-in-polygon test based on the two walls. We empirically
set the step size for the sampling to .2 of the pixel’s width.
Larger step size values would gather less samples with more
missing pixels. Smaller values would result in more samples
per pixel and slightly increased computation time.

The runtime of the virtual inflation step depends on the
number of intermediate images. For the presented OCT data,
the sampled intensities are extracted in 0.5 s. The creation of

the single virtually inflated circular cross-section from the
sampled intensities costs 3.7 s whereas the creation of 10 in-
termediate images costs 35.4 s on a desktop PC with 8 GB
RAM and an Intel(R) Core i5 CPU (3.20 GHz).

4.2. Hierarchical Clustering of Nuclei

For the evaluation of vessel wall pathologies, the most im-
portant information extracted from the H&E stained histo-
logical image data is the presence, arrangement and shape
of nuclei. The nuclei shape allows for a rough classifica-
tion of cell types, e.g., elongated nuclei often correspond to
mesenchymal cells. Inflammations are characterized by in-
filtrates of different types of cells, e.g., lymphocytes with
small round nuclei. The clinical expert also takes additional
information into account, e.g., composition of the walls by
analyzing tissue types. Based on discussions with our patho-
logical cooperation partners, we decided to focus on cell nu-
clei with round and elongated shapes. A further requirement
was the clustering of similar, spatially connected nuclei and
thus, to provide a quick overview representation. Therefore,
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Figure 5: Result (right) of the virtual inflation and the sampling of intensity values applied to a deflated vessel OCT cross-
section view (left). Intermediate steps are based on the linearly interpolated inner vessel wall points.

we developed an extraction of clusters (recall the clustering
steps depicted in Fig. 4b).

Step 1: Segmentation of nuclei. For the nuclei segmen-
tation, we convert the colored H&E stained histology im-
age into a gray image and invert it subsequently. To ac-
count for variations of intensities and colors due to scanning,
non-uniform illumination and staining, we apply a contrast-
limited adaptive histogram equalization which works on
small regions rather than on the entire image [Zui94]. Next,
we automatically separate the nuclei from the background
with Otsu’s method [Ots79] which calculates an optimal
threshold by minimizing the intraclass variances of the fore-
ground and background class. Foreground objects smaller
than ten pixels are removed. As suggested in [SCSG09], we
apply anisotropic diffusion filtering [PM90] to smooth the
histologic image data while preserving the edge information.
Finally, we apply the watershed transform for a delineation
of nuclei. This approach defines a group of basins in the im-
age domain such that ridges in between these basins can be
employed as borders to isolate the nuclei from each other.
Based on the borders, a binary mask is created which holds
the estimated boundaries for the nuclei.

Step 2: Determination of spatial connectivity. We de-
termine the position of each nucleus as mean of the associ-
ated pixels’ positions. Next, we approximate a neighborhood
size Nε for the nuclei depending on a user-defined minimum
number of neighbors MinPoints. Here, a default value of 5
yields suitable results for all tested histological data sets. We

Figure 6: Illustration of intensity value sampling. Depiction
of the original image with the inner (green) and outer (blue)
vessel wall (a). The samples are accumulated along the rays
to interpolate values (b). If no sample value was assigned,
the intensity is interpolated with the depicted filter (c).

build the k-distances graph (also called elbow function) for
the given MinPoints value, as suggested in [EKSX96]. The
graph maps the distance of each nucleus to its k next neigh-
bors (with k = MinPoints). A well-suited Nε can be automat-
ically detected at the elbow point. Nuclei with an Euclidean
distance smaller than Nε are neighbored.

Step 3: Extraction of attributes from nuclei shapes.
We want to differentiate between long, elongated nuclei and
smaller, round nuclei, e.g., from inflammatory cells. There-
fore, we derive the following attributes (see Fig. 7):

• the elongation is a customized parameter for characteri-
zation of the roundness of the nucleus,

• the thickness describes the nucleus’ thickness, i.e., the
number of erosion steps (with a 3×3 rectangular kernel
element) necessary to completely remove the object, and

• the area describes the nucleus’ size, i.e., the number of
pixels.

We extract the elongation e with a principal component
analysis and subsequent evaluation of the eigenvalues λ1 and
λ2 (see Fig. 7). We normalize λ1 and λ2 with l1 = λ1/(λ1 +
λ2), l2 = λ2/(λ1 +λ2) and extract e:

e = max(l1, l2)−min(l1, l2) (3)

The main advantage of this measure compared to more
conventional parameters, such as compactness, is its direct
extraction and robustness. Since nuclei pixel positions are
stored as binary masks, we do not have round shapes or
smooth boundaries. Hence, a time-consuming extraction of
the required information, e.g., the perimeter, the minimum
bounding box or the longest chord, would be necessary. Es-
pecially if the pixel masks are incomplete due to noise, our

Figure 7: Examples of segmented nuclei pixels and their
elongation e (a-c). Next, a pixel set with its boundary (or-
ange) is presented (d). Two pixel sets are shown yielding
similar values for e but with distinct thickness values (e).
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 (a)

Figure 8: Illustration of brushing and linking. Corresponding OCT and histology slices and their virtually inflated images are
depicted. When the user defines a brush (a), it is automatically converted to the inflated view (b), based on the distance of
the vertices of the brush and their distance to the vessel-lumen border (see inlets). The virtually inflated images of OCT and
histology can be correlated (b-c). Analogously, the brush can be translated from the inflated to the original image (d).

elongation measure yields satisfying results. In case of round
nuclei, we can separate round shapes from curved objects
with the thickness parameter (see Fig. 7e).

Step 4: Clustering of nuclei. We employ an agglomera-
tive hierarchical clustering. Similar to region merging, each
nucleus is forming its own cluster at the beginning. Each
cluster is neighbored to clusters of corresponding nuclei
within the distance Nε. Then, the most similar neighbored
clusters are merged into a new cluster and the neighbor list is
built up from the merged clusters. The similarity is defined as
Euclidean distance between the feature vectors, where each
cluster has a feature vector that contains the mean values of
the cluster pixel’s attributes. Prior to clustering, z-scoring is
applied to each attribute. From the cluster hierarchy we ob-
tain cluster results based on two parameters: the minimum
cluster size and the ε-value that defines the cluster division.
We substitute the first one with the MinPoints parameter,
since the spatial connectivity is already adapted to this value.
The ε-value is empirically set to 1.0, but can be adapted to
obtain a coarser or finer cluster division.

4.3. Framework

First, we describe the multi-view framework and second, we
explain the included cluster views.

The multi-view framework. The virtual inflation and the
clustering are combined into a multi-view framework imple-
mented in MATLAB (MathWorks, Natick, USA) for the in-
teractive exploration of the OCT and histological data (recall
Fig. 4c). The implementation is sped up by using vectorized
data structures leveraging MATLAB’s implicit multithread-
ing capabilities as well as explicit parallel computing tech-
niques and GPU computing. The gpuArray command trans-
fers data to the GPU memory. Subsequent image process-
ing methods are performed on the GPU and the results are
transferred back using the gather command. Furthermore,

the parfor command distributes independent loop iterations
across multiple MATLAB sessions using a multi-core CPU.

An initial correlation of the vessels is carried out with two
landmarks, e.g., a vessel bifurcation, to determine a corre-
sponding slice in both modalities. Next, the data sets are co-
aligned based on the known slice distance of the OCT and
histology data. If the user scrolls to a slice in one view, the
other view is updated accordingly. For inspection of the data,
virtual inflation is separately carried out for the OCT im-
age data and the H&E stained histology data (recall Fig. 4a).
The user can qualitatively explore the vessel wall and choose
between different interpolation steps (see Fig. 5). Thus, the
clinician can work with an intermediate image instead of the
completely virtually inflated one.

Based on the virtual inflation results, our framework al-
lows for brushing and linking for an interactive exploration
(see Fig. 8). The user selects a set of points forming a polyg-
onal region of interest (ROI) – the brush. This brush is trans-
lated for each interpolation step of the virtual inflation. Fi-
nally, a correlation between a brush from the virtually in-
flated OCT image to the virtually inflated histology image
(or vice versa) is carried out. As a prerequisite, the user se-
lects two corresponding landmarks on the inner vessel wall
of the virtually inflated images, e.g., the small vessels (see
cyan circles) in Fig. 8. The brush from the virtually inflated
histology image is translated to the original histology im-
age. Thus, a ROI defined in the original OCT image will
be linked to its corresponding ROI in the original histology
image (or vice versa). The clinician can correlate the image
characteristics of a specific vessel wall part. Our collabora-
tion partners preferred the evaluation in the original images
by restricting the histology information to the brush.

The cluster views. We included two cluster views in our
framework: a color coding of the clusters for context infor-
mation – the cluster context view – and the adapted visual-
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ization of the cluster representatives – the cluster represen-
tatives view.

The cluster context view maps the cluster average at-
tributes (i.e., the average attributes of all cluster elements) to
color with a bivariate color map (see Fig. 9a-c). We employ
orange and blue to achieve a visual separation from the H&E
stained image data. The complementary colors work with
red-green color blindness and allow for an intuitive high-
lighting of the different shaped nuclei. For all segmented nu-
clei positions, we carry out a Delaunay triangulation. Next,
we identify inner triangles, i.e., triangles connecting only
nuclei included in the cluster. In addition, edges of the De-
launay triangulation which do not belong to inner triangles
but are spanned between two cluster elements, are selected.
Inner triangles and the selected edges are color-coded (see
Fig. 9c). To avoid visual clutter, the cluster context visual-
ization can be switched off and replaced by the cluster rep-
resentatives view (see Fig. 9d).

The cluster representatives view shows color-coded
glyphs representing the cluster attributes inspired by choro-
pleth maps. For the initial positioning, we employ the posi-
tion of the most likely cluster element compared to the clus-
ter’s attributes. For the extraction of the glyph’s shape, we
transfer the assigned pixel map of the most likely cluster el-
ement into a polygon and slightly smooth the polygon’s out-
line. We employ the bivariate color map and add a silhouette
with a slightly darkened color for an improved visual sepa-
ration from the remaining image. These glyphs are enlarged
and mapped at the cluster representatives’ positions.

Cluster representatives may overlap which hampers the
visualization result (see Fig. 9d). Since the overlap-free posi-
tioning problem of these cluster representatives is not deter-
ministically solvable in polynomial time (NP-hard) [MS93],
we developed a fast approximation consuming only a few
seconds. We use an image buffer with reduced size for
the adaption of cluster representatives’ positions. For the
employed histological data, we achieved satisfying results
with a reduction factor of 1/30 yielding an image buffer of
370× 300 pixels. Then, we mask the corresponding pixels
of the downscaled cluster representatives at its initial posi-
tion in the image buffer. If no overlap occurs, we store this
position and proceed with the next cluster. Otherwise, we
move the pixel mask in the image buffer one pixel to the left,
right, top, and bottom yielding four altered image buffers.
Then, we select the image buffer where the Haussdorff dis-
tance to the original position increased and the smallest
amount of overlapping pixels occurs. This prevents cyclic
translations. We repeat this procedure until no pixels overlap
and store the translation. In peripheral areas, no valid po-
sition may be found due to limited space. Hence, we stop
the rearrangement of the current cluster representative, if we
reach the image buffer’s boundaries or if the current trans-
lation exceeds a previously defined threshold (e.g., a Haus-
dorff distance of 100 pixels in the image buffer). In this case,

th
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Figure 9: The bivariate colormap is used for the color-
coding of clusters (a). Examples of two clusters and their
cluster representatives (b). The cluster context view provides
context information but visual clutter as well (c). The cluster
representatives view yields a sparse visualization (d), which
will be further improved with the adjusted positions (e).

we place the cluster representative at its original position,
accepting an overlap. In Fig. 9e, the adapted cluster repre-
sentatives’ positions are presented. Lines connect adjusted
cluster representatives to their initial position in the original
image (see inlets of Fig. 9d-e).

When employing the cluster result as brush, the clusters
can be linked to the OCT view. Therefore, the set of nuclei
and their positions are interpreted as points of the polyg-
onal brush and transferred to the OCT data. Furthermore,
the cluster view can be restricted to clusters covered by the
polygonal brush.

5. Evaluation

Our method is tailored to deflated vessels in OCT and his-
tology data. Due to the novelty of the medical application,
a ground truth is not available. To overcome this limitation,
we designed a software phantom (see Fig. 10a), and applied
two deformation configurations via finite-element simula-
tions yielding detailed positions and displacements of the
discrete elements. The finite-element method is widely used
to numerically simulate the relation of deformation, mechan-
ical strain and stress, based on the conservation of the mo-
mentum, which is solved locally for each finite element.
Based on this, we can conduct an evaluation taking into
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Figure 10: Depiction of the software phantom in the initial,
stress-free state (a). The local coordinate system is shown
at the bottom. The application of the load b yields P1 and
P2, while the bottom is fixated to prevent rigid body mo-
tion. Contour plots of the vector displacement magnitudes
for software phantoms P1 and P2 (b).

account the material behavior in combination with known
locations of each discrete element. The static simulations
considering large deflections and small strains were carried
out with ANSYS Mechanical (ANSYS, Inc., Canonsburg,
USA).

The initial 2D model with a circular cross-
section [GHB∗15] was extended to a more realistic
one. The dimensions are carefully matched to the properties
of cerebral vessels, with an inner radius of 2.2 mm and a
heterogeneous vessel wall of 0.3 mm. The wall thickness
variations serve as anatomical landmarks for the virtual
inflation step. The numerical model consists of 96,000
tetrahedral elements with quadratic basis functions to obtain
high accuracy. To induce deformation, a load b is applied as
body force in positive and negative y-coordinate direction,
yielding the software phantoms P1 and P2, see Fig. 10b).
Fixating the displacement in y-direction at the bottom edge
and in x-direction at the bottom left vertex prevents rigid
body motion. The load causes mechanical stress in the
model’s inside and results in deformation depending on the
specified linear elastic material model. For investigation
of the movement of the cerebral vessel walls, the Young’s
modulus is 1 MPa, the Poisson’s ratio is 0.45 and the density
is 1,000 kg/m3 [BHZea10].

The displacement of P1 and P2 ranges up to 0.5 mm. P1
and P2 consist of 195,000 indexed vertices, where the world
coordinates and displacements for each vertex are stored and
employed as ground truth. We build two DICOM files based
on P1 and P2. We employ an image size of 500× 500 pixels,
where 1 pixel covers 0.01 mm× 0.01 mm. The x-coordinates
of P1 range from -0.26 mm to 3.00 mm and the y-coordinates
from 0 mm to 4.62 mm. For P2, x-coordinates range from
-0.96 mm to 3.15 mm and y-coordinates from -0.01 mm to
3.76 mm. We extract for each vertex of P1 and P2 its pixel
position by translating the origin in the bottom left of the
bounding box yielding the images I1 and I2.

We load I1 and I2 into our framework and carry out brush-
ing and linking. Originally, we brushed 3 polygons as well as

Virtual Inflation
Software Phantom

Figure 11: Depiction of the binarized images I1 and I2 and
the Poisson disk sample set. Via virtual inflation followed by
brushing and linking, the corresponding positions (red) were
extracted and compared with the ground truth (green).

a random point set comprising 100 points to compare the vir-
tual inflation results with the ground truth [GHB∗15]. How-
ever, some of the randomly placed points were too tightly
packed together or too sparsely distributed. We improved
this quantitative evaluation by scattering 1,000 points which
are Poisson disk sampled on the foreground object of I1
forming our sample set, see Fig. 11. Therefore, we adapted
the approach in [Tul08], which is based on [Bri07]. With the
Poisson disk sampling, a more homogeneously scanning of
the vessel wall is ensured.

For the quantification of displacement errors induced by
the virtual inflation, we compare the pixel coordinates of
the corresponding brushes obtained via brushing and link-
ing with the coordinates directly extracted from P1 and P2.
Therefore, we carry out the following steps:

1. Extract the pixel coordinates for each sample point in I1.
2. Select the corresponding world coordinates of P1, i.e.,

transpose the pixel coordinates into world coordinates.
3. Derive the corresponding world coordinates of these ver-

tices in P2 (known from the finite-element simulation).
4. Convert the vertices from P2 into pixel coordinates of I2.
5. Compare these pixel coordinates with the pixel coordi-

nates from I2 extracted via brushing and linking.

The resulting average displacement of the sample set
compared to the ground truth is 61.94 µm. This error is
slightly larger than for the initial, more circle-like software
phantom [GHB∗15]. Reasons might be the more complex
phantom as well as Poisson disk sampling that yields many
points close to the border of the outer vessel wall. How-
ever, the result is satisfying. In relation to the image size
of 500× 500 pixels, the displacement of 6.19 pixels equals
1.24 %. Although the small displacement rate depends on
the perfectly matched software phantom and may differ for
real preparations, the virtual inflation allows for linking of a
defined brush in one image to the other image.
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6. Medical Findings

We applied the virtual inflation to several OCT data sets of
the CoW and their corresponding histological images, in-
cluding the basilar artery with arteriosclerotic plaque. We
discussed the results with a neuroradiologist and a patholo-
gist and provide the most important findings in Fig. 12.

In Fig. 12a, the histologic evaluation revealed a fibrotic
plaque deposit in the pathologically thickened intima, i.e.,
the inner vessel wall layer. When brushing the deposits, the
linking to the OCT slice reveals an area with dense plaque
accumulation, see the dense tissue parts with high atten-
uation (marked with *) yielding the low attenuated areas
behind. These findings are reflected by the clustering with
blueish, circular shaped cluster representatives indicating in-
flammatory areas compared to orange-colored cluster repre-
sentatives in healthy tissue.

In Fig. 12b, the brush covers an accumulation of mucoid
plaque, which is typically loose. As it can be seen in the OCT
image, the brushed region is part of the plaque area with low
signal and low attenuation, but no specific differences can
be extracted. The cluster view restricted to the brush in the
histology image does not highlight any conspicuous nuclei
shapes.

In Fig. 12c, a small area with inflammatory cells, char-
acterized by sharp, round cell nuclei, was selected. Inflam-
mations often vary and a precise prediction concerning their
density values is not possible. This is reflected in the small
brush in the OCT image (Fig. 12c, right), which reveals a
small, heterogeneous area. Hence, the cluster view, restricted
to the brush that was linked to the OCT image, comprises a
sharp, round, blueish nucleus shape as well.

The brush in Fig. 12d covers a part of the vessel wall
which was conspicuous during histology evaluation due to
its increased thickness. However, the analysis of the histo-
logic image does not confirm a plaque deposit. Probably,
this areas is caused by a cutting-artifact. In accordance, no
change in the signal characteristics of the OCT data occurs.
This is also reflected by the clustering view that is restricted
to the brush. Hence, it does not contain any conspicuous nu-
clei shapes.

The virtual inflation correlates the fibrotic plaque deposit
to a homogeneous signal-rich region in the OCT data which
matches findings in literature [KBBea06]. In case the ves-
sels exhibit ellipsoidal cross-sections as well as various elon-
gated cross-sections due to pathologies, an evaluation of the
slightly virtually inflated vessel was beneficial, recall Fig. 5.

7. Discussion

The proposed virtual inflation supports a combined analysis
of OCT and histologic image data. The spatial differences
between a brush and the corresponding brush in the second
modality were evaluated based on finite-element simulations

yielding a sufficient precision. For the medical image data,
the co-alignment could be further improved by implanting
some markers, e.g., a small thread, in the preparations. Our
data sets were probed ex vivo. Thus, a detachment of the in-
tima emerged, which typically occurs during decomposition.
Hence, a larger study could provide more information about
artifacts such as conservation-based shrinking.

The pathologic expert rated the cluster primitives, espe-
cially their accordance with the underlying morphologic fea-
tures, as very useful extension for a quick overview of nu-
clei shapes especially in the OCT slices. Once an interest-
ing vessel part was detected, the original histologic data set
was evaluated for an in-depth analysis. The combination of
the ex vivo OCT and histologic properties provides new in-
formation about the cerebral vessel wall morphology and its
corresponding OCT imaging. Such findings can form the ba-
sis for a solely radiology-based OCT image evaluation.

8. Summary and Future Work

In this paper, we presented a virtual inflation of ex vivo ves-
sel parts probed with OCT and acquired with histology to
analyze characteristics of the cerebral vessel wall. Our proto-
type requires manual segmentation of the vessel-lumen and
the vessel-surrounding borders. It is adapted to intravascular
imaging of the cerebral vasculature. Our framework com-
prises multiple coordinated views, which allows for brushing
and linking between the OCT image and the histological im-
age. Our work provides basic information for the radiologic
evaluation of OCT signal characteristics which are almost
unknown for cerebral artery walls.

Future work should include automatically segmented ves-
sel walls of the OCT data [TSDS∗11]. We are also par-
ticularly interested in a setup similar to the cage fix-
ture [KKSea12] for an in vitro setup. However, their work
is based on IVUS, whereas OCT would require different
adaptions. Also, an analytic representation of the inner ves-
sel wall and the wall thickness values could be developed
to avoid averaging steps and reduce the calculation time. Fi-
nally, our work has great importance for the fluid-structure
interaction regarding vessel wall and blood flow. The new
wall information based on virtually inflated images currently
serves our cooperation partners to examine the effect of wall
thickness on the hemodynamic simulation.
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Computational Fluid Dynamics is intensively used to deepen the understanding of aneurysm growth and rupture in order to
support physicians during therapy planning. However, numerous studies considering only the hemodynamics within the vessel
lumen found no satisfactory criteria for rupture risk assessment. To improve available simulation models, the rigid vessel wall
assumption has been discarded in thiswork andpatient-specificwall thickness is consideredwithin the simulation. For this purpose,
a ruptured intracranial aneurysmwas prepared ex vivo, followed by the acquisition of local wall thickness using𝜇CT.The segmented
inner and outer vessel surfaces served as solid domain for the fluid-structure interaction (FSI) simulation. To compare wall stress
distributions within the aneurysm wall and at the rupture site, FSI computations are repeated in a virtual model using a constant
wall thickness approach. Although the wall stresses obtained by the two approaches—when averaged over the complete aneurysm
sac—are in very good agreement, strong differences occur in their distribution. Accounting for the real wall thickness distribution,
the rupture site exhibits much higher stress values compared to the configuration with constant wall thickness. The study reveals
the importance of geometry reconstruction and accurate description of wall thickness in FSI simulations.

1. Introduction

Although intracranial aneurysms have been intensively
investigated within the last two decades [1], many open
questions remain that require further research. Particularly
numerical methods are increasingly used since they enable
a highly detailed insight into disease processes at no risk
for the individual patient. In this regard, Computational
Fluid Dynamics (CFD), an established numerical method
from classical engineering, was applied to model the blood
flow in the human vasculature [2]. Several authors, who
investigated patient-specific aneurysm models with regard
to intra-aneurysmal flow patterns, identified risk factors for
future rupture, but the results are inconsistent. For instance,
Xiang et al. [3] associated low wall shear stress (WSS) with
aneurysm bleeding, while Cebral et al. [4] detected highWSS

within their cohort of ruptured aneurysms. In a subsequent
review article by Meng et al. [5], two possible pathways were
postulated that assign both low and high WSS a crucial
role regarding aneurysm growth and rupture. In addition,
Cebral et al. [6] presented a relation between bleb formation
and regions of high WSS as well as flow impaction zones.

However, due to patient-individual properties that are
unknown (e.g., cerebral flow rates and vital parameters under
activity) or due to the requirement of fast computations, all
numerical studies are based on several model simplifications.
The most severe but commonly used assumption is the
treatment of the luminal vessel surface as a rigid, non-
flexible wall with infinite resistance. Since three-dimensional
segmentations of the diseased dilations are normally gained
from contrast-enhanced imaging modalities, only the vessel
lumen is represented; no information of the actual wall
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Figure 1: Specimen with Acom aneurysm and adjacent vessels (a). (1) Anterior cerebral arteries. (2) Anterior communicating artery. (b1)
Rupture site with magnification (b2).

structure is obtained. However, a study by Frösen et al. [7] has
demonstrated the heterogeneity of cerebral vessels, especially
when diseases occur.

To extend previous numerical studies by considering
mechanical exchanges between blood flow and the surround-
ing vessel tissue, fluid-structure interaction (FSI) simulations
were carried out. Already in 2009 Bazilevs et al. [8] proposed
a simple approach to construct vessels with variable wall
thicknesses, depending on the radii of inlet and outlet. Cebral
et al. [9] used the local WSS distribution of a rigid-wall
simulation to estimate the wall thickness, since it induces
several pathophysiological processes in the vessel wall. A
correlation between the wall thickness as well as its stiffness
and the rupture sitewas presented.The study of Raut et al. [10]
focused on FSI simulations of the human aorta.They strongly
recommended the use of patient-specific, regionally varying
wall thicknesses as well, especially with regard to rupture risk
assessment.

Although these studies are important steps towards
realistic hemodynamic predictions and FSI simulations in
intracranial aneurysms, none of them considered the patient-
specific wall thickness. Therefore, the present study is, to the
authors’ knowledge, the first of its kind that incorporates
the measured vessel wall thickness of a ruptured aneurysm
into FSI computations. To evaluate the importance of patient-
specificity, a simulation assuming constant walls is performed
for comparison. The analyses of stress predictions within the
complete aneurysm sac as well as at the particular rupture site
address the question, whether patient-specific wall thickness
is required in related simulations.

2. Materials and Methods

2.1. Case Description and Preparation. With approval of the
local ethics committee, a complete Circle of Willis (CoW)
of a 33-year-old male patient was investigated, which was
explanted in the course of a forensic autopsy. Two intracranial
aneurysms were found, one at the anterior communicating
artery (Acom), the other at the carotid T. Death was caused
by subarachnoid hemorrhage due to aneurysm rupture.
The Acom aneurysm could be unambiguously identified as

the ruptured one, as it was enclosed in a large blood clot and
the wall defect was clearly visible (see Figure 1).

To enable the further examination and imaging of the
explant, the CoW was put into formaldehyde (4%) for
fixation immediately after explantation. Then, the blood
clot was carefully removed and the arteries were flushed
with formaldehyde. For imaging of the ruptured aneurysm,
the anterior cerebral arteries were dissected approximately
10mm proximal and distal to the anterior communicating
artery. After that, plastic tubes were inserted in the anterior
cerebral arteries to avoid collapse of their lumen. Plastic was
used, because it has a different X-ray density compared to
biological tissue and consequently the following postprocess-
ing steps, especially segmentation, are facilitated. The tubes
were then stuck into a silicone block in such a way that the
specimen had no contact to the silicone surface.

2.2. Image Acquisition. For image acquisition, an indus-
trial computed tomography system (Nanotom S 180, GE
Measurement & Control, Fairfield, Connecticut, USA) was
selected. Despite its low contrast resolution—and thus the
impossibility to distinguish different tissue layers of the vessel
wall—the device was chosen because of the superior spatial
resolution compared to clinical CT and MRI scanners. This
allows for the accurate measurement of the wall thickness
and visualization of the inner and outer boundary of the
specimen. Imaging parameters were as follows: tube voltage
of 50 kV, tube current of 150 𝜇A, and reconstructed voxel size
of 7.5 × 7.5 × 7.5 𝜇m3.

2.3. Segmentation. Two 3D surface meshes, one of the inner
and one of the outer vessel wall, were extracted from the
tomographic 𝜇CT data. Then, a separate segmentation of
both walls was carried out. The workflow is derived from
the pipeline for aneurysm surface extraction described in
[11]. Initially, a threshold-based segmentation was applied
in MeVisLab 2.8 (MeVis Medical Solutions AG, Bremen,
Germany) [12]. The initial segmentation was manually cor-
rected with MeVisLab due to the low contrast between vessel
wall and vessel lumen of the 𝜇CT data as well as small
artifacts, for example, detached tissue parts or blood clots,
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Figure 2: Slice image of the 𝜇CT data with the aneurysm wall (a). A detached tissue part of the ex vivo preparation is highlighted (see blue
inlay).The resulting surface meshes for the inner vessel wall ((b) top left), the outer vessel wall ((b) bottom left), and the combination of both
((b) right) are illustrated.

due to the ex vivo preparation. In Figure 2(a), an example
is provided, where small detached tissue parts inside the
aneurysm are shown.

Next, surface meshes for the inner and outer vessel wall
were extracted with Marching Cubes based on the segmen-
tation masks in MeVisLab. Postprocessing of the surface
meshes included the manual smoothing of small bumps
and artifacts with Sculptris 1.02 (Pixologic, Los Angeles,
USA). Furthermore, in- and outlets of the aneurysm were
artificially extruded and perpendicularly cut with Blender
2.74 (Blender Foundation, Amsterdam, The Netherlands) to
provide sufficiently long enough and straight vessel sections
for the subsequent FSI simulation. The resulting 3D surface
meshes are depicted in Figure 2(b).

2.4. Fluid-Structure Simulations. Since growth and rupture of
an intracranial aneurysm are complex problems connecting
blood flow and arterial wall behavior, FSI simulations were
carried out. Therefore, the segmented aneurysm model was
divided into two subdomains consisting of the fluid region
and the solid region, respectively.Thefirstwas solved numeri-
cally using CFDbased on a finite volume discretization, while
the latter was treated as a structural problem using the finite
elementmethod. Both domains were coupled at the interface,
the luminal surface. This coupling was implemented as data
transfer, exchanging fluid pressure and WSS as well as wall
displacement, respectively.

The fluid was modeled as incompressible, non-Newtoni-
an (Carreau-Yasuda model: 𝜂

0
= 15.92mPa s, 𝜂

∞
= 4mPa s,

𝜆 = 0.08268 s, 𝑎 = 2, and 𝑛 = −0.4725, parameters acquired
in the local rheology lab) fluid with a density of 1055 kg/m3.
The inflow conditionswere obtained from a healthy volunteer
using 7 T PC-MRI [13] and scaled according to the power
law of Valen-Sendstad et al. [14]. No-slip conditions for all
wall boundaries and zero-pressure outlets were defined. The
vessel wall was deformable and coupled the fluid to the solid

Table 1: Spatial resolution of the FSI computations for the constant
and the patient-specific wall thickness configuration.

Cells in fluid domain Elements in solid domain
Constant WT 1 206 806 63 072
Patient-specific
WT 1 206 806 62 208

domain. The latter was assumed to be homogeneous and
isotropic using a linearly elastic material model, considering
density, Young’s modulus, and Poisson’s ratio of 1050 kg/m3,
1MPa, and 0.45, respectively [15, 16]. According to Torii et
al. [17], this model is reasonable for investigating FSI in
intracranial aneurysms. The wall thickness in the constant
configuration was set to 0.3mm according to the mean value
for male patients in Costalat et al. [18] and obtained by
normal extrusion of the luminal wall. In- and outlets of
the solid domain were fixed; all other surfaces were free.
The fluid domain was spatially discretized by polyhedral
cells and five layers of prism cells at the wall, following
the recommendations of Janiga et al. [19]. Regarding the
solid domain, a structured mesh and hexahedral elements
with quadratic basis function were used. Solvers were STAR-
CCM+ 9.04 (CD-adapco, Melville, New York, USA) for the
fluid and Abaqus FEA 6.14 (Dassault Systemes Simulia Corp.,
Providence, Rhode Island, USA) for the solid domain. Table 1
lists the number of discretization volumes, cells (for the fluid),
and elements (for the solid); both are shown in Figure 3.

The time step size for the fluid domain was set to 0.001 s,
while the variable time step for the solid domain was limited
by the coupling time step of 0.01 s. Two cardiac cycles were
simulated, but only the second one was postprocessed to
avoid inaccuracies from initialization. The time-dependent
FSI simulations were performed on a standard workstation,
using four Intel Xeon E3 cores with 3.3 GHz and 32GB RAM,



66 fluid-structure simulations of a ruptured ia

4 Computational and Mathematical Methods in Medicine
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Figure 3: The fluid mesh consists of polyhedral and prism cells (a). Hexahedral finite elements are used for the solid domain (b).
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Figure 4: Visualization of the flow pattern (streamlines) and wall shear stresses of the patient-specific configuration at peak-systole.

resulting in calculation times of approximately 30 hours
per case.

2.5. Qualitative and Quantitative Analysis. Both fluid and
solid domain were considered in postprocessing. Streamlines
and WSS are presented shortly to provide a qualitative
impression of the hemodynamic flow pattern. However, the
focus lies on the temporal-averaged stress distribution inside
the aneurysm wall, which is initially shown on the inner
and outer surface. To carry out a quantitative comparison,
wall stress values were exported for two regions of interest:
(a) the complete aneurysm sac (approx. 29,000 points) and
(b) the rupture site (approx. 6,000 points), which is of
particular interest due to its known location. Subsequently,
for both regions of interest the spatial-average stress level was
calculated and classified into bins of 500 Pa.

3. Results

3.1. Qualitative Comparison. As presented in Figure 4, the
flow velocity inside the aneurysm remains small compared
to the parent vessel. This results in low WSS over the entire
aneurysm dome. Only in the neck region high values up to
25 Pa are present. Since the time-averaged deformations are
below 1mm, only the patient-specific configuration is shown
here.

The main differences between both configurations con-
cern the effective stress inside the aneurysm wall. Figures 5
and 6 compare the stresses on the outer and inner surface for
the constant ((a) and (c)) and patient-specific configuration
((b) and (d)), respectively. Not only do stresses differ in
level, but strong local variations are visible as well, leading to
different structures. It is particularly interesting to note that
the rupture site correlates with spots of high stresses when
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Figure 5: Front view of the effective stress at the outer ((a) and (b)) and inner ((c) and (d)) surface of the constant ((a) and (c)) and the
patient-specific ((b) and (d)) wall thickness (WT) configuration, respectively.

using the patient-specific configuration (see Figures 6(b) and
6(d)), while nothing particular is observed in this region
when a constant wall thickness is used for the computations.

3.2. Quantitative Comparison. Figure 7 illustrates the points
that are associated with the complete aneurysm sac. Stress
values are plotted as histogram plot using bins of 500 Pa. The
dashed (constant wall thickness) and solid (patient-specific
wall thickness) lines show the high similarity concerning the
spatial-averaged stress level of both configurations, in spite
of the large local variations. The difference between both
approaches is only 3.8% concerning the average, which is not
obvious considering only spatial plots.

To further investigate the aneurysm’s rupture site, the
quantitative comparison is now concentrated on a smaller
region of interest, around the rupture site. Figure 8 shows

the selection of solid grid nodes that are considered for
analysis. The histogram plot indicates that values in the
constant wall thickness configuration are lower than 3 kPa,
while for the patient-specific configuration they reach up to
6.5 kPa in the analyzed area. Likewise, the spatial-averaged
stresses (dashed and solid line in Figure 8) reveal a relative
difference of 55.2%.

4. Discussion

Regarding realistic blood flow predictions in intracranial
aneurysms, the reconstructed geometry has an essential
impact [3]. In addition, Lee et al. [20] assume that aneurysm
morphology is strongly related to aneurysm rupture. Building
on these findings, the importance of an appropriate geometry
reconstruction for aneurysmal wall mechanics is addressed
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Figure 6: Second perspective of the effective stress at the outer ((a) and (b)) and inner ((c) and (d)) surface of the constant ((a) and (c)) and
the patient-specific ((b) and (d)) wall thickness configuration, respectively. Very different stress levels are found at the location of the rupture
site (indicated by the black arrow).

in the present study. In this regard, a variable vessel wall
of a patient-specific intracranial aneurysm and a constant,
virtually extruded wall thickness were both considered and
compared using FSI simulation. Both investigated configu-
rations are identical with respect to the fluid domain and
its conditions. The only difference lies in the wall thick-
ness treatment. This results in almost no differences in the
hemodynamic parameters. Therefore, the study focuses on
the wall mechanics and particularly on the wall stress, whose
distribution varies strongly between both configurations,
due to variations in local wall thickness. Consequently, it is
suggested that thewall thickness is an important factor for FSI
simulations, similar to the lumen morphology in the analysis
of flow characteristics.

However, the use of patient-specific wall thickness is
limited by the difficulties in acquisition, even ex vivo. This
might be one reason for the fact that constant wall thickness
is used in almost all similar studies of intracranial aneurysms.
Nevertheless, promising models exist, which are related to
wall mechanics, but do not take into account the wall
thickness itself. Cebral et al. [9] used the value of local

WSS to manipulate the local wall thickness and stiffness,
respectively. Based on the findings, thin and stiff wall regions
in combination with abnormal high WSS correlate with the
observed rupture sites. Sanchez et al. [21, 22] used fluid-
structure simulations to quantify the volume variations over
the cardiac cycle, assuming that material properties have a
major impact. Accordingly, large volume variation is caused
by weak walls, indicating an increased rupture risk. Still, the
application of both approaches for the aneurysm presented
in this study might be difficult, since neither the WSS is
abnormally high inside the whole aneurysm, nor is it exposed
to considerable deformation.

The main focus of the comparison lies in the known
rupture site. For the patient-specific wall thickness configu-
ration a good correlation with spots of high stresses is found,
contrary to the constant wall thickness configuration. The
latter shows a lower averaged stress of 55.2% in the area
close to the rupture location. Taking the whole aneurysm
into account, high similarity of both approaches in terms
of average wall stress is present; the difference is only 3.8%.
Accordingly, the choice of wall thickness for the artificial
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Figure 7: Histogram comparing wall stresses based on approx.
29,000 points in the aneurysm wall. The single bars indicate the
number of points in a wall stress range of 500 Pa. As illustrated by
the vertical lines, the average stress value obtained with the constant
wall thickness configuration (dashed line) nearly matches the level
obtained in the patient-specific configuration (solid line).
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Figure 8: Histogram comparing wall stresses based on approx.
6,000 points around the rupture site. Bars of the constant WT
configuration (indicated by the hatching) show a much lower stress
level in the rupture zone, compared to the values found with
patient-specific wall thickness.The dashed (constant WT) and solid
(patient-specific WT) lines depict the mean stress found in the
considered region of interest.

constant configuration is not responsible for the different
stress level at the rupture site; it is a direct result of the patient-
specific wall thickness. However, it needs to be pointed out
that the rupture location does not correlate with the overall
highest effective stress value. A reason for that might be
the more complex structure of the aneurysm tissue or the
surrounding vasculature, which was not considered during
the modeling. There might be a general stress level that is
dangerous, enabling rupture depending on the wall condi-
tion. However, this was not the objective of this study, which
only aims at the comparison with constant wall thickness—
a common assumption that is often used in FSI computa-
tions. Considering this particular case, obvious differences in

the local stresses are observed, pointing at limitations associ-
ated with the constant wall thickness approach.

Another interesting aspect with respect to the rupture
site consists in its location at a daughter aneurysm revealing
a bleb-like shape. Cebral et al. [6] investigated the relation
between local hemodynamics in particular the WSS and the
formation of blebs. According to the authors, blebs mostly
occur at or adjacent to aneurysm regions near the flow
impaction zone. This assumption is reasonable in this case as
well; see Figure 4. In addition, the WSS decreased to a lower
level compared to the main aneurysm, as observed by Cebral
et al. In the frame of this study, only the final stage of the
aneurysm geometry is known and the process of bleb growth
remains unclear. However, the stress distribution inside the
aneurysm wall may be related to bleb formation. Therefore,
patient-specific wall thickness of aneurysm blebs may play an
important role to deepen the understanding of this complex
process and should be addressed in future studies.

In order to receive numerical predictions with reasonable
computational effort, uncertainty and simplifications must
be accepted and certainly influence the results. Concerning
imaging, vessel position and arrangement as well as fixation
differ from the in vivo setting. In addition, the resolution
is limited, although 𝜇CT offers a good basis for a detailed
segmentation process. However, it requires a lot of manual
artifact elimination and local smoothing to provide appropri-
ate vessel surfaces. Regarding the inflow condition and wall
properties, a representative 7 T PC-MRI measurement and
literature values, respectively, were used. It must be kept in
mind that the homogenous, isotropic, linearly elasticmaterial
model used in this study is far from the real, complex tissue
structure found in reality as function of age, activity, location,
biological constitution, and so forth. However, Torii et al. [17]
pointed out that linearly elastic models may be suitable for
corresponding computations.

Future work should take into account a more detailed
numerical description of the aneurysm geometry and mate-
rial. This can be achieved by adding additional information
obtained fromhistology, for example, the distinction between
vessel layers and pathologies. The surrounding tissue might
play an important role as well and could be considered by
specified solid boundary conditions. Finally, a higher number
of cases must be included, even if acquiring the real wall
thickness is a difficult and time-consuming task.

5. Conclusion

The findings of this study highlight the importance of proper
geometry reconstruction and accurate description of local
wall thickness regarding hemodynamic FSI simulations. The
patient-specific wall thickness seems to play an important
role for the prediction of stress distributions inside aneurysm
walls. While the spatial-averaged wall stresses of the com-
plete aneurysm sac show almost no difference (only 3.8%)
compared to those obtained with a constant wall thickness,
high differences (55.2%) are observed around the known
rupture site. Despite many simplifications, the presented
results are a consequent step towards a deeper understanding
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of aneurysmal wall behavior. Future research is required
and should include more cases as well as a more advanced
modeling of the wall mechanics.
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Part II

Segmentation and Simulation
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such a morphological division based on extracted ostium neck curves or the flow
splitting based on vessel diameters:
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Abstract: Computational fluid dynamics (CFD) is increas-
ingly used by biomedical engineering groups to under-
stand and predict the blood flow within intracranial
aneurysms and support the physician during therapy
planning. However, due to various simplifications, its
acceptance remains limited within the medical commu-
nity. To quantify the influence of the reconstruction ker-
nels employed for reconstructing 3D images from rota-
tional angiography data, different kernels are applied to
four datasetswithpatient-specific intracranial aneurysms.
Sharp, normal and smooth reconstructions were evalu-
ated. Differences of the resulting 24 segmentations and the
impact on the hemodynamic predictions are quantified to
provide insights into the expected error ranges. A compar-
ison of the segmentations yields strong differences regard-
ing vessel branches and diameters. Further, sharp kernels
lead to smaller ostium areas than smooth ones. Analyses
of hemodynamic predictions reveal a clear time and space
dependency, while mean velocity deviations range from
3.9 to 8%. The results reveal a strong influence of recon-
struction kernels on geometrical aneurysm models and
the subsequent hemodynamic parameters. Thus, patient-
specific blood flow predictions require a carefully selected
reconstruction kernel and appropriate recommendations
need to be formulated.
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1 Introduction
Within the last decades, computational fluid dynamics
(CFD) has been increasingly used to predict blood flow in
intracranial aneurysms (IAs). Studies of large cohorts of
patient-specific dilatations mainly try to understand initi-
ation, remodelling as well as rupture processes in order to
assist physicians during therapy planning [1, 2]. However,
due to several assumptions, which are required to receive
numerical results in a feasible time frame, the acceptance
of CFD remains limited in the clinical context.

Therefore, several groups mainly focused on the eval-
uation of the variability of hemodynamic predictions
based on varying input parameters. Berg et al. [3] com-
pared in a double-blinded, international CFD challenge
numerical solutions of 28 participating groups for two
patient-specific IAs under given boundary conditions. The
results were in a good agreement with only few outliers
due to invalidated solvers or inadvertence during post-
processing. To quantify the impact of geometry, Szikora
et al. [4] simulated thebloodflow in 21 IAs. They concluded
that IAs with a main axis parallel to the parent artery
are more prone to rupture than those with a perpendicu-
lar axis. Geers et al. [5] compared computer tomographic
angiography and 3D rotational angiography (RA) images
to evaluate the reproducibility of computational hemody-
namics in IAs. As a result, different imaging modalities
lead to equivalent predictions of themainflowcharacteris-
tics, but large discrepancies in quantitativemeasurements
are present.

This study extends the usual workflow and incorpo-
rates the reconstruction process directly from the digi-
tal subtraction angiography (DSA) suite Artis Q (Siemens
Healthcare GmbH, Forchheim, Germany). Four patient-
specific IA data sets are reconstructed with six avail-
able kernels. Next, 24 configurations are segmented and

© 2016 Sylvia Glaßer et al., licensee De Gruyter.
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analysed regarding the IAs’morphology and the impact on
blood flow prediction.

2 Material and methods

2.1 Case description

Four IAs in four female patients with mean age of 50 years
(range 45–59 years) were investigated in this study. Three
cases exhibit acute subarachnoid hemorrhage (SAH), and
one aneurysm was incidentally found. Clinical condition
was poor in two of the patients with acute SAH (grade IV
according to Hunt and Hess), the other two patients had
no significant neurologic deficits. One IA was located at
the anterior communicating artery, one at the posterior
communicating artery, one at the segment of the inter-
nal carotid artery, and one at the bifurcation of the mid-
dle cerebral artery. Their size varied from approximately
2.5 mm to 8.0 mm. All IAs were treated with endovascular
coiling.

2.2 Reconstruction and segmentation

From the RA image data, 6 3D-DSA images were recon-
structed per patient by using the kernels EE (edge en-
hanced) smooth, EE normal, EE sharp, Hounsfield unit
(HU) smooth, HU normal and HU sharp. This results in a
total number of 24 configurations.

For each patient, a threshold-based segmentation,
as proposed in [6], was carried out for the HU normal
reconstructed DSA image data. Next, the remaining recon-
structions of the same patient were carried out such that
they exhibit similar contours in a representative slice cov-
ering the aneurysm, see Figure 1. Based on each threshold,
the iso-surface is extracted to obtain the triangle surface
mesh.

2.3 Clinical research prototype

The hemodynamic simulations were carried out with a
clinical research prototype. To define the cross-sections
where in- and outflow boundary conditions are applied,
the vessel surfaces were cropped. A time-dependent
velocity profile corresponding to a measured flow curve
was defined at the inlet and zero-pressure conditions were
set at the outlet cross sections. All required settings of
the Lattice-Boltzmann solver were pre-defined and could

EE sharp
EE normal
EE smooth
HU sharp
HU normal
HU smooth

Figure 1: To provide comparable segmentations, a slice with the
aneurysm of patient VA (indicated with arrowheads, left) is chosen.
A threshold is selected such that similar IA segmentations are
achieved (see arrow, right). The resulting segmentation masks are
color-coded. The reconstruction kernels influence the extent of the
segmentation, especially for peripheral vessels (see *, right).

be adjusted by experienced users. Blood was treated as
an incompressible (ρ = 1000 kg/m3), Newtonian (η = 4
mPa.s), laminar fluid and rigid walls were assumed. By
default, two cardiac cycles were simulated, whereas only
the second one was considered. To guarantee an appro-
priate mesh resolution, an element size of approximately
0.1–0.15 mm was chosen, yielding a coverage of the min-
imum ostium diameter by at least 20 voxels. Due to the
efficient parallelization of the GPU-based solver, compu-
tational times of the unsteady simulations were approxi-
mately 30–45 min per case.

2.4 Qualitative and quantitative analyses

For a qualitative analysis of the segmented aneurysm
models, a simultaneous view of all six surfaces was
implemented in MeVisLab 2.8 (MeVis Medical Solutions
AG, Bremen, Germany, www.mevislab.de), a tool for med-
ical image processing and visualization, see Figure 2.
A transparent shading technique allows for an interactive
and combined exploration of the vessel models.

Furthermore, the effect of different segmentations on
the subsequent hemodynamic computations was evalu-
ated using centrelines for the velocity fields. In this regard,
spatial and temporal influences are considered and the
variability of numerical predictions is quantified.

3 Results

3.1 Segmentation results

A 3D view of the segmented IA models is provided in
Figure 2. The qualitative analysis revealed the missing
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A B C

D

G

E F

EE sharp

EE normal

EE smooth

HU sharp

HU normal

HU smooth

Figure 2: (A)–(F) Transparent, shaded 3D surface views for the
six segmentation results for case EM including bifurcations (*)
and peripheral vessels (arrowheads). (G) Combined view of all
segmentations.

of small vessels for smooth and normal reconstructions.
Even for larger vessel parts, including the aneurysm neck,
segmentations based on sharp reconstructions yield larger
diameters. Although the segmentation thresholdwas care-
fully adapted such that similar aneurysm head segmenta-
tions were obtained, the aneurysm volume decreases from
sharp to normal to smooth reconstructions.

Comparison of HU smooth and EE smooth indi-
cates a slightly better result regarding bifurcations (see
the example marked with * in Figure 2E). Furthermore,
branching vessels next to the aneurysm are better pre-
served in the EE-based segmentations (see arrowheads in
Figure 2A and B).

For comparison of the aneurysm’s inflow zone, the
ostium was approximated as intersecting plane dividing
the aneurysm from the parent vessel. The resulting areas
are compared in Figure 3. Hence, segmentations based
on smooth reconstruction kernels yielded larger ostium
areas, whereas segmentations based on sharp reconstruc-
tion kernels resulted in smaller ostium areas.
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Figure 3: Ostium surface areas for the four patients and six
segmentation results.
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Figure 4: Velocity prediction along the centreline of case MD for the
six different reconstruction kernels at one time step (top). Location-
dependent normalized standard deviation (SD) illustrated in grey
with the mean value presented by a dashed line (bottom).

3.2 Hemodynamic predictions

The effect of different reconstruction kernels on the hemo-
dynamic predictions is exemplarily illustrated in Figure 4
for case MD. The velocity magnitude along the centre-
line shows a good agreement in the proximal part of the
investigated domain. However, the numerical predictions
strongly deviate in the distal part, especially between
EE and HU. An equivalent behaviour is observed for the
pressure predictions (not presented here).

To quantify the effect of time-dependency, Table 1 con-
tains the standard deviations normalized to mean values
for the four aneurysms at ten time steps over the car-
diac cycle. It can be noticed that with increasing inflow
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Table 1: Normalized standard deviation for centreline velocity at 10
time steps.

Case Normalized standard deviation [%] over time

Time

In
le

t 
v
e
lo

c
it
y

EM 4.0 5.9 3.9 3.9 3.9 4.2 5.2 5.1 4.5 4.2
MD 6.1 6.0 5.8 5.7 5.9 6.4 6.7 6.5 6.2 6.1
VAa 6.5 5.9 5.5 5.3 4.6 5.8 7.3 8.0 7.0 6.7
ZKa 6.0 5.9 5.8 5.8 5.8 6.1 6.3 6.4 6.2 6.1

Highest values are bold. aindicates that EE sharp is not considered
due to unsuccessful simulations.

velocity the deviations increase with the highest differ-
ences at peak-systole. However, the overall differences of
the velocity results remain relatively low compared to the
strong geometric deviations presented earlier.

4 Discussion
The qualitative comparison of the segmentations based
on the six reconstruction kernels yields strong differences
regarding branching vessels as well as vessel diameters.
Sharp kernels tend to produce noisy surfaces, which
are not well-suited for simulation. Smooth kernels yield
smoother surfaces but are usually accompanied with
smaller vessel cross-sections. Furthermore, segmentations
based on EE kernels better comprise surrounding vessels
and avoid a decrease in the vessel diameter at bifurcations.
When analysing quantitative segmentation results, sharp
kernelsmostly lead to smaller and smooth kernels to larger
ostium areas, respectively. Smooth kernels shrink elon-
gated structures like small vessels, but flatten regionswith
high curvature, and thus increase the neck area. Sharp
kernels yield opposite effects.

Equivalent observations are present with respect to
the hemodynamic computations. Although the velocity
values were in a good agreement in some vessel sections,
other regions in the investigated domains clearly depend
on the results of the reconstruction kernel. Hence, the
results demonstrate how sensitive hemodynamic param-
eters depend on geometric variations. This awareness
should lead to a careful selection of reconstruction ker-
nels, if CFD computations and therefore patient-specific
blood flow predictions are desired. As a result, we strongly
recommend including the influence of reconstruction
kernels into future CFD challenges like the challenge pre-
sented in [3].

Within this study the following limitations need to
be mentioned: Firstly, the segmentations are based on a
global threshold and a locally adapted segmentation may
improve the quality of the 3D surface meshes. Secondly,
the hemodynamic simulations assume rigid vessel walls
without considering fluid-structure interactions. Thirdly,
due to the lack of patient-specific boundary conditions, a
representative flow curve was applied.
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Abstract
Purpose Morphological parameters of intracranial aneurysms (IAs) arewell established for rupture risk assessment.However,
a manual measurement is error-prone, not reproducible and cumbersome. For an automatic extraction of morphological
parameters, a 3D neck curve reconstruction approach to delineate the aneurysm from the parent vessel is required.
Methods We present a 3D semiautomatic aneurysm neck curve reconstruction for the automatic extraction of morphological
parameters which was developed and evaluated with an experienced neuroradiologist. We calculate common parameters from
the literature and include two novel angle-based parameters: the characteristic dome point angle and the angle difference of
base points.
Results We applied our method to 100 IAs acquired with rotational angiography in clinical routine. For validation, we
compared our approach to manual segmentations yielding highly significant correlations. We analyzed 95 of these datasets
regarding rupture state. Statistically significant differences were found in ruptured and unruptured groups for maximum
diameter, maximum height, aspect ratio and the characteristic dome point angle. These parameters were also found to
statistically significantly correlate with each other.
Conclusions The new 3D neck curve reconstruction provides robust results for all datasets. The reproducibility depends
on the vessel tree centerline and the user input for the initial dome point and parameters characterizing the aneurysm neck
region. The characteristic dome point angle as a new metric regarding rupture risk assessment can be extracted. It requires
less computational effort than the complete neck curve reconstruction.

Keywords Intracranial aneurysm · Neck curve · Morphological parameters · Rupture risk assessment

Introduction

Rupture risk assessment for intracranial aneurysms (IAs)
remains challenging, since vascularmalformations are highly
individual with respect to their shape and underlie varying
hemodynamic conditions [1]. 2Dmeasurements (e.g., ostium
size, dome-to-neck ratio and aspect ratio) are carried out and
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are used as rupture risk indicators in clinical routine [2, 3].
However, these measurements are highly user—as well as
image-dependent, and the viewing angle for the 2D projec-
tions influences the resulting parameter values [4].

To overcome this problem, several studies considering
3D shape parameters of IAs were carried out during the
last years [5–10]. Raghavan et al. [9] compared five size
and eight shape indices with respect to the rupture status.
They showed that none of the size parameters were signifi-
cantly different between the ruptured and unruptured group,
while five shape indices reached significance. A total of
119 aneurysm models were analyzed by Xiang et al. [11].
They identified the size ratio as the only independently sig-
nificant factor in their morphology model. However, shape
complexity parameters such as undulation index, ellipticity
index and non-sphericity index were also significantly dif-
ferent between ruptured and unruptured aneurysms. Lv et al.
[7] focused on morphological discriminants for the rupture
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status of posterior communicating artery aneurysms. They
evaluated 129 cases, and their univariate analysis revealed
that the size of aneurysm dome, the aspect ratio, the size
ratio as well as the dome-to-neck ratio were significantly
associated with rupture. Recently, Varble et al. [10] used a
database of 311 aneurysms to quantify morphological char-
acteristics of patient-specific IAs. They could demonstrate
that only the size ratio was different between internal carotid
artery (ICA) aneurysms, middle cerebral artery aneurysms
and anterior/posterior communication artery aneurysms. Fur-
thermore, they concluded that ICA aneurysms are subject to
less rupture-prone morphological characteristics in compar-
ison with other locations within the Circle of Willis.

Overall, it can be noticed that several drawbacks occur.
First, some studies considered only a low number of
aneurysms (e.g., 27 IAs in [9] and 45 IAs in [5]). Addition-
ally, the separation of the aneurysm from the healthy parent
vessel is often realized using a (planar) cut-plane [6, 9, 11]
instead of an anatomical neck curve (NC) that also accounts
for the highly variational aneurysm shapes including possi-
ble bulges. Furthermore, the influence of imaging parameters
like reconstruction kernels also influences the morphology
[12].

As a consequence, relevant parameters such as diameters,
surfaces, volumes as well as derived ratios can be clearly
over- or underestimated compared to the actual situation lead-
ing to wrong conclusions with respect to the rupture risk
assessment.

The recent study addresses those issues and provides
an analysis, which is based on high-quality data. Specifi-
cally, 3D segmentations of 100 IAs were carried out based
on extensive technical experience [13–16]. We present a
semiautomatic NC reconstruction that allows for automatic
extraction of the morphological parameters. An evaluation
is carried out based on 100 manually drawn NCs. Finally,
a statistical analysis identifies relevant shape parameters to
differentiate between ruptured and unruptured aneurysms.

Materials andmethods

In this section, we describe the acquired datasets and the
semiautomatic NC reconstruction. Afterward, the extraction
of morphological parameters is described.

Data acquisition and segmentation

The datasets included in this study comprise 100 IA datasets
from 70 patients (age: 33–93 years, 14 male and 56 female).
The maximum height of the aneurysms ranged from 1.63 to
11.72mm, with a mean value of 5.12mm and amedian value
of 4.69mm.Themaximumdiameter of the aneurysms ranged
from 2.29 to 15.60 mm with a mean value of 6.58 mm and

a median value of 5.86 mm. Fifty-three of these aneurysms
were ruptured, whereas 42 aneurysmswere not ruptured. The
status of the remaining five aneurysmswas unclear since they
were acquired during clinical routine.All patients included in
this study underwent digital subtraction angiography (DSA)
at the University Hospital Magdeburg, Germany, because of
ruptured or incidentally discovered aneurysms. The exami-
nations were part of the necessary clinical work-up and were
performed on an Artis Q (Siemens Healthineers, Forchheim,
Germany). The imaging protocol included a 3D rotational
angiography (3D RA) in each patient, which is considered
the gold standard in diagnostics and post-processing due to
its high resolution. The 3D vascular trees were reconstructed
from the data of the 3D RA using a threshold-based seg-
mentation as proposed in [17], and then converted into a 3D
triangulated surface mesh. Based on the surface mesh, the
vessel’s centerlinewas semi-automatically extractedwith the
vascular modeling toolkit (VMTK, vmtk.org) [18]. Hence,
the user manually selects the seed points by selecting the
inlet and all outlets. The use of the data and its analysis com-
ply with the guidelines of the local ethics committee.

For the evaluation of our approach, a manual NC segmen-
tation for each of the 100 IAswas acquired by an experienced
neuroradiologist. Each IA surface model was loaded into
Blender 2.74 (Blender Foundation, https://www.blender.or
g/), and the NC was manually placed using the “knife” tool.
The user can arbitrarily place lines onto the surface mesh
which were manually corrected to obtain a closed NC. The
obtained NCs were interpreted as gold standard for the eval-
uation of our approach.

Semiautomatic neck curve reconstruction

Our framework is implemented in MATLAB (MathWorks,
Natick, USA). Thus, the implementation is speed up by using
vectorized data structures as well as MATLAB’s Parallel
Computing Toolbox, which supports image processing oper-
ations on the GPU.

For the automatic NC extraction, we discussed basic
requirements for the resulting curves based on manually
drawn NC from clinical experts. Inspired by the approach
of Neugebauer et al. [19] and our discussions, we aim at an
ostium plane that is roughly bent around the centerline of
the parent vessel. Hence, we decide to employ the two near-
est vessel branches to the aneurysm itself. Compliant to this
approach, we also extract two points on the parent vessel sur-
face that are located before (P1) and after (P2) the bulging
of the aneurysm (between centerline and dome), since these
points were always crossed by the manual NCs.

To describe the bending of the NC, we require two addi-
tional points P3 and P4. The bending of the NC depends
on the vessel radius and the aneurysm shape. The connected
points yield the NC. Since the neck is the smallest part at
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Fig. 1 Pipeline for the semiautomatic NC reconstruction. First, the user
clicks in the scene on the aneurysm to define DStart (a). DStart is used to
extract SBStart on the centerline C and the domeD. Next, the base points

B1 and B2 are extracted (b). Afterward, P1 and P2 are determined (c).
C is replaced with a spline-based corrected centerline CSpline. P3 and
P4 are reconstructed (d), which are connected to the NC (see inlay)

the transition from parent vessel to aneurysm, the connec-
tion of these points is restricted to shortest paths on the
aneurysm surface. Although the work by Neugebauer et al.
[19] used these four characteristic points as well, we use dif-
ferent extraction methods as well as a modified connection
approach for them.

The workflow is illustrated in Fig. 1 and comprises four
steps:

• Step 1 One-click selection of the aneurysm (see Fig. 1a).
• Step 2 Extraction of the dome point D and base points B1

and B2 (see Fig. 1b).
• Step 3 Extraction of P1 and P2 at the aneurysm surface
(see Fig. 1c).

• Step 4 Extraction of P3 and P4 to reconstruct the NC (see
Fig. 1d).

Step 1: One-click selection of the aneurysm

In Step 1, the user selects the aneurysm with a single click
which also initializes our method. We refer with DStart to
the selected position (recall Fig. 1a). DStart should be near
the actual dome point D. The dome point D refers to the
aneurysm point with largest distance to the parent vessel. To
speed up the subsequent steps, only parts of the surface mesh
and centerline within 15 mm distance to DStart are used. The
user can increase or decrease this value.

Step 2: Extraction of the dome point D and the base points
B1 and B2

In Step 2, the base points B1 and B2 and the dome point
D are extracted (see Fig. 1b). First, the set of points SBStart
is determined, where SBStart comprises all points Bi of the

centerline such that the vector
−−−−→
Bi DStart does not intersect

the triangle mesh (recall Fig. 1b). We set D to DStart. If any
neighbored vertex Ni of D exhibits a larger average distance
to SBStart , we set D �Ni and iteratively repeat this process
until D is the most distant point to SBStart . Two vertices are
neighbored if they share an edge on the triangle mesh. We
extract SB comprising all points Bi of the centerline, where−−→
Bi D does not intersect the triangle mesh.

Next, B1 and B2 are extracted from SB, see Fig. 2. To
account for bifurcation aneurysms including branching cen-
terlines, three points T1, T2 and T3 are extracted. T1 and T2

form the pair of points from SB with the maximum possible
distance to each other.T3 is the pointwithmaximumdistance
to T1 and T2. If T1, T2 and T3 form a non-degenerated trian-
gle, B1 and B2 are selected as the two points from T1 to T3

with shortest distance toD (recall Fig. 2). Otherwise, B1 and
B2 are set to the points with largest distance to each other.We
empirically define T1, T2 and T3 to form a degenerated tri-
angle if the longest triangle edge e1 and the remaining edges
e2 and e3 fulfill 0.8×e1 <e2 +e3 <1.2 × e1.

123



82 neck curve reconstruction for ia rupture risk assessment

International Journal of Computer Assisted Radiology and Surgery

Fig. 2 Extraction of B1 and B2 from T1, T2 and T3 for two aneurysms. For bifurcation aneurysms, T1, T2 and T3 form a triangle and B1 and B2
exhibit smallest distances to D (left). For sidewall aneurysms, T1, T2 and T3 form a thin and degenerated triangle (right)

Fig. 3 Extraction of P1 and P2. The distances to the surface mesh start-
ing at segment B1D in direction

−−→
B2B1 are extracted as intersection

points (a). They are plotted in the distance plots as d1 from which g1,
d1* and f 1 are extracted (b). The maximum of f 1 defines the position

of P1. P2 is extracted accordingly. As a result, P1 and P2 are depicted
with the original mesh (c). Example case where a false position (see
arrowhead) has the shortest distance to B1D (d). With the restriction
to the aneurysm neck region based on t1, s1 and r1, P1 is correctly
determined

Extraction of P1 and P2 at the aneurysm surface

In Step 3, points P1 and P2 are extracted (see Fig. 1c). P1

and P2 are located at the aneurysm neck along the parent
vessel. They are characterized by minimum distances to the
segments B1D and B2D near the aneurysm neck region.

For the calculation of P1, we cast rays in direction
−−→
B2B1

by sampling the segment B1D and determine the distances d1
to the intersections with the surface, see Fig. 3. Possible neck
points are characterized by a local minimum of d1 near the
aneurysm neck region. To determine this region, only points
originating between t1 × r1 and s1 × r1 on the segment
B1D are considered, where r1 is the vessel radius at B1.
For the vessel radii extraction, rays are cast perpendicular to
the centerline at B1 and the median distance to the surface
is assigned to r1. We empirically set t1 �0.5 and s1 �2.0.
These parameters can be adapted by the user since it may
occur that the vessel radii cannot be correctly determined
due to the large variations considering the aneurysm shapes.

As a result, d1 is restricted to the aneurysm neck region.
Weplotd1 in a distance plot (seeFig. 3b).Wefit a line through
d1 yielding g1. Since we are only interested in minima, we

set all values d1(x)<g1(x) to g1(x) and obtain d1*. The posi-
tion of P1 is defined at the maximum position of f 1(x), where
f 1(x) provides the shortest distance for each point (x; d1*) to
the line defined by g1. Once we obtained x, we extract the
corresponding intersection point with the surface mesh and
obtain P1 (see Fig. 3c).

This method works well for large variations of aneurysm
shapes. For example, the specific aneurysm shape yields var-
ious minimum distances to B1D in Fig. 3d. In particular,
a location near the dome would result in a false candidate
for P1 (see arrowhead, Fig. 3d). Due to the restriction to the
aneurysm neck region (based on parameters t1 and s1), this
candidate is not considered for P1.

Analogously, we repeat this procedure for B2 to obtain d2
and finally P2.

Extraction of P3 and P4 of the neck curve

In Step 4, we extract P3 and P4 as the last two sample
points for the NC. The centerline is distorted caused by the
aneurysm sac. To compensate for this distortion, we gather
points of the centerline of B1 and B2 from the outside, i.e.,
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Fig. 4 Illustration of the extraction of P3: P3initial is determined inside
the aneurysm (see dashed circle), and P3 is identified as nearest surface
point to P3initial

which are not in between them. We employ these sample
points to fit a cubic spline curve and replace centerline points
between B1 and B2 with the corresponding spline points (see
Fig. 1d). Thus, we interpolate the points in between assuming
continuity in the curve and its gradient direction.

Next, the initial position of P3 is extracted. Therefore, we
determine the point M which is equidistant to B1 and B2

and lies on the centerline, see Fig. 4. The initial position of
P3 is denoted as P3initial and interpolated by P3initial � M +
1
2 (r1 + r2) ∗ �v, where �v is the normalized vector of

−−→
MP1 +−−→

MP2. Then,P3 is identified as nearest surface point to P3initial .
To obtain the shortest NC, we iteratively move P3 along

the surface mesh, in case one of its neighbors yields a shorter

NC than the initial position. That means, we extract for each
neighbor Ni of P3 the shortest paths from P1 to Ni and from
Ni toP2. Ifwe obtain a shorter path,we setP3 �Ni and repeat
the procedure. For finding the shortest connections, we inter-
pret the surface mesh as graph structure and use MATLAB’s
shortestpath() function based on [20].

P4 is extracted by rotating the vector
−−→
MP3 around the axis−−→

B2B1 with an angle in between 180° and 270°. We empiri-
cally set this angle to 220°. In accordance to P3, P4 is moved
as long as a neighbor exists that yields a shorter path from P1

to P2 containing this point. However, the large variations of
aneurysm anatomies lead to cases where the NC is defined
under the parent vessel, see Fig. 5. To overcome this prob-
lem,we automatically extract exclusionpoints.Wedetermine
P

′
1 and P

′
2 opposite P1 and P2. P

′
1 � CP1 − −−−→

CP1 P1 and

P
′
2 � CP2 − −−−→

CP2 P2, where CP1 and CP2 are nearest points
on the centerline to P1 and P2. We then exclude all surface
mesh points within 1 mm distance to P

′
1 and P

′
2 for the short-

est path search. We furthermore extract the closest pair of
points Q1 and Q2 (where Q1 is within 1 mm distance to P

′
1

and Q2 is within distance to P
′
2), extract the shortest path

between these points and add the path vertices to the exclu-
sion points. Thus, the NC cannot intersect with these paths.
The final NC is provided by the shortest paths from P1 to P3,
P3 to P2, P2 to P4 and P4 to P1 (recall Fig. 1d).

Although our approach works for a wide variety of saccu-
lar and bifurcation IAs, it requires a pronounced neck curve.
Very small aneurysms may not exhibit a visible distinguish-

Fig. 5 Example of an aneurysm at the posterior communicating artery
from the front (top row) and the bottom (bottom row). The neck curve
without exclusion points would be found under the parent vessel (a).

The excluded vertices and the excluded path are illustrated in blue (b).
The excluded path intersects with the shortest path from P3 to P2 (see
arrowhead). After exclusion, the correct neck curve is extracted (c)
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Fig. 6 Extraction of the ostium plane for a basilar artery aneurysm (a).
From the NC points, the mean CNC and the principal components pc1,
pc2 and pc3 are extracted (b). The ostium plane is defined by CNC, pc1

and pc2 (c). The NC can be projected on this plane (d). Triangulation
of the NC and the projected NC yields two surfaces (e)

Fig. 7 Illustration of themorphological parametersHmax,Wmax,Hortho,
Wortho and Dmax (a), as well as the angles α, β and γ between the base
points B1 and B2 and the dome D (b). The NC separates the aneurysm
vertices from the parent mesh to approximate A and V (c). The surface

area of the ostium is extracted for the reconstructed NC (OA1) as well as
for the projected NC (OA2) (d). The angle-related parameters account
for the tilting of the aneurysm (e). Here, the aspect ratio is identical, but
γ and �αβ differ

able neck yet. For these cases, the user can manually place
P3 and P4 on the surface and the final NC is again provided
by the shortest paths from P1 to P3, P3 to P2, P2 to P4 and
P4 to P1. For all cases of the presented study, P3 and P4 were
automatically determined.

Morphological analysis

With the extracted NC, we can automatically and robustly
determine common morphological parameters [5, 9]. Since
many parameters from the literature require a planar ostium
plane, we provide this plane as well. We denote the center

of the neck curve, i.e., the mean of all neck curve points
using CNC. Next, we employ a principal component analysis
(PCA) to all neck curve points yielding principal component
vectors −→pc1, −→pc2, and −→pc3, see Fig. 6. First, we define the
ostium plane as plane through CNC with the plane vectors−→pc1 and −→pc2. Second, we project each NC point onto this
plane by determining the intersection point in direction of−→pc3, which equals the plane’s normal (recall Fig. 6).

We extract the following 20 parameters, which are illus-
trated in Fig. 7.
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• A the area of the aneurysm (without the ostium), i.e., the
surface area of all triangles separated by the neck curve.

• V the volume of the aneurysm (the NC is triangulated by
connecting all neck curve points with CNC).

• OA1 area of the ostium (the NC is triangulated by connect-
ing all neck curve points with CNC).

• OA2 area of the ostiumwith the NC projected onto a plane.
• Dmax maximumdiameter of the aneurysm, i.e., the distance
of the two most distant points of the aneurysm.

• Hmax maximum height, i.e., maximum distance of an
aneurysm point to CNC.

• Wmax maximum width of the aneurysm perpendicular to
Hmax. This distance is obtained by connecting CNC with
the point corresponding to Hmax and sampling rays per-
pendicular to this connection.

• Hortho height of the aneurysm approximated as length of
the ray perpendicular to the ostium plane starting from
CNC.

• Wortho maximum width parallel to the projected ostium
plane.

• Nmax maximum NC diameter, i.e., the maximum possible
distance of two NC points.

• Navg average NC diameter, i.e., the mean distance of CNC

to the NC points.
• AR1 the aspect ratio: Hortho/Nmax.
• AR2 the aspect ratio: Hortho/Navg.
• VCH volume of the convex hull of the aneurysm vertices.
• ACH area of the convex hull of the aneurysm vertices.
• EI the ellipticity index: EI�1− (18π )1/3V2/3

CH/ACH.
• NSI the non-sphericity index: NSI�1− (18π )1/3V2/3/A.

• UI the undulation index: UI � 1 −
(

V
CHV

)
.

• �αβ absolute value of difference between the angles α

(i.e., the angle between
−−→
B1D and

−−→
B1B2) and β (i.e., the

angle between
−−→
B1B2 and

−−→
DB2).

• γ angle at D, i.e., between
−−→
DB1 and

−−→
DB2.

It must be noted that all of these parameters can be auto-
matically extracted based on a given NC and no manual user
interaction is necessary. Furthermore, parameters except�αβ

and γ were already introduced in the literature. During the
NC detection development, the parameters �αβ and γ were
identified as well suited to characterize tilted aneurysms with
respect to their parent arteries. In contrast to AR1 andAR2, γ
describes the height and width ratio of aneurysms and their
tilting at the same time (recall Fig. 7e). Furthermore, �αβ

provides information about the tilting itself. We carried out
statistical evaluation to assess whether ruptured and unrup-
tured aneurysms differ w.r.t. their morphological parameters.
All tests were carried out with SPSS 22.0 (IBM, New York,
USA).

Evaluation

Our semiautomatic NC reconstruction was applied to all 100
datasets, and we could automatically extract the morpholog-
ical parameters for each aneurysm. First, the comparison of
the semiautomatic NC to the manually drawn curves is car-
ried out. Afterward, the results of the morphologic parameter
extraction w.r.t. rupture state are presented.

Comparison of semiautomatic andmanual NC
approach

We compared the semi-automatically determined NC
(NCnew) to the manually segmented one (NCmanual) for each
aneurysm. Therefore, we employ the average distance and
standard deviation between two NCs presented by Cárdenes
et al. [21]. The resulting average distances are provided in
the box plot (Fig. 8), with a median value of 1.35 mm. In
Fig. 9, the average distances w.r.t. the maximum aneurysm
diameter are depicted separately. We use the result of this
metric to identify the three cases with lowest and highest
average differences, recall Fig. 8. Comparison of the average
distances of the manual and semiautomatic NC to the indi-
vidual aneurysm’s maximum diameter yields the following
results: 25% of the cases exhibit errors smaller than 14%,
50% smaller than 25% and 75% smaller than 36% of the
maximum diameter.

The clinician requested similar results concerning the
morphological parameters based on NCmanual and NCnew.
We conducted a correlation analysis based on the Pearson
correlation coefficient (PCC) for the parameters A, V, OA1,
OA2,Dmax,Hmax,Wmax,Hortho,Wortho,Nmax andNavg since
these are most often used in clinical practice.

Our analysis yields significant correlations with p <0.001
for all parameters: PCC(A)�0.974 (i.e., the PCC(A) denotes
the PCC for parameter A based on NCmanual and A based on
NCnew), PCC(V )�0.940, PCC(OA1)�0.971, PCC(OA2)�
0.961 (p�0.000), PCC(Dmax)�0.934, PCC(Hmax)�0.960,
PCC(Wmax)�0.962, PCC(Hortho)�0.951, PCC(Wortho)�
0.947, PCC(Nmax)�0.938 and PCC(Navg)�0.963. As a
result, we can conclude that NCmanual and NCnew yield sig-
nificantly correlating parameter values for the morphologic
parameters and the usage of our semiautomatic NC approach
is justified.

Results of morphological parameter analysis

For the statistical evaluation,weonly used 95 aneurysmswith
clear rupture state.Unclear rupture states arise if a patient suf-
fered from multiple aneurysms and the ruptured one could
not be clearly identified. First, an analysis for normal dis-
tribution was carried out; the Kolmogorov–Smirnov test did
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Fig. 8 Boxplot of the extracted averaged distances (in mm) between
manual and semiautomatic NCs for the 100 tested datasets (median�
1.53 mm, 25th percentile�0.74 mm, 75th percentile�1.94 mm, left).
Depiction of the semiautomatic NC results for the three best (right, top

row) and threeworst (right, bottom row) datasets with respect to average
differences between semiautomatic NC (green) and manual NC (blue).
The average differences are provided for each of the cases in the figure

Fig. 9 Bar plot of the average distance between manual and semiautomatic NC for all 100 datasets in relation to the maximum aneurysm diameter:
the markers +, * and x refer to 10%, 50% and 100% of the maximum aneurysm diameter, respectively

not show normal distributed data for each of the provided
parameters.

Therefore, the nonparametric Mann–Whitney-U test was
applied for each parameter, see Table 1. The ruptured
and unruptured aneurysms significantly differ regarding the
parameters Dmax, Hmax, AR1, AR2 and γ . Mean value
and standard deviation are provided in Table 2, and box
plots are depicted in Fig. 10. The box plots for the unrup-
tured and ruptured IAs present the parameter distribution
based on NCmanual and NCnew. Subsequently, we calcu-
lated the correlation between these parameters based on
the Pearson correlation coefficient (PCC). Interestingly,
all of these five parameters significantly correlate with

each other: PCC(Dmax; Hmax)�0.972, PCC(Dmax; AR1)�
0.473, PCC(Dmax; AR2)�0.498, PCC(Dmax; γ )�−
0.343, PCC(Hmax; AR1)�0.646, PCC(Hmax; AR2)�
0.662, PCC(Hmax; γ )�−0.500, PCC(AR1; AR2)�0.980,
PCC(AR1; γ )�−0.822, and PCC(AR2; γ )�−0.812, with
p <0.01 for all tests.

Discussion

This study introduces a new approach to semi-automatically
reconstruct the neck curve of patient-specific IAs. It was
adapted to 100 IAs with varying sizes, locations and type
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Table 1 Result of the nonparametricMann–Whitney-U (MWU) test for
the morphological parameters

Parameter MWU Z p

A 867 −1.803 0.071

V 903 −1.533 0.125

OA1 990 −0.879 0.379

OA2 992 −0.864 0.388

Dmax 845 −1.969 0.049*

Hmax 795 −2.344 0.019*

Wmax 916 −1.435 0.151

Hortho 854 −1.901 0.057

Wortho 934 −1.300 0.194

Nmax 1031 −0.571 0.568

Navg 985 −0.917 0.359

AR1 785 −2.419 0.016*

AR2 771 −2.525 0.012*

VCH 895 −1.593 0.111

ACH 890 −1.631 0.103

EI 930 −1.330 0.184

NSI 918 −1.420 0.156

UI 1061 −0.346 0.730

�αβ 869 −1.788 0.074

γ 734 −2.803 0.005**

**Strongly significant correlation, double-sided, p <0.01; *significant
correlation, double-sided, with p <0.05

Table 2 Mean values (x̄) and standard deviation (s) of the parameters
Dmax, Hmax, AR1, AR2 and γ extracted with the semiautomatic neck
curve approach

Dmax (mm) Hmax (mm) AR1 AR2 γ (°)

Ruptured aneurysms

x̄ 7.22 5.81 1.35 1.55 31.91

s 3.04 2.68 0.56 0.66 14.03

Unruptured aneurysms

x̄ 6.13 4.64 1.08 1.22 44.25

s 2.74 2.37 0.47 0.53 19.14

(sidewall and bifurcation aneurysms). The presented method
could extract P1 and P2 characterizing the transition from
parent vessel to aneurysm between centerline and dome as
well as P3 and P4 describing the bending of the NC. As
illustrated in Fig. 10, the parameters extracted from the
semiautomatic approach correlate well with those from the
manually drawn curves. Largest differences are present for
AR1 which depends on Nmax. This might be caused due to
different bendings of the neck curves at the parent vessel.

A 3DNC determination and subsequent parameter extrac-
tion is superior to 2D measurements [4, 22], where inade-
quate viewing directions for the 2D projections could hamper
the result, see the example in Fig. 11a. The 2D projections

in clinical practice have to account for possible occlusions
of surrounding vessels, and often a clear view on the parent
vessel for subsequent endovascular treatment is required.

Extraction of ostium neck curves is challenging due to
the wide variety of shape and size. Karmonik et al. [23] pre-
sented a 2D NC extraction which requires an analysis of
vessel radius change opposite the aneurysm and could not
produce the desired results for bifurcation aneurysms (see
Fig. 11b). The estimation of Jerman et al. [24] is similar to
our approach since ray tracing is also enabled to get the NC
points. The approach by Cárdenes et al. [25] uses Voronoi
diagrams for the NC extraction. Hence, a centerline inside
the aneurysm is necessary.

Comparisons of the semiautomatic andmanualNCs reveal
a median error of 1.53 mm for the average displacements
based on the metric introduced in [21]. Thus, our median
average distance is definitely lower than the values reported
in an additional study by Cárdenes et al. [21] comparing dif-
ferent neck curve extractions. They reported average median
distances lower than 0.5mm for automatic neck curve extrac-
tion methods based on deformable model extensions or
geodesic curves with topological restrictions. For manual
cutting plane placement, the average median distances are
even lower than 0.37 mm. In consequence, these methods
will yield better results w.r.t. average distance of neck curves
than our approach. On the contrary, we strongly reject planar
neck curves (see the example in Fig. 11d) and their dataset
only comprised 26 cases.

Our approach was inspired by Neugebauer et al. [19], but
we experienced several drawbacks of their method. First, the
vessel radii of the parent vessel are often not identical (recall
example in Fig. 11c), which caused problems for extraction
of P1 and P2. This step also suffers from thin and bulged
aneurysm shapes, where a minimum distance between the
centerline and a projected centerline has to be determined.
We solved this problem by restricting the possible occur-
rences of P1 and P2 to the aneurysm neck region, recall
Fig. 3d. In addition, the extraction of P3 and P4 might stuck
at local minima, i.e., bulges of the aneurysm next to the cen-
terline can be missed, see Fig. 11c. With our method, the
extraction and adaption of P3 and P4 prevents this problem,
see the result in Fig. 12. Nevertheless, their approach was
tested on seven cases, while our method could only be devel-
oped based on the large variations in the 100 datasets. On
the other hand, our approach requires a pronounced neck.
Although a manual selection of P3 and P4 can be carried out
to cope with very small aneurysms without a visible neck,
this is a shortcoming of our approach. An approximation of
the aneurysm neck with a 2D cutting plane (as suggested in
[5, 6, 9]) introduces errors when evaluating morphological
parameters, since the perfect position of this plane remains
unclear in case of bulging aneurysms, recall Fig. 11d.

123



88 neck curve reconstruction for ia rupture risk assessment

International Journal of Computer Assisted Radiology and Surgery

Fig. 10 Box plots of the parameters Dmax, Hmax, AR1, AR2 and γ extracted based on the semiautomatic neck curve approach NCnew and the
manually drawn neck curves NCmanual. Hence, γ is only available for NCnew. For each set of aneurysms (unruptured and ruptured), an individual
box plot is provided

Fig. 11 Drawbacks of various approaches and specific aneurysm cases.
When extracting Dmax in 2D, the view direction influences the result
(a). Example of a bifurcation aneurysm (b). Example of an aneurysm
with bulges (c). A shortest path starting from P1 may miss aneurysm

bulges marked with an arrowhead. The plane-based approximation of
the ostium is error-prone for inclined aneurysms (d). It is not clear if
the red or the black dashed cutting plane yields the better ostium plane

Fig. 12 Result of our NC reconstruction algorithm for the case presented in Fig. 11c (left) including the manually drawn curve (right)

The statistical evaluation of morphological parameters
reveals that Dmax, Hmax, AR1, AR2 and γ statistically sig-
nificantly correlate with the aneurysm rupture status. This is
especially remarkable, since we introduce γ as characteris-
tic angle at the dome D. Although Dhar et al. [5] introduced
angle-based parameters (aneurysm inclination angle and ves-
sel angle), we do not rely on these parameters since they are
only defined for sidewall IAs and depend on the direction
from which the geometry is viewed. Furthermore, the view-
ing direction and thus the parameter extraction had to be
manually carried out in their approach. We extracted γ for
all 100 aneurysms (including sidewall and bifurcation IAs)
independent on the viewing direction.

Comparing them with values reported in the literature
yields the following results. Lauric et al. [6] pointed out
the variations for AR in the literature, arising from different
definitions of aneurysm height (orthogonal height, maxi-
mum height and “depth” height which is only defined inside
the aneurysm sac) and aneurysm neck diameter (maximum,
average or minimum). We obtain similar values for AR1:
1.35 ± 0.56 or 53 ruptured IAs and 1.08 ± 0.47 for 42
unruptured IAs compared to their values: 1.41 ± 0.55 for
60 ruptured and 1.14 ± 0.45 for 74 unruptured IAs. Similar
results are obtained for AR2; we obtain 1.55± 0.66 for rup-
tured and 1.22±0.53 for unruptured IAs. Lauric et al. report
1.62 ± 0.74 and 1.27 ± 0.51, respectively. The definition of
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Fig. 13 Extraction of the NC (green) for triangular meshes with random noise that displaces each vertex in direction of its normal. The manual NC
(blue) is provided for comparison. The percentage describes the amount of maximum displacement w.r.t. the average edge length

the aspect ratio byDhar et al. [5]matchesAR2. They reported
a mean value of 1.5 ± 0.45 for 25 ruptured and 1.2 ± 0.55
for 20 unruptured aneurysms, which agrees very well with
our results.

Lauric et al. [6] report Dmax mean values of 9.05 ± 4.00
mm and Hmax mean values of 7.41 ± 3.55 mm for 60 rup-
tured and Dmax mean values of 6.9 ± 2.78 mm and Hmax

mean values of 5.36 ± 2.37 mm for 74 unruptured IAs.
These trends are reflected by our results, where ruptured
IAs exhibit larger mean values than unruptured ones, but we
obtain slightly different values (Dmax ruptured � 7.22± 3.04
mm, Dmaxunruptured � 6.13 ± 2.74 mm, Hmax ruptured �
5.81 ± 2.68 mm, Hmaxunruptured � 4.64 ± 2.37 mm). In
addition, mean values of 6.76 ± 2.03 mm for 30 ruptured
and 4.6 ± 2.85 mm for 37 unruptured IAs were reported
for a slightly different Dmax extraction in [26]. When com-
paring morphological measures, it must be noted that their
predictive values regarding rupture risk also depend on the
aneurysm location [10] and considerably variations exist
regarding their definition [6]. We account for this problem
by extracting different variations of the aspect ratio yielding
AR1 and AR2 instead of a single parameter. Hence, future
studies and clinical trials should provide information and
standardized guidelines which method is preferable.

Due to the high correlations between the morphological
parametersDmax,Hmax, AR1, AR2 and γ , it may be not nec-
essary to extract all of them. Future work should evaluate
different classifiers based on different parameter sets w.r.t
their discriminative power. Since extraction of γ does not
require the complete NC but only D, B1 and B2 (i.e., only
Step 2 of our pipeline, depicted in Fig. 1b), a future clas-
sification approach could be speed up. Initial experiments
identified γ and the EI as most important parameters based
on our training dataset for a gradient-boosted tree classifier.
Hence, a combination of parameters is superior to the usage
of a single one. Future work can reveal which combination
of the presented parameters yields best prediction results.
Dhar et al. [5] also carried out multivariate logistic regres-
sion analysis stating that only two of their five parameters
were identified as independently significant; the size ratio
and the undulation indexUI. Regarding the effect size of our
approach, we achieved only a small effect [27] due to the
large sample size.

We do not evaluate interaction effects yet. Although all
significant parameters correlate with each other maybe inter-
action effects between nonsignificant parameters can be
examined. This will be part of a subsequent analysis. In addi-
tion, a prospective study comprising untreated longitudinal
IAs is of great interest, but these datasets are rare in clinical
practice.

For the assessment of artifacts due to noise, we added
artificial randomnoise to the trianglemeshes inspiredby [28].
An example for case 53 is provided in Fig. 13. Therefore,
each vertex of the surface mesh was randomly displaced in
direction of its surface normal. The maximum amount of the
displacement for each step was determined by the percent-
aged average edge length of the triangle mesh. With a noise
level that randomly alters vertices up to 300% of the average
edge length, the NC could still be successfully extracted.
Only with a noise level of 350%, the identification of V1 and
V2 was not possible anymore, see Fig. 13.

For the 100 aneurysms, no manual correction was
required. The reproducibility of our method depends on
the centerline, DStart and parameters t and s. For centerline
extraction, we employ an already well-established method
[18]. DStart does not influence D in a mesh where D has the
largest distance to the centerline. If there is noise present, D
may be found at the local maximum. A post-processing step
could further reduce this variability, by first separating the
aneurysm from the parent vessel and then repeat the proce-
dure but using the separated aneurysm for possible locations
ofD instead the neighbored surface vertices ofDStart. Param-
eters t and s do influence the result, but we provide default
values such that the same NC is extracted.

A ground truth for neck curves is not available yet. Future
work could include more manual drawn neck curves from
more clinical experts; however, manual definition is a very
time-consuming task. Furthermore, errors during manual
drawing may occur as well especially for complex and irreg-
ularly shaped aneurysms.

Beside the precise morphological evaluation of the 3D
aneurysm shape, an automatized ostium detection is highly
beneficial for the quantification of hemodynamic flow simu-
lations [29]. Particularly, since relevant blood flow parame-
ters that are associated with rupture (e.g., normalized wall
shear stress, shear concentration index, oscillatory shear
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index [30]) need to be calculated with high accuracy, wrong
aneurysm-vessel-separation or high user-dependency can
lead to clear variations regarding the analysis.

Conclusions

We presented a semiautomatic 3D NC reconstruction algo-
rithmwhich yields reproducible results and was successfully
applied to 100 IAs. The employed IA triangle surfacemeshes
are based on segmented rotational angiography images.
However, the approach is suitable for segmented CTA and
MRA datasets as well. The NC reconstruction yields an
anatomical shaped curve, i.e., the NC does not lie in a plane.
It allows for automatic extraction of common morphologi-
cal parameters as well as a newly introduced characteristic
angle γ at the aneurysm’s dome. Statistical evaluation yields
statistical significant correlation of themorphological param-
eters Dmax, Hmax, AR1 and AR2 with rupture status which
is in good agreement with the literature. Thus, the 3D NC
reconstruction is well suited for further applications includ-
ing the quantification of hemodynamic flow simulations. The
newly introduced characteristic angle γ at the dome yields
statistical significance as well and correlates with the other
morphological parameters indicative for rupture status. Con-
sidering that γ can be extracted at a very early stage of our
method relying on B1 and B2 but not on the complete NC, a
benefit for future classifiers is expected.
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Abstract
Purpose Image-based hemodynamic simulations have great potential for precise blood flow predictions in intracranial
aneurysms. Due to model assumptions and simplifications with respect to boundary conditions, clinical acceptance remains
limited.
Methods Within this study, we analyzed the influence of outflow-splitting approaches on multiple aneurysm studies and
present a new outflow-splitting approach that takes the precise morphological vessel cross sections into account. We provide
a detailed comparison of five outflow strategies considering eight intracranial aneurysms: zero-pressure configuration (1), a
flow splitting inspired by Murray’s law with a square (2) and a cubic (3) vessel diameter, a flow splitting incorporating vessel
bifurcations based on circular vessel cross sections (4) and our novel flow splitting including vessel bifurcations and anatomical
vessel cross sections (5). Other boundary conditions remain constant. For each simulation and each aneurysm, we conducted
an evaluation based on common hemodynamic parameters, e.g., normalized wall shear stress and inflow concentration index.
Results The comparison of five outflow strategies for image-based simulations shows a large variability regarding the param-
eters of interest. Qualitatively, our strategy based on anatomical cross sections yields a more uniform flow rate distribution
with increased aneurysm inflow rates. The commonly used zero-pressure approach shows the largest variations, especially
for more distal aneurysms. A rank ordering of multiple aneurysms in one patient might still be possible, since the ordering
appeared to be independent of the outflow strategy.
Conclusions The results reveal that outlet boundary conditions have a crucial impact on image-based blood flow simulations,
especially for multiple aneurysm studies. We could confirm the advantages of the more complex outflow-splitting model (4)
including an incremental improvement (5) compared to strategies (1), (2) and (3) for this application scenario. Furthermore,
we discourage from using zero-pressure configurations that lack a physiological basis.

Keywords Outlet boundary condition · Computational fluid dynamics · Hemodynamic simulation · Intracranial aneurysms

Introduction

It is estimated that intracranial aneurysms (IAs) occur
in approximately 5–10% of the western population [14].
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Rupture of IAs and a subsequent subarachnoid hemorrhage
can lead to fatal consequences. Since treatment may cause
severe complications as well, a reliable rupture risk assess-
ment is required. Within the last decade, computer-assisted
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studies for IA characterization increased [10] and hemo-
dynamic parameters such as wall shear stresses (WSS)
or oscillatory shear can be associated with pathological
effects [22]. However, the acceptance of numerical methods
among neuroradiologists remains partly limited.

Reasons for this mistrust mainly result from the absence
of patient-specific flow conditions. To analyze and evaluate
the effect of such parameters, different studies focused on
specialized questions: First, Valen-Sendstad et al. [19] inves-
tigated the effect of scaled inflow waveforms. They found
that a square law with respect to the inlet diameter leads to
most physiological flow patterns. Concerning the inlet con-
dition type (plug flow, parabolic, Womersley), similar flow
predictions were observed in the majority of cases for an
international aneurysm rupture challenge [4] including 26
simulation groups.

Second, hemodynamic simulations mostly consider rigid
vessel walls due to missing information about their thick-
ness and stiffness. Sanchez et al. [18] examined the effect of
aneurysmal pulsatility based on different wall stiffness val-
ues which yielded to elasticity and volume variations. Voß et
al. [20] reported variations of the simulation outcome based
on constant and variable vessel wall thicknesses of a patient-
specific IA acquired using μCT.

Finally, outlet boundary conditions (BCs) were addressed
by Chnafa et al. [8,9]. They concluded that the model-
ing of energy loss at vascular bifurcations can improve the
simulation accuracy. Furthermore, it was demonstrated that
cerebrovascular simulations strongly depend on the outflow-
splitting strategy and hence require careful treatment.

The presented study also focuses on the specific choice
of outlet BCs. Previous work often considered only a small
vessel section proximal and distal to the aneurysm, where
the complete blood flow was directed through one to three
outlet cross sections. Here, an appropriate flow weighting or
splitting was not required. However, with increasing com-
putational resources, larger domains of the vasculature, as

depicted in Fig. 1, are taken into account enabling more pre-
cise analyses. To allow for an improved understanding of
the effect of outlet BCs on subsequent hemodynamic sim-
ulations, four common approaches are compared with our
advanced splitting technique.

Methods

The combined steps to conduct the hemodynamic simula-
tions are presented in Fig. 2 illustrating the structure of the
subsequent sections.

Medical imaging and vessel segmentation

We provide examples of highly complex patient data sets
acquired during clinical routine; recall Fig. 1. Aneurysms
A1–A4 stem from a 65-year-old female patient and aneury-
sms B1, B2, C1 and C2 from a 56-year-old female patient.
The second case was presented and analyzed in more
detail in the multiple aneurysms anatomy challenge
(MATCH) [6].

Both patients underwent digital subtraction angiography
(DSA) with an Artis Q Angiography Suite with a spatial res-
olution of 0.28 × 0.28 × 0.28mm. From the DSA datasets,
the vascular trees harboring the aneurysms were segmented
with thresholding in MeVisLab 2.8 [17] (MeVis Medical
Solutions AG, Bremen, Germany). For the subsequent simu-
lations, vessel outlets were cut and extruded about five times
of the vessel diameter to avoid reverse flows and possible
blending artifacts were removed [12].

Extraction of vessel diameters and cross-sectional
areas

Afterward, the vessel’s centerline was extracted with the vas-
cular modeling toolkit (VMTK) [2]; see Fig. 2c. Hence, the

Fig. 1 Illustration of complex
vascular domains represented by
3D surface models with eight
intracranial aneurysms from two
patients. The first case exhibits
four aneurysms (A1–A4) at a
single vessel tree with twelve
vessel outlets. The second case
also exhibits four aneurysms
(B1 and B2; and C1 and C2) in
the anterior circulation with
seven and eight vessel outlets,
respectively
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(a) (b) (c) (d) (e) (f)

(g) (h) (i) (j)

Fig. 2 Illustration of our workflow for outlet BC comparison for an
exemplary dataset: from the medical image data (a), the vessel tree is
segmented (b) and its centerline (c) is converted into a vessel graph (d).
Based on maximum inscribed spheres, the circular vessel cross sections
are stored (e). Anatomical vessel cross sections based on polygonal cut

areas are extracted aswell (f). Simulationswith outlet BCs O are carried
out: zero-pressure configuration (g), flow splitting inspired byMurray’s
law with power coefficients n = 2 and n = 3 (h) and flow divisions
based on circular cross sections (i) and anatomical cross sections (j).
An evaluation is conducted for all outlet BCs

user manually selects the inlet and all outlets. During this
step, vessel diameters for each centerline pointwere provided
based onmaximum inscribed spheres. From the vessel’s cen-
terline, a graph representation was extracted. Iteratively, we
analyzed each centerline segment from each outlet to the
inlet and split it when different segments were intersecting.
Only unique segments were kept. Next, a vessel graph was
gathered from the segments which can be represented as tree
structure; see Fig. 2d.

For the extractionof circular cross sections for each center-
line segment, i.e., edge in the vessel graph, we employed the
vessel diameters provided by VMTK. However, they under-

estimate the vessels cross-sectional area in case of elliptic
shapes; see Fig. 2e. Therefore, we also extract the anatomi-
cal cross sections. We cast rays for each centerline point Ci

perpendicular to the centerline and determined their intersec-
tions with the surface mesh. These intersection points form
the polygonal cut surface at Ci , and the surface area is stored
for subsequent steps; see an illustration in Fig. 2f.

Outlet boundary conditions

In order to evaluate their impact on hemodynamic parame-
ters, we considered the following outlet BCs O:
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(1) zero-pressure outflow condition: Op,
(2) a flow weighting inspired by Murray’s law but with

power exponent n = 2: On2,
(3) and with the power of n = 3: On3,
(4) a flow splitting including vessel bifurcations based on

circular vessel cross sections Oc, and
(5) a flow splitting including vessel bifurcations based on

anatomical vessel cross sections Oa.

Simulation with BC Op The most commonly used zero-
pressure configuration assigns a constant zero pressure at
all outlets. It is numerically simple but lacks a physiological
basis.

Simulation with BC On2 and On3.Murray’s law [15] is based
on a more general principle that a vessel’s flow rate Q is
proportional to the vessel’s diameter D to the power of n.
Subsequently, the flow rate Qi of the i th outlet with diameter
Di can be described as:

Qi
∑

Qi
=

(
Di

∑
Di

)n

. (1)

Murray’s law refers to n = 3, but as commonly practiced in
hemodynamic simulations, outlet flow splitting is carried out
with n = 2 as well, yielding outlet BCs On2 and On3; see
also Fig. 2h. Thus, these BCs strongly depend on the vessel
model’s truncation.

Simulation with BC Oc. To compensate these drawbacks,
Chnafa et al. [8] adapt this power law relationship locally to
each vessel bifurcation; see Fig. 2i. For example, a bifurca-
tion with two daughter branches with diameters D1 and D2

yields a flow division Q1/Q2:

Q1

Q2
=

(
D1

D2

)n

. (2)

The outflow division is propagated for each bifurcation until
the segmentation model outlets are reached yielding the pro-
portional inflow for each outlet. We set n = 2 as proposed by
Chnafa et al. [8]. The vessel diameters are extracted based
on the maximum inscribed spheres, and thus, non-circular
vessel cross sections are underestimated; recall Fig. 2e.

Simulation with BC Oa. We extend the previous approach by
including the anatomical vessel cross sections instead of a
radius based on minimum inscribed spheres. We extract the
polygonal surface cut area for each pointCi on the centerline.
Adapting Eq. 2 with n = 2, an A ∝ D2 yields:

Q1

Q2
= A1

A2
, (3)

where Q1/Q2 describes the flow division at a bifurcation
with two daughter branches with cross-sectional areas A1

and A2.
For both strategies Oa and Oc, the vessel diameter and the

vessel area along a vessel segment that is not an outlet are
modeled based on the Hagen–Poiseuille equation to account
for pressure losses according to the vessel segment’s length.
Hence, the pressure loss depends on the power of 4 or the
power of 2 for diameter or cross-sectional area, respectively.

Simulation settings

To evaluate the variability due to different outlet BCs,
image-based blood flow simulations were carried out using
STAR-CCM+ 11.06 (Siemens Product Lifecycle Manage-
ment Software Inc., Plano, TX, USA 75024). Firstly, the
segmented datasets were spatially discretized using polyhe-
dral and prismatic elements with a base size of�x = 0.1mm
and four prism layers resulting in a total number of elements
ranging from 2.7 to 2.9 million for the three vessel trees.
Secondly, a time-dependent waveform based on flow mea-
surements of a healthy volunteer using 7T phase-contrast
magnetic resonance imaging was applied at the inlet cross
Sect. [5]. Furthermore, all vessel walls were assumed to
be rigid due to the lack of information with respect to
the wall thickness and wall properties. The outlet bound-
ary conditions were defined using flow split ratios based on
the model predictions described in Sect. 2.3. Blood consid-
ered as an incompressible (ρ = 1055 kg/m3), Newtonian
(η = 4mPa s) fluid and laminar flow was assumed.

The outflow boundary conditions were imposed by defin-
ing the individual splitting fraction at each outlet section
depending on the strategy, i.e., outflow BCs were predicted
and equally to the actual fluxes.

In total, three cardiac cycles with a time step size of
�t = 0.001 s were considered for each simulation. The
described settings remained constant except for the outlet
BCs described above.

For the analysis of hemodynamic parameters, only the
last cardiac cycle was considered. Here, normalized time-
averaged wall shear stress (nAWSS), inflow concentration
index (ICI) and neck inflow rate are evaluated, respec-
tively [7].

Results

The results of the hemodynamic simulations for the eight
aneurysms are illustrated in Figs. 3 and 4. The outflow rates
for each vessel tree are provided in Table 1. In addition, the
accumulated flow split values are provided in Table 2 to ana-
lyze the flow rate proximal to the aneurysms.
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(a)

(b)

(c)

(d)

(e)

Fig. 3 Comparative presentation of simulation results with outlet BCs
Op, On2, On3, Oc and Oa for aneurysms A1-A4. In a, color-coded
AWSS representations for Op and Oa, which often exhibit the largest
variations, are shown. In b, the nAWSS is presented (normalization is
carried out with AWSS of the parent artery). In c, iso-surfaces highlight

variations of resulting blood flow velocity. In d, the ostium inflow rate
for each aneurysm is depicted over time. In e, the ICI values are illus-
trated. For nAWSS and ICI, local scales are used to highlight differences

Strong variations are present, e.g., when comparing
nAWSS and iso-surfaces of the velocity magnitude; see
Figs. 3a, c and 4a, c.Aqualitative evaluation indicates that the
most commonly usedOp differsmost fromall other strategies
and large variations are visible, especially for the aneurysms
A1,A4, B1, B2, C1 andC2. The aneurysmsA2 andA3 do not

exhibit these variations regarding AWSS and velocity mag-
nitude, but they are also more proximal than the remaining
ones, i.e., there are only two vessel bifurcations proximal to
A2 and A3 but at least three proximal to the other aneurysms.
Furthermore, for aneurysm A2, fewer variations are perceiv-
able since this aneurysm seems to be not affected by irregular
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(a)

(b)

(c)

(d)

(e)

Fig. 4 Comparative presentation of simulation results with outlet BCs
Op, On2, On3, Oc and Oa for aneurysms B1, B2 and C1 and C2.
In a, color-coded AWSS representations for Op and Oa, which often
exhibit the largest variations, are shown. In b, the nAWSS is presented.
(Normalization is carried out with AWSS of the parent artery.) In c,

iso-surfaces highlight variations of resulting blood flow velocity. In d,
the ostium inflow rate for each aneurysm is depicted over time. In e, the
ICI values are illustrated. For nAWSS and ICI, local scales are used to
highlight differences

or complex flow. Based on the qualitative inspection of the
presented results in Figs. 3b, e and 4b, e more advanced
approaches such as Oc and Oa are in better agreement.

When comparing the inflow rates in Figs. 3d and 4d, Oc

and Oa yield the largest inflow rates and Op the lowest. The
finding for Op is also reflected by the lowest percentage val-
ues for the accumulated flow split proximal to the aneurysms
in Table 2.

Based on the results provided in Table 1, a pairwise com-
parison of outlet flow rates with the root-mean-square error

(RMSE) identifies Op as outlet strategy that differs most
from the remaining strategies (sum of RMSE for Op and
the remaining strategies yields 1.55; for On2 1.05; for On3

1.32; for Oc 1.19; and for Oa 1.28).
Although clear quantitative differences among the cho-

sen outflow strategies occur, one can notice that the rank
ordering appears to be independent of the applied method.
Exemplarily, aneurysm A1 always possesses the largest nor-
malized AWSS, while all simulation results yield the lowest
ICI values for aneurysm A2.
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Table 1 Final outflow rates in
mL/s for all aneurysms and
their vessel trees

Vessel tree Outlet no. Outlet flow rates

Op On2 On3 Oc Oa

Patient 1 1 0.1234 0.2917 0.1936 0.3540 0.3666

2 0.3339 0.4071 0.3185 0.3764 0.5125

3 0.2880 0.4249 0.3387 0.3206 0.4057

4 0.2443 0.4077 0.3167 0.4862 0.3893

5 0.4169 0.3727 0.2790 0.4590 0.3675

6 1.0034 0.8410 0.9409 1.0936 0.8523

7 1.5862 0.7112 0.7329 0.9771 0.7509

8 1.3927 1.1215 1.4479 1.5412 1.1720

9 0.2715 0.5918 0.5563 0.2879 0.5652

10 0.5843 0.5807 0.5398 0.3278 0.5545

11 0.6488 0.9572 1.1445 0.4753 0.7754

12 0.2336 0.3314 0.2328 0.3399 0.3253

Patient 2 right 1 0.3258 0.3858 0.2186 0.2968 0.2605

2 2.6497 2.0980 2.7657 1.9739 1.6874

3 0.5576 0.6531 0.4811 0.6458 0.6582

4 2.0416 1.7467 2.1017 1.5488 1.5254

5 0.4010 0.4767 0.3006 0.7339 0.7709

6 0.4473 0.7446 0.5861 0.6620 0.7490

7 0.1719 0.3826 0.2160 0.3808 0.4843

8 0.5266 0.5636 0.3863 0.8067 0.9113

Patient 2 left 1 0.2733 0.4566 0.2666 0.4841 0.5353

2 0.8637 1.0812 0.9693 1.0669 1.2054

3 0.4451 0.7568 0.5684 0.6597 0.8476

4 0.2090 0.4831 0.2898 0.4840 0.4469

5 0.2557 0.5871 0.3884 0.4426 0.5581

6 4.0316 2.5852 3.5750 2.3783 2.1232

7 1.0421 1.1145 1.0139 1.5490 1.3455

Table 2 Accumulated flow split
proximal to aneurysms’ parent
vessels for all eight aneurysms

Vessel tree Aneurysm Accumulated flow split (max−min)
min

Op On2 On3 Oc Oa

Patient 1 A1 0.242 0.356 0.358 0.357 0.323 47.934

A2 0.337 0.396 0.346 0.396 0.417 23.739

A3 0.337 0.396 0.346 0.396 0.417 23.739

A4 0.052 0.098 0.072 0.098 0.106 103.846

Patient 2 right B1 0.252 0.394 0.297 0.383 0.431 71.032

B2 0.252 0.394 0.297 0.383 0.431 71.032

Patient 2 left C1 0.296 0.401 0.280 0.460 0.508 81.429

C2 0.217 0.308 0.212 0.368 0.415 95.755

A value of 0.242 indicates that 24.2% of the inflow arrives in the parent vessel of the a given aneurysm

Discussion

With increasing computational resources, hemodynamic
simulations become more and more realistic and can be
applied to improve the rupture risk assessment or treat-
ment planning of IAs. However, due to missing information

with respect to patient-individual flow that could be used as
boundary condition for the computations, the integration into
clinical practice is limited.

One important aspect regarding the quality of blood
flow simulations is the choice of an appropriate segmen-
tation approach. Recently, intensive comparisons among
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existing strategies were carried out in the frame of an
international challenge [6,13,21]. It turned out that state-
of-the-art segmentation methods can lead to inaccurate
representations of the real aneurysm anatomy and hence
to false blood flow predictions. Furthermore, the lack of
a ground truth still leaves open questions, and hence, fur-
ther efforts toward improved segmentation assessment are
required.

Besides the generation of reliable vascular models, the
selection of an appropriate outlet BC becomes more and
more crucial for the outcome of the simulation. Since early
studies considered only small vessel sections proximal and
distal to the aneurysm with mostly two similar outlets, the
selection of a realistic outflow splitting had minor impact.
However, due to the consideration of larger vascular domains
containing multiple aneurysms and outlet cross sections, its
importance increases with respect to the precise calcula-
tion of relevant hemodynamic parameters. This finding is
supported by the values listed in Table 2. Hence, strongest
variations occur for aneurysm A4 where the corresponding
location at the vessel tree is distal to four vessel bifurca-
tions. In contrast, aneurysms A2 and A3 exhibit the lowest
variations but are located distal to only two vessel bifur-
cations. Hence, the influence of the outlet BC strategy is
smaller.

This study has several limitations. Firstly, only eight
aneurysms were compared in three datasets and the findings
cannot be generalized at this stage. However, the complex
cases with the presence of multiple outlet cross sections
highlight the occurring effects due to outflow variations.
Secondly, a ground truth,which serves as a reference, ismiss-
ing, since precise intracranial flow measurements were not
possible in the considered patients. In this regard, in vivo
measurement techniques based on phase-contrast MRI are
desirable in the future, which can be used to improve the
knowledge of the individual flow splitting [1,16]. Hence,
future work contains the application of our approach to fur-
ther patient-specific cases. Additionally, in vivo as well as
in vitro validation experiments based on 4D phase-contrast
MRI measurements are ongoing work to build up a reference
database.

Another issue is presented by bifurcation losses, which
were successfully included by Chnafa et al. [9] for their
reduced-ordermodeling of cerebrovascular flowdistribution,
i.e., their reduced-order representation of the vascular net-
work.Hence, theirwork accounted for bifurcation resistances
by including the underlying vessel geometry w.r.t. bifurca-
tion angles based on the decomposing of bifurcating vessels
developed by Antiga and Steinman [3]. Thus, the pressure
drop was not only extracted based on the hydraulic resis-
tance, i.e., based on the length and cross sections of the
vessel parts, but on the bifurcation resistance as well. Since
a very good agreement is reported between the reduced-

order modeling and the CFD with flow splitting based on
the hydraulic resistance [9], we can assume that the outlet
BCs are sufficient without integration of bifurcation losses.
Nevertheless, the results of our study based on outlet BC
strategy Oa present an (albeit minor) improvement of the
outlet BC Oc strategy. Furthermore, we presented the influ-
ence of flow splitting for multiple aneurysm cases and large
vascular domains. Finally, we further confirm the strong need
for alternative flow splitting methods as presented by Chnafa
et al. [8] and strengthen their claim to omit the zero-pressure
strategy.

Finally, the evaluation revealed a positive finding regard-
ingmultiple aneurysmpatients. Our analysis comprised three
vessel treeswithmultiple aneurysms. It was observed that the
qualitative assessment of hemodynamic parameters appears
to be independent of the outflow strategy. Specifically, a rank
ordering of multiple aneurysms in one patient might still be
possible, even if quantitative inaccuracies can occur. Hence,
if physicians are rather interested in a relative information,
e.g., which aneurysm is the most endangered from a hemo-
dynamical point of view, the type of outflow splitting might
have secondary importance. However, in case a quantitative
assessment of the individual blood flow behavior is desired,
e.g., to apply advanced rupture risk models as presented by
Detmer et al. [11], a careful selection of an appropriate split-
ting approach is suggested.

Conclusion and outlook

In this work, we presented a comparison of different flow
splitting strategies and highlight the impact of outlet BCs
on the subsequent simulation results for complex multiple
aneurysm studies. Our evaluation reveals large differences of
the commonly used zero-pressure outlet BC and minor dif-
ferences for complex strategies based on circular or anatom-
ical vessel cross sections. Thus, we further discourage the
employment of this strategy. Particularly, when aneurysm-
specific rupture risk assessment is desired, such numerical
variations might lead to wrong conclusions. Hence, we moti-
vate the use of advanced flow splitting approaches based on
Chnafa et al. [8], which is already availablewithin theVMTK
toolkit [2]. Our methodology extends this approach by incor-
porating anatomical cross sections. Since rank ordering of
multiple aneurysms in the same patient appears to be inde-
pendent of the chosen outflow strategy, qualitative results
can be beneficial for clinicians to decide, which aneurysm
requires treatment first.
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Part III

Visual Exploration and
Evaluation
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exploration and evaluation of the acquired medical image data, the segmented
3D IA surface models and the hemodynmic information to better understand, ex-
plore and characterize the intracranial vessels and their pathologies. Furthermore,
the rupture risk assessment is approximated based on the extracted information.
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Abstract

The presence of depth cues in a visualization can be a great aid in understanding the structure and topology of a vessel tree.
Pseudo Chromadepth is a well-known technique for enhancing depth perception in vascular 3D models. Since it strongly relies
on the color channel to convey its depth cues, it is traditionally not suited for combined visualizations comprising color-encoded
surface parameters.
In this paper, we present and evaluate the use of a modified form of Pseudo Chromadepth that supports displaying additional
surface parameters using the color channel while still increasing depth perception. This technique has been designed for the
visualization of cerebral aneurysm models. We have combined a discretized color scale to visualize the surface parameter with
the Pseudo Chromadepth color scale to convey depth using a Fresnel-inspired blending mask.
To evaluate our approach, we have conducted two consecutive studies. The first was performed with 104 participants from the
general public and the second with eleven experts in the fields of medical engineering and flow simulation. These studies show
that Pseudo Chromadepth can be used in conjunction with color-encoded surface attributes to support depth perception as long
as the color scale is chosen appropriately.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—Color, shading, shadowing, and texture I.4.8 [Image Processing and Computer Vision]: Scene Analysis—Depth cues

1. Introduction

A large set of vessel visualization techniques have been developed,
including surface and volume rendering, illustrative techniques and
model-based techniques. Some of these techniques are carefully
adapted to shape or depth perception by using special color scales
[PBC∗16]. The downside of relying on color scales to convey depth
is that they often prevent the color channel from being used to vi-
sualize parameters on the vessel wall.

Studying vascular diseases, such as plaques and abdominal or
cerebral aneurysms, involves the evaluation of both morphology
and hemodynamic parameters. Morphologic parameters of objects
can usually be directly inferred from the visualization (such as the
position in the vessel tree) or determined by using measuring tools
(such as size or aspect ratio). Hemodynamic parameters are either
measured or derived with a computational fluid dynamic simulation
and either conveyed in the form of stream or path lines (to display
blood flow patterns) or by mapping information directly onto the
vessel surface using a color scale (such as pressure or wall shear
stress). Using colors to encode the information onto the vessel sur-
face is a common technique and well accepted by physicians.

In this paper, we will examine if this type of encoding can
be combined with additional visualization techniques to increase
depth perception. We present a framework for the improved visual-
ization of vessels that features enhanced depth perception in addi-
tion to allowing surface parameters to be mapped to the vessel wall
using color scales. Our approach uses different color scales on the
vessel surface to create separate visualizations for depth and sur-
face parameters, which are then combined using a blending mask.
The generation of this mask is inspired by the Fresnel effect, which
describes the reflection of a surface based on the viewing angle.

An important application for such a technique is supporting the
understanding of cerebral aneurysms. Cerebral aneurysms show a
high prevalence in the western population (3-5 %) [BSB06], while
their annual risk of rupture is below 1 % [MKH∗12]. On the one
hand, the bleeding caused by a rupture can have fatal consequences.
On the other hand, the treatment procedure itself is risky and
can lead to severe complications. Especially in the case of small,
asymptomatic cerebral aneurysms, the mortality rate of the treat-
ment may exceed the risk of rupture [Wie03].

Therefore it is vital to assess its risk of rupture to devise an opti-
mal, patient-specific treatment plan. This is especially true for pa-

c© 2017 The Author(s)
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tients with multiple aneurysms that may require several treatment
sessions. Each aneurysm has its own individual risk of rupture,
and each separate treatment session increases the overall procedu-
ral risk. To minimize the risk of both treatment and incidence of
a rupture, the physicians need to identify and treat the aneurysms
with the highest risk of rupture and keep the rest under observation.

2. Related Works

There are various ways to enhance the perception of both depth
and shape in computer-generated 3D images [BCFW08, PBC∗16].
In this paper, we focus on the use of color to increase the perception
of depth.

Rheingans and Ebert used distance color blending, a combina-
tion of intensity depth cueing and color modulation, to increase
depth perception in volume models [RE01]. This approach mim-
ics the light-scattering effect of the atmosphere by reducing color
intensity of more distant objects and adding a slightly blue tint to
them. Joshi et al. later validated this method specifically for en-
hancing depth perception in vessel visualization [JQD∗08].

Another method to convey depth by emulating real-world op-
tical effects is depth of field (DoF), where objects are gradually
blurred depending on their distance to a focal plane. Without using
eye tracking, this focal plane needs to be positioned manually or us-
ing heuristics [RSH06]. Grosset et al. evaluated the effectiveness of
various DoF techniques in a study with 25 participants [GSBH13].
They found that DoF only supports depth perception when the fo-
cal plane is placed in the front of the scene. A general problem of
DoF is that it is not possible to focus on two objects at the same
time unless they have a similar distance to the viewer.

Ritter et al. employed hatching to visualize depth relations in
complex vascular structures [RHD∗06]. Whenever two sections of
the anatomy were overlapping, the posterior structure was hatched
to simulate a shadow. The size of the hatched area directly cor-
responded to the distance between the two structures. In a study
with 160 participants, Ritter et al. were able to show that their ap-
proach significantly increased depth perception when compared to
Gouraud shading. Lawonn et al. presented a combination of depth-
dependent halos, support lines and the illustrative shadows by Rit-
ter et al. to improve perceptibility of depth [LLPH15]. These sup-
port lines are cast from manually selected points of the vessel onto
a plane, creating an effect similar to beams holding the model up.
They could successfully convey the depth of a complex 3D model
in a static 2D image, although it does not allow for a free rotation
of the vessel.

Pseudo Chromadepth (PCD) was introduced by Ropinski et al.
[RSH06]. It is based on the idea of enhancing depth perception in
3D visualizations of angiography datasets by mapping the depth of
each point on the surface to a color gradient. PCD was derived from
the chromadepth technique [Ste87], which follows a similar idea.
Due to the fact that light with different wavelengths is refracted at
different angles in the lens of the eye, color can be used to create the
illusion of depth in an otherwise flat image. This does not necessar-
ily require any special type of surface, glasses or other additional
devices, although the effect can be strongly enhanced by diffraction
grating glasses [BC98].

Figure 1: Comparison of the chromadepth (left) and pseudo chro-
madepth (right) color scales applied to a cerebral vessel.

Instead of using the full range of colors visible to the human eye,
Pseudo Chromadepth only uses a gradient from red (low depth) to
blue (high depth). A wide range of hues might distract from the
shading used to convey shape. The chroma depth color scale may
work well for geometric objects or shapes with low complexity,
such as an organ surface, but it is inappropriate for such complex
shapes as vessels. A comparison between both techniques can be
seen in Figure 1.

The colors red and blue were chosen due to their high difference
in wavelength to maximize their chromadepth effect. Additionally,
red is attention-grabbing and intuitively perceived as foreground,
whereas blue – the color of the sky – is perceived as background.
In a study with 14 participants, Ropinski at al. showed that an-
giography images could benefit from color-encoded depth informa-
tion [RSH06]. Additional studies confirmed this effect [KOCC14].

The Fresnel effect has previously been used to integrate addi-
tional information into vessel visualizations. Gasteiger et al. intro-
duced Ghosted Views, which use an approximation of the Fresnel
effect to modulate the opacity of vessel surfaces [GNKP10]. This
method allows to show the blood flow inside of a vessel without
removing the entire front-facing part of the surface, thus increas-
ing shape perception of the vessel. In a subsequent study, Baer et
al. showed that this approach allowed for a more accurate analysis
of the aneurysm and its flow patterns [BGCP11]. Glaßer et al. pre-
sented a similar technique, which uses the Fresnel effect to high-
light vessel boundaries [GSB∗16]. They also used discrete color
scales to visualize surface attributes on the vessel surface, but did
not combine this directly with their boundary-enhanced view.

3. Method

The idea of both chromadepth and PCD is based on the fact that
the color channel of the image does not contain any relevant infor-
mation and can therefore be fully utilized to increase depth percep-
tion [RSH06]. While this is true for angiography images, it cannot
be generalized for any kind of medical visualization task.

When analyzing vascular pathologies, physicians are often inter-
ested not only in the vessel shape, but also in functional parameters,
such as pressure or wall shear stress on the vessel wall. An appro-
priate visualization should therefore convey the general shape and
depth of the vessel model, but simultaneously encode the aforemen-
tioned functional parameters as well. The physician should be able

c© 2017 The Author(s)
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Figure 2: Comparison of a smooth color scale (A), discrete color
scale (B) and discrete color scale with additional boundaries (C)
when visualizing wall shear stress on a vessel.

to compare different regions on the vessel wall regarding their spa-
tial relation and parameter values without having to switch between
different types of shading.

These requirements prevent the application of traditional chro-
madepth or PCD shading, as it would conflict with the parameter
information encoded into the color channel. A likely result would
be a slower analysis with increased risk of errors and mental load
for the physician. In contrast, we present a technique that allows
the use of PCD in addition to mapping data to the surface color of
a model, which is described in the following.

3.1. Surface Visualization

The vessel surface models are generated from 3D digital sub-
traction angiography data with cerebral aneurysms by applying
a threshold-based segmentation. The iso-surface is extracted and
converted into a triangle mesh. This mesh is then visualized as a
3D surface model and illuminated using Phong Shading with a sin-
gle headlight.

For the extraction of hemodynamic parameters, such as pressure
and wall shear stress, the surface mesh is employed for computa-
tional fluid dynamic simulations. We realized two approaches: the
parameters are mapped to a color scale ranging from white to or-
ange for a pilot study and to a color scale from white to green for
the final study. We decided against using hatching to convey the ad-
ditional information, as it may also interfere with the Phong-based
lighting we use to convey the shape of the vessels. Furthermore,
hatching is not well suited to highlight small areas of interest.

When analyzing surface parameters on a vessel, physicians often
look for "hot spots". These are small areas with very high values,
which can be perceived pre-attentively when they are encoded with
color. To highlight regions with particularly high or low parameter
values, we have chosen to discretize the color scale to five different
shades (Fig. 2B). To make these shades even more distinct, a black
outline has been added to mark the transition line between shades
(Fig. 2C).

3.2. Fresnel-Inspired PCD

Traditionally, PCD occupies the entire color channel. This mostly
prevents additional information from being shown on the objects
surface. Since the green color channel is not occupied by PCD, a
trivial solution would be to map information to that specific color

Figure 3: PCD shading where the depth is continuously mapped
to the red and blue color scale and the scalar parameter is mapped
to the green color channel using a discrete scale.

channel only. Such a visualization (Fig. 3) would be unsatisfactory,
since it is very difficult for humans to mentally disassemble a color
into their respective channels. The same parameter value can have
widely different hues depending on its location on the model’s sur-
face. As a result, the interpretation of such a visualization is very
challenging.

Our method displays the PCD color scale on the edges of the
3D model only, based on the current viewing direction. This type
of shading is inspired by the Fresnel effect, which describes the
amount of reflection and refraction of light on a surface in relation
to the viewing angle. A flatter viewing angle on a surface increases
the amount of light that is reflected, resulting in the surface appear-
ing brighter when lighted (Fig. 4A).

Steep angle
Weak reflection

Flat angle
Strong reflection

Weak reflection

Strong reflection

Strong reflection
on the edges

on the edges

in the center

A

B

Figure 4: Principle of the Fresnel effect; the amount of reflection
on a reflective surface depends on the viewing angle (A). When
applied to spherical object; the edges exhibit strong reflections due
to the shallow viewing angle (B).
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A physically accurate calculation of this effect is quite compli-
cated, especially when taking into consideration that due to chro-
matic dispersion, the strength of the Fresnel effect also depends
on the light components’ wavelengths. Instead, we use a simplified
version of this effect to generate a mask for overlaying the PCD
color gradient. Our Fresnel-Inspired PCD (FI-PCD) mask MPCD is
calculated similarly to ghosted views [GNKP10] using the follow-
ing formula:

MPCD = fscale ∗ (1−|2∗
arccos(~I ·~N)

π
−1|)s

~I and ~N are the incident and normal vectors at the surface re-
spectively. The scaling factor fscale can be used to adjust the ef-
fect strength. Similarly, the variable s controls the steepness of the
transition from surface to PCD scale. In our application, we have
empirically chosen a scaling factor of 1 and a steepness of 2.

MPCD is dependent on the angle between the normal and inci-
dent vectors, reaching its maximal value when they are orthogonal
to each other. On spherical or tubular models, the Fresnel effect
strongly increases the reflectiveness around the edges of the model
(Fig. 4B).

Our final FI-PCD visualization comprises two different images,
both of them renderings of the vessel surface. The first one has
the parameters mapped to its color (Fig. 5A), the second is colored
entirely according to the PCD scale (Fig. 5B). For each pixel in the
final image, the pixel’s value in the mask MPCD is extracted and
used as weight for the linear interpolation between the two images
(Fig. 5C). For example, black MPCD pixels yield the color-coded
parameter value and white MPCD pixels yield the PCD-based color-
coding.

The resulting FI-PCD visualization (Fig. 5D) allows mapping
a scalar parameter to any color scale, while PCD depth cues are
shown only on the edges of the model. They are still clearly visible
to the user while interference with the object’s surface color is re-
duced. Usually, the physician would rotate the vessel in a way that
the interesting areas are facing the camera instead of being rele-
gated to the edge of the model. In addition to providing depth cues
by hue, displaying the PCD scale at the edges also increases the
perceptibility of overlaps, which is another important depth cue.

3.3. Implementation

Generation and composition of both images is performed mostly in
the fragment shader.

When rendering the surface, the attribute values for the surface
are sent to the graphics card as vertex attributes. Additionally, the
highest and lowest values of the attribute as well as the highest and
lowest depth values from the previously rendered frame are stored
in the fragment shader as uniform variables. Then, the attributes
are interpolated between vertices, normalized to a [0,1] range and
transformed into a color value by the fragment shader. The trans-
formation is performed linearly in RGB color space between white
(#ffffff ) and orange (#ff7f00, pilot study) or green (#00ff00, final
study). Next, the resulting color value is discretized into five dis-
tinct shades and used as surface color.

Figure 5: Composition of images to create the FI-PCD visualiza-
tion: Surface color image (A), PCD image (B), Composition mask
(C) and resulting FI-PCD image (D).

The boundaries between color shades are generated dynamically
on a per-triangle base by analyzing the affinity of each vertex to
a certain color class. For each triangle with different affinities at
the edges, the fragment shader draws a black line separating these
vertices. This approach allows for a very fast generation of dynamic
outlines on the surface, without the need for any pre-processing
or the creation of new geometry. Unfortunately, since the lines are
always at the center between two vertices, they do not always line
up exactly with the actual color transition. On a model with a decent
triangle resolution, this effect is only noticeable when zooming in
very closely to the surface.

The second image is generated by normalizing the current frag-
ment’s depth using the previously stored depth range and mapping
the resulting value to the PCD color scale. Using the depth range
from the previous frame allows us to draw the geometry using
a single rendering pass, although it produces a barely noticeable
flicker in the PCD color scale during fast animations. Afterwards,
the MPCD value is calculated and used to compute the composition
of both images.

4. Evaluation

Our evaluation consists of two separate studies; a pilot study with
participants from the general public, and a final study with experts
in the fields of medical engineering and flow simulation. All par-
ticipants were shown 3D visualizations of intra-cranial vessel sur-
faces models. These models had one of multiple available attributes
mapped to their surface, such as pressure or wall shear stress. Par-
ticipants were shown two points on these datasets and had to select
either the one closest to them or the one with the highest parameter.
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Figure 6: The different shadings used in the first study: No depth
cues, trivial brightness cues and FI-PCD (f.l.t.r.)

The datasets were shown with three different shading styles. The
first style was a normal, phong-shaded visualization without any
distinct depth enhancement. The second used brightness as a depth
cue. Distant triangles were reduced in brightness, with the highest
possible reduction being 75%. This value was chosen empirically
as a trade-off between having a strong effect on depth perception
while still being able to discern the color of farther away parts of
the model. The last style was our implementation of FI-PCD. All
three visualization styles can be seen in Figure 6.

We expected the visualization without depth cues to perform
worst in the depth judgment, but best in the parameter judgment
task. As both brightness-based cues and FI-PCD would partially
overlay the surface color scale, we expected them to perform
equally well, but not as good as the visualization without depth
cues. Since PCD has proven superior to brightness- or contrast-
based cues by studies in the past (such as [KOCC14]), we expected
FI-PCD to perform best in the depth judgment task.

The pilot study allowed us to identify several flaws in our tech-
nique. Before the final study, we corrected these problems by
changing some aspects of both our visualization as well as the
application. First, the color scale used to encode the surface at-
tribute was changed from white-to-orange to white-to-green. The
original orange scale was chosen due to aesthetic reasons. How-
ever, many participants in the pilot study noted that red areas from
the FI-PCD shading interfered with orange areas from the surface
attribute color scale. Since PCD only uses the red and blue color
channel, green was chosen for the surface attribute to prevent color
overlaps. A comparison between the two color scales in combina-
tion with FI-PCD can be seen in Figure 7.

We also added a permanent legend for the used color scales in
the bottom left corner of the screen. This was done in response to
some participants in the first study confusing the meaning of some
of the colors during the course of the study. The legend always
encoded the surface attribute color scale in combination with the
current depth enhancement color scale. All three scales can be seen
in Figure 8.

4.1. Application

When started, the test application presents the user with a few in-
structional pages. All of them include a "Continue"-button that be-
comes enabled after five seconds and allows the participant to ad-

Figure 7: Different color scales used in the first (left) and second
(right) study in combination with FI-PCD.

vance to the next screen. The first and second pages contain general
information about the study as well as labeled example images for
all types of visualizations used in this study, as seen in Figure 9. To
prevent any bias, these images are always shown in a random order.

The actual study consists of two blocks, where the user has to
select either the point closest to them, or the one with the high-
est scalar surface parameter. Therefore, the user has to identify the
spatial relation or ranking of scalar values of two selected points
on the surface (Fig. 10). Additionally, they always have the option
to click a button labeled "Not sure" if they cannot decide for one
of the points. During each task, the application measures the com-
pletion time, rotation time and whether the user clicked the correct
point or hit the "Not sure"-button instead. For the rotation time, we
counted the amounts of single frames that a rotation was performed
in and converted them to a duration in seconds. Frames where the
user kept the left mouse button pressed without moving the mouse
(therefore not actually performing a rotation) were not included.

Each block is introduced by another instructional page, which
is then followed by six dedicated tutorial datasets. They serve as
a way to familiarize the user with the visualizations and tasks,
therefore their measurements are excluded from the final statistic.
Furthermore, a learning effect during the actual evaluation is pre-
vented.

After completing the tutorial for each block, the user sees a mes-
sage explaining that the training part is over and asking them if they
have any questions before proceeding. This was done to ensure they
were properly prepared and did not have to ask questions during
the time-measured evaluation. They were encouraged to complete

Figure 8: The color scale legends shown in the final study: No
depth cues, trivial brightness cures and FI-PCD (f.l.t.r.)
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Figure 9: Instructional page detailing the different visualizations
(ordered randomly). For the second study, the images were updated
to reflect the changed surface color scale.

each task as fast and accurately as possible due to the time mea-
surement. "Guessing" the correct answer was discouraged in favor
of using the "Not sure"-button.

The order of blocks was consistent for all participants, starting
with the depth judgment tasks and then switching over to the pa-
rameter judgment task. Each task consisted of 30 images in total,
six of them being the training images. All users were shown the
same images, although they were ordered randomly. The applica-
tion ensured that the same dataset did not appear twice in a row.
The participants did not receive any immediate feedback about the
correctness of their answers during the study, but statistics about
their general performance were made available to them afterwards
upon request.

4.2. Questionnaire

After completing the assignments on the computer, all participants
were asked to fill out a questionnaire. In addition to age, biologi-
cal gender and known visual disorders, participants were asked if
they have experience with analyzing medical data or modeling 3D

Figure 10: One of the datasets with two marked points shown to
the participants as part of the depth judgment task. The image used
brightness-based depth cues and the green color scale from the fi-
nal study.

Figure 11: Experimental setup for the pilot study. The two disabled
monitors in the corner were not part of the study.

objects and whether they play 3D video games regularly. For vi-
sual disorders, we were mostly interested in those that impede the
ability to perceive color or depth. Since there are many cases where
people are unaware of their color perception impairment, we added
a very abbreviated color blindness test using three Ishihara plates.
Two of them had numbers encoded in them (42 and 6) while the last
one did not. None of the participants that had not already denoted
a form of color blindness in the questionnaire failed this test.

At the end, participants were asked to rank the three types of vi-
sualizations according to their usefulness for perceiving depth and
the surface attribute as well as their general aesthetic. They were
also given space for any additional remarks.

5. Pilot Study

For the pilot study, we took advantage of the popular open house
day at our university as a means of finding volunteers. Visitors of
this event were asked to participate in our study. Both verbal ex-
planations as well as written instructions and other materials were
made available to the participants.

Half of the participants were randomly selected to be given lim-
ited control over the camera during the study, whereas they can ro-
tate the dataset by ten degrees in any direction. These participants
were shown an extra paragraph in one of the instructional pages
of the application explaining that they had the ability to orbit the
camera. If they did not rotate the camera at least once during the
tutorial, they were reminded by a pop-up dialog.

5.1. Participants

A total number of 104 people from the general public volunteered
to participate in the pilot study. Ten of them were later rejected
due to vision impairments (i.e. various forms of color blindness or
problems with depth perception), failing to comprehend the assign-
ment or not filling out the corresponding questionnaire. The age
of the participants ranges from 11 to 73, with an average of 28.6
and a standard deviation of 14. Out of the 94 participants that were
included in the evaluation, 40 were female (42.6 %).
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5.2. Setup

In order to allow for a high number of participants, we set up four
PCs for simultaneous use (Fig. 11). They were positioned in a cor-
ner of the room to prevent distractions from the rest of the event.
To ensure comparability of the results between the different sta-
tions, we used PCs with similar hardware specifications and identi-
cal screens. All stations ran the application at a resolution of 1920
× 1080 with 60 frames per second.

The participants were given a short verbal introduction about the
topic of vessel visualization in general and the study in particular.
To keep any descriptions simple and explanations short, the differ-
ent scalar attributes shown in the visualizations were always just
referred to as "pressure" despite also including wall shear stress.
After that, they were instructed to sit down at one of the stations
and follow the on-screen instructions from the application.

5.3. Results

For each participant, we calculated four values from our measure-
ment for each shading style. Correctness is the percentage of cor-
rect answers, e.g. how often participants selected the nearest point
(during the depth judgment task) or the point with higher scalar
value (during the parameter judgment task), respectively. Certainty
denotes the percentage of answers where the user selected any of
the points and not the "Not sure"-button. Duration is the average
time in seconds the users took for each image. Rotation is the aver-
age time the user spend rotating the dataset. For this value, we only
included users who actually rotated the dataset.

The ability of the participants to pick the point closest to them
benefited from having any form of depth cues enabled (Fig. 12).
Without them, they were only correct in 79 % of the depth judg-
ment tasks. Brightness-based depth cues increased their accuracy
to 90 %, whereas FI-PCD only increased it to 85 %. This is surpris-
ing, as we were expecting the FI-PCD to provide much better depth
cues than the brightness-based approach.

Although being reminded after each training session that they
could rotate, only 35 of the 50 users with the ability to rotate ac-
tually made use of it. Three of them performed so little rotation
that we assume that to be accidental. This was possibly a result
of being overwhelmed due to unfamiliarity with 3D visualizations.
Users that stated experience in 3D modeling or 3D video games ro-
tated for an average of 0.3 seconds per dataset, whereas users with
no experience only rotated for 0.19 seconds.

The values for certainty and rotation are extremely similar for
each of the three shading styles. The users generally rarely used the
"Not sure"-button in this study. The average duration was slightly
higher for the visualization without depth cues (4.2 s) in compari-
son to brightness-based cues (3.8 s) and FI-PCD (4.0 s).

For the parameter judgment task, the visualization without cues
reached the best average correctness (96 %, Fig. 13). Users also
performed fastest, with an average duration of 2.9 s per image. This
result was to be expected, as there are no additional color or bright-
ness gradients added to the surface color. The brightness-based
depth cues performed better than FI-PCD in regards to correctness
(92 % compared to 80 %) and duration (3.2 s compared to 3.5 s).
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Figure 12: Box plots showing correctness (top left), certainty (top
right), duration in seconds (bottom left) and rotation duration in
seconds (bottom right) for the depth judgment task over all partic-
ipants from the pilot study.

This most likely stems from our choice of color scale to encode the
surface parameters in this study. Many participants remarked that
the orange from the surface color scale was interfering with the red
from the PCD scale, thus making it hard to distinguish them.

Interestingly, in order to interpret the colors of areas strongly
affected by depth cues (i.e. those close to the edge of the vessel
when using FI-PCD or those in the background when using bright-
ness cues), users often resorted to "counting" color gradients. They
would search for an area that was completely white and then count
the boundaries they had to cross to reach the marked point. That
way, they could tell which area represented a higher parameter
value even without being able to distinguish the colors directly.
Since this approach requires a visually uninterrupted path from a
marked point to a white area, it was not possible in all cases.

Just as in the depth judgment task, the certainty for all shading
styles is very similar. Rotation was used even more rarely in this
task. Since the marked points were never obstructed by other ge-
ometry, there was little point in rotating the dataset to compare the
surface coloring.
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Figure 13: Box plots showing correctness (top left), certainty (top
right), duration in seconds (bottom left) and rotation duration in
seconds (bottom right) for the parameter judgment task over all
participants from the pilot study.

We also analyzed the correctness in regards to whether the users
made use of rotation during the tasks. The ability to rotate the view
had very little effect on the results of the surface parameter task
(Fig. 14, bottom). The correctness of the depth judgment task in-
creased when rotation was used on the FI-PCD images as well as
those without depth cues. Since parallax movement is another im-
portant depth cue, this improvement is not surprising.

6. Final Study

For the final study, we directly approached several experts in the
fields of medical engineering and flow simulation. Due to the lower
number of participants in this study, we decided against splitting
them into two groups. Therefore, we allowed all of them to rotate
the camera.

6.1. Participants

Eleven experts volunteered to take part in our final study. One per-
son was excluded due to color blindness. The age of the included

Figure 14: Influence of rotation on the ability to judge depth (top)
and surface parameters (bottom)

participants ranged between 22 and 41 (average of 29.1), with two
of them being female (20 %).

6.2. Setup

The second study was performed on a laptop, as it took place at
our participant’s workplace. Despite having less powerful hardware
than the PCs used in the first study, it was still able to run the ap-
plication at 1920 × 1080 with 60 frames per second.

For this study, the introduction to vessel visualization was either
omitted or kept very brief, since most participants were familiar
with this field already. The instructions given by the application
itself remained unchanged from the pilot study.

6.3. Results

In our second study, the FI-PCD method reached better results (Fig.
15). During the depth judgment task, users were able to pick the
correct point in 94 % of the cases. With the brightness-based shad-
ing, they were able to choose correctly in 90 % of the cases. Without
any depth cues, the participants only reached 85 % accuracy.

The same trend is visible in the certainty plots. Overall, the dura-
tion and rotation plots from the second study show the same trends
as those in the first study. Interestingly, users took longer for their
decision and also rotated the view more when viewing the datasets
with FI-PCD compared to brightness-based depth cues. This may
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be due to the fact that the combination of PCD and surface color
scale can no longer be pre-attentively perceived.

As expected, users were able to judge the parameters best when
no depth cues were present, reaching a mean correctness of 98 %.
Brightness-based depth cues produced an almost identical result
with a mean correctness of 96 %. FI-PCD shading had the strongest
negative effect on the participant’s ability to compare parameter
values on the surface, although not as strong as in the first study.
The mean correctness in this case was 90 %.

The average duration for each decision (from both tasks) was
significantly higher in the second study (5.5 s) compared to the
first (3.7 s). Similarly, the average rotation duration was also higher
(0.3s compared to 0.2 s). This may indicate that in the second study,
participants put more effort into the evaluation.

7. Discussion

Our studies have shown that FI-PCD can increase the perception
of depth while maintaining recognizability of surface scales on
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Figure 15: Box plots showing correctness (top left), certainty (top
right), duration in seconds (bottom left) and rotation duration in
seconds (bottom right) for the depth judgment task over all partic-
ipants from the final study.

the vessel surface. For the latter, a careful choice of color scale
is required to avoid conflicts with the color gradients introduced
by PCD. In our first study, we used an inappropriate color scale
to encode surface parameters. This strongly reduced our method’s
ability to convey both depth and surface parameters. We were able
to remedy this problem in the second study by choosing a different
scale that relies only on the green color channel, which goes unused
by PCD. This resulted in a higher increase of depth perception than
classic, brightness-based depth cues.

We decided to use a discretized color scale instead of a smooth
one. This reduces ambiguity between the surface color and PCD
scale while at the same time highlights areas with high or low val-
ues, which physicians are often interested in since their decisions
are discrete as well. The highlighting was increased further by the
introduction of outlines around the differently colored surface re-
gions. This created a robust visualization that still allowed users to
compare parameter values on the surface even when overlaid with
another color or brightness gradient.

Both studies showed that overlaying the color channel with depth
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Figure 16: Box plots showing correctness (top left), certainty (top
right), duration in seconds (bottom left) and rotation duration in
seconds (bottom right) for the parameter judgment task over all
participants from the final study.
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cues reduces the recognizability of the surface color scale. This ef-
fect was strongest when using FI-PCD. A likely explanation is that
FI-PCD affects the color of both close and distant regions, whereas
brightness-based depth cues only affect distant regions. Therefore,
FI-PCD should be kept as an optional addition to any visualization
that can be disabled in case an in-depth comparison between the
scalar values of different surface points is required.

8. Conclusion & Future Work

With FI-PCD, we have introduced a novel rendering technique
that combines Pseudo Chromadepth with color-encoded surface at-
tributes to visualize vascular anatomy in combination with scalar
parameters. We have performed two studies to evaluate our tech-
nique. While we could show that FI-PCD can enhance the percep-
tion of depth, there are still issues that need to be improved on.

First, FI-PCD tends to distort the underlying color scale. This
can be partly remedied by choosing a scale that does not interfere
with the red and blue colors from PCD, such as our white-to-green
scale. However, it would be interesting to see if this effect can be
further reduced by using different values for the scaling factor and
steepness in our FI-PCD formula. Reducing the scaling factor or in-
creasing the steepness would make the PCD color scale less promi-
nent in the visualization. Therefore, it may be possible to find a
setting that results in a better trade-off between depth and surface
color perception.

In many scenarios, the physician would not only be interested
in a surface parameter, but also blood flow patterns. Simply dis-
playing them inside of the vessel anatomy using established smart
visibility techniques would likely produce unsatisfactory results. In
addition to having to cut or fade away parts of the surface to re-
veal the underlying flow (thus making it harder to see the surface
color), displaying path lines with their own color scale would also
add another layer of complexity to the color channel. A seamless
way of integrating flow visualization would therefore be a useful
extension.
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Abstract

For complex interventions, such as stenting of a cerebral aneurysm, treatment planning is mandatory. Sketching can support the
physician as it involves an active involvement with complex spatial relations and bears a great potential to improve communication.
These sketches are employed as direct annotation on 2D medical image data and print outs, respectively. Annotating 3D plan-
ning models is more difficult due to possible occlusions of the complex spatial anatomy of vascular structures. Furthermore, the
annotations should adapt accordingly to view changes and deforming structures.

Therefore, we developed the FAUST framework, which allows creating 3D annotations by freely sketching in the 3D environ-
ment. Additionally to generic annotations, the physician is supported to create the most common treatment options with sketching
single strokes only. We allow an interactive unfolding of vascular structures with adapting annotations to still convey their meta
information. Our framework is realized on the zSpace, which combines a semi-immersive stereoscopic display and a stylus with
ray-based interaction techniques.

We conducted a user study with computer scientists, carried out a demo session with a neuroradiologist and assessed the perfor-
mance. The user study revealed a positive rating of the interaction techniques and a high sense of presence. The neuroradiologist
stated that our framework can support treatment planning and leads to a better understanding of anatomical structures. Our perfor-
mance evaluation showed that our sketching approach is usable in real-time with a large number of annotations. Furthermore, our
approach can be adapted to a wider range of applications including medical documentation.

Keywords: 3D Sketching, Annotations, Semi-immersive Environments, Treatment Planning, Vascular Structures

1. Introduction

For clinical treatment planning, physicians need to obtain
a spatial understanding of the patient’s anatomy and patholo-
gies [1]. Parameters such as shape, volume and spatial relation-
ships of structures have to be considered [2]. Software assis-
tants support the physician in medical practice to reliably and
efficiently carry out special tasks [3]. Such medical issues com-
prise access planning, resection and implant planning. Here,
the assisting software may provide the possibility to annotate
pathologic variations and visualize treatment options [1, 4].
Such sketched annotations are beneficial to communicate and
elaborate complex treatment strategies without the necessity to
draw precisely and accurately [5]. However, annotations on 3D
image data are usually drawn image-based [6], which causes
problems when physicians change the view and annotations do
not adapt accordingly. A common solution is recalculating the
position in the image domain [7], which introduces difficulties
during relocation of annotations reasoned by disturbing non-
continuous motions [8]. Furthermore, a mental and algorithmic
combination of the 3D model and the image domain compris-
ing the annotations has to be carried out. In our FAUST frame-

Email address: saalfeld@isg.cs.uni-magdeburg.de (Bernhard
Preim)

work, we allow to create annotations directly in object space
as 3D sketches. Hence, we bring together 3D sketching with
computer-assisted surgery planning. We pin the annotations to
the 3D model. Thus, our annotations still convey their meta
information on dynamic medical data, such as time-varying or
unfolding data. 3D sketches are usually used and appreciated
in product design [9, 10, 11], which takes advantage of stylists’
skills, acquired through training over time [9]. However, for
physicians the annotation of medical structures in 3D with com-
plex treatment options can be laborious and includes the risk of
not achieving the desired result. Therefore, our FAUST frame-
work assists the physician in different ways:

• the physician can create generic annotations as well as the
most common treatment options by sketching and com-
bining center lines only,

• an optional geometric constraint that allows for a direct
projection of the sketch on the surface model,

• a semi-immersive system combining a stereoscopic dis-
play with head tracking to support depth perception, and

• the 3D sketching, realized with a six degrees of freedom
(6DoF) stylus and ray-based interaction techniques.
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116 the faust framework

We decided to use the semi-immersive 3D User Interface
(3DUI) zSpace instead of a fully immersive system, because
it is less intruding to the typical workflow of a physician but
still provides important depth cues such as motion and binocu-
lar parallax.

As an example of a spatially complex vascular structure,
we chose the Circle of Willis (CoW), which comprises a circu-
lar combination of arteries supplying the brain and surrounding
structures (see Figure 1). Beneath the clinical importance, the
CoW is well suited for our approach for two reasons. First, it
includes many different sub-structures, which results in a va-
riety of access paths and treatment options. The possibility to
freely annotate supports the visualization of different treatment
plans. Second, the CoW is represented either in its real, self-
occluding 3D anatomical state or as a simplified 2D illustration.
To maintain a mental representation of both states including an-
notations, an interactive and seamless transition can support the
physician.

The evaluation of our framework has three parts. First,
we conduct a user study to reveal usability problems and to
quantify the sense of presence. Presence is a measure to as-
sess immersion, and thus, an indicator of how beneficial the
semi-immersive system is. Second, we carry out an intensive
demonstration session and unstructured interview with an ex-
perienced neuroradiologist. Third, we assess different perfor-
mance aspects, i.e., the necessary calculation time to attach an-
notations to the CoW as well as the frame rate during inter-
action and unfolding. The average ratings of the interaction
techniques, usability and presence yield positive ratings. The
results of our interview indicate that our framework improves
the spatial overview of vascular structures and supports the un-
derstanding of anatomical structures compared to angiographic
2D images. Regarding the performance evaluation, we achieve
real-time frame rates for the attachment of annotations and dur-
ing interaction with a high number of annotations.

Our paper is organized as follows: Section 2 provides a
short medical background. Here, the CoW is described in more
detail and a medical application scenario is motivated based on
an interview with a neuroradiologist. Section 3 summarizes
related work in the fields of annotations in combination with
sketch-based interfaces, unfolding of medical data and anima-
tion of 3D structures. In Section 4, the preprocessing steps
to convert the medical data in a planning model are described.
Based on this model, the unfolding procedure is explained. Sec-
tion 5 presents our FAUST framework containing input and
output devices as well as interaction techniques. Section 6
summarizes the evaluation, Section 7 discusses challenges to
integrate the framework into clinical routine and Section 8 con-
cludes our paper.

2. Medical Background and Application Scenario

Diagnosis and treatment of cerebrovascular diseases is a
frequent and challenging task in clinical practice. The treat-
ment of cerebral vessels requires in-depth knowledge of patient-
individual morphology. The central part of the cerebral vessel

(a) (b)

Figure 1: The blood supply of the brain is maintained by the anterior and
the posterior cerebral circulation (a) and the CoW (b) as backup circulation
(adapted from illustrations from Gray [12]).

system is the CoW (see Figure 1). It comprises a circular com-
bination of arteries supplying the brain and surrounding struc-
tures. Its formation allows for bypassing the blood flow in case
of a blocked artery. However, the anatomical manifestation of
the arteries underlies strong, patient-specific variations with re-
spect to shape and length [13]. Furthermore, there are several
CoW configurations where some arteries are underdeveloped or
completely missing. Therefore, the CoW is an excellent exam-
ple for the challenging and complex 3D anatomy.

For an in-depth understanding of our application scenario,
we interviewed a neuroradiologist (co-author of this paper) with
more than 20 years of professional experience. We stated ques-
tions regarding endovascular treatment of cerebral aneurysms,
i.e., saccular dilatations of cerebral arteries. Regarding the
cause of aneurysms, some risk factors are identified. For ex-
ample, in 10 % of the cases, the afflicted patients have a ge-
netic predisposition. Aneurysms bear an annual chance of 1 %
to actually rupture [14], resulting in death or permanent dis-
ability in more than 40 % of the cases [15]. Overall, approxi-
mately 2 % to 5 % of the entire population is affected by cere-
bral aneurysms [14, 16]. Treatment is usually carried out via
surgical clipping or endovascular therapy. The first one aims at
a closure of the aneurysm neck with a clip. Endovascular ther-
apy includes the deployment of stents and flow diverters, which
redirect the cerebral blood flow yielding a decreased blood
flow in the aneurysm. Another therapy is endovascular coiling,
where small wires are placed inside the aneurysm to promote
blood clotting and a possible occlusion of the aneurysm. Stent-
ing and coiling are also be used in combination. The choice of
treatment is based on several criteria, e.g., location, shape and
size of the aneurysm. Furthermore, treatment methods vary in
aspects such as the used access path as well as different clip
sizes, stent lengths and coil types. We account for the huge
variety of different parameters and configurations by letting the
physician sketch freely, and thus, allow him to take into account
even special cases.

An example for such a special case are unruptured
aneurysms with increased neck sizes. The large neck sizes are
not suited for plain or balloon-assisted coiling. They frequently
require stenting to protect the parent vessels permanently. Even
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Figure 2: Illustration of Y-stenting, where two stents are inserted.

two stents may be necessary in aneurysms arising at a bifur-
cation. Here, Y-. X- or T-stenting procedures are performed
(see Figure 2). For Y-shaped stents (also called kissing stents),
two guide wires are carefully positioned such that the two stents
can be released alternatingly. Therefore, the patient-individual
anatomy must be analyzed, which often involves the acquisi-
tion of 3D digital subtraction images to overcome superimposi-
tion in the 2D angiography image data. Special care is required
to prevent hampering of the blood supply by blocking branch-
ing arteries. Furthermore, both stents should end at the same
position and should be adapted to the patient-individual vessel
diameter. To further reduce the aneurysm’s inflow and to pro-
mote blood clotting and a possible closure, coils are deployed
after the Y-stenting. The treatment planning involves a thor-
ough evaluation of the patient-specific CoW’s spatial anatomy.
More important, the aneurysm and the direct surroundings have
to be analyzed.

We developed the FAUST framework to support the clini-
cian with free-form sketching. With the possibility of 3D anno-
tations, various options are considered, e.g., different stent con-
figurations, coil lengths and access paths. The framework also
favors the evaluation of patient-specific spatial anatomy and can
reveal branching arteries.

3. Related Work

This section comprises related work of labels as a form of
annotations in immersive environments as well as sketch-based
interfaces. Additionally, we describe how curved structures
from medical image data are unfolded. Lastly, animations are
discussed for a seamless blending of structures from their orig-
inal, curved shape to a flattened one.

Annotations in medicine are primarily used as textual labels
to support education [17]. They are either visualized as inter-
nal labels on the structure’s surface or beneath them as external
labels [18]. Recently, labeling approaches were used in immer-
sive environments. Tatzgern et al. [19] use automatically placed
labels in an augmented reality to annotate 3D structures with
images and texts. Nowke et al. [20] use automatically placed
labels in a CAVE (cave automatic virtual environment). In con-
trast, an interactive positioning of labels avoids the usage of a
complex label layout algorithm, but introduces challenges re-
garding user interaction. An example of interactively placed
annotations is the work from Assenmacher et al. [21]. They

present a framework for various types of annotations including
different input and output metaphors. The comparison of Mad-
sen et al. [8] shows that directly placing annotations in object
space instead of image space leads to the best performance for
label location tasks. Our goal is not only to locate existing an-
notations, but also to create them in object space.

Sketching is related to labels in terms of enriching medical
data with meta information. For example, sketching is used as
an intuitive interaction technique to annotate medical reports [6]
or to segment structures in 2D image data [22]. In clinical prac-
tice, sketching is also an easy supplement for patient education
or interchange with the medical staff. Another possibility is
using Sketch-based Interfaces for Modeling (SBIM) [23] to di-
rectly create medical structures, e.g., branching vessels with in-
tegrated blood flow [24]. Fleisch et al. [9] describe a 3D sketch-
ing environment and try to close the gap between 2D sketching
and 3D modeling in an immersive environment for designers.
They present techniques for creating and modifying 3D curves,
such as stroke splitting and oversketching. Saalfeld et al. [25]
use a semi-immersive environment to sketch different vascular
structures for medical education. Wang et al. [26] and Jack-
son et al. [27] combine 2D sketching and an immersive envi-
ronment. The former work allows freehand sketching for car-
toonists on a virtual, user-definable 3D canvas, i.e., the user is
restricted to a virtual plane. The latter work allows users to im-
port existing 2D sketches and interactively lift 2D curves into
space to create 3D structures. In our previous work, we pre-
sented the concept to sketch treatment methods directly on 3D
structures [28]. Perkunder et al. [11] investigated differences of
2D and 3D sketching for modeling in a study. There, sketch-
ing in a 3D environment was perceived more stimulating and
attractive than under 2D conditions.

Curved tubular structures, such as blood vessels, bronchi
or the colon, are of high interest in medicine. For the assess-
ment of these structures, tomographic image data is acquired.
However, the necessary information rarely lies in a single image
plane, which motivates the unfolding of these structures. An es-
tablished technique for this limitation is Curved Planar Refor-
mation (CPR) [29]. Here, the center line of the tubular structure
is derived and flattened. The flattened structure is then mapped
into a new, single image providing its longitudinal view. There
exist several adaptations of the CPR which focus on specific
structures. For example, Williams et al. [30] introduced an ex-
tension which is suitable for large, hollow structures such as
the trachea or the colon. To investigate the whole tubular struc-
ture with these two methods, the visualization has to be rotated
around the central axis. An approach to aggregate these rotated
images in one image was suggested by Mistelbauer et al. [31].
All these techniques allow a depiction of the unfolded structures
in an additional 2D view. However, the task to mentally transfer
the distorted unfolded image to the 3D volume rendering view
is left to the physician. Neugebauer et al. [32] solved this by
embedding a 2D projection of a cerebral aneurysm surface as
contextual information around the 3D visualization. Another
approach is used by Vilanova et al. [33]. They integrate the
unfolding directly into the 3D volume rendering by using the
center line of a colon to flatten it for virtual endoscopy. Our so-
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lution is based on this idea. However, instead of visualizing the
unfolded structure only, we allow the physician to seamlessly
blend between the original and unfolded 3D representation in
an animated, interactive manner.

To visualize the seamless transition of the original to the
unfolded representation, animations may be used. In general,
there are two possibilities to represent the animation of 3D
meshes: keyframe and skeletal animations [34]. In keyframe
animations, several sequences of the same but deformed mesh
are stored. For the animation, the sequences are played con-
secutively. This approach is memory-intensive since each mesh
has to be loaded during animation. Furthermore, the final re-
sult depends on the amount of keyframes, which have to be
hand-crafted in a time-consuming process. Therefore, we use
skeletal animation, which strongly simplifies the animation pro-
cedure and is supported by a wide range of development frame-
works. In skeletal animation, the original surface representation
is provided with a skeleton represented by a set of intercon-
nected bones. As a skeleton, the center line can be employed.
Here, each line segment of the center line becomes a bone of the
skeleton. In contrast to keyframe animation, the vertices of the
surface are not animated directly. Instead, in a process called
skinning, every vertex is assigned to one or multiple bones with
a specific weight. The weight determines how strongly each
bone influences a specific vertex. Now the bones are animated
and the vertices are transformed accordingly. The results can
lead to intersection and distortion artifacts. These are addressed
with different approaches, e.g., representing the surface implic-
itly, calculate the deformations for the implicit representation
and transfer the results back to the geometry [35]. The work
of Chaudhry et al. [36] compares different techniques regarding
efficiency and realism. In our work, we unfold from a folded
state and, thus, no intersection artifacts occur.

4. Material

This section describes the process to transform the 3D med-
ical image data of the CoW into a surface model. Afterwards,
the workflow to create the animated unfolding vessel is de-
scribed. The whole process is illustrated in Figure 3.

4.1. Reconstruction of the 3D Surface Mesh

We extract the CoW from a healthy patient’s MRI data set
which was acquired for clinical education using the MAGNE-
TOM Skyra 3T (Siemens Healthcare GmbH, Erlangen, Ger-
many) combined with a 20-channel-head/neck coil with a voxel
resolution of .26 mm × .26 mm × .5 mm. For the 3D surface
mesh extraction, we follow the procedure describe by Glaßer et
al. [37]. The mesh was extracted with MeVisLab, a rapid proto-
typing tool for medical image processing (Fraunhofer MEVIS,
Bremen, Germany) by applying a threshold-based segmenta-
tion. Subsequently, we smoothed the extracted triangular sur-
face mesh with Sculptris (Pixologic, Los Angeles, U.S.A.) and
cutted off unnecessary outlets with Blender (Blender founda-
tion, Amsterdam, the Netherlands). After that, we artificially

modeled an aneurysm and a stenosis based on real clinical pa-
tient data. The generated pathologies were approved by an in-
terventional neuroradiologist.

4.2. Unfolding of the Reconstructed Mesh

As discussed in Section 3, we use skeletal animation for
the unfolding. Normally, the skeleton consists of a hierarchical
set of connected bones. However, the reconstructed CoW is a
closed surface with a genus of one, i.e., it has a hole, an auto-
matic procedure to create a center line would result in a cyclic
graph instead of a hierarchy. Therefore, we create the animation
manually with 3ds Max (Autodesk, Inc., California, U.S.A).
We first create multiple skeletons and attach them to the recon-
structed CoW (Fig. 3). After skinning, we manually unfold the
skeletons with a combination of forward and inverse kinemat-
ics. This process allows us to pay particular attention to prevent
strong deformations. Now, we define two keyframe states: one
in the original folded state and the second in the unfolded state.
We animate the unfolding by interpolating between these two
keyframes (Fig. 4). In character animation, the limbs of the
initial mesh are normally spread apart, which eases the rigging
and skinning process and reduces deformations during anima-
tions. This is different for the CoW due to its initial folded state.
Yet, the thereby introduced deformations are acceptable even
for medical treatment planning. This is due to the fact that the
unfolded structure primarily supports the physician to illustrate
vessel transitions and spatial relationships, which are persistent
even in the unfolded structure. For the original, folded struc-
ture, anatomical correctness is required, but this structure is not
affected by the deformations.

5. Annotation of Unfolding Vascular Structures

This section comprises details about the used hardware of
our 3DUI. Next, the free-form annotations are described, in-
cluding technical realization aspects, different types of annota-
tions and their visualization. After that, the illustration possi-
bilities of the CoW are explained and the used interaction tech-
niques are described, including the animated unfolding. Our
framework is developed with the game engine Unity (Unity
Technologies, San Francisco, U.S.A.).

5.1. Input and Output Device

We decided to use the semi-immersive zSpace (zSpace Inc.,
San Francisco, U.S.A.) system for our FAUST framework. It
combines binocular and motion parallax in a fish tank envi-
ronment, which are important depth cues to support the physi-
cian in estimating sizes and relationships of anatomical struc-
tures [38]. Fish tank environments are in particular suitable
in scenarios where the user manipulates the virtual world from
outside in and the size of the virtual object is smaller than the
user’s body [39], which applies for the CoW. The zSpace’s
stereoscopic display renders full HD with 120 Hz. The binocu-
lar parallax is achieved with circular polarized rendered images
for passive glasses. The glasses are tracked through infrared
(IR) markers with 6DoF and enable motion parallax. As input
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Figure 3: Workflow to create the unfolding Circle of Willis from Magnetic Resonance Images (MRI).

Figure 4: Overview of the animated unfolding from orthographic top (1st row),
orthographic left (2nd row) and perspective 3D (3rd row).

device, a stylus connected to the zSpace is used which is tracked
with IR LEDs and allows 6DoF interaction. The orientation of
the stylus is virtually extended into the rendered scene and is
represented as a visible ray to enable ray-based interaction.

5.2. Creating and Attaching Annotations

The free-form annotations are created with equidistantly re-
sampled points from the stylus. These points are linked to the
3D surface. Thus, they adapt their position and shape during the
unfolding of the CoW. To link the points of the annotation to the
surface, for each annotation point Ai the closest surface vertex
S Ai is used. To find S Ai in an efficient way, we store all vertices
of the surface in a kd-tree. However, the interactive unfold-
ing changes the position of the surface’s vertices. Therefore,
an adjustable amount of kd-trees in different unfolding states
is generated and stored in a list. If the user starts annotating,
the current unfolding state is compared with states in the list.
The most similar state and, thus, kd-tree is selected. Now, a
relative description between Ai and S Ai is necessary. First, the
distance d = |

−−−−→S Ai Ai| is calculated. Then, the angle between the
normal ~n from S Ai and the vector ~v =

−−−−→S Ai Ai is calculated as
θ = ∠(~n,~v) and stored as a quaternion. During unfolding, we
ensure that this relative description, i.e., the distance d and θ are
maintained. This process is illustrated in Figure 5.

(a) (b)

Figure 5: To link the annotation to the surface, for each annotation point Ai the
closest surface vertex S Ai is determined by searching in a kd-tree (a). Then,
the relative position consisting of a rotation angle θ and the distance d is stored.
The annotation point Ai maintains these two properties during unfolding of the
Circle of Willis.

Since this attachment is computationally expensive, the
number of annotation points is critical. However, a reduced
amount of points leads to a visual unpleasing representation
of annotations. In general, the amount of sample points could
be reduced by discarding points which do not contribute to the
general shape, e.g., with the Douglas-Peucker Algorithm [40].
However, such approaches are not appropriate for our scenario
due to the animated unfolding inducing a non-rigid change of
the annotation shape. Therefore, we equidistantly resample the
points. This is realized by discarding all points which exhibit a
distance to their neighbors that falls below a certain threshold t.
If the user moves the stylus very fast, this threshold is exceeded.
In this case, additional points are generated between the last and
newest point. This fast and simple resampling method is only
problematic if either the threshold t is too large and, thus, no
detailed annotations can be sketched or if the sampling rate is
too low during fast sketching. We empirically determined t by
sketching coils, which are the thinnest structures and require the
most details. Since our framework allows real-time sketching
with this threshold, the first problem is addressed. To assess
the sampling rate of the stylus in combination with sketching
speed, we sketched several annotations in fast speed. Here, we
measured a covered distance of approximately 19 cm / s. The
stylus is tracked with 100 Hz, i.e., a sampling point is created
around every 19 mm. This distance is sufficient for annotations
with low curvature, e.g., stents and access paths. For annota-
tions with higher curvature, the physician usually pays particu-
lar attention on details and, therefore, sketches with less lower
speed.

5



120 the faust framework

(a) (b)

Figure 6: The illustration shows a bended tubular shape surrounded by a spiral
free-form annotation. The distortion of the annotation during bending is shown
for no smoothing (a) and 5-neighborhood Gaussian smoothing (b).

During the unfolding, undesired effects could hamper the
visualization of the sketches, i.e., a sketched straight line in the
unfolded state could result in a zig-zag line in the folded state.
To weaken this effect, we smooth the visual representation of
the annotation points with 5-neighborhood Gaussian smoothing
(Fig. 6).

5.3. Types and Visualization of Annotations
The user can create three different types of annotations:

generic annotations, stents and coils. This differentiation is cho-
sen based on typical tasks in treatment planning. Stents and
coils are the most common treatment options. For heteroge-
neous tasks, such as highlighting important regions and illus-
trating access paths, our generic annotations are a flexible tool
to sketch different configurations. For all types, we procedu-
rally generate a cylindrical surface mesh along the sketched line
in real-time. This allows us to support depth perception by ap-
plying shading techniques to the 3D surface. Furthermore, the
radius of the cylindrical surface can be adjusted. Thus, the user
can sketch stents with varying diameters for different vessels or
thin coils inside an aneurysm. To aid the user in the process
of sketching, annotations can be constrained to lay on the plan-
ning model’s surface. This helps to, e.g., illustrate an access
path along a vessel. For the generic annotations, the user can
choose between four different colors. All colors are rendered
with an illustrative cel-shading [41] to support visual differen-
tiation between the CoW and generic annotations. A silhouette
further improves the contrast between the vessel structure and
background. To annotate the vascular structure with stents, we
applied a grid texture to the cylindrical surface. By using the
alpha channel of the texture, the user is able to look through the
struts, which results in a realistic stent illustration. Here, x and
y texture coordinates are necessary. These are calculated dur-
ing sketching by increasing the x-coordinate along the sketched
path. The y-coordinate is mapped around the 360 degrees of the
cylinder. For coils, a brushed metal texture is applied with the
same approach. Additionally, metal shading properties are ap-
plied to the shader. All sketching types are shown in Figure 7.

5.4. Visualization of the Vascular Structures
The CoW is visualized with a physically-based rendering to

obtain a realistic surface representation. This technique simu-
lates the behavior of light more realistically. For example, the

Figure 7: An overview of different annotation types from left to right: generic
yellow annotation, coil, stent. The last image shows the wireframe of our pro-
cedurally generated cylinder.

idea of energy conservation is used, e.g., less light is reflected
than received, specular light minimizes the diffuse amount of
light and a Fresnel effect is added (the surface becomes more
reflective at grazing angles) [42]. This representation is further
improved with a texture. In contrast to the annotations, the tex-
ture coordinates cannot be calculated directly, since the vessel
and its branches can be arbitrarily located. A time-consuming
approach to set these coordinates is to create them in a 3D mod-
eling application. We choose an automatic approach from pro-
cedural terrain modeling, i.e., tri-planar texture mapping [43].
Here, the normal of each vertex is mapped to a texture on the x-,
y-, and z-plane. The resulting color is a weighted combination
of the three texture colors. This weight depends on the amount
the normal is facing in one of the directions. For example, if
the normal is facing exactly to the z-direction, only the color of
the x-y-plane would be taken into account. The same technique
is used for a normal map to give the impression of depth on the
vascular surface. To allow the users to draw inside the CoW, we
let them choose between two visualizations: a fully opaque one
and a shading technique which reveals the inside of the vessel.
In Figure 8, the two visualization techniques with and without
texture and normal mapping are depicted.

5.5. Interaction Techniques
5.5.1. Translation and Rotation

The interaction technique to translate and rotate objects
commonly used (e.g., by all shipped zSpace demonstrations)
is a direct ray-based one. There, the stylus is virtually extended
into the scene. By pressing a stylus button, the object is pinned
to the virtual ray. Now, every stylus movement results in a
translation and rotation of the CoW. Although this interaction
technique was understood immediately in our user tests, partici-
pants had problems to rotate the CoW accurately. Therefore, we
decoupled translation and rotation by triggering each transfor-
mation with a different stylus button (Fig. 9). If the translation
button is pressed, the position of the virtual ray tip T is used
to calculate the stylus’ movement delta ~m with ~m =

−−−−−−−→TstartTend.
The object is then translated by the amount of ~m. For rotation,
we used the Arcball 3D technique, since it was preferred when
it was compared to direct interaction in a study conducted by
Katzakis et al. [44]. Here, the structure is surrounded by an
invisible sphere. The intersection point Pi of the ray and the
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(a) (b)

(c) (d)

Figure 8: The physician can choose between a opaque (a, b) and semi-
transparent (c, d) visualization of the vascular structure. To improve the vi-
sualization, we applied a texture and bump map to the surface via tri-planar
texture mapping (b, d).

Sketching

Rotation

Translation

Figure 9: The zSpace’s stylus with the assigned functions to the different but-
tons.

sphere surface is used to calculate the rotation delta α. If the
rotation button is pressed, the vector ~v1 is determined with the
sphere center S c as ~v1 =

−−−→S cPi. During movement of the sty-
lus, the new vector ~v2 =

−−−−−−→S cPiNew is calculated. The rotation
axis ~R is extracted as ~v1 × ~v2 and the rotation angle α is defined
as α = ∠~v1 ~v2. The translation and rotation are illustrated in
Figure 10.

To support the physician maintaining an overview of the
CoW’s orientation, a torso with synchronized orientation is vi-
sualized in the right bottom corner (see Figure 11). Addition-
ally, the physician can reset the view by pressing a button that
restores the initial frontal view.

5.5.2. Animated Unfolding
For the animation of the unfolding CoW, a slider widget is

used (Fig. 11). The value of the slider is mapped to 0 and 1,
representing the two keyframe states (0: original and folded,

(a) (b)

Figure 10: The translation is realized by moving the 3D object about the move-
ment delta of the ray tip (a). For rotation, the Arcball 3D technique [44] is
used, where the rotation is derived from the ray intersection with an invisible
bounding sphere (b).

1: unfolded, recall Section 4.2) of the skeletal animation gen-
erated in 3ds Max. If the slider value is changed, the position
and orientation of every skeleton’s bone is interpolated to this
value, resulting in a transforming CoW. The value is contin-
uously approached over time to guarantee a smooth transition
without abrupt changes of the unfolding state.

Figure 11: A screenshot of the FAUST framework. On the left, the physician
can choose between different annotation and visualization types, constrain the
sketches to the surface and reset the view. The interactive unfolding is realized
with the slider widget at the bottom. The torso at the right bottom illustrates the
current orientation of the Circle of Willis.

5.6. Using the FAUST Framework for a Y-Stenting Procedure

A possible sequence to plan the Y-stenting procedure with
our framework is illustrated in Figure 12. The physician
starts by investigating the vascular structures and highlighting
pathologies with generic annotations (Fig. 12a). Then, the ac-
cess paths have to be defined. Here, a completely unfolded
CoW allows an easier 3D sketching. Additionally, the annota-
tions are constrained to lie on the surface (Fig. 12b). Now, the
Y-stent is placed to treat the aneurysm with a large neck size.
Two stents have to be placed with different diameters (Fig. 12c).
Finally, the physician reduces the aneurysm inflow by sketching
thin coils inside the aneurysm (Fig. 12d).
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(a)

(b)

(c) (d)

Figure 12: The images illustrate a possible treatment planning of the Y-stenting
procedure. In (a) pathologies (an aneurysm and stenosis) of the Circle of Willis
are highlighted with generic annotations. The unfolded CoW is depicted in
(b). Two possible access paths are sketched on the vascular surface. In (c), the
transparent visualization is used to allow the physician to sketch inside. A Y-
stent is sketched in the splitting arteries under the aneurysm. The final step of
treatment planning, i.e., placing the coil inside the aneurysm, is shown in (d).

6. Evaluation

Since our FAUST framework is designed for a specific med-
ical application, the number of potential participants is limited.
Additionally, the special hardware setup would not allow, e.g.,
a web-based study. Therefore, we decided to plan our user eval-
uation in two steps:

1. Computer scientists (no one is co-author of this paper)
with advanced knowledge on vascular systems used our
framework to sketch different annotations. Even if these
users are no physicians, gaining information about us-
ability and technical aspects of the framework is possi-
ble.

2. We performed an demo session and unstructured inter-
view with a potential expert user (co-author of this pa-
per), i.e., an experienced neuroradiologist. Here, the pos-
sible benefits achieved with our framework are evaluated.

Finally, we evaluate the performance by measuring the calcu-
lation time to attach annotations as well as the frame rate drop
caused by adding annotations.

Figure 13: The setup for our user study: the 3DUI zSpace and our running
FAUST framework.

6.1. User Study

All computer scientists that participated in our user study
had basic medical background knowledge on the human
vascular system, most common pathologies (aneurysms and
stenoses) and treatment options (coiling, clipping and stenting).
However, they were unfamiliar with the advanced Y-stenting
procedure and the particularities of the CoW (recall Section 2).
To account for this, we started our evaluation with an introduc-
tion to the vascular system of the CoW, highlighting the steno-
sis and aneurysm in our CoW surface, as well as describing
the Y-stenting to treat the aneurysm. Then, we introduced each
participant to the FAUST framework, including a training of
interaction techniques to translate, rotate and unfold the CoW
followed by an explanation of the 3D sketching. After the train-
ing session, we asked each participant to use our framework to
plan different treatment options, i.e., sketch access paths and a
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Table 1: Years of participants’ experience in domains related to our framework
(x̄ – mean, s – standard deviation).

min max x̄ s
Exp. with Medical Applications 1 12 3.9 3.5
Exp. with Scientific Visualization 0 12 4 3.6
Exp. with 3DUIs 0 3 1.2 1

clipping, stenting and coiling procedure. Finally, the treatment
planning for Y-stenting of the aneurysm of our CoW was per-
formed.

During the training and treatment planning, the participants
were asked to think aloud. After the demo session, a question-
naire was handed out which consisted of three parts:

1. a demographic part including questions regarding years
of experience in the field of medical applications, scien-
tific visualization and 3DUIs,

2. questions regarding the usability and user comfort of the
unfolding and sketching, as well as

3. the presence questionnaire from Witmer and Singer [45]
which quantifies aspects such as realism and the qual-
ity of the interface. This questionnaire allowed us to un-
derstand the benefit achieved through the zSpace. Some
questions did not match our framework, e.g., questions
regarding sound or haptic feedback. Hence, these were
left out.

The questions of part (2) and (3) were stated with a 7-point
Likert scale.

6.1.1. Results
Nine participants took part in our study (one female, eight

males) with an age between 26 and 38 (x̄ (mean) = 28.8). The
experience of our participants in different domains is repre-
sented in Table 1.

Although the participants had very little experience with
3DUIs (x̄ = 1.2 years) compared to medical applications (x̄ =

3.9 years), the rating of the interaction techniques was overall
positive. This is in particular relevant since a similar experi-
ence ratio can be expected by physicians. The simplicity and
plausibility of the unfolding were rated with md (median) = 3
(min = 2, max = 3). The question how naturally the sketching
is was rated with a md = 2 (min = 0, max = 3). This result
is promising, since 3D sketching bears the risk to be compli-
cated due to the introduced third dimension. For the presence
questionnaire, we combined the questions into the pre-defined
categories: Possibility to Act (PA), Realism (R), Possibility to
Examine (PE), Quality of Interface (QI) and Self-evaluation of
Performance (SE). The results are summarized in Figure 14.
All categories were positively rated, which supports our inten-
tion to use the zSpace to make the representation of the CoW
more realistic and tangible. The lowest result was achieved in
the category QI. The participants had difficulties to locate the
stylus tip during the first annotations, which resulted in mis-
placed annotations. Their comments confirm that this is the
reason why QI was rated lower than the other categories.

SEQIPERPA

3

2

1

0

-1

-2

-3

Figure 14: Boxplots summarize the results for different categories of the pres-
ence questionnaire [45]: Possibility to Act (PA), Realism (R), Possibility to
Examine (PE), Quality of Interface (QI), Self-evaluation of Performance (SE).
All categories were rated positively by the majority of our participants. For the
categories PA, PE and SE, not all whiskers are visible, since the upper quartile
is equal to the maximum. The circle in the category QI marks an outlier.

Five participants commented positively on the representa-
tion of the sketches. They stated that the shading supports shape
perception and is visually pleasing. Further positive aspects
mentioned by the participants are the realistic appearance of the
CoW due to shading and fish tank VR as well as the intuitive
control of the slider widget. The problems of the first misplaced
annotations could be addressed by projecting a shadow of the
stylus ray to a plane below the CoW.

6.2. Unstructured Interview

The unstructured interview was performed with the neuro-
radiologist, who supported us in defining our application sce-
nario (recall Section 2). The setup of the interview is similar to
the user study, except that the medical introduction was left out.

6.2.1. Results
The physician highlighted the several benefits:

• The sketching works well to describe access paths. The
unfolded view supports this even more, because lines to
describe the path could be sketched more easily.

• The unfolded state gives a spatial overview of the vascu-
lar structure and transitions, which is more difficult in 2D
displays.

• The framework supports getting a better understanding of
anatomical structures, e.g., the size of the aneurysm neck
or the location of small branching vessels. This helps
during interventions where the angiographic 2D images
lead to occlusion.

• For Y-stenting, it is necessary that both stents end at the
same position. Here, the original folded structure could
be used to mark this position. The following unfolding
supports the estimation of the necessary length of the
stents.

Additionally to that, the neuroradiologist suggested additional
features to improve our framework and pointed out drawbacks.
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For example, a tool to allow the measurement of vessel diam-
eters would be helpful. Furthermore, the combination of sev-
eral sketches to realize complex spatial structures is difficult to
achieve. He suggested a feature which allows to snap on old
sketches or merge points which are close to each other.

6.3. Performance

For the performance evaluation we used the same desktop
computer as in our user study. It is equipped with an Intel Core
i7-2600K (3.7 GHz), 16 GB RAM and a Nvidia Quadro 4000.
The most calculation-intensive steps in our framework are the
attachment of annotations to the CoW and their non-rigid trans-
formations during unfolding. Each annotation consists of a
sequence of connected control points. The number of these
points is essential for the performance. However, statements
regarding their quantity without considering the resulting anno-
tations would be meaningless. Therefore, we sketched several
annotations and counted the control points. To create stents,
generic annotations and coils, in average 30, 40 or 250 control
points are necessary. Thus, for one annotation approximately
(30 + 40 + 250)/3 = 107 control points are used.

To quantify the performance, we logged the time that is
necessary to attach 107 control points on our CoW mesh with
33653 vertices and 65514 triangles. This took on average
151 ms. Since the attachment is performed after the physician
finishes sketching, this time is almost unnoticeable. Addition-
ally, we analyzed the frame rate of our framework during inter-
action and unfolding. Initially, FAUST runs with 30 frames per
second (FPS). We measured the frame rate after adding control
points in steps of 500. The performance drop was around 1
FPS every 500 control points, i.e., at 2000 added control points,
25 FPS were achieved. With 4500 control points, the frame-
work runs at 20 FPS. FAUST is impractical to use below 15
FPS, which happens if more than 7000 control points are used.
Using the approximated control point number of an annotation,
this means 7000/107 = 65 annotations could be added until the
framework is unusable. Our tests and interview with the neu-
roradiologist show, that not even one third of 65 annotations is
used, i.e., our framework runs at usable frame rates for treat-
ment planning.

7. Integration into Clinical Practice

To introduce our framework into clinical practice, several
aspects have to be considered. The most important ones are:

1. the acquisition costs,
2. available space,
3. familiarization to the 3D display, glasses and ray-based

interaction techniques as well as
4. the time pressure in clinical routine.

We discussed these issues with our clinical partners. The acqui-
sition costs of the zSpace are moderate compared to other hard-
ware in interventional radiology. If available space is problem-
atic, the zSpace display is usable as a normal 2D display and,
thus, can replace the existing one used for treatment planning.

The polarized glasses are the most invasive component, since
they darken the view of the physician. This would be problem-
atic during interventions; for planning alone, it is acceptable.
Regarding the familiarization aspect, innovations in interven-
tional radiology are common. Therefore, neuroradiologists are
used to invest learning time for new technology. The funda-
mental precondition for this is that the introduced technology
is beneficial for the patient, e.g., regarding risk minimization
during interventions. The same argument applies for the time
pressure during clinical routine. If the framework supports pa-
tient safety, this is more important than short planning times. To
assess these aspects, we have to evaluate this in further studies.
Considering the general possibility to fit in additional planning,
this is possible for either elected and critical cases. For elective
cases, where sufficient planning time is available, the treatment
usually starts with medication for several days before an inter-
vention. In this period, our Faust framework can be used for
treatment planning. Even for critical cases, where an aneurysm
is ruptured, it is not unusual to observe the patient overnight
and start with treatment the next day. Even in this period, the
application of our framework is possible.

8. Conclusion

Complex structures, such as patient-individual vessel trees
with pathologies, require an excellent knowledge of the spa-
tial variations and the 3D extent. At the example of the CoW
with two pathologies, we investigated the possibility to support
physicians in treatment planning. Our FAUST framework al-
lows to freely create 3D sketches and, thus, enables the physi-
cian to annotate structures with a wide variety of different treat-
ment options. Through our interactive unfolding, the whole
CoW can be investigated at once and occlusions can be re-
solved. Conventional imaging cannot depict the same infor-
mation, e.g., digital angiography yields a projection image with
superimpositions and tomographic image data is not sufficient
for assessing bended vessel structures.

The evaluation with computer scientists and a neuroradiolo-
gist indicates the usability of our interaction techniques as well
as the usefulness of our framework for treatment planning.

Our FAUST framework was evaluated with the application
of cerebral aneurysms, but it can be adapted to a wide range of
complex anatomical structures, including treatment of vascular
diseases in general or an unfolding colon. Here, other dynamic
data can be used, such as time varying data of a beating heart.
For future work, we want to investigate the usage of our frame-
work in the area of patient documentation. The possibility to
preserve a wide variety of annotations together with a 3D rep-
resentation of the structure could greatly improve documenta-
tion.
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Abstract
Medical visualizations are highly adapted to a specific medical application scenario. Therefore, many researchers con-
duct qualitative evaluations with a low number of physicians or medical experts to assess the benefits of their visual-
ization technique. Although this type of research has advantages, it is difficult to reproduce and can be subjectively bi-
ased. This makes it problematic to quantify the benefits of a new visualization technique. Quantitative evaluation can
objectify research and help bringing new visualization techniques into clinical practice. To support researchers, we present
guidelines to quantitatively evaluate medical visualizations, considering specific characteristics and difficulties. We demon-
strate the adaptation of these guidelines on the example of comparative aneurysm surface visualizations. We developed
three visualization techniques to compare aneurysm volumes. The visualization techniques depict two similar, but not iden-
tical aneurysm surface meshes. In a user study with 34 participants and five aneurysm data sets, we assessed objec-
tive measures (accuracy and required time) and subjective ratings (suitability and likeability). The provided guidelines
and presentation of different stages of the evaluation allow for an easy adaptation to other application areas of medical
visualization.

Keywords: evaluation, medical visualization, aneurysm surface comparison

ACM CCS: I.3.3 [Computer Graphics]: Picture/ImageGeneration and Display Algorithms, G.3 Probability and Statistics Ex-
perimental Design J.2 Physical Sciences and Engineering Mathematics and Statistics

1. Introduction

Medical visualizations are developed to support the in-depth under-
standing of diagnostic processes, therapeutic decisions and to sat-
isfy intra-operative information needs. Evaluation is mandatory to
assess existing visualization techniques, develop new ones, answer
research questions and generate and verify postulated hypotheses.
Here, a wide variety of evaluation strategies exists. Since the vi-
sualization techniques are highly adapted to the specific medical
application scenario, prior knowledge is often required, which nar-
rows the range of eligible participants. As a result, many researchers
conduct qualitative evaluations with a low number of medical ex-
perts to assess the benefits of their visualization technique. How-
ever, the acquired results are difficult to reproduce. Furthermore,
the medical experts usually are cooperation partners and co-authors

of the presented work, where a subjective bias is hardly avoidable.
Hence, quantitative evaluation can objectify research, provide addi-
tional information and determine whether a statistically significant
difference is achieved.

In this paper, we present guidelines for the statistical evalua-
tion of medical visualizations based on the example of comparative
aneurysm surface views. We discuss possible study designs and
list common measurable properties to assess users’ objective and
subjective performance. The subsequent analysis allows for deter-
mination of statistical significance.

Our medical application scenario covers intracranial aneurysms.
The segmentation of such vessel pathologies is an important re-
search area. To create reproducible results and to reduce the work
load of clinicians, automatic segmentations of vascular structures

c© 2017 The Authors
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are desired. Due to patient-specific anatomies and pathologies, such
automatic solutions remain challenging, and aiming for a general au-
tomatic segmentation framework is probably illusory [LABFL09].
Aneurysms bear the risk of rupture, which may cause severe con-
sequences for the patients. For an improved intervention planning,
patient-specific 3D surface models of the aneurysm and the sur-
rounding vascular tree are extracted. They allow for the extraction
of morphological parameters [LEBB09] or the simulation of the
internal blood flow [BRB*15]. The results are included into the
minimally invasive surgical plan as well as the post-processing ap-
plications within the clinical environment.

Our application scenario does not focus on the segmentation
technique, but rather on the comparative visualization of differ-
ent segmentation results. During the segmentation process, the
medical expert requires feedback on how parameters influence
the segmentation results, since small parameter adjustments may
induce enormous changes on the surface mesh. To guide the
clinical expert through the process, we developed three differ-
ent comparative visualization techniques to show surface mesh
variations.

Our quantitative evaluation determines the most suitable vi-
sualization technique to assess changes in the aneurysm vol-
umes. Here, we consider objective measures and subjective rat-
ings. The visualization techniques are applied to five cerebral
aneurysms, each approximated with three slightly different surface
meshes.

This work is an extension of our previous work [GSB*16]. We
use the application scenario of cerebral aneurysms to provide three
techniques for the visualization of two similar but not identical
aneurysm surface meshes, which mutually penetrate and overlap.
The additional contributions of this paper are:� We present comprehensive guidelines to quantitatively evaluate

medical visualizations, considering specific characteristics and
difficulties. Here, we provide instructions for computer scientists
and engineers to carry out statistical evaluation.� These guidelines are represented as a decision tree, compris-
ing the most common statistical tests. The tree can be used as
guidance leading researchers from their research question to the
choice of a matching statistical test for the desired quantitative
evaluation.� In addition to the identification of the best suited visualization
technique regarding accuracy and required time, we also carry
out a quantitative evaluation of user subjective ratings, yielding
statistically significant results.� Finally, we evaluate whether the participants’ experience with
medical visualizations has a significant influence on their accu-
racy and required time to decide which aneurysm possesses the
larger volume.

2. Related Work

In recent years, findings from psychophysical studies were incorpo-
rated to enhance 2D and 3D visualizations [BCFW08] influencing
also the evaluation process of visualizations. For the assessment of
a visualization’s suitability and performance, user studies offer a

scientifically sound method [KHI*03]. Lam et al. [LBI*12] in-
troduced an in-depth discussion of seven evaluation scenarios for
information visualization, which are subdivided in scenarios for
understanding data analysis processes and in scenarios for visual-
ization evaluation. Their approach focused on evaluation goals and
questions that guide the users to select appropriate methods based
on the provided context within the different scenarios. Our proposed
pipeline can be categorized into the evaluation of user performance,
evaluation of visualization type, as well as evaluation of visual data
analysis and reasoning. We chose the quantitative statistical eval-
uation as a goal and provide detailed information as well as the
required statistical tests to achieve it.

Isenberg et al. [IIC*13] presented a systematic review of the
evaluation practices in visualization. They employed several evalu-
ation categories and concluded that the Qualitative Result Inspection
was most often used by all reviewed papers. Further emphasis on
the evaluation of algorithmic performance as well as an increasing
trend in the evaluation for user experience and user performance
were reported.

Examples for this quantitative trend in medical visualizations are
user studies performed by Gasteiger et al. [GNKP10] and Baer
et al. [BGCP11]. Gasteiger et al. evaluated an aneurysm visual-
ization based on the participant’s grade of satisfaction w.r.t. depth
perception, spatial relationships, flow perception and surface shape.
Subsequently, Baer et al. [BGCP11] compared this visualization
technique against two others and were able to determine statistically
significant differences for the visualizations. Borkin et al. [BGP*11]
determined which visualization technique of the endothelial shear
stress of coronary arteries is best suited. The study provided by
Dı́az et al. [DRN*15] comprises a test setup to evaluate differ-
ent shading techniques for volume data sets. Their evaluation in-
cluded a quantitative statistical analysis as well. The survey by
Preim et al. [PBC*16] presents perception-based evaluations of
medical visualization techniques focusing on shape and depth cues.
They proposed to design studies in such a way that a broad range
of users can participate by creating tasks that are solvable with
general visual perception abilities. It provides essential aspects of
perceptual experiment methods as well as a discussion of the type
and setting of an evaluation, stimuli, participants, tasks and major
results for selected medical visualization techniques. In contrast,
the presented approach focuses more on detailed information about
the required tests for a quantitative statistical evaluation, but also
provides general information about study design and experimental
setup choices.

Visualizations of vessels are often depicted as 3D surfaces due to
their complex and patient-individual shape [SOBP07, PO08]. Fur-
thermore, overview visualizations are possible, e.g. the CoWRadar
visualization for cerebral vessels [MMNG15]. Since we intend to
employ aneurysm surface meshes for morphological analyses and
subsequent Computational Fluid Dynamics (CFD) simulations, we
focus on 3D surface visualization methods. The depiction of cere-
bral aneurysms mostly involves the visual representation of hemo-
dynamic parameters, e.g. scalar parameters are displayed via colour-
coded surface views [CSP10]. Gasteiger et al. [GNKP10] developed
an illustrative visualization of aneurysms using a Fresnel shading to
reveal the embedded blood flow. This work strongly motivated our
visualization technique VisB.
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One of our visualizations is inspired by the image-based ren-
dering of intersecting surfaces [BBF*11]. This technique is based
on the approach by Weigle and Taylor [WT05]. Next to the in-
tegration of additional local distance cues, they enabled interac-
tive manipulation of the surfaces. Geurts et al. [GSK*15] em-
ployed a visual comparison of medical segmentation results to
allow for an evaluation of the segmentation quality. They pro-
vided additional information with landmark-based clustering to
detect similar segmentation results. For the visualization itself,
a colour-coding of the surface was employed. There also exist
illustrative approaches, e.g. the visualization presented by Car-
necky et al. [CFM*13]. However, we aim at a fast comparison
of cerebral aneurysm volumes. Therefore, we want to reduce the
visual complexity and choose the concepts provided by Busking
et al. [BBF*11] as inspiration for one of our visualization techniques
(VisC).

Our visualization techniques show different segmentation re-
sults from the same patient, which can also be interpreted as
uncertainty visualization. Grigoryan and Rheingans [GR04] pre-
sented point-based probabilistic surfaces, which visualize sur-
face models of medical structures such as tumors. Hence, the
surface points are displaced to reflect the uncertainty at that
point. The method by Pöthkow and Hege [PH11] comprises
a feature-based visualization for iso-surfaces with uncertainties.
Their approach employs colour-coding, glyphs and direct volume
rendering.

The presented approach only covers a specific part of a medi-
cal application scenario and explains which statistical test can be
adapted to evaluate the medical visualization. In the longer term,
medical visualization aims at the support of medical decision mak-
ing. For example, Lang et al. [LRHea05] reported a change of
operation planning due to the influence of computer-assisted risk
analysis.

3. Comparative Visualization of Cerebral Aneurysms

This section presents the aneurysm image data, the segmentation
process and the three visualization techniques VisA, VisB and VisC .

3.1. Cerebral aneurysm image data and image processing

Cerebral aneurysms are pathologic dilatations of the cerebral artery
walls, which may rupture and cause a subarachnoid hemorrhage
with severe consequences for the patient. Treatment is carried out
via endovascular intervention or neurosurgical clipping. However,
the treatment itself may cause complications such as hemorrhages.
To avoid unnecessary treatment, rupture risk assessment is an active
clinical research area.

In clinical practice, rupture risk factors mainly comprise the
aneurysm’s morphology and whether the aneurysm is asymptomatic
or symptomatic [WvdSAR07]. Hence, the extraction of aneurysm
surface meshes provides additional information such as the evalua-
tion of the ostium area (i.e. the orifice between the aneurysm sac and
the parent artery) [LEBB09]. Further research directions involve the
simulation of the internal blood flow, since unstable and complex
blood flow was correlated with increased rupture risk [CCA*05].

Again, a patient-specific surface mesh is the prerequisite for volume
grid extraction and a subsequent CFD simulation.

For the diagnosis of cerebral aneurysms, rotational angiography
(RA) is considered as gold standard imaging method [GLR*09]
due to the high spatial resolution. Based on RA data, the 3D digi-
tal subtraction angiography (DSA) data sets are reconstructed. To
obtain the slightly similar surface meshes, we exploit the recon-
struction process of the RA data from the DSA suite (Siemens
Artis zeego, Siemens Healthcare GmbH, Erlangen, Germany). Five
patient-specific cerebral aneurysm data sets (P1–P5) were recon-
structed using the Hounsfield Units (HU) setting and three different
image characteristics: smooth, normal and sharp [BSV*17]. The HU
kernel is recommended for quantitative measurements. The sharp
setting maximizes spatial resolution but yields increased noise lev-
els, whereas the smooth setting reduces artifacts as well as the spatial
resolution. A compromise between smooth and sharp is provided
by the normal setting [syn16]. The five aneurysms stem from five
female patients with mean age of 49 years (range 45–59 years).
One cerebral aneurysm was located at the anterior communicating
artery, one at the posterior communicating artery, two at the internal
carotid artery and one at the bifurcation of the middle cerebral artery.
Their size varied from 2.5 to 11.2 mm (mean size). All patients were
treated with endovascular coiling.

Reconstructing the RA data, P1–P5 with the three different
reconstruction modes yields three DSA data sets for each pa-
tient. Aneurysm segmentation was carried out via threshold-
ing [GBNP15]. The segmentation and surface mesh generation was
performed in MeVisLab 2.7 (MeVis Medical Solutions AG, Bremen,
Germany). To provide a visual separation between parent vessel and
aneurysm, we extracted an ostium for each patient using Blender
2.74 (Blender Foundation, Amsterdam, the Netherlands). The os-
tia were extruded to create ruff-like structures in order to support
the participants and the evaluation of the aneurysm size. The ex-
traction of surface meshes and ostia is described in more detail in
[GSB*16]. Figure 1 illustrates the aneurysm surface meshes for P1–
P5 as well as surface meshes for a single patient based on the three
reconstruction modes.

Figure 1: Depiction of aneurysm surface meshes. For patient
P1, the three resulting segmentations S1, S2 and S3 based on
the three reconstruction modes (HU normal, HU sharp and
HU smooth) are shown (top). Surface meshes of the remain-
ing patients P2–P5 reconstructed with HU normal are visualized
(bottom).
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Ostium

Figure 2: Depiction of the iso-surface view VisA. In case the
surface mesh of ARef exceeds the surface mesh of AComp, the
orange surface becomes visible. Otherwise, the cyan mesh is
visible. The ruff-like structure provides information about the
ostium.

3.2. Comparative visualization techniques

To evaluate differences of the aneurysm volume, we developed three
visualization techniques: the iso-surface view VisA, the boundary-
enhancing shading view VisB and the colour-coded map surface
view VisC . VisA and VisB show two aneurysms, where the first one is
referred to as ARef, i.e. the reference aneurysm, and the second one
as AComp, i.e. the aneurysm for comparison. Note that the ordering
of the aneurysms is important, and employing ARef first and AComp

second yields a different visualization result than the usage of AComp

first and ARef second. In the following, the visualization techniques
will be described in more detail.

3.2.1. The iso-surface view – VisA

The iso-surface view is a rather straightforward direct visual-
ization of the two surface meshes of the aneurysms ARef and
AComp. It is realized in MeVisLab using the Open Inventor Li-
brary. For ARef an orange [RGB = (1, 0.33, 0)], and for AComp a
cyan [RGB = (0.33, 0.66, 1)] transparent surface mesh is simulta-
neously visualized with opacity values of 0.5 (see Figure 2). The
colour-coding uses complementary colours and accounts for red–
green colour blindness. Beyond mesh extraction, no further prepro-
cessing is required.

3.2.2. The boundary-enhanced view – VisB

The second visualization technique VisB (see Figure 3) is based on
the Fresnel shading approach, which was successfully employed for
aneurysm visualization comprising an inner blood flow visualiza-
tion [GNKP10] or the outer vessel wall revealing the colour-coded
inner vessel wall [GLH*14]. This technique is also referred to as
ghosted view or x-ray shading. Although we do not include addi-
tional information yet, e.g. the inner blood flow, we do integrate this
visualization technique in our user study since we are interested in
a possible extension of the visualization with the above-mentioned
information in the future.

The opacity o for each surface mesh is assigned in the fragment
shader and depends on the normal �n and the viewing vector �v :

o = 1 − (�n · �v)f ,

where f serves as edge fall-off parameter. This parameter strongly
influences the visualization of possible inner structures. We use
an empirically determined value of f = 0.7. The same colours
are used for VisA and VisB . The visualization technique is real-
ized in MeVisLab using the Open Inventor vertex and fragment
shader modules where the user can directly provide shader code as
input.

3.2.3. The map surface view – VisC

In contrast to VisA and VisB , the map surface view visually provides
quantitative information for the distance between ARef and AComp.
For the gathering of the distance information, the estimation of the
nearest vertex pairs from ARef and AComp is carried out. We calculate
the normals of the ARef surface mesh and approximate the distance
based on the intersection with AComp. The normals of ARef point
inwards. If AComp is larger than ARef, the intersection in negative
normal direction is nearer to ARef’s vertex than the intersection in
positive normal direction and the distance value is stored as negative
value. For visual representation, we normalize the extracted distance
values to the interval [0, 1] since we want to store them as texture
coordinates. Therefore, we clamp the original distance values to
the interval [−0.1, 0.1] mm (a well suited range for small structures
such as cerebral aneurysms) and rescale them to [0, 1]. Thus, texture
values of 0.5 are assigned to parts where the surface meshes of ARef

and AComp have a distance of almost 0 mm. Finally, we employ
the colour map depicted in Figure 4 as texture and obtain VisC

by using the Open Inventor Vertex Attributes module provided in
MeVisLab. The colour map is based on the chosen colours for VisA

and VisB . It is designed such that areas where ARef is larger than
AComp are mapped to dark orange, whereas the quantitative distance
information is provided by the hue’s saturation. Blue areas indicate
a larger local extent of AComp.

Ostium

Figure 3: Depiction of VisB . The mesh extents become best visible
at the boundary of the aneurysm (see circular inlay), which requires
an interactive exploration of the 3D scene. The visualization shows
a larger aneurysm neck of ARef (see rectangular inlay and arrows).
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Figure 4: Depiction of visualization VisC . Similar to a relief map,
colour-coding provides information whether ARef or AComp is larger.
Hence, the colour saturation provides quantitative information.

4. Guidelines for the Evaluation of Medical Visualization

Based on previous evaluation projects, discussions with statistical
experts and the studies presented in Section 2, we derive guidelines
for the evaluation of medical visualizations. These guidelines are
summarized as a decision tree with several stages, see Figure 5, with
focus on inferential statistics. These stages are described in more
detail in the following.

The most general subdivision of methods is the distinction be-
tween quantitative and qualitative methods (Figure 5, Stage 1).
While the former allows an analysis of measurable properties, the
latter investigates phenomena. Important to note is that user subjec-
tive ratings, e.g. assessed with a Likert scale, are measurable prop-
erties as well. Quantitative evaluation methods can be applied to
measurable properties to determine whether statistically significant
findings can be extracted. On the other hand, qualitative evaluation
is the right choice for explorative research questions to generate
hypotheses as well as to provide basic information for a new ap-
plication area. For example, if a new medical visualization should
be developed, qualitative evaluation can be applied to determine the
requirements for the novel visualization. Also, the decision making
of a physician can be analysed to get a deeper understanding of the
process from initial data inspection to the treatment decision. Here,
the think-aloud method can be used to assess the influence of a new
visualization technique on the interventional strategy. Our paper fo-
cuses on quantitative evaluation on the example of aneurysm surface
visualization, i.e. a measurable comparison of different visualization
techniques.

The next step for the conduction of the quantitative evaluation is
to check whether all requirements are met for inferential analysis
(Figure 5, Stage 2). Examples for requirements are a clear hypoth-
esis and a sufficient sample size [Fie09]. If these requirements are
not fulfilled, descriptive statistics can be performed, comprising an
analysis of the distribution of the data and an evaluation of mea-
sures for central tendency and variance. Appropriate visualizations
for this information should be provided via box plots, bar charts
and histograms. Even for inferential statistics, these visualizations
should be presented to support the interpretation of the data.

In the following, the evaluation strategies for inferential statistics
are explained in more detail, including problems in the medical fields
and suggestions. Due to the wide variety of statistical tests with
diverse assumptions about the data distribution, the sample size and
the number of compared conditions, we only point out common tests
and when to apply them. For a more detailed overview including
a justification, we direct the interested reader to the book of Andy
Field [Fie09], which includes further references for each test.

4.1. Parametric versus non-parametric tests

Parametric tests, such as a t-test, where differences between mean
values are investigated, have more statistical power and, thus,
a higher probability to reveal possible significances than non-
parametric tests. However, they can only be applied if specific re-
quirements are fulfilled, e.g. the sample size is sufficient and the
data are scaled appropriately as well as normally distributed (Fig-
ure 5, Stage 3). In statistical practice, parametric tests are applied
even if requirements are violated with the justification that these
tests are robust against these violations [Fie09]. This makes it diffi-
cult for non-statistic professionals to decide when, e.g. a deviation
from normal distribution is too strong and a sample size is too
small, respectively. As a general suggestion, the measure of cen-
tral tendency and the scaling of the data should be investigated.
Different measures of central tendency comprise the mean, median
and mode. A parametric test should only be considered if the mean
is able to represent the central tendency. An example against this
assumption is the usage of a forced-choice Likert scale (i.e. a neu-
tral choice is missing) for data acquisition. Here, the mean value
could lie between positive and negative ratings yielding the neutral
choice that was prohibited in the initial setup. Thus, a misleading
result would be reported. The median would be the appropriate
measure of central tendency and a non-parametric test should be
used. The scaling of the data can either be discrete (ordinal, nomi-
nal) or continuous (interval or ratio scale). For ordinal scaled data,
such as ranked lists, the usage of a parametric test is debatable
and, if in doubt, a non-parametric test is preferable. For continuous
scaled data, a test of normal distribution accompanied by a visual
inspection of the histogram should be performed [Fie09]. A possi-
ble test for this is the Shapiro–Wilk test, which examines whether
the collected data came from a normally distributed population.
Here, outliers should be considered as well. The additional visual
inspection is necessary, since common small sample sizes in med-
ical visualization rarely result in normally distributed data. Again,
if the data significantly deviate from a normal distribution and the
visual inspection is debatable, a non-parametric test is the preferable
choice.

4.2. Independent, dependent and confounding variables

The controlled variation on the independent variable (also called
factor) leads to changes to the dependent variable. In medical vi-
sualization, a typical independent variable is the visualization tech-
nique, whereas the different techniques are the respective condi-
tions (Figure 5, Stage 4). The number of conditions affects the
option to realize a post hoc test (see Section 4.6). A possibility for
the controlled variation is the usage of an established visualization
technique and a new one. This variation influences the dependent
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Figure 5: Guidelines represented as a decision tree with focus on quantitative evaluation (Stage 1). In Stage 2, the researcher decides if
statistical significant findings are relevant or descriptive statistics are sufficient. The chosen statistical test depends on the collected data
(Stage 3), the number of conditions (Stage 4) and the type of study (Stage 5). If more than two conditions were tested, post hoc tests are
possible (Stage 6).
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variable, which can be measured. Examples for dependent variables
are objective measures, such as required time, or subjective ratings,
such as preferability. The possibilities of an unwanted influence to
the dependent variable are called confounding variables. General
examples are participant’s motivation and study duration, which in-
fluence the performance [CW11]. Important confounding variables
in medical visualizations are differences in the perception of par-
ticipants, e.g. colour blindness, or differences on the used output
device, e.g. display brightness, size and contrast. Usually, differ-
ent domain experts, i.e. highly specialized physicians, are asked to
participate in the study. Their varying experience also influences
the measurement. A general method to reduce the influence of con-
founding variables is to keep them as constant as possible. This is
easier for some than for others. Display types, lighting situation and
an overall equal setting can be held constant in usability labs. Dif-
ferences in experience can be controlled by using questionnaires,
which try to quantize the experience to a certain degree. Then, it
is possible to restrict the study to participants with similar expe-
rience. Another problem arises if a new visualization technique is
compared to an established one, which could lead to a novelty bias
against the new visualization. Here, thorough training sessions can
reduce the bias. Ideally, they are carried out until the learning curve
reaches a plateau. In summary, the approach of keeping confound-
ing variables constant does not eliminate them, but exposes every
participant equally to them. Thus, variations in the results, e.g. re-
garding accuracy, are theoretically explained by the studied factors
alone. However, by controlling every aspect of an experiment, the
external validity is reduced, i.e. how good the results are trans-
ferable to clinical practice. Here, researchers have to find the right
balance between control and realism or perform several studies with
different degrees of external validity.

4.3. Tasks and data sets

An evaluation task should represent main challenges of typical tasks
as realistic as possible [CW11]. For medical visualizations, this
assumption strongly limits the number of possible participants. A
task imitating a real clinical scenario would require the know-how
a physician gained during his education, training and experience.
This aggravates in case of a special medical field, e.g. cerebral
vessel pathologies. Here, an even smaller number of specialized
surgeons and radiologists could participate. As a result, statistical
analyses would lose power due to the small sample size. Therefore,
the task is often approximated such that non-expert users can provide
valuable test results. Typical examples for tasks related to medical
visualizations are the estimation of size of pathologic structures for
diagnosis or perceptually motivated tasks such as depth ordering
of complex medical structures for intervention planning [PBC*16].
However, this limits the relevance and possibility for generalization
[Bae15].

In conclusion, multiple similar tasks should be implemented to
strengthen the result’s plausibility and to enhance the external valid-
ity and reliability. For example, different aneurysms can be shown
to evaluate a single aneurysm visualization technique. Here, par-
ticular care should be taken to create tasks with similar difficulty.
Otherwise, this can be the reason for a higher variance in the results.
Also, the aggregation of this acquired data should be analysed either
run- or participant-related, which is explained in Section 4.5.

4.4. Experimental design

The type of experimental design can be divided into repeated mea-
sures design (within-subject), aiming at the variability of a particular
value for the same individuals under different conditions, or the in-
dependent measures design (between-subject), aiming at differences
between groups (Figure 5, Stage 5).

The choice of experimental design depends on the available
participants and the evaluation goal. Independent measures studies
avoid learning effects and the evaluation time is reduced for each
participant compared to repeated measures design. However, groups
of similar participants (w.r.t. age, experience, knowledge, etc.) have
to be recruited. In the medical domain, these prerequisites are not
easily met. Between-subject studies may suffer from interpersonal
differences. Within-subject studies avoid these differences. Since
they may suffer from learning or sequence effects, special care
must be taken for the definition of tasks (e.g. the order of condi-
tions across participants should be balanced) [CW11]. Although
repeated measures designs are influenced by intra-personal
differences (e.g. getting tired during the experiment), they may be
superior to between-subject studies. When the same participants
are involved and repeated measures are acquired, the overall
variance is reduced and, thus, statistical significance can be reached
more easily [Fie09].

In conclusion, repeated measures studies are recommended for
the evaluation of medical visualizations due to the reduced vari-
ance and a lower number of required participants. However, certain
evaluation goals such as the impact of surgical techniques on pa-
tients are not possible with repeated measures, since this surgery
could only be carried out once for a single patient. An independent
measures design should also be used if the risk of strong learning
effects is too high. In medical visualization, this occurs if only a few
data sets are available, which should be visualized with different
techniques. Here, participants are able to recognize the data set and
answer according to previous knowledge. Furthermore, an indepen-
dent measures design is mandatory if the conditions are exclusive
properties of the participants, e.g. physicians are either experts or
novices. Differences regarding these groups can only be analysed if
they are considered independently.

The chosen design ultimately influences the necessary statistical
test that should be used to reveal differences between conditions. For
example, acquired data that fulfill the requirements for a parametric
test with more than two conditions and a within-subject design need
to be analysed with a repeated measures ANOVA (an analysis of
variance). An overview of the different test possibilities can be found
in Figure 5.

4.5. Data aggregation choices

The acquired data of the study can be related to participants and to
runs of a study, respectively. Data sets should be related to partic-
ipants if the impact of the studied factors (e.g. different visualiza-
tions) on participants is investigated. In contrast, if general features
of a technical system are evaluated, the results are independent of
the participants and, thus, the data sets should be related to single
runs. Depending on this distinction, the data should be aggregated
or not.
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For example, a medical visualization technique should be eval-
uated. To improve the reliability of the measured results, five runs
with different medical data sets are performed. After presenting all
data sets, five results are obtained. A common mistake is to han-
dle these five results independently. However, since this evaluation
scenario is participant-related, the results must be aggregated to
a single value for each participant. Inappropriate data aggregation
might bias the results of statistical tests. If ignoring the aggregation
of participant-related evaluations, the sample size is artificially en-
larged. This leads to an underestimation of the true data variance.
Both artificial enlargement of the sample size and the underesti-
mation of variance reasoned by the lack of data aggregation make
statistical testing considerably more liberal, i.e. statistically signifi-
cant results are obtained although no true effects exist [LSM16].

4.6. Using post hoc tests

Post hoc tests can be used optionally and are only possible if more
than two conditions exist (Figure 5, Stage 6). More precisely, two
conditions can be directly compared with each other (recall the tests
contained in Figure 5, Stage 5). For more than two conditions, a
first test reveals whether a statistically significant difference exists
amongst them. Next, a pairwise comparison is carried out to compare
the conditions against each other. For example, a repeated measures
ANOVA for three conditions might reveal a significant difference
between the conditions. If the researcher wants to identify which
condition performed best or worst, the Bonferroni post hoc test is
an appropriate method. This test compares pairwise mean values
between each two groups with t-tests. A wide variety of post hoc
tests exists [18 in SPSS 22.0 (IBM, New York, NY, USA)], making
the right choice difficult. Figure 5 provides an overview of common
statistical tests for this purpose. For more details, readers are referred
to the book of Andy Field [Fie09].

5. Evaluation of 3D Aneurysm Surface Visualization

In the following, our exemplary quantitative user study is presented.
We apply our guidelines described in the previous section.

5.1. Participants

The participants were recruited from visitors of the Long Night
of Sciences in Magdeburg, Germany. During this event, scientific
institutes present their research to the general public. The majority
of our participants were from the university’s computer science
and medical engineering departments. As a result, we were able to
conduct a user study with 34 participants comprising five female
and 29 male participants, with an age ranging from 16 to 66 years.

5.2. Independent and dependent variables

For our application, the independent variable is the aneurysm surface
visualization with the three conditions VisA, VisB and VisC described
in Section 3. The influence of experience with medical visualizations
is used as a second independent variable. Here, we differentiate the
medical visualization experience into the two conditions MedVisExp
and NoMedVisExp. The two dependent variables comprising user

objective performance are required task completion time and accu-
racy. The required time is logged after each completion of a task.
We instructed our participants to take the time they needed. Accu-
racy is defined as the number of correct answers, i.e. the number of
right decisions whether aneurysm ARef or AComp is larger. As user
subjective ratings, we used suitability and preferability. The ratings
were assessed with a 5-point Likert scale ranging from −− (i.e. not
suitable/preferable at all) to ++ (i.e. very suitable/preferable).

5.3. Technical setup

The study was realized with MeVisLab. Thus, each participant was
presented with a graphical user interface (GUI), which guided the
participants through the study. The user interface was created with
a TabView object using hidden tabs. Each time the participant an-
swered a question, the next tab was shown. At first, the TabView
comprises slides for medical background information. Since all vi-
sualization techniques were implemented in MeVisLab, they could
be easily integrated in the TabView GUI as well. Selection of visu-
alization techniques and data sets for the participants was automat-
ically carried out via Python scripts. The logging of participant’s
inputs and time required for each task were stored as text files.

5.4. Procedure and tasks

The GUI was presented to each participant, starting with a slide for
the medical background information. Afterwards, examples of the
three different visualizations VisA, VisB and VisC were shown. Each
of the visualizations as well as the interaction, e.g. zooming and
rotating, were explained in detail by the supervisor. The participants
were also encouraged to explore the scene and get familiar with
the user interface for 3D exploration provided by MeVisLab. The
test number ti was assigned to the ith participant. Each participant
had to solve 18 questions q1–q18, i.e. six per visualization, and
had to decide which aneurysm possesses the larger volume. Finally,
the participants answered a questionnaire comprising demographics
questions and user subjective ratings.

5.5. Experimental design

For the comparison of the 3D visualizations, we use a repeated
measures design. Here, each experiment is carried out such that
all participants are confronted with each visualization technique
six times. Thus, the amount of different visualization techniques
shown is balanced. As a result, we repeat the question whether
ARef is larger than AComp 18 times, which enhances the external
validity. To reduce the influence of training or sequence effects, we
change the order of the shown visualization techniques as well as
the employed patient and segmentation data with a priori pseudo-
randomization. The pseudo-randomization is provided in detail in
our previous work [GSB*16]. In general, for the ith test ti with
questions q1–q18, each visualization VisA, VisB and VisC was shown
six times in the pseudo-randomized order. The patient data P1 – P5

as well as the order of segmentations were alternated. The pseudo-
randomization ensures that each participant evaluates different data
sets with varying segmentations, i.e. the participant does not see the
same visualization technique with the same data sets for ARef and
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AComp twice. This also holds for the demonstration of visualizations
during the introduction (recall Section 5.4), where the combinations
of patient data and visualization techniques were not identical to the
ones used in the test.

For the comparison regarding the medical experience, an indepen-
dent measures design is used. This is necessary, since a participant
cannot belong two both groups at the same time.

6. Results

Since our evaluation is participant-related, we aggregate the results
of single participants (recall Section 4.5). The participants’ answers
form the set of observations for VisA, VisB and VisC . We count for
each participant how many times he or she correctly answered for
each visualization yielding numbers from 0 to 6. We also collect
the set of averaged required times tA, tB and tC that each partici-
pant needed for VisA, VisB and VisC . For each investigated aspect,
we formulate the null hypothesis (H0) and alternative hypothesis
(H1) explicitly. In the following, we explain the evaluation process
according to our guidelines presented in Figure 5. We carry out
inferential statistics (Figure 5, Stage 2) for all dependent variables:� Non-parametric versus parametric tests (Stage 3). We test if the

samples fulfill the requirements for a parametric test (properly
scaled and normally distributed).� Analysis of number of conditions (Stage 4). Based on the number
of conditions, an appropriate test is chosen.� Experimental design (Stage 5). We carry out the statistical test
depending on the experimental design over all conditions.� Post hoc test (Stage 6). If the statistical test indicates significant
differences amongst the conditions, we carry out a post hoc test.
Each condition is compared pairwise to assess the highest and
lowest performing condition.

All statistical tests were carried out with SPSS 22.0.

6.1. Accuracy

6.1.1. Differences regarding visualization

The first analysis determines whether there exists a significant dif-
ference between the three visualization techniques w.r.t. the amount
of correct answers, which range from 0 to 6. Box plots for the
accuracy for VisA, VisB and VisC are provided in Figure 6 (left).

Non-parametric versus parametric tests (Stage 3) We employ
the Shapiro–Wilk test separately for VisA, VisB and VisC to determine
whether the amount of right answers is normally distributed. The
Shapiro–Wilk test yields the following significance levels:� 0.003 for VisA,� 0.037 for VisB and� 0.000 for VisC .

Since all visualizations differ significantly from a normal distri-
bution (p < 0.05), we use the non-parametric test for comparison.

Figure 6: Box plots of the accuracy (left) and the required time
(right) for VisA, VisB and VisC including the median m, the mean x̄

and the standard deviation s are shown.

Analysis of number of conditions (Stage 4) The independent vari-
able visualization has the three conditions VisA, VisB and VisC .
Therefore, tests for more than two conditions are considered.

Experimental design (Stage 5) According to our guidelines, we
use the Friedman test, which compares the conditions based on ranks
[non-parametric test, more than two conditions, repeated measures
design (recall Figure 5)]. Here, we investigate if the visualization
techniques lead to different results regarding accuracy. We define
the hypotheses:

H0: The participants achieve a similar accuracy with each visual-
ization technique.

H1: The participants achieve a different accuracy with the visual-
ization techniques.

The Friedman test reveals that the accuracies significantly differ
for the three visualizations (χ 2(2) = 25.38, p < 0.05). Therefore,
the hypothesis H0 must be rejected.

Post hoc test (Stage 6) Since the visualizations lead to significant
differences regarding accuracy, we compare each technique pair-
wise to identify the most suited. We use the Wilcoxon signed-rank
test for VisA, VisB and VisC , which tests if their mean ranks dif-
fer. Because of the multiple tests, we use the Bonferroni correction
method, i.e. adjusting the alpha by the number of comparisons (three
comparisons yield one-third of 0.05 = .0167). The amount of cor-
rect answers is significantly higher for VisA (m = 4.5) than for VisB

(m = 3.0) (Z = −3.76, p < 0.0167), where m denotes the median.
Also, the amount of correct answers is significantly higher for VisC

(m = 5.0) than for VisB (m = 3.0) (Z = −4.07, p < 0.0167). How-
ever, there is no significant difference between VisA (m = 4.5) and
VisC (m = 5.0) (Z = 0.95, p = 0.354). Additionally considering
the descriptive results, VisC (x̄ = 4.47, s = 1.16) performed better
than VisA (x̄ = 4.06, s = 1.67).

Since VisB lead to the lowest results, we analysed how it com-
petes with random guessing, where guessing would result in three
correct answers. A Wilcoxon signed-rank test yields a significant
difference (Z = −2.09, p < 0.05 with x̄VisB < x̄guessing). Thus, VisB
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may systematically influence the participants to provide wrong
answers.

6.1.2. Differences regarding medical experience

We want to investigate if there are significant differences regarding
accuracy reasoned by experience with medical visualizations. The
values of all three visualizations were averaged to a single value for
each participant.

Non-parametric versus parametric tests (Stage 3) Every partic-
ipant was assigned to one of the two experience groups. Only 10 of
34 participants had experience with medical visualization. Because
of the small sample size in the experienced group, a non-parametric
test is used.

Analysis of number of conditions (Stage 4) The independent vari-
able MedicalExperience has the two conditions MedVisExp and
NoMedVisExp. Therefore, tests for two conditions are considered.

Experimental design (Stage 5) Since each participant could be
clearly matched to one of the experience groups, the measures were
not repeated (between-subject). Thus, the Mann–Whitney test was
used, which compares the sum of ranks of each group. We define
the following hypotheses for experience with medical visualization:

H0: The experience with medical visualization has no impact on
accuracy.

H1: The experience with medical visualization has an impact on
accuracy.

The experience with medical visualization had no impact on
accuracy (Z = −0.99, p = 0.34, MedVisExp x̄ = 3.75, s = 0.83;
NoMedVisExp x̄ = 3.40, s = 1.03). Thus, we cannot reject H0 and,
thus, not accept the alternative hypothesis H1. Since only two con-
ditions were tested, no post hoc test and fifth stage is necessary.

6.2. Required time

6.2.1. Differences regarding visualization

We want to analyse whether there is a significant difference between
the three visualization techniques w.r.t. the required time. Box plots
for the required time for VisA, VisB and VisC are provided in Figure 6
(right).

Non-parametric versus parametric tests (Stage 3) Similar to the
previous analysis, we first determine whether there is a statistically
significant difference between tA, tB and tC . We employ the Shapiro–
Wilk test to determine whether the required times are normally
distributed yielding the following significance levels:� 0.029 for tA,� 0.007 for tB and� 0.006 for tC .

All three variables significantly deviate from a normal distribution
(p < 0.05). Therefore, we use a non-parametric test for comparison.

Analysis of number of conditions (Stage 4) Since the independent
variable visualization has the three conditions VisA, VisB and VisC ,
tests for more than two conditions are considered.

Experimental design (Stage 5) For the analysis of accuracy re-
garding the visualization techniques, we use the Friedman test. The
corresponding hypotheses are:

H0: The visualization technique has no impact on the required
time.

H1: The visualization technique has an impact on the required
time.

As a result, the Friedman test reveals no significant difference
(χ 2(2) = 2.8, p > 0.05). Thus, H0 cannot be rejected. Since no
statistically significant difference could be shown, we do not carry
out a pairwise comparison of the required time. Comparing the de-
scriptive data tA, tB and tC , the participants performed the tasks on
average faster with VisC (x̄ = 20.54, s = 8.83) compared to VisA

(x̄ = 23.80, s = 11.06) and VisB (x̄ = 24.04, s = 10.17), respec-
tively. Comparing the mean values of tA and tB , the participants
required more time to fulfill the tasks with VisB .

6.2.2. Differences regarding medical experience

Similar to the accuracy, we want to investigate if there are signif-
icant differences regarding the required time reasoned by medical
visualization experience.

Non-parametric versus parametric tests (Stage 3) and analysis
of number of conditions (Stage 4) Both stages are identical to
the one used for the accuracy (Section 6.1.2). Therefore, a non-
parametric test for two conditions is used.

Experimental design (Stage 5) We define the following hypothe-
ses:

H0: The experience with medical visualization has no impact on
the required time.

H1: The experience with medical visualization has an impact on
the required time.

Participants with experience in medical visualization performed
the task faster (x̄ = 20.67 s, s = 7.23) than participants without ex-
perience (x̄ = 27.90 s, s = 8.02). This was reflected in a significant
result of the Mann–Whitney test (Z = −2.55, p < 0.05) and the al-
ternative hypothesis H1 can be accepted. Since only two conditions
were tested, no post hoc test is necessary.

6.3. Suitability and preferability

We want to investigate if there are significant differences in users’
subjective ratings regarding our three visualization techniques.
The collected data including the mode value, i.e. the answer
(−−, −, 0, +, ++) that was given most often for each question
as well as the amount of participants that provide answer ++ and
+ are shown in Figure 7.
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Figure 7: Evaluation results of the participants regarding suitability and preferability of VisA, VisB and VisC . The mode value, i.e. the answer
that was given most often for each question, is marked. Furthermore, the sum of answers ++ and + is provided.

Non-parametric versus parametric tests (Stage 3) Since the
users’ subjective ratings were taken with a Likert scale representing
an ordinal scale, a non-parametric test is used.

Analysis of number of conditions (Stage 4) Since the independent
variable visualization has the three conditions VisA, VisB and VisC ,
tests for more than two conditions are considered.

Experimental design (Stage 5) Given three conditions and re-
peated measures, a Friedman test is used. We define the following
hypotheses:

H0: Participants perceive the visualizations equally suitable.
H1: Participants perceive the visualizations differently suitable.
H0: Participants like the visualizations to similar extent.
H1: Participants like the visualizations to different extent.

Participants mostly rated VisC with ++ for suitability and prefer-
ability, VisA with + for suitability and preferability as well as VisB

with − for suitability and preferability. The amount of participants
rating VisC as suitable and very suitable (i.e. answers are + or ++)
was highest with 27, followed by 21 for VisA and nine for VisB . Sim-
ilarly, the amount of participants rating VisC as preferable and very
preferable (i.e. answers are + or ++) was highest with 29, followed
by 16 for VisA and 11 for VisB . These differences were reflected in
a significant result for both suitability (χ 2(2) = 21.76, p < 0.05)
and likeability (χ 2(2) = 18.37, p < 0.05). Thus, we accept both
alternative hypotheses.

Post hoc test (Stage 6) Next, we compare the visualization tech-
niques to identify the most suitable and the most preferable one. We
apply the non-parametric Wilcoxon signed-rank test. Reasoned by
multiple testing, we use the Bonferroni-adjusted alpha (one-third
of 0.05 = 0.0167). Participants perceived VisC significantly more
suitable than VisB (Z = −3.94, p < 0.0167) and VisA significantly
more suitable than VisB (Z = −2.68, p < 0.0167). VisC and VisA

do not differ in terms of suitability (Z = −1.86, p > 0.0167). Al-

though participants consider VisC and VisA equally suitable for size
comparison of aneurysms, they like VisC significantly more than
VisA (Z = −2.80, p < 0.0167). Moreover, participants liked VisC

significantly more than VisB (Z = −3.66, p < 0.0167). No differ-
ences in terms of likeability could be found between VisA and VisB

(Z = −1.84, p > .0167).

7. Discussion

The quantitative statistical analysis revealed significant differences
of VisA, VisB and VisC w.r.t. accuracy, suitability and likeability. The
pairwise comparison identifies that VisB performed worst regard-
ing accuracy and suitability. For the required time, no significant
differences were revealed. An explanation for this is that the par-
ticipants were instructed to take as long as they need to choose
the larger aneurysm. Although VisA and VisC were better than VisB

and achieved similarly good results regarding these aspects, the
participants liked VisC significantly more. Considering the central
tendency measures alone, VisC is superior concerning all aspects
and is therefore the best visualization technique for comparing two
aneurysm surfaces. A possible conclusion might be that a derived
quantity, i.e. the distance, improves the identification of the larger
aneurysm. Additionally, VisC is the only visualization combining
both surfaces into one. This may reduce the mental workload and
supports perception of differences at the cost of information loss.
However, the results indicate that this loss is acceptable.

Our analysis regarding medical visualization experience showed
interesting results. Although no statistically significant differences
could be identified with or without experience regarding accuracy,
participants with experience performed tasks significantly faster.
This indicates that participants benefit from prior knowledge.

Remarkably, VisB achieved a lower success rate than guessing.
We assume that the participants did not understand the design of
VisB . They might wrongly interpret the ghosting view and did not
focus on the border areas but instead on areas facing towards them.
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These areas are pre-dominantly colour-coded in cyan, since the
AComp aneurysm is always drawn after the orange ARef aneurysm.
Hence, VisB is inappropriate for comparison of aneurysm surface
volumes.

8. Conclusion

The ultimate goal of medical visualization is the application in clin-
ical practice to support diagnosis, treatment planning and fulfill
information needs. Beneath qualitative evaluation, which is primar-
ily applied in visualization [IIC*13], it is necessary to quantify
the improvement of a new visualization technique with measurable
and comparable properties, especially in accordance with the clini-
cal approval procedure. In consequence, researchers should aim at
quantitative evaluations whenever possible. In contrast, usually a
small amount of physicians can participate in a study specialized
in a sophisticated medical application. To overcome this limita-
tion, the tasks of the user study should be simplified such that
they are feasible for a broader range of participants and, thus, a
quantitative evaluation. However, this happens at a loss of practical
authenticity.

Our proposed guidelines allow for the comparative evaluation of
three visualization techniques for the specific application of cerebral
aneurysm volume assessment. For the evaluation of the aneurysm
volume, the visualization should be reduced to basic information, i.e.
no ghosted view techniques should be employed. Providing a colour-
coded surface visualization with quantitative distance information,
such as our new technique VisC , supports the users in detecting the
largest volume. This was reflected by a statistically significantly
higher accuracy and better subjective ratings.

For future work, different approaches can be pursued. The visual-
izations can be improved, for example by including depth cues such
as ambient occlusion. Furthermore, a systematic analysis of the in-
fluence of the aneurysm volume difference could identify whether
a visualization may be well-suited for the depiction of large vol-
ume differences, but rather improperly suited for small differences.
Finally, we are interested in a more comprehensive analysis on the
influence of medical experience. Thus, a more differentiated ac-
quisition should allow for investigation of a possible dependency
regarding accuracy and required time. In the bigger picture, a dis-
cussion of effect sizes for each result would provide the strength of
a significant result and, thus, benefit the comparison of evaluation
results across different user studies.
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Abstract

Rupture risk assessment is a key to devise patient-specific treatment plans of cerebral aneurysms. To understand and predict
the development of aneurysms and other vascular diseases over time, both hemodynamic flow patterns and their effect on the
vessel surface need to be analyzed. Flow structures close to the vessel wall often correlate directly with local changes in surface
parameters, such as pressure or wall shear stress. Yet, in many existing applications, the analyses of flow and surface features
are either somewhat detached from one another or only globally available. Especially for the identification of specific blood
flow characteristics that cause local startling parameters on the vessel surface, like elevated pressure values, an interactive
analysis tool is missing.
The explorative visualization of flow data is challenging due to the complexity of the underlying data. In order to find meaningful
structures in the entirety of the flow, the data has to be filtered based on the respective explorative aim. In this paper, we present
a combination of visualization, filtering and interaction techniques for explorative analysis of blood flow with a focus on the
relation of local surface parameters and underlying flow structures. Coherent bundles of pathlines can be interactively selected
based on their relation to features of the vessel wall and further refined based on their own hemodynamic features. This allows
the user to interactively select and explore flow structures locally affecting a certain region on the vessel wall and therefore
to understand the cause and effect relationship between these entities. Additionally, multiple selected flow structures can be
compared with respect to their quantitative parameters, such as flow speed. We confirmed the usefulness of our approach by
conducting an informal interview with two expert neuroradiologists and an expert in flow simulation. In addition, we recorded
several insights the neuroradiologists were able to gain with the help of our tool.

Categories and Subject Descriptors (according to ACM CCS): I.3.7 [Computer Graphics]: Three-Dimensional Graphics and
Realism—Color, shading, shadowing, and texture I.4.8 [Computer Graphics]: Scene Analysis—Shading

1. Introduction

For the study of vascular diseases, such as aneurysms, both mor-
phological features and hemodynamic parameters as well as their
complex interaction need to be evaluated. More precisely, physi-
cians are often interested in exploring blood flow patterns that
cause specific hemodynamic features, such as changes in pressure
or wall shear stress, on the vessel wall. Studies have shown that
these hemodynamics correlate with the rupture of aneurysms and
are therefore vital for risk assessment [CDM∗17,DCHS∗17]. Since
both the rupture as well as the treatment procedure can lead to se-
vere consequences for the patient, improved risk assessment helps
to optimize patient-specific treatment plans.

A common and accepted visualization for cerebral blood flow is
to display the vessel morphology as a 3D model and convey flow

patterns through either stream- or pathlines or map hemodynamic
parameters directly onto the surface using a color scale. Pathlines
are often filtered by their parameters, such as velocity magnitude
or vorticity, to prevent occlusion. However, these filters require a
general idea of which flow structures the user expects to find. For an
explorative approach, where the physician wants to figure out what
kind of flow causes a specific phenomenon on the vessel surface,
their usefulness is limited.

In this paper, we present a set of techniques to interactively select
and filter flow structures based on their effect on the vessel wall.
Our approach combines the tasks of parameter visualization and
pathline selection to create an intuitive and robust tool for explo-
rative pathline filtering. By selecting regions on the vessel surface
with hemodynamically interesting parameter values, such as local
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extrema in pressure or wall shear stress, underlying flow structures
are automatically highlighted. These highlights can then be further
refined by applying filters based on parameters such as velocity,
pressure or residence time.

Our work was designed in cooperation with an experienced neu-
roradiologist to identify complex interactions between hemody-
namic parameters in general. The user’s goal is to find flow struc-
tures correlating to medically interesting surface features. A gen-
eral workflow would therefore involve finding those surface fea-
tures, selecting a subset of them for further investigation and ex-
tracting flow structures related to the selected features. Based on
this workflow, we identified the following key requirements for our
application in cooperation with our clinical partners:

Req. 1 It should support finding medically interesting surface re-
gions through the visualization.

Req. 2 The user should be able to easily select one or more surface
regions and explore the associated local flow structures.

Req. 3 To support exploration, the user should have control about
what kinds of flow structures are extracted.

Req. 4 The flow structures extracted from each selected feature
should be visually distinguished.

Req. 5 The user should be able to further explore the extracted
flow structures based on their own features.

To evaluate our work, we specifically selected nine datasets,
which yielded contradicting results using conventional analysis.
The evaluation was carried out with two expert neuroradiologists
and an expert of flow simulation. One of the neuroradiologists was
involved in the design of our application, whereas the other is com-
pletely independent. In the evaluation section, we provide our ex-
ploration results for these datasets as well as an informal qualitative
evaluation.

During the evaluation, we were able to show that our approach
allowed for a systematic exploration and quantitative assessment of
flow structures in aneurysms. Interesting structures such as vortices
could be reliably detected and comprehensibly visualized, allowing
the user to gain insights into the flow patterns both on a local and
global scale.

2. Related Works

In this section, we discuss previous work on the visual exploration
of medical flow with a focus on, but not restricted to, blood flow.
Visual clutter is a main problem in 3D visualizations including
stream- or pathlines. Interesting structures, such as vortices, are
often hidden within other, more laminar flow. Therefore, a va-
riety of methods have been developed to automatically or semi-
automatically highlight important flow structures.

Van Pelt et al. introduced an implicit filtering technique by inter-
actively selecting vessel cross sections as seeding planes [vBB∗10].
By positioning these planes the user can gain insights into global
flow patterns, such as splitting flow. However, focusing on specific
flow structures within these patterns beyond color-coding the flow
velocity is not possible.

Gasteiger et al. presented a focus-and-context visualization tech-
nique that allows exploring blood flow directly beneath an interest-

ing area on the vessel surface [GNBP11]. By positioning an ellipti-
cal "lens" in screen-space, the user can clip away the vessel surface
and reveal underlying flow. However, this is limited to the flow di-
rectly underneath the selected surface area. There is no way to trace
the revealed pathlines to other interesting areas or even through the
entire vessel. Additionally, since the lens is placed in screen-space,
camera movement may result in an undesired change of the focal
region.

Another approach of filtering lines based on screen-space was re-
alized by Lee et al. [LMSC11]. They employed a filtering technique
based on screen-space entropy and occlusion to determine whether
a pathline should be shown. The calculated screen-space entropy
can also be used to determine an optimal viewpoint. A drawback
of this approach in an explorative scenario is its lack of real-time
capabilities. Since the entropy is determined in screen-space, it has
to be recalculated after each change of perspective.

Lawonn et al. used an automatic cut-away technique where the
vessel surface is always removed when occluding any pathlines
[LGV∗16]. This allows for a simultaneous visualization of blood
flow and parameters on the vessel wall, such as thickness. Since
the vessel is usually completely filled with pathlines, the lines have
to be animated. While this reduces the amount of surface area that
needs to be culled, it also prevents the entire flow course from being
visible at one time.

Oeltze et al. used clustering to reduce visual clutter in simulated
cerebral bloodflow data [OLK∗14]. Pathlines were clustered based
on their geometry or attributes and visualized by a single represen-
tative for each resulting cluster. In a later publication, Oeltze et al.
added dynamic seeding capabilities to better convey complex flow
structures such as embedded vortices [OJCJP16]. While both ap-
proaches highlight existing flow patterns in a dataset, the reduction
of each of these patterns to a single line may fail to capture its full
structure and shape as well as its relation to the vessel surface.

Instead of highlighting all flow structures present in a cere-
bral flow dataset, Gasteiger et al. presented a method to specif-
ically extract and visualize the inflow jet and impingement zone
in aneurysms [GLv∗12]. Van Pelt et al. extended this approach to
allow for a comparative visualization of different stent configura-
tions in the same aneurysm [vGL∗14]. The inflow jets of all con-
figurations are displayed simultaneously using multiple colored ar-
rows. Glyphs are employed for the visualization of the impinge-
ment zones from all configurations. Since the resulting visualiza-
tion is tailored to a very specific application, it is not suitable for a
more general, explorative approach.

Zachow et al. used information visualization techniques to ex-
plore nasal airflow data [ZMH∗09]. By linking a volume visualiza-
tion with brush-based selection in parallel coordinates and scatter-
plots, the user is able to interactively highlight interesting parame-
ter combinations, such as temperature or velocity. Our method al-
lows for parameter selection based on scatterplots or parallel coor-
dinates as well. However, the filtering capabilities of this approach
are limited to parameters and cannot take the spatial position of
certain flow phenomena into account.

Salzbrunn et al. introduced pathline predicates, a method of
grouping vertices in a pathline based on their fulfillment of user-
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defined criteria [SS06]. Multiple predicates can be combined us-
ing Boolean algebra to create more complex criteria. Born et al.
adapted line predicates to support the exploration of cardiac blood
flow by designing a set of pre-defined predicates [BPM∗13]. Users
could adapt and combine these predicates to suit their specific
needs for exploring cardiac flow data. In addition to predicates
based on flow structures, such as vorticity or velocity, they also
added a region-based predicate that would detect flow that passes
by or originates in a certain anatomical area. However, these pred-
icates were designed to work based on entire anatomical regions,
such as a specific heart chamber. Therefore, the ability to assess
local correlations between surface features and flow structures is
restricted. A similar method for 4D PC-MRI data was presented
by Broos et al. [BHK∗16]. They employed a user-defined trans-
fer function to determine possible seed points for pathlines from a
flow field. In conjunction with a mostly automatic surface visual-
ization, this alleviates the need for a segmentation of the underlying
data. Köhler et al. implemented line predicates to extract vortices
from cardiac blood flow data [KGP∗13]. Although these vortices
are reliably detected, this approach only allows for global filtering.
Specifying a region of interest or focusing on only a single vortex
that may correspond to a surface feature is not possible.

Meuschke et al. presented a combined visualization of hemody-
namic flow and vessel surface information with a focus on near-
wall flow [MVB∗17]. To prevent occlusion, the vessel surface is
mapped onto a 2D plane and displayed alongside the 3D visual-
ization. This approach focuses on correlating multiple surface pa-
rameters, such as wall shear stress and wall thickness. Although
wall-near flow is visualized as context information, there is no way
to extract flow bundles directly corresponding to interesting local
surface features.

A surface-based filtering approach was realized by Neugebauer
et al. [NLB∗13]. They employed an automatic detection of poten-
tially interesting surface regions based on the surface geometry, al-
though manual selection of a region is also possible. Instead of fil-
tering existing pathlines according to their distance to the selected
region of interest, they dynamically seed new lines close to the re-
gion. The generated lines are then classified based on a 2D repre-
sentation. Further filtering of such a line bundle is not possible.

3. Medical Background

Cerebral aneurysms are pathologic dilations of brain-supplying ar-
teries bearing the risk of rupture. Aneurysm rupture is mostly ac-
companied with subarachnoid hemorrhages that may cause fatal
consequences for the patients. The treatment options comprise en-
dovascular intervention and neurosurgical clipping. However, both
endovascular and surgical therapy can cause severe complications.
In the case of small aneurysms, the complication rate may even
exceed the rupture rate [Wie03]. To minimize the risk for the other-
wise healthy patients, careful pre-treatment assessment of the rup-
ture risk is mandatory. In clinical practice, the most important rup-
ture risk factors are the type of aneurysm (i.e., asymptomatic or
symptomatic), age, sex, and aneurysm size and position [Wvd-
SAR07]. Furthermore, morphological parameters, e.g., irregular
shape, orientation and diameter [LEBB09] were correlated with
rupture risk. However, the study of aneurysm-specific hemodynam-

ics with computational fluid dynamics (CFD) plays an increasing
role [XTSM14].

Recent studies reported a correlation between certain hemody-
namic information (e.g., concentrated inflow jets, small impinge-
ment regions and increased wall shear stress) and prior aneurysm
rupture [CDM∗17,DCHS∗17]. However, the clinical application is
limited by the lack of an exploration tool that allows a systematic
analysis of the complex intra-aneurysmal flow or a detailed, ob-
jective and reproducible correlation of qualitative and quantitative
parameters. To understand local blood flow phenomena and their
impact on local characteristics like pressure or wall shear stress,
an adapted exploration technique, as presented in this paper, is re-
quired.

4. Pre-Processing

In this section, we provide a brief overview about the data acquisi-
tion and computational fluid dynamics simulation. Afterwards, we
will discuss what parameters are derived from the simulation data.

4.1. Extraction of Simulated Blood Flow

The patient-specific datasets that are considered within this study
were acquired using 3D digital subtraction angiography on an Ar-
tis Q angiography system (Siemens Healthcare GmbH, Forchheim,
Germany). Segmentation was performed using a threshold-based
segmentation with the open-source software MeVisLab 2.7 (MeVis
Medical Solutions AG, Bremen, Germany). To account for multiple
aneurysms, large vascular domains were considered. Hence, small
artifacts such as melted vessels or holes, which occurred during
the segmentation process, were manually removed on a sub-voxel
level [GBNP15].

Before the hemodynamic simulations were carried out, each
dataset was spatially discretized using tetrahedral as well as poly-
hedral elements. In order to account for the occurring velocity gra-
dients, particularly close to the vessel wall, an appropriate grid size
of ∆x = 0.1 mm was chosen [JBB∗13]. This resulted in a number of
elements ranging from 5.3 to 8.9 million depending on the domain
size.

The subsequent blood flow simulations were performed using
the commercial fluid dynamics solver STAR-CCM+ 11 (Siemens
Product Lifecycle Management Software Inc., Plano, TX, USA
75024). Here, the governing equations of mass and momentum
conservation were solved. Regarding the boundary conditions, flow
measurements of a healthy volunteer using 7T phase-contrast mag-
netic resonance imaging were applied at each inlet cross section
[BSJ∗14]. A healthy volunteer provides highly resolved and repre-
sentative intracranial flow rates, which are adapted depending on
the size of the vessel and the locations of interest. Specifically, flow
rates are scaled by the corresponding ratio of inflow areas. Acquir-
ing patient-specific measurements is not clinical practice at the mo-
ment. Once these measurements are readily available in the future,
they can be easily applied as inflow boundary conditions.

All vessel walls were assumed to be rigid, since information
about wall thickness and wall properties cannot be extracted from
clinical data. The assumption of rigid vessel walls in the context

c© 2018 The Author(s)
Computer Graphics Forum c© 2018 The Eurographics Association and John Wiley & Sons Ltd.



144 blood flow visualization using dynamic line filtering

B. Behrendt & P. Berg & O. Beuing & B. Preim & S. Saalfeld / Explorative Blood Flow Vis. using Dynamic Surface-based Filtering

extrema in pressure or wall shear stress, underlying flow structures
are automatically highlighted. These highlights can then be further
refined by applying filters based on parameters such as velocity,
pressure or residence time.

Our work was designed in cooperation with an experienced neu-
roradiologist to identify complex interactions between hemody-
namic parameters in general. The user’s goal is to find flow struc-
tures correlating to medically interesting surface features. A gen-
eral workflow would therefore involve finding those surface fea-
tures, selecting a subset of them for further investigation and ex-
tracting flow structures related to the selected features. Based on
this workflow, we identified the following key requirements for our
application in cooperation with our clinical partners:

Req. 1 It should support finding medically interesting surface re-
gions through the visualization.

Req. 2 The user should be able to easily select one or more surface
regions and explore the associated local flow structures.

Req. 3 To support exploration, the user should have control about
what kinds of flow structures are extracted.

Req. 4 The flow structures extracted from each selected feature
should be visually distinguished.

Req. 5 The user should be able to further explore the extracted
flow structures based on their own features.

To evaluate our work, we specifically selected nine datasets,
which yielded contradicting results using conventional analysis.
The evaluation was carried out with two expert neuroradiologists
and an expert of flow simulation. One of the neuroradiologists was
involved in the design of our application, whereas the other is com-
pletely independent. In the evaluation section, we provide our ex-
ploration results for these datasets as well as an informal qualitative
evaluation.

During the evaluation, we were able to show that our approach
allowed for a systematic exploration and quantitative assessment of
flow structures in aneurysms. Interesting structures such as vortices
could be reliably detected and comprehensibly visualized, allowing
the user to gain insights into the flow patterns both on a local and
global scale.

2. Related Works

In this section, we discuss previous work on the visual exploration
of medical flow with a focus on, but not restricted to, blood flow.
Visual clutter is a main problem in 3D visualizations including
stream- or pathlines. Interesting structures, such as vortices, are
often hidden within other, more laminar flow. Therefore, a va-
riety of methods have been developed to automatically or semi-
automatically highlight important flow structures.

Van Pelt et al. introduced an implicit filtering technique by inter-
actively selecting vessel cross sections as seeding planes [vBB∗10].
By positioning these planes the user can gain insights into global
flow patterns, such as splitting flow. However, focusing on specific
flow structures within these patterns beyond color-coding the flow
velocity is not possible.

Gasteiger et al. presented a focus-and-context visualization tech-
nique that allows exploring blood flow directly beneath an interest-

ing area on the vessel surface [GNBP11]. By positioning an ellipti-
cal "lens" in screen-space, the user can clip away the vessel surface
and reveal underlying flow. However, this is limited to the flow di-
rectly underneath the selected surface area. There is no way to trace
the revealed pathlines to other interesting areas or even through the
entire vessel. Additionally, since the lens is placed in screen-space,
camera movement may result in an undesired change of the focal
region.

Another approach of filtering lines based on screen-space was re-
alized by Lee et al. [LMSC11]. They employed a filtering technique
based on screen-space entropy and occlusion to determine whether
a pathline should be shown. The calculated screen-space entropy
can also be used to determine an optimal viewpoint. A drawback
of this approach in an explorative scenario is its lack of real-time
capabilities. Since the entropy is determined in screen-space, it has
to be recalculated after each change of perspective.

Lawonn et al. used an automatic cut-away technique where the
vessel surface is always removed when occluding any pathlines
[LGV∗16]. This allows for a simultaneous visualization of blood
flow and parameters on the vessel wall, such as thickness. Since
the vessel is usually completely filled with pathlines, the lines have
to be animated. While this reduces the amount of surface area that
needs to be culled, it also prevents the entire flow course from being
visible at one time.

Oeltze et al. used clustering to reduce visual clutter in simulated
cerebral bloodflow data [OLK∗14]. Pathlines were clustered based
on their geometry or attributes and visualized by a single represen-
tative for each resulting cluster. In a later publication, Oeltze et al.
added dynamic seeding capabilities to better convey complex flow
structures such as embedded vortices [OJCJP16]. While both ap-
proaches highlight existing flow patterns in a dataset, the reduction
of each of these patterns to a single line may fail to capture its full
structure and shape as well as its relation to the vessel surface.

Instead of highlighting all flow structures present in a cere-
bral flow dataset, Gasteiger et al. presented a method to specif-
ically extract and visualize the inflow jet and impingement zone
in aneurysms [GLv∗12]. Van Pelt et al. extended this approach to
allow for a comparative visualization of different stent configura-
tions in the same aneurysm [vGL∗14]. The inflow jets of all con-
figurations are displayed simultaneously using multiple colored ar-
rows. Glyphs are employed for the visualization of the impinge-
ment zones from all configurations. Since the resulting visualiza-
tion is tailored to a very specific application, it is not suitable for a
more general, explorative approach.

Zachow et al. used information visualization techniques to ex-
plore nasal airflow data [ZMH∗09]. By linking a volume visualiza-
tion with brush-based selection in parallel coordinates and scatter-
plots, the user is able to interactively highlight interesting parame-
ter combinations, such as temperature or velocity. Our method al-
lows for parameter selection based on scatterplots or parallel coor-
dinates as well. However, the filtering capabilities of this approach
are limited to parameters and cannot take the spatial position of
certain flow phenomena into account.

Salzbrunn et al. introduced pathline predicates, a method of
grouping vertices in a pathline based on their fulfillment of user-
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Figure 1: Workflow for our application starting with the medical image acquisition.

of cerebral vasculature is commonly used and well accepted. Com-
pared to vessel movements close to the heart (e.g. the Windkessel
effects within the aorta), intracranial arteries experience only small
radial dilatations. However, cerebral aneurysms can possess differ-
ences regarding the local wall thickness and hence their rupture
probability. Nevertheless, precise and reliable in vivo wall thick-
ness measurement are not possible with recent imaging modalities.

At each outlet boundary, zero-pressure conditions were applied.
Blood was considered as an incompressible (ρ = 1055 kg

m3 ), New-
tonian (η = 4 mPa · s) and laminar fluid, which is appropriate in
this range of vessel diameters. In total, three cardiac cycles with a
time step size of ∆t = 0.001 s were considered for each case. This
allows for the generation of a periodic solution [BB17]. The analy-
sis commonly considers one representative cardiac cycle. However,
initialization effects can occur within the simulation. To avoid this,
three cycles are calculated and the first two are discarded.

4.2. Parameter and Pathline Calculation

The hemodynamic simulations result in a time-resolved flow field.
Some parameters, such as pressure, velocity or directional wall
shear stress on the surface, are already calculated during the simu-
lation. Other parameters, as well as the pathlines themselves, have
to be derived.

While the directional wall shear stresses can be directly extracted
from the simulated data, physicians are more interested in the wall
shear stress magnitude. This value is therefore automatically gen-
erated from the directional wall shear stress for each surface vertex
when loading a dataset. Since the numeric values of the wall shear
stress are not suitable to compare multiple aneurysms in either the
same or different datasets, we computed the normalized wall shear
stress. This is done by normalizing the wall shear stress magnitude
on the aneurysm surface with the average wall shear stress magni-
tude on the parent vessel.

Here, we also generate the oscillating shear index (OSI), which is

a metric quantifying the alignment of the wall shear stress with the
average wall shear stress vector over time. It is calculated using the
instantaneous shear stress vector wss and the cycle period T , and
yields values from 0 (strong alignment) to 0.5 (weak alignment).

OSI =
1
2
·


1−

∣∣∣
∫ T

0 wssdt
∣∣∣

∫ T
0 |wss|dt




The pathlines are integrated from evenly distributed seed points
on the inlet planes using fourth order Runge-Kutta integration. To
sample values from the flow field, we employ Shepard interpolation
with 16 samples.

Another clinically important measure is the residence time of
blood inside an aneurysm. To calculate this parameter, we per-
formed a manual mesh segmentation by assigning a Boolean value
to each surface vertex denoting whether it is part of the aneurysm or
not. We then determine for each vertex from every pathline whether
it resides inside a segmented aneurysm by searching the closest
surface point using a KD tree and checking if that surface point
belongs to an aneurysm. Whenever a pathline enters an aneurysm,
i.e. the current vertex belongs to an aneurysm while its predeces-
sor does not, we store the vertex ID and current time point of that
vertex. On encountering the first vertex that does not belong to the
aneurysm, we calculate the temporal difference between the cur-
rent vertex and the previously stored vertex and assign the resulting
residence time to all vertices in that aneurysm. Vertices that do not
belong to an aneurysm are assigned a residence time of zero. As a
side effect, this parameter makes it easy to filter pathline segments
in an aneurysm, as they can be exclusively described as having a
non-zero residence time.

5. Surface-based Pathline Filtering

In this section, we will give an overview over the intended work-
flow for our tool (Fig. 1). As we have already discussed the image
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acquisition and flow extraction, we will begin with the vessel visu-
alization. Starting from there, the structure is as follows:

1. Visualization of the vessel surface with mapped surface parame-
ters

2. Selection of one or more interesting surface regions
3. Extraction of pathlines related to the selected regions
4. Further filtering of extracted pathlines

For each of these steps, we will provide information about the
user’s interaction possibilities and explain our design decisions as
well as the technical implementation.

5.1. Vessel Visualization

Initially, the user is presented with an empty visualization of the
vessel surface. We employ Phong shading with a single headlight
to convey the vessel shape. To prevent the surface from occluding
the inner flow that the user will eventually add, it is always rendered
semi-transparently. The amount of transparency can be configured,
but defaults to an empirically determined value of 33%. While re-
ducing the surface opacity does increase visibility of the inner flow,
it also decreases the visibility of lighting effects and therefore re-
duces shape perception. We therefore decided to adopt a different
strategy for applying lighting and transparency to the vessel surface
that we call "glass lighting mode".

To emphasize the vessel boundaries even at higher transparency
settings, we added a Fresnel effect to the lighting. Similar to
[GNKP10], the lighting intensity is then multiplied with the vessel
opacity for each vertex, although we consider both the Fresnel and
the Phong lighting for this. Regions with strong lighting therefore
appear more opaque, highlighting the vessel shape and creating an
effect similar to looking through a glass bottle. The glass lighting
mode is enabled by default, but can be disabled by the user in favor
of using traditional Phong-shading with semi-transparent surfaces.
A comparison between both modes can be seen in Figure 2.

To prevent visual clutter from overlapping parts of the vessel, the
user can set the backfaces of the vessel to be always fully opaque,
despite the previously mentioned transparency setting. This is dis-
abled by default to prevent the user from missing details in the flow
that otherwise may be hidden. Figure 2 shows an overview of the
effect of this setting both in the traditional as well as the glass light-
ing mode.

To ensure correct image composition despite multiple, overlay-
ing transparent fragments, we employ Order Independent Trans-
parency (OIT) [Thi11]. Instead of rendering fragments directly into
a framebuffer and resolving overlays using a depth test, we write
their color and depth values into a shader storage buffer using a
linked list structure. Fragments with an opacity of 1% or lower are
discarded to reduce memory usage and GPU load during composi-
tion, as such fragments barely contribute to the visualization. The
final image is composed by a separate fragment shader that is ap-
plied to a screen-filling quad, effectively being executed exactly
once for each pixel on screen. Using the linked list from the pre-
vious rendering stage, the shader gains access to all fragments for
the pixel and is therefore able to sort them according to depth and
to perform appropriate alpha blending. This results in a correctly

Figure 2: Different rendering modes for the vessel surface in the
pathline viewer; Disabled (A,B) and enabled (C,D) glass lighting,
disabled (A,C) and enabled opaque backfaces.

Figure 3: Comparison of parameter visualization using a smooth
(left) and discrete color scale with five shades (right).

composed image generated entirely on the GPU without having to
perform any pre-processing or ordering on the vertices prior to the
rendering step.

5.2. Parameter Visualization

To add pathlines to the visualization, the user has to select at least
one area on the vessel surface based on surface parameters. When
the user is selecting these features on the vessel surface, naturally
the surface is considered as the focus object. Therefore, it is now
rendered fully opaque and allows mapping parameters using a color
scale. The glass lighting mode is not available during this selection.

To map the surface parameters onto a color scale, they are up-
loaded to the GPU as vertex attributes. The fragment shader re-
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Figure 4: Wall shear stress visualized on the vessel surface using
a color scale with 2 (left), 5 (middle) and 10 (right) discrete shades
ranging from white to orange.

ceives the value range of the active parameter as a uniform vari-
able and calculates the fragment color based on the currently se-
lected color scale. In order to highlight interesting hotspots, which
are characterized by local extrema of surface parameter values, we
employ discretized color scales. This makes it easier for the user to
detect and estimate the size and extent of a hotspot (Fig. 3), there-
fore fulfilling requirement 1.

The user can freely choose from a set of pre-defined color scales
and configure the amount of discrete shades. Figure 4 shows a com-
parison of different settings for the amount of shades. A higher
amount of shades adds more details to the image, but can also lead
to a cluttered visualization. To further emphasize the transition be-
tween shades, the boundaries are highlighted using black outlines.
Our clinical partners were interested in specific parameter ranges,
i.e. areas with a normalized wall shear stress value below 20%. To
identify these regions, more than five different shades were rarely
necessary.

Since the color scale and range settings need to be changed in
real-time, the color scale is applied entirely in the fragment shader.
Parameter values are normalized to a [0-1] range and uploaded to
the GPU as vertex attributes. Settings such as value ranges or the
selected color scale are stored as uniform variables for the shader.
Therefore, setting changes can be applied without the need to per-
form any changes to the stored parameter values.

To convey the meaning of the selected color scale, a color legend
showing the parameter ranges for each shade is permanently visi-
ble on the left side of the image (Fig. 4). Any change to the color
scale, the amount of shades or parameter range is reflected on the
legend in real time. The selected color scale’s domain is initially
determined based on the active parameter’s value range and can
later be adjusted. This is useful in case the parameter value distri-
bution in the dataset does not fully cover the natural range of that
parameter or if the user is only interested in a specific sub-range.
The adjustment can be performed manually by simply entering new
minimum and maximum values, or semi-automatically by basing
the scale only on the currently visible surface area instead of the
entire parameter range.

Using the latter approach increases the detail dynamically when
only a smaller part of the dataset is visible on screen (Fig. 5). To
achieve this, the fragment shader responsible for rendering the sur-

Figure 5: Comparison of a color scale mapped to the entire pa-
rameter range (left) against only mapping the currently visible
range of parameter values (right).

face writes the parameter values it encounters into a buffer using
atomic min/max operations. However, it may lead to overestima-
tion of parameter differences, since smaller changes in the param-
eter value may lead to higher differences in the mapped color. To
remedy this effect, the color legend will always show the entire pa-
rameter range, clearly indicating that the color scale currently only
covers a part of the parameter range (Fig. 5). At any point, the user
can fixate the current automatically determined range to prevent it
from changing as a result of adjusting the camera.

5.3. Surface Patch Selection

When the user clicks on the vessel surface, we determine the ver-
tex closest to the cursor position in screen-space. A simple way to
select a feature on the surface would be to place a marker at the
position of the closest vertex and then select all adjacent vertices in
a specific distance. This type of selection is available in our toolkit,
but it is not the default setting. We decided against this approach
as the primary method to select patches for several reasons. Using
a distance threshold based on user input would add another step to
the interaction, which we want to keep as simple as possible, ac-
cording to requirement 2. It may also lead to confusion whether
the distance threshold refers to the distance on the surface (result-
ing in a circular selection) or in 3D space (resulting in a spherical
selection around the marker). Additionally, this type of interaction
would limit the user to selecting circular or spherical sections of
the surface.

Instead, we decided to allow selecting arbitrary regions on the
surface. Unlike the approach by Neugebauer et al. [NLB∗13], we
decided to base the region selection on hemodynamic instead of
geometric features. We presume that a medically interesting region
characterized by dissonant geometry would also be characterized
by their hemodynamics. Therefore, we derive the selection shape
directly from the surface parameter the user has enabled. We deter-
mine the color shade of the selected vertex and iteratively search for
adjacent vertices with parameter values that would lead to the same
color shade, effectively performing a flood fill on the surface (Fig.
6, top middle). Alternatively, the user can choose to also include
"higher" or "lower" shades in the selection. This allows selecting ar-
bitrarily shaped regions on the surface using a single click, whereas
the parameter visualization itself works as a "selection preview".

We refer to these selections as "patches". It is possible to change
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Figure 6: Workflow of selecting surface patches; surface visual-
ization without any selection (top left), selection of one patch (red
arrow), second selection using a different parameter (green ar-
row); pathlines passing each of the selected patches highlighted
with matching colors (bottom).

the active surface parameter during the selection. Previously cre-
ated patches will remain, whereas the placement of new patches
will be based on the currently active parameter (Fig. 6, top right).
We decided against using dynamic surface parameters, as they
would likely make both the selection process and interpretation of
the results more difficult.

By default, each singular selection creates a new patch. It is also
possible to have multiple selections contribute to the same patch,
even if the resulting surface is not coherent. If a selection based on
surface parameters provides unsatisfactory results, the patch can
manually be adjusted by drawing or erasing regions directly on the
mesh. Visually, these patches are differentiated using pre-defined
colors. Since the association of vertices to their respective patches
is stored as flags in a 16 bit integral vertex attribute, it is possi-
ble for different patches to overlap. The total number of patches is
therefore limited to 16. We assume this technical limitation to be
unproblematic, as there would rarely be a situation where the user
would need to create more than 16 different patches.

5.4. Pathline Visualization

After the user completes the selection of interesting surface regions,
they have the option to select a distance from which to extract path-
lines representing the associated blood flow. Only pathlines that
come closer to the selected vertices than the distance threshold at
least once during their course are selected. The chosen distance
can be changed at any time, causing the pathline extraction to be
repeated. The extraction is done by building a KD tree from the
surface patch vertices and calculating the shortest distance for each

pathline vertex from this patch. Only pathlines where at least one
vertex is within the selected distance to the surface patch is in-
cluded in the line bundle associated with that patch. We decided to
use pre-integrated streamlines instead of dynamically seeding new
lines close to the selected path due to the explorative nature of our
application. Filtering existing pathlines only takes a few seconds,
whereas creating new pathlines with dynamic seeding would take
significantly longer.

If the user has selected multiple patches on the surface, the dis-
tance threshold can be configured individually for each patch. The
resulting pathline bundles are colored according to the patches they
belong to (Fig. 6, bottom), making them visually distinct (recall re-
quirement 4). Pathlines belonging to different patches can be indi-
vidually configured, such as by toggling their visibility or mapping
parameters to their color, thickness or opacity. The patches them-
selves are visible on the vessel surface by default, but can also be
individually hidden or rendered semi-transparently. This is useful
for extensive patches that may otherwise create occlusions.

The pathlines are drawn as lines, then converted into view-
aligned quads using the geometry shader. This allows the ad-
justment of the line on a per-vertex basis and also circumvents
OpenGLs limitations on line width. Alongside each vertex, we
store the integration time point as a vertex attribute. This allows
animating the flow by mapping the temporal distance of the time
point stored for each vertex with the current animation time point
to opacity. The temporal range for which vertices are visible can be
adjusted by the user.

5.5. Pathline Filtering

To further refine the previously selected lines, pathline bundles can
be filtered based on their parameters, such as pressure or velocity.
This gives the user the ability to restrict the visualization of a pre-
viously extracted line bundle to a certain combination of features
(requirements 3 and 5).

One way of filtering the bundles is to map their hemodynamic
parameters to line thickness or opacity, effectively reducing visi-
bility of lines with certain high or low parameter values. By map-
ping the residence time of a pathline in an aneurysm to opacity and
thickness, for example, it is possible to highlight pathlines that stay
inside the aneurysm for a larger amount of time (Fig. 7).

Instead of implicitly filtering pathlines using thickness or opac-
ity, the user can explicitly select parameter ranges in a scatterplot or
parallel coordinated view of the current pathline bundle. The scat-
terplot displays two parameters from the currently selected pathline
bundle and allows the user to draw a selection rectangle. To allow
filtering based on more than two parameters at the same time, we
included a parallel coordinates diagram. The user can select which
parameters are shown in this diagram and change their order. For
each enabled parameter, they can interactively specify a range to
filter pathline vertices.

Both the scatterplot and parallel coordinates diagram are syn-
chronized. When the user performs a range selection on one pa-
rameter in a diagram, the selection is propagated to the other. In
the parallel coordinates diagram, all lines belonging to a selected
vertex are highlighted.
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Figure 7: Visualization highlighting long-residing flow in an
aneurysm by mapping residence time on line width, opacity and
color (temperature scale) at the same time.

Figure 8: Scatterplot and parallel coordinates view showing three
parameters of the same line bundle with synchronized selection.

Figure 9: Line chart comparing two pathline bundles with the
global set of pathlines with respect to their speed and flow distance.

To quantitatively compare two pathline bundles, they can both
be plotted in a line chart (Fig. 9). Here, one parameter of each
bundle (such as speed) is plotted either over time or flow distance
with respect to their average, minimal and maximal value as well as
their 25% quantile, median and 75% quantile. Each of these met-
rics can be individually toggled by the user. Figure 9 shows the
area between the average speed as well as the 25% and 75% quan-
tile of two line bundles (red and yellow) and the complete set of
pre-integrated pathlines (grey) plotted over the flow distance. The
graphs use the same color as the pathlines in the 3D visualization.

Once the user has performed a selection in any of the diagrams,
the 3D view will be updated accordingly. There are several differ-
ent ways in which highlighting or culling a certain parameter range
can be performed (Fig. 10). The first method is vertex-based selec-
tion (Fig. 10, A and D). In this mode, only vertices matching the
selected parameter ranges will be kept. While this approach repre-
sents the user’s selection exactly, it tends to produce very short line
segments in some areas (Figure 10, A). The line-based selection
mode keeps an entire line if at least one vertex fits the parameter
range (Fig. 10, B and E). This solves the problem of having very
short line segments, but can lead to confusion as to which exact part
of a pathline actually lies within the parameter range. The third
mode is a combination of both previous modes. Like in the line-
based mode, the entire line is kept. Additionally, vertices matching
the parameter range are highlighted with white outlines (Fig. 10, C
and F).

In addition to these three modes, the user can also choose how
vertices or lines that do not match the parameter range are handled.
They can either be removed from the visualization completely (Fig.
10, A-C) or be shown with strongly reduced opacity (Fig. 10, D-
F). Completely removing them reduces visual clutter, but may also
remove context information about the flow surrounding the selected
areas. To convey these rather technical options to the user in an
understandable way, they are presented in the user interface using
expressive icons (Fig. 10, bottom).
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Figure 10: The six different combinations of filtering settings;
vertex-based selection (A,D), line-based selection (B,E) and line-
based selection with vertex highlights (C,F). Vertices / lines outside
the selected parameter range are removed completely (A,B,C) or
have their opacity reduced to 20% (D,E,F). Icons used to represent
these option in the user interface (bottom).

5.6. Reverse Surface Selection

The usual workflow involves selecting an interesting surface re-
gion and then extracting pathlines that pass this section closely. In
some situations, however, physicians would not only be interested
in which flow structures cause a specific surface feature, but also
what other surface features the selected flow structure may pass.
Therefore, it is possible to select additional surface regions based
on their distance to an already extracted pathline bundle (Fig. 11).

This is implemented similarly to the way the pathline bundles
are selected, except now the pathline vertices are written to the KD
tree and compared against the surface vertices. By default, the same
distance threshold is used, although this can be adjusted. The user
can then map any parameter to the generated surface to look for
other interesting surface features (Fig. 11, right). Since we found
the black outlines around the different shades of the color scale to
be distracting in a view that also includes pathlines, we disabled
them by default.

At any point during the described workflow, the user can go back
to previous tasks without losing any information. For example, if
the pathline filtering pointed the users to possibly interesting sur-
face regions they have not yet selected, they can return to the sur-
face patch selection mode and add additional patches.

6. Evaluation

To evaluate our methods, we asked two experienced neuroradiolo-
gists and an expert in flow simulation to apply it to nine aneurysms

Figure 11: Original surface patch used to select a pathline bundle
(left); additional surface regions extracted using the same bundle,
with wall shear stress mapped to the color scale (right).

Figure 12: Using the line chart plotting average residence time
over flow distance to differentiate multiple vortices from a com-
plex flow structure; the line chart (bottom) clearly shows multiple
structures being present in a flow bundle (A) and helps creating a
selection that only contains one of the structures (B, green lines).

and recorded their findings. Two of these datasets were from a lon-
gitudinal study, acquired three years apart from each other. We also
asked for general feedback in an informal interview afterwards.

The first neuroradiologist and the flow expert were able to use the
tool themselves after a short introduction and demonstration on one
dataset. The second neuroradiologist participated over the internet,
using remote control. While she gave precise instructions on which
patches to select, the actual interaction with the application was
performed by us.

All three experts described our method as an advancement in the
field of explorative flow visualization. They were able to quickly
find interesting surface regions that almost always yielded interest-
ing flow patterns such as vortices when selected. The color-coding
proved especially useful for assessing which adjacent vessels a par-
ticular flow pattern drains into. According to the experts, a precise
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selection of specific flow patterns based on their relation to surface
features has previously not been possible. They highly appreciated
the visualization of splitting flow. Overall, our combination of inter-
action, visualization and filtering techniques allows for systematic
exploration and qualitative assessment of flow structures.

The first neuroradiologist was primarily interested in patches
with either high or low normalized wall shear stress or high OSI.
His main goal was to correlate vortex structures in the flow with
specific hemodynamic parameters on the vessel wall. To facilitate
comparability between datasets, the expert used similar or identical
parameter ranges for the placement of surface patches and extrac-
tion of pathlines. In a few cases, the expert made use of the function
to manually draw patches, for example when a patch would other-
wise "bleed" into the parent vessel. The expert also used the line
chart to determine if a pathline bundle contains more than one ac-
tual vortex structure. To correlate features from the line chart with
the 3D visualization, the expert used vertex-based filtering (Fig.
10, A). He also used the line chart to determine if a pathline bundle
contains more than one actual vortex structure by plotting the resi-
dence time over flow distance. Figure 12 shows an example of such
a situation from the evaluation. The red line bundle contains two
different vortices, which is not instantly obvious due to the com-
plex nature of the flow in the 3D visualization, but clearly visible
in the line chart. With this information, the expert was able to add
another patch that captures a flow bundle only passing through one
of these vortex structures (green line bundle).

Placing a single patch took the expert between 24 and 110 sec-
onds, depending on the complexity of the vessel geometry and if
he had to manually draw a patch. Since settings such as mapped
surface parameter, number of color scale shades or custom param-
eter ranges were reset to a default value when switching between
datasets, he wished for a way to change the default values or create
custom presets to accelerate the process of placing patches.

Figure 13 shows two pathline bundles the first neuroradiologist
selected in an aneurysm. The red bundle was selected based on a
local pressure minimum, the green bundle based on a wall shear
stress minimum. Both the red and green vortices only appear after
the blood flow hits the vessel wall. The flow decelerates when enter-
ing the aneurysm and accelerates when leaving it (Fig. 13, right).
Although the aneurysm is located at a bifurcation, the flow from
both vortices drains exclusively into only one of the adjacent ves-
sels.

The second and third dataset were acquired from the same pa-
tient at different points in time. The neuroradiologist was therefore
interested in visualizing the development of the aneurysm and flow.
Since our application did not directly support the comparison of
datasets, he improvised by running two instances at the same time
and manually adjusting the camera to show a similar angle (Fig.
14). Selecting a patch at a similar location in both datasets allowed
for a qualitative comparison of the changes in flow patterns.

The second, independent neuroradiologist was primarily inter-
ested in visualizing splitting flow in aneurysms for the purpose of
optimal flow diverter placement. She stated that highlighting the
splitting flow structures can provide decision support for the place-
ment of flow diverters. Usually, the physician wants to place a flow
diverter to reduce pressure from the aneurysm without covering

neighboring vessels completely since this would stop blood sup-
ply via these vessels. According to the expert, experienced neuro-
radiologists are often able to infer this information from the wall
geometry alone. However, visualizing the splitting flow could be a
valuable help to less experienced neuroradiologists. Since the ex-
pert had limited interest in correlating flow structures with surface
parameters, she mostly placed patches based on geometric features,
such as bleps or the aneurysm dome. When filtering pathline bun-
dles based on their hemodynamic parameters, this expert preferred
line-based filtering with reduced opacity for filtered lines (Fig. 10,
F) We did not record the time she took for patch selection since the
interaction was not performed directly by the expert.

Our method proved to be stable in respect of the parameter cho-
sen for the surface patch selection. Interesting flow structures often
manifest in multiple surface parameter changes, either in different
locations or different parameters. For example, the red line bundle
in Figure 13 could have also been selected using the OSI param-
eter. In cases where a selection either did not yield an interesting
flow structure or resulted in multiple structures at once, the result-
ing pathlines usually contained clues about more promising surface
regions that could be selected instead. The ability to manually draw
patches onto the surface without regard to the underlying parame-
ters proved to be useful when the experts wanted to select a region
based on vessel morphology that did not fully correlate to any sur-
face parameter.

A point of criticism was that manually adjusting the surface color
scales was often necessary. The color scale domain is initialized us-
ing the global parameter minimum and maximum, yet the physician
is generally looking for local minima and maxima. These values
may not always be visible initially due to the discrete nature of the
color scale, therefore requiring manual adjustment. They requested
various (possibly customizable) presets for these adjustments to be
added to the application in order to save time when selecting sur-
face patches with recurring parameter configurations.

All experts expressed their interest in being able to further quan-
tify various aspects of our visualization. An example for that would
be the ability to measure the size and extent of detected structures.
More complex measures, such as the amount of flow that passes
through a certain structure or directly underneath a surface patch,
would be desirable as well. Adding quantitative measures for each
line bundle would allow the physician to gain a deeper understand-
ing of the flow patterns and also enable comparisons between the
detected flow structures.

Another requested feature was the ability to place a plane into
the parent vessel of an aneurysm and record the color and spatial
positions of pathlines passing through it. This would generate a
flow profile depicting which regions of the vessel cross section feed
or drain into different flow structures. A potential use for this kind
of information would be the optimization of stent placement.

7. Discussion

The feedback from all experts shows that our method can support
the visual exploration of blood flow and its relation to surface fea-
tures. According to their feedback, we were able to fulfill the re-
quirements presented in Section 1. The use of a discrete color scale
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Figure 13: Flow selection performed by one of the neuroradiologists from three different perspectives; the right image has the flow velocity
mapped onto the pathlines using a temperature color scale.

Figure 14: Comparison of the same aneurysm acquired in 2011
(left) and 2014 (right); the residence time is mapped onto a tem-
perature color scale.

allows for a fast localization of extreme hemodynamic parameters.
Unlike previous approaches such as [vBB∗10,ZMH∗09,GNBP11],
the local flow structures associated to an interesting surface struc-
ture can be visualized with only a few mouse clicks. Further explo-
ration of the resulting pathline bundles is possible by either map-
ping their parameters onto a color scale for filtering them in real-
time using a parameter scatterplot, parallel coordinates view or line
chart. Both the extraction of pathline bundles as well as the ad-
ditional filtering can be performed in real-time. Color-coding the
selected patches and associated pathlines allows for an easy visual
assessment of the entire course of a bundle, similar to [vBB∗10].

At present, our application’s ability to perform quantitative anal-
ysis in addition to qualitative assessments is limited. Users can eas-
ily find interesting flow structures and visually compare their quan-
titative parameters using the line chart. To remedy the lack of ad-
ditional, in-depth analysis features, the quantitative data from any
pathline bundle can be exported as a CSV file. This allows the user
to employ an external application of their choice to perform further
analysis.

8. Conclusion & Future Work

We have presented a set of intuitive techniques to allow for an in-
teractive exploration of local blood flow based on surface features.
Both clinical and the flow simulation expert appreciated the local
selection techniques to analyze blood flow characteristics in com-
bination with surface parameters. In fact, both of them stated that

they were missing this opportunity in their respective known tools.
They also were interested in the visualization of the flow splitting
and appreciated the presentation of the pathlines for the entire ves-
sels. Furthermore, the sophisticated real-time filtering techniques
including parameter-based filtering and usage of parallel coordi-
nate views as well as the scatterplot could fulfill all of their requests
regarding selection of specific blood flow characteristics.

Although tailored for the use on cerebral aneurysms, our meth-
ods can be easily adapted to other applications both in- and outside
of the medical field. All that is required for our tool to work is
a surface model and a set of arbitrarily generated pathlines. Hav-
ing quantitative parameters mapped to them extends the filtering
possibilities, but is not strictly required for our application to be
used. Problems could arise when working with complex intertwin-
ing surface models, since occlusions might hinder the user’s abil-
ity to select certain parts of the surface. Possible solutions in this
scenario would be to use semi-transparent surfaces in combination
with an automated selection algorithm, as presented by Mühler et
al. [MTRP10].

For the scope of this paper, we limited our application to work
with pre-integrated pathlines. This ensures that all interactions with
our tool can be performed in real-time. For the future, we plan to
add dynamic seeding capabilities to our application. If the users
feel that a certain interesting area is under-detailed due to a lack of
pathlines, they may dynamically add more detail by seeding addi-
tional pathlines.

At the moment, our tool is only focused on the exploration of a
single dataset. There are, however, many scenarios in which physi-
cians would like to compare different datasets. For example, a
physician may want to see how a treatment procedure they have
performed affected the blood flow in comparison to a dataset ac-
quired before the procedure. To support these comparisons, further
quantitative values in addition to the existing ones should be ex-
tracted, for example about the flow directly underneath a patch or
the patch itself. Instead of simply showing multiple datasets side-
by-side in isolated views, an integrated visualization would be de-
sirable. This would require translating either the surface patches or
the seed points for a selected pathline bundle to highlight how the
flow has changed between datasets.
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Abstract—Intracranial aneurysms are pathologic dilations
of the vessel wall, which bear the risk of rupture and of
fatal consequences for the patient. Since treatment may be
accompanied by severe complications as well, rupture risk
assessment and thus rupture risk prediction plays an important
role in clinical research. In this work, we investigate the
potential of morphological features for rupture risk status
classification in 100 intracranial aneurysms. We propose a
pipeline for morphological feature extraction, rupture status
classification with subsequent feature ranking and inspection.
Our classification setup involves training separate models for
each aneurysm type (sidewall or bifurcation) with multiple
learning algorithms. We report on the classification perfor-
mance of our pipeline and examine the predictive power
of each morphological parameters towards rupture status
classification. Further, we identify the most important features
for the best models and study their marginal prediction.

Keywords-Medical Image Analysis; Intracranial Aneurysm;
Morphological Parameters; Rupture Status Classification;

I. INTRODUCTION

[1]. Numerous studies identified parameters such as
aspect ratio, undulation index and nonsphericity index as
statistically significant to the aneurysm rupture status [2],
[3], [4]. However, although these studies allow for a retro-
spective analysis, the clinician needs further guidance in case
an asymptomatic aneurysm was detected and the rupture risk
should be determined. Therefore, we study to what extend
the rupture status can be predicted with supervised classifi-
cation models learned on morphological parameters that are
available to the clinician. We extract common parameters
that were found in other studies to correlate with rupture
risk. We train separate classifiers for each aneurysm type
(sidewall or bifurcation) using multiple learning algorithms.
We juxtapose the impact of each feature towards the best
models’ predictions and study their marginal predictions.

II. MATERIALS

Our pipeline is illustrated in Fig. 1. The preprocessing
steps comprise the segmentation and neck curve extraction
of the medical image data, which is explained in this section.

A. Data Acquisition

The presented methods were developed for a database
comprising 100 intracranial aneurysms from 74 patients
(age: 33-85 years, 17 male and 57 female patients) at

the university hospital of Magdeburg, Germany. For each
patient, 3D rotational angiography data was acquired as
part of the necessary clinical work-up performed on an
Artis Q (Siemens Healthineers, Forchheim, Germany). The
dataset acquisition and the subsequent analysis steps are in
accordance with the guidelines of the local ethics committee.

B. Segmentation and Neck Curve Extraction

From digital subtraction data reconstructed from 3D ro-
tational angiographies, the aneurysms and vessels are seg-
mented with a threshold-based approach [5]. Afterwards, we
extract the vessel’s centerline with the vascular modeling
toolkit (VMTK, vmtk.org) [6]. As prerequisite for feature
extraction, the aneurysm has to be delineated from the parent
vessel. For this purpose, we employ the automatic ostium
detection of Saalfeld et al. [7].

III. METHODS

With our pipeline, we extract morphological features and
learn classification models that distinguish between unrup-
tured and ruptured intracranial aneurysms.

A. Extraction of Morphological Features

For each 3D surface mesh, we obtain the neck curve,
the dome point D and the two base points B1 and B2 in
our previous work [7]. Hence, the base points B1 and B2

are approximated as points on the centerline with largest
distance where the rays from B1 and B2 to D are not
intersecting the surface mesh. In Fig. 2, the extracted
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Figure 1. Pipeline of our presented approach: aneurysm segmentation from
raw image data as well as subsequent automatized extraction of the cen-
terline and the neck curve was carried out. Afterwards, the morphological
parameters were extracted. Classifiers were trained and evaluated based on
these parameters. Finally, feature ranking and inspection was conducted.
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Figure 2. Illustration of the extracted morphological features Hmax,
Wmax, Hortho, Wortho and Dmax (A). The angles α, β and γ are
extracted based on B1, B2 and the dome point D (B). Separating the
aneurysm from the parent vessel based on the neck curve yields AA and
VA (C). The area of the ostium and the projected ostium, i.e., AO1 and
AO2, are shown in (D), where CNC denotes the center of the neck curve.

parameters are illustrated, where Hmax, Wmax, Hortho,
Wortho and Dmax describe the aneurysm shape. The angles
α (with α = min(]DB1B2,]DB2B1)), β (with β =
max(]DB1B2, ]DB2B1)) and γ are extracted based on
B1, B2 and D, and ∆αβ denotes the absolute difference of
α and β.

Separating the aneurysm from the parent vessel based
on the neck curve allows for extraction of the surface
area AA and the volume VA of the aneurysm. We provide
two measurements for the surface area of the ostium: AO1

and AO2 (recall Fig. 2-D). The parameter AO1 denotes
the surface area of the ostium, i.e., the surface of the
triangulated ostium area obtained by connecting the neck
curve points with their mean CNC . The parameter AO2

denotes the surface area of the neck curve when projected
into a plane, see also [7] for more information. Hence,
AO2 is extracted to obtain a comparable parameter to other
studies that often employ a cutting plane to determine
the ostium. Table I provides a brief description, summary
statistics and a visualization of the distribution for each
extracted parameter. Additionally, the statistical significance
of multiple parameters w.r.t. rupture risk status, including
Dmax, Hmax, AR1, AR2, β and γ, is shown in Table I.

Figure 3. Illustration of a sidewall aneurysm at the side of the parent
vessel wall (left) and a bifurcation aneurysm at a vessel bifurcation (right).

B. Classification & Evaluation Setup

We model our classification problem with a two-class
target feature (unruptured vs. ruptured), using the 100 sam-
ples described in subsection II-A and the 22 morphological
parameters from Table I as input features. As motivated by
the results reported in [8], we learn distinct models for the
subset of sidewall aneurysms (SW; 9 ruptured out of 24) and
for the subset of bifurcation aneurysms (BF; 29 ruptured
out of 62). See Fig. 3 for an illustration of sidewall and
bifurcation aneurysms. Further, we train our classifiers on
a combined group (ALL; 43 ruptured out of 100), which
includes 14 additional samples that could not be clearly
identified as either sidewall or bifurcation aneurysms.

For classification, we employ 9 different algorithms: three
decision tree variants (CART [9], C4.5 [10] and its succes-
sor C5.0), Naı̈ve Bayes (NBayes), a feed-forward neural
network with a single hidden layer (NNET) [11], generalized
partial least squares (GPLS) [12], random forest (RF) [13],
k-nearest neighbor classifier (KNN) and gradient boosted
trees (GBT) [14]. Some of the chosen classifiers may struggle
because of the different scale of the variables or the dataset’s
high dimensionality. Therefore, we optionally engage three
preprocessing transformations to the dataset: the “range“
transformation scales the data to be within [0,1], the “z-
score” transformation subtracts the mean and divides by the
standard deviation, and the “pca” transformation performs
“z-score” and a principal component analysis and retains
only the first principal components where the cumulative
percent of explained variance first exceeds 95 %.

We evaluate our approach using 5 times repeated 10-
fold cross-validation. In each run, we use a grid of tuning
parameter values with 10 unique values per parameter to
select the best parameter setting using accuracy (ratio of
correctly labeled samples) as quality measure.

IV. RESULTS

In this section, we report on our classification results and
elaborate on the features with high impact on the model
prediction.

A. Rupture Status Classification

In Table II, we show the results of classification between
unruptured aneurysms (negative class) and ruptured ones
(positive class) on all samples (denoted as ALL), the subset
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Table I
MORPHOLOGICAL FEATURES USED FOR CLASSIFICATION, WITH MEAN VALUES x̄ AND STANDARD DEVIATION s. BOXPLOTS SHOW THE FEATURE
DISTRIBUTIONS FOR UNRUPTURED (U) AND RUPTURED (R) ANEURYSMS. P-VALUES WERE DERIVED FROM A STATISTICAL ANALYSIS USING THE
NON-PARAMETRIC MANN-WHITNEY-U TEST; ∗∗ SIGNIFICANT CORRELATION (DOUBLE-SIDED) WITH p < 0.01; ∗ SIGNIFICANT CORRELATION

(DOUBLE SIDED) WITH p < 0.05.

Feature Description Status x̄± s Distribution p-value

AA Area of the aneurysm (without the ostium) Unruptured 79.40 ± 86.77
R

U

0 100 200 300 400

0.050
Ruptured 92.26 ± 74.12

VA Volume of the aneurysm Unruptured 91.24 ± 151.78
R

U

0 200 400 600 800

0.092
Ruptured 91.72 ± 114.92

OA1 Area of the ostium (variant 1) Unruptured 11.34 ± 7.90
R

U

0 20 40 60

0.265
Ruptured 10.33 ± 9.56

OA2 Area of the ostium (variant 2) Unruptured 10.45 ± 6.99
R

U

0 20 40

0.262
Ruptured 9.41 ± 8.29

Dmax Max. diameter of the aneurysm Unruptured 6.24 ± 2.84
R

U

0 20 40

0.034∗

Ruptured 7.21 ± 2.77

Hmax Max. height of the aneurysm Unruptured 4.74 ± 2.54
R

U

3 6 9 12

0.012∗

Ruptured 5.88 ± 2.59

Wmax Max. width of the aneurysm perpendicular Unruptured 5.08 ± 2.66
R

U

5 10

0.119
to Hmax Ruptured 5.32 ± 2.11

Hortho Height of the aneurysm approximated as length Unruptured 4.26 ± 2.41
R

U

3 6 9

0.030∗

of the ray perpendicular to the ostium plane Ruptured 5.17 ± 2.41

starting from CNC

Wortho Max. width parallel to the projected ostium Unruptured 5.59 ± 2.67
R

U

5 10

0.175
plane Ruptured 5.94 ± 2.15

Nmax Max. NC diameter, i.e., the max. possible Unruptured 4.02 ± 1.49
R

U

3 5 7 9

0.330
distance between two NC points Ruptured 3.75 ± 1.25

Navg Avg. NC diameter, i.e., the mean distance Unruptured 3.51 ± 1.20
R

U

2 4 6 8

0.237
between CNC and the NC points Ruptured 3.30 ± 1.13

AR1 Aspect ratio: Hortho/Nmax Unruptured 1.08 ± 0.50
R

U

1 2

0.002∗∗

Ruptured 1.40 ± 0.56

AR2 Aspect ratio: Hortho/Navg Unruptured 1.23 ± 0.56
R

U

1 2 3

0.003∗∗

Ruptured 1.60 ± 0.65

VCH Volume of the convex hull of the aneurysm Unruptured 100.36 ± 160.37
R

U

0 200 400 600 800

0.085
vertices Ruptured 108.14 ± 129.38

ACH Area of the convex hull of the aneurysm vertices Unruptured 92.23 ± 93.64
R

U

0 100 200 300 400

0.079
Ruptured 105.25 ± 81.15

EI Ellipticity index: 1 − (18π)
1
3 V

2
3
CH/ACH Unruptured 0.27 ± 0.02

R

U

0.26 0.30 0.34

0.323
Ruptured 0.27 ± 0.02

NSI Non-sphericity index: 1 − (18π)
1
3 V

2
3 /A Unruptured 0.17 ± 0.25

R

U

−1.0 −0.5 0.0 0.5

0.067
Ruptured 0.21 ± 0.24

UI Undulation index: 1 − V
CHV

Unruptured 0.12 ± 0.35
R

U

−2 −1 0 1

0.686
Ruptured 0.10 ± 0.39

α Min. of ]DB1B2 and ]DB2B1 Unruptured 54.38 ± 12.63
R

U

20 40 60 80

0.287
Ruptured 56.90 ± 11.57

β Max. of ]DB1B2 and ]DB2B1 Unruptured 80.70 ± 17.07
R

U

75 100 125

<0.001∗∗

Ruptured 92.13 ± 17.29

γ Angle at D, i.e. ]B1DB2 Unruptured 44.93 ± 19.71
R

U

25 50 75

<0.001∗∗

Ruptured 30.98 ± 13.68

∆αβ Abs. difference between α and β Unruptured 26.32 ± 22.66
R

U

0 25 50 75 100 125

0.078
Ruptured 35.23 ± 26.05



158 rupture status classification of ias

of sidewall aneurysms (SW) and the subset of bifurcation
aneurysms (BF). In addition to accuracy, we depict two other
quality measures: Cohen’s kappa and the area under the re-
ceiver operating characteristic (ROC) curve. Cohen’s kappa
measures the model’s relative improvement in accuracy in
comparison with the expected accuracy, i.e., the marginal
probability of the majority class. A ROC curve is a graphical
representation that juxtaposes sensitivity (true positive rate
(TPR)) and false positive rate (FPR) for varying prediction
thresholds of a binary classifier. The area under the ROC
curve (AUC) takes values between between 0 (0 % TPR,
100 % FPR) and 1 (100 % TPR, 0 % FPR), where a random
classifier achieves an AUC of 0.5.

Table II
CLASSIFICATION PERFORMANCE FOR EACH COMBINATION OF DATA

SUBSET AND ALGORITHM. PREPR. = PREPROCESSING
TRANSFORMATION; ACC. = ACCURACY; SW = SIDEWALL ANEURYSMS;

BF = BIFURCATION ANEURYSMS.

Subset Algorithm Prepr. Acc. Kappa AUC

GBT - 0.69 0.28 0.70
C5.0 - 0.66 0.21 0.69
GPLS - 0.66 0.21 0.69
KNN range 0.66 0.20 0.63

ALL CART - 0.65 0.18 0.61
NNET range 0.62 0.13 0.64
J48 - 0.62 0.13 0.64
NBayes - 0.61 0.10 0.58
RF - 0.60 0.07 0.62

GPLS range 0.79 0.43 0.73
C5.0 - 0.78 0.40 0.84
KNN pca 0.77 0.40 0.73
GBT - 0.77 0.40 0.68

SW NNET range 0.75 0.33 0.69
CART - 0.75 0.33 0.63
RF - 0.74 0.30 0.69
NBayes - 0.72 0.26 0.68
J48 - 0.72 0.25 0.74

GPLS z-score 0.68 0.31 0.68
KNN pca 0.66 0.28 0.68
NNET z-score 0.63 0.20 0.65
GBT - 0.62 0.19 0.60

BF NBayes - 0.61 0.17 0.57
CART - 0.61 0.16 0.61
J48 - 0.60 0.15 0.62
RF - 0.60 0.15 0.63
C5.0 - 0.59 0.13 0.61

GBT performs best in accuracy on ALL with 69 %,
followed by C5.0, GPLS and KNN with each 66 % (cf. Ta-
ble II). All classification algorithms work better on the subset
of SW aneurysms where GPLS with a range transformation
yields best overall accuracy of 79 % with an AUC of 0.73.
For the BF subset, GPLS with a z-score transformation
performs best with an accuracy of 68 % and an AUC of 0.68.
Overall, none of the classification algorithms outperforms all
others on all three subsets.

We integrated the three best models per data subset in an

interactive web-application1, which lets the user study how
a change in the choice of the values for a feature affects the
model confidence. The user may select a sample from the
training set, but she is also allowed to freely modify each
feature value with the respective slider widget, whereupon
the prediction confidence gets immediately updated. A hor-
izontal bar chart visualizes the supporting or contradicting
contribution of each input feature to the model’s prediction,
based on the method of Ribeiro et al. [15].

B. Model Interpretation

For interpretation of our models, we analyze the best
model of each subset. We identify the most important
features, i.e., the features that have the highest impact
on the model prediction (cf. Fig. 4). Feature importance
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Figure 4. Feature importance for the best model of each data subset.
Values are scaled up to 100 according to the highest feature importance.

scores are calculated as the sum of absolute differences
between all pairs of consecutive points of the feature’s partial
dependence plot. A partial dependence plot visualizes the
relationship between a feature f and a model’s prediction
while incorporating the average effect of the remaining
features in the model. Thus, by providing an estimation
of how the model’s prediction changes for each value of
f , it is particularly useful for interpreting the models of
complex non-parametric classification algorithms. We show
the partial dependence plots of the five most important
features of the best models per subset from Table II in Fig. 5.

Fig. 5 illustrates the high importance of the angle γ that
characterizes rupture status classification, since this feature

1Available at https://rbsenzaehler.shinyapps.io/RUSTiC/.
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Figure 5. The partial dependence plots show the marginal prediction of
the five most important variables for the best model of each data subset.

is ranked #1, #3 and #3 for each data subset’s best model.
Although the curves show slight variations in their run, all
three models have in common that the marginal probability
of predicting the class ruptured decreases with increasing
values of γ, which means that ruptured aneurysms tend to
exhibit lower γ values (cf. Table I). Besides γ, other features,
such as EI and Wmax for ALL, and VA and VCH for SW
and BF, exhibit a considerable relevance w.r.t. the model, as
shown in Fig. 4 and 5.

V. DISCUSSION

The partial dependence plots for the top-5 features found
for the sidewall aneurysms (Fig. 5, middle subfigure) and
for bifurcation aneurysms (Fig. 5, bottom subfigure) show
that four out of the five features are the same and that the
interdependencies between each of those input features and
the target feature follow the same pattern. This is a different
result in comparison with [8] who identified differences in
the statistical significance of morphological parameters w.r.t.
rupture status between sidewall and bifurcation aneurysms.

The importance scores in Fig. 4 indicate some higher-level
interactions between the features. For example, although
mean and standard deviation of the parameter EI are equal
in unruptured and ruptured aneurysms (cf. Table I), it is
ranked second most important (ALL). Apparently, the model
uses EI in combination with one or more other features
together to generate more robust predictions.

While the partial dependence plot clearly represents the
influence of a single feature, interaction effects between
two or more features are not represented. The decision tree
variant C5.0 achieves 66 % accuracy on all samples, just
3% less than the best model (cf. Table II). Being more

interpretable than GBT and GPLS and just slightly less
accurate, we opt to study the model closer. In its best run,
the algorithm generates multiple classification rules instead
of a single tree. A representation of three of those class-
characteristic rules is shown in Fig. 6. The left panel shows
a rule with a high lift for unruptured samples that satisfy
the condition AR2 ≤ 1.24∧ γ > 54.16. This partition (gray
box) contains 20 unruptured and 2 ruptured samples. Thus,
the lift is 1.6, i.e., in the partition described by the rule,
the relative frequency of the class unruptured is 1.6 times
higher in comparison with the relative frequency in the total
training set. Two rules for the class ruptured are shown in the
middle and right panel in Fig. 6 where the interaction effects
between Hortho and Wortho, as well as between Wmax

and AO2 are highlighted. Fig. 6 also indicates that none of
the morphological features under study alone would reliably
predict the rupture risk of the aneurysms. Indeed, building
a classifier with only one input feature yields a model with
55 % accuracy at best, which is outperformed by a classifier
that predicts the majority class (57 % accuracy).

While we consider our results to be promising, there
are arguably some limitations and substantial room for
improvement. First, the limited sample size, in particular
for the subset of sidewall aneurysms, might increase the
margin of error of the classification performance estimates.
We are keen to evaluate the robustness of our models on a
larger number of datasets. The second limitation concerns
the quality of the class label due to this specific pathology.
Samples that were labeled as unruptured could rupture at
a later moment. A further limitation is the limited feature
space: our classification models incorporate morphologi-
cal characteristics only. However, other properties, such as
hemodynamic features have been identified to be predictive
[16], [17]. In future work, we would like to inspect samples
with high classification error. Here, our goal is to derive
descriptions of groups of aneurysms that are hard to classify,
in order to better understand the reasons for misclassifica-
tion. Further, we would like to study the potential of deep
learning when applied on the segmented image data, e.g.,
using convolutional neural nets. More precisely, our interest
is to quantify the positive or negative impact of a careful
feature engineering step before rupture risk assessment in
comparison with a model that is learned on raw image data.

VI. CONCLUSION

In this paper, we studied the potential of morphologi-
cal parameters of intracranial aneurysms for rupture status
classification. We found that some of them are highly
predictive towards the outcome, including the angle between
the ostium’s base points γ. Although only trained on shape,
size and angle features, the performance of our best models
is promising. Thus, a natural extension of our work includes
incorporating a broader range of feature types to improve
accuracy.
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Abstract
Purpose Assessing the rupture probability of intracranial aneurysms (IAs) remains challenging. Therefore, hemodynamic
simulations are increasingly applied toward supporting physicians during treatment planning. However, due to several assump-
tions, the clinical acceptance of these methods remains limited.
Methods To provide an overview of state-of-the-art blood flow simulation capabilities, the Multiple Aneurysms AnaTomy
CHallenge 2018 (MATCH) was conducted. Seventeen research groups from all over the world performed segmentations
and hemodynamic simulations to identify the ruptured aneurysm in a patient harboring five IAs. Although simulation setups
revealed good similarity, clear differences exist with respect to the analysis of aneurysm shape and blood flow results. Most
groups (12/71%) included morphological and hemodynamic parameters in their analysis, with aspect ratio and wall shear
stress as the most popular candidates, respectively.
Results The majority of groups (7/41%) selected the largest aneurysm as being the ruptured one. Four (24%) of the partici-
pating groups were able to correctly select the ruptured aneurysm, while three groups (18%) ranked the ruptured aneurysm
as the second most probable. Successful selections were based on the integration of clinically relevant information such
as the aneurysm site, as well as advanced rupture probability models considering multiple parameters. Additionally, flow
characteristics such as the quantification of inflow jets and the identification of multiple vortices led to correct predictions.
Conclusions MATCH compares state-of-the-art image-based blood flow simulation approaches to assess the rupture risk of
IAs. Furthermore, this challenge highlights the importance of multivariate analyses by combining clinically relevant metadata
with advanced morphological and hemodynamic quantification.

Keywords Intracranial aneurysm · Rupture risk · Hemodynamic simulation · International challenge
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Introduction

The assessment of intracranial aneurysm (IA) rupture prob-
ability or the differentiation between stable and unstable
IAs still remains challenging. Hence, image-based hemo-
dynamic simulations are increasingly used to account for
patient-specificflowstructures anddetect potentially harmful
conditions. However, the usefulness of computational fluid
dynamics (CFD) in a clinical context remains uncertain.

After early single-case applications of numerical methods
for IAflowdescription [1, 2],more advanced simulation stud-
ies containing larger case numbers were performed. Xiang
et al. [3, 4] investigated 119 (and later 204) aneurysms
using CFD and found that most ruptured IAs had complex
flow, significantly lower wall shear stress (WSS), and larger
oscillatory shear compared to the unruptured cohort. In con-
trast, Cebral et al. [5, 6] concluded (based on 210 cases)
that rupture more likely occurs in IAs with significantly
higher maximum WSS, concentrated inflow, and complex
flow patterns. Recently, Detmer et al. [7] included 1631
aneurysms in their study and developed an aneurysm rup-
ture probability model based on patient characteristics (age
and gender), aneurysm location, morphology, and hemody-
namics.

In addition to numerical investigations of blood flow, sev-
eral verification and validation studies have been carried out
to improve the acceptance of the underlying methods among
physicians [8–12]. However, reliable acquisition of poten-
tially relevant parameters can be difficult or be subject to
a high variability, due to multiple interdisciplinary work-
ing steps. To address this observation and draw attention
to required conditions for realistic hemodynamic simula-
tions, Steinman et al. [13] organized a broad challenge
(25 groups participating) that compared the fluid dynam-
ics solver, discretization approaches, and solution strategies
employed among participants. Good agreement with respect

12 University of Toronto, Toronto, ON, Canada
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to cycle-average velocity and peak systolic pressure calcu-
lation was obtained, but other clinically relevant parameters
were not addressed. In a follow-up challenge (26 groups par-
ticipating) organized by Janiga and Berg, participants were
requested to predict aneurysm rupture and the corresponding
rupture site using numerical methods [14, 15]. Over 80% of
the groups chose the correct aneurysm, but the rupture site
could not be found based on CFD. To address the overall
variability of the important hemodynamic parameter WSS,
Valen-Sendstad et al. [16] compared simulation results from
28 challenge contributions, providing only the source 3D
images to each team.Based on the normalizedWSS results of
five middle cerebral artery aneurysms per group, they found
that the inter-group variability was around 30%, with the
highest differences with respect to maximum WSS and low
shear area.

The present study focuses on the presentation of state-of-
the-art segmentation and simulation approaches with respect
to IA rupture risk assessment. In the frame of the Multiple
AneurysmsAnaTomyCHallenge 2018 (MATCH), interested
biomedical engineering groups were requested to segment
and simulate a patient-specific dataset harboring five IAs.
Furthermore, rupture probability suggestions were collected
based on arbitrary criteria (e.g., any number of morpho-
logical and/or hemodynamic parameters). The results of
the first phase (segmentation) are presented in Berg et al.
[17], while this study focuses on the second phase (rup-
ture risk assessment). Based on the presented findings,
helpful recommendations regarding realistic and beneficial
blood flow simulations are provided for future investiga-
tions.

Materials andmethods

Case details and image acquisition

All five aneurysms that were the subject of MATCH were
found in a single patient admitted to the hospital with
acute subarachnoid hemorrhage due to rupture of one of the
aneurysms. Two aneurysms were located at the right M1-
segment, one at the left M1-segment, another one at the left
MCA-bifurcation, and the fifth at the left posterior inferior
cerebellar artery (PICA) (see Fig. 1). Four aneurysms were
of similar size ranging between 4.4 mm and 5.6mm. The two
M1-aneurysms on the right were clipped, the others coiled.

The ruptured aneurysmwas clearly identified by imaging.
CT and subsequentMRI showed a subarachnoid hemorrhage
mainly in the left premedullary cistern surrounding thePICA-
aneurysm. In addition, bothM1-aneurysms on the right were
clipped, with no evidence of prior bleeding. This study was
performed in accordance with the guidelines of the local
ethics committee.
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Fig. 1 Illustration of thefive IAs from the investigated aneurysmpatient.
Aneurysms A and B were located on the M1 segment of the right ante-
rior circulation and C on the leftM1 segment, respectively. AneurysmD
was found on the left middle cerebral artery bifurcation and aneurysm E

was located on the left posterior inferior cerebellar artery. The image
data were acquired using 2D and 3D digital subtraction angiography,
while only 3D rotational angiographydatawere provided to theMATCH
participants

Participating groups

MATCHwas initially announced onNovember 03, 2017, and
interested research groupswere able to receive detailed infor-
mation from the associated Web site (https://www.ics2018.
de) and from newsletters of the 15th Interdisciplinary Cere-
brovascular Symposium. Participants were asked to submit
their simulation results until February 02, 2018, wherein the
following items were requested:

• Participants were asked to perform hemodynamic simula-
tions based on their own segmentations, and to identify
which aneurysm ruptured using arbitrary criteria (e.g.,
hemodynamic parameters). In addition to the request to
decide which aneurysm ruptured, participants were asked
to provide a rupture probability ranking of the five IAs.

• Participants submitted an informal abstract (max. 1 page)
containing author names, affiliations, and simulation
details: (1) Mesh resolution, (2) solver, (3) time-step size
(if unsteady), (4) type of in- and outflow boundary condi-
tion, (5) viscosity/density, and (6) reasons for choosing a
particular aneurysm as being the ruptured one (aneurysm
A-E) as well as ranking of rupture probability of each
aneurysm. Further details were optional.

In total, 17 groups from11 different countries followed the
call and submitted an abstract. The groups had the following
origins: Europe (Germany: 2; Hungary, Italy, Norway, Rus-
sia: 1); North America (USA: 5; CAN: 1); Asia (Japan: 2;
India, Hong Kong: 1); Australia (1).

Segmentations

3D rotational angiographies acquired on an Artis Q angiog-
raphy system (Siemens Healthineers AG, Forchheim, Ger-
many)were reconstructed on a SyngoXWorkplace (Siemens
Healthineers AG, Forchheim, Germany) using the kernel
“HU auto” [18]. The details of the segmentation have already
been described in Berg et al. [17].

Hemodynamic simulations

Since each participant had the freedom to choose an arbi-
trary strategy regarding the hemodynamic simulations, the
most important properties are described in the following. An
overview regarding the simulation setups for MATCH is pre-
sented in Table 1 and Fig. 2.

Spatial discretization

Although a variety of meshing strategies related to CFD
exists, the use of unstructured grids with a combination of
either tetrahedral (14 groups) or polyhedral (2 groups) cells
with a few prism layers was most common. Only one group
used an unstructured hexahedral mesh with five additional
prism layers (Group 2). Regardless of the mesh type, an
appropriate spatial resolution is essential to enable the gen-
eration of mesh-independent solutions. Here, reported cell
sizes ranged between 0.1 and 0.3 mm, with a mean value and
standard deviation of 0.17±0.076 mm. Thus, depending on
the size of the considered vessel volume, the total number of
cells per simulation was between 0.5 and 4.1 million.
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Table 1 Each group’s technical details regarding the corresponding hemodynamic simulation and analysis as well as individual selections of the
aneurysm with the highest rupture probability (correct choices are highlighted as bold)

Group Inlet boundary
condition

Blood
treatment

Time
dependency

Outlet boundary
condition

Time
step
size

Parameters No. param. Aneurysm
choice

1 Womersley Newtonian Unsteady Zero pressure 1E−02 Morph/hemo 16 E

2 Plug Non-Newt. Unsteady Zero pressure 1E−03 Morph/hemo 4 A

3 Plug Newtonian Steady Zero pressure – Morph/hemo 2 C

4 Plug Newtonian Steady Murray (d2) – Hemo 1 D

5 Womersley Newtonian Unsteady 0D model 1E−04 Morph/hemo 6 A

6 2D PC-MRI Non-Newt. Unsteady Constant pressure 1E−02 Morph/hemo 3 E

7 Plug Non-Newt. Steady Murray (d2) – Morph/hemo 4 A

8 Womersley Newtonian Unsteady Zero pressure 1E−03 Morph/hemo 4 E

9 Womersley Newtonian Unsteady 0D model 1E−04 Morph/hemo 2 D

10 Plug Newtonian Unsteady Zero pressure 5E−07 Hemo 2 D

11 Parabolic Newtonian Steady Murray (d3) – Morph/hemo 2 A

12 Plug Newtonian Unsteady Pressure waveform 5E−03 Hemo 3 C

13 Plug Newtonian Unsteady Murray (d2) 1E−03 Morph/hemo 3 C

14 Plug Newtonian Unsteady Zero pressure 5E−04 Morph/hemo 4 A

15 Parabolic Newtonian Unsteady Zero pressure 7E−03 Hemo 5 E

16 Plug Newtonian Steady Zero pressure – Hemo 5 C

17 Plug Newtonian Unsteady Pressure waveform 1E−03 Morph/hemo 6 A

The following criteria are presented: (1) type of inlet boundary condition: constant (plug), parabolic, Womersley or phase-contrast magnetic
resonance imaging (PC-MRI) profile, (2) blood treatment, assuming Newtonian or Non-Newtonian behavior, (3) time dependency: steady-state
or time-varying simulations, (4) type of parameters for rupture risk assessment: morphologic and/or hemodynamic, (5) number of considered
parameters, (6) selected aneurysm with the highest rupture probability

Solver selection

To solve the equation for mass and momentum conserva-
tion, an appropriate and validated fluid dynamics solver is
required. Here, most groups (11) decided to use a commer-
cially available software package, which was either from
ANSYS (Fluent or CFX, Canonsburg, Pennsylvania, USA)
or from Siemens PLM (STAR CCM + , Plano, Texas, USA).
Approximately one-third of the participants (five groups)
applied open-source tools (e.g., OpenFOAM or Oasis). Only
one group used an in-house fluid dynamics solver.

Boundary conditions

Since only the image data were provided to the MATCH
participants, patient-specific boundary conditions were not
available. This represents a situation commonly encountered
by research groups; as for the patient in this study with a
subarachnoid hemorrhage, the acquisition of individual flow
curves would mean an additional, unrequired intervention.
Hence, participants were free to choose arbitrary boundary
conditions.

Regarding the resolution of temporal effects, five groups
(29%) performed steady-state simulations, while twelve
groups (71%) considered unsteady flow with the simulation
of two or more cardiac cycles. Interestingly, clear differences
with respect to the time step size occurred, which ranged
between 5E−7 s and 1E−2 s (mean 3E−3±3.9E−3 s). Fur-
thermore, variability regarding the type of inflow boundary
condition was present. While 60% of the groups applied a
constant plug profile for either velocity or flow rate, one quar-
ter defined aWomersley equation profile, which describes the
pulsatile character of the velocity profile. A parabolic flow
was assumed by two groups and one group applied velocity
profiles of the left internal carotid and vertebral artery from
2D phase-contrast MRI measurements of a healthy volun-
teer.

To characterize the entire computational system, outlet
boundary conditions needed to be defined. Due to the lack
of knowledge regarding pressure distributions in the distal
vessels, eleven groups (65%) used either constant values or
predefined pressure waves. The remaining six groups applied
flow-splitting models, which were either based on in-house
0Dmodels (twogroups) [19], area-dependentweighting (two
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Fig. 2 Distribution of methodological details regarding the variability
of hemodynamic simulations: a type of the fluid flow solver, b type of
inflow boundary condition (BC), c concept of blood treatment, d type of
outflow boundary condition (d2 and d3 relate to the power coefficient of
Murray’s law, 0D indicated the application of a reduced splittingmodel)

groups), or the cube of the corresponding vessel diameter
(two groups) [20].

Finally, all groups assumed rigid vessel wall conditions
and no participant carried out fluid–structure interaction sim-
ulations to account for vessel movement or occurring wall
stresses.

Bloodmodeling

The treatment of blood with respect to its material
properties was relatively consistent among the groups.
Since blood is an incompressible fluid, the assumption
of a constant density is well-accepted and values ranging
between 1000 and 1100 kg/m3 were applied (median �
1056 kg/m3).

Regarding the choice of viscosity, no clear consen-
sus exists. While some studies claim that non-Newtonian
effects influence the simulation results [21, 22], others
have found no significant impact of available models on
the flow fields [23, 24]. Nevertheless, researchers agree

that the choice of blood treatment has rather secondary
effects compared to primary influences, e.g., geometry
and inflow conditions. Within MATCH, 14 groups (82%)
assumed aNewtonian fluid with amean dynamic viscosity of
3.65±0.21 mPa s. The remaining three groups applied non-
Newtonian models (either power law models or the Carreau
model).

Results

As a summary of the challenge, Table 1 contains the group-
specific settings for their numerical investigation as well as
their choice regarding the ruptured aneurysm.

Rupture risk assessment

In the context of MATCH, the assessment of aneurysm rup-
ture risk was mostly carried out using morphological in
combination with hemodynamics parameters. For instance,
only four groups considered patient information such as the
aneurysm site. In this regard, it must be noted that only the
DICOM dataset was provided to the participants to assess
the ability of biomedical engineering related analysis. Hence,
clinically relevant factors such as age, sex, smoking, hyper-
tension were not disclosed.

Only three morphological parameters were chosen more
than once (aspect ratio, size ratio and undulation index),
while the following parameters were chosen only once:
aneurysm neck area, aneurysm width, height-to-width ratio,
bulge location, parent vessel diameter, volume-to-ostium
ratio, non-sphericity index, aneurysm surface curvature, ratio
between each aneurysm’s volume, and volume of each
aneurysm’s least bounding sphere.

Besides the morphological analyses, participants applied
hemodynamics parameters to assess the rupture probability
of each aneurysm. By far the most often used parame-
ter was WSS (in different variants), which was calculated
by 13 groups. The second most applied variable was the
oscillatory shear index (OSI, 9) followed by pressure (5),
maximum velocity, velocity fluctuation, and relative resi-
dence time (each 2). The following parameters were used
only once: inflow concentration index, energy loss, vorticity,
helicity, low shear area, kinetic energy, and spectral power
index.

Table 2 contains the rupture risk assessment strategies
of all participants and reveals the basis for the individ-
ual decisions. Furthermore, it provides an overview of the
usage of morphological and hemodynamic parameters by
each group. One should notice that only five groups applied
hemodynamic parameters exclusively to assess the rupture
probability.
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Table 2 Overview of the participants rupture risk assessment strategies
containing the number of considered morphologic as well as hemody-
namic parameters (correct choices are highlighted as bold)

Group Rupture risk assessment strategy Parameters

Morph Hemo

1 Logistic regression models (based on
CFD simulations of 1920 aneurysms)
[7]

9 7

2 Rupture resemblance score (based on
CFD simulations of 542 aneurysms) [25]

2 2

3 Aneurysm size and energy loss [26] 1 1

4 WSS difference between the maximum
and minimum flow condition

0 1

5 Combination of size, irregularity, low
aspect ratio and low WSS, high OSI,
high-frequency WSS instabilities [27]

3 3

6 Location, diameter, WSS 2 1

7 Location, size, ratio of volume and
volume of least bounding sphere,
streamlines, and WSS

3 1

8 Internal scoring system based on
dome/neck ratio, blebs, TAWSS,
change in instantaneous WSS, OSI on
daughter blebs

2 3

9 Visual inspection of morphology
(non-spherical shape) and flow
instability (turbulent-like flow)

1 1

10 Pressure and WSS ratios 0 2

11 Size and low WSS 1 1

12 WSS, TAWSS, OSI 0 3

13 Rupture resemblance score (based on
CFD simulations of 542 aneurysms) [25]

1 2

14 Aspect ratio, pressure difference, OSI,
rupture risk parameter based on WSS
and averaged velocity

1 4

15 TAWSS, OSI, RRT, pressure
distribution, stagnation points

0 5

16 Relative changes of WSS, velocity,
pressure, vorticity, helicity

0 5

17 Size, aspect ratio, WSS, OSI, RRT, ICI 2 4

With (TA)WSS (time-averaged) wall shear stress, OSI oscillatory shear
index, RRT relative residence time, ICI inflow concentration index

Selections by the challenge participants

Participating groups selected the following aneurysms as
being the ruptured one: Most groups (7/41%) selected
aneurysm A as the most probable candidate, which is the
largest one. It can be observed that five of these groups used
low WSS in combination with increased OSI as indicators
for aneurysm rupture.

Four groups (24%) correctly selected aneurysmE as being
the ruptured one. While one group combined clinically rele-
vant information (e.g., aneurysmsite)with simulation results,

two groups applied rupture risk assessment models. These
include multiple morphological as well as hemodynamic
parameters that were associated with rupture in previous
studies. Furthermore, it must be mentioned that one of the
successful groups, focusing on hemodynamics exclusively,
analyzed not only surface parameters, but also the flow
behavior within the aneurysm (e.g., inflow jet, presence of
multiple vortices).

Aneurysms C and D were selected by three groups each
(18%). The selections by these groups were based on single
hemodynamic parameters or visual inspection of morphol-
ogy and flow instability. Finally, no group selected aneurysm
B, which was the smallest one.

The rupture probability ranking revealed that aneurysm
E was correctly selected by four groups (23.5%). Fur-
thermore, the rupture probability of aneurysm E was
ranked second by three groups (17.5%), third by four
groups (23.5%), and fourth by two groups (12%).
Finally, another four groups (23.5%) judged aneurysm
E as being the least prone to rupture. Thus, a strong
variability regarding the calculated rupture probabil-
ity of the actual ruptured aneurysm exists. Table 3
contains the rupture risk probability rankings of all
groups.

Table 3 Rupture probability ranking provided by each MATCH par-
ticipant based on the individual segmentations and hemodynamic
simulations

Group Rupture probability ranking

1st 2nd 3rd 4th 5th

1 E D A C B

2 A C D E B

3 C D E B A

4 D E A B C

5 A E C D B

6 E A C D B

7 A E C D B

8 E C D A B

9 D C A E B

10 D A E C B

11 A C E D B

12 C B D A E

13 C A D B E

14 A C D B E

15 E D C A B

16 C A B D E

17 A C E D B

The ruptured aneurysm (E) is highlighted in bold. Notice the strong
variability with an exception for the smallest aneurysm B as being the
least endangered
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Discussion

MATCH focused on the comparison of segmentation and
simulation algorithms to assess the rupture risk probability
of IAs. While it was demonstrated in the first phase that
clear variations regarding the aneurysm surface represen-
tation exist [17], the second phase presents the real-world
variability of rupture risk assessment.

The role of hemodynamic simulations

It can be observed in the literature that an increasing num-
ber of blood flow simulations is being performed to improve
the knowledge on patient-individual flow characteristics of
IAs. While some studies focused on detailed hemodynamic
descriptions for a limited number of cases [28, 29], others
investigated blood flow variables in larger cohorts [4, 30, 31].
In this regard, significant differences between unruptured and
ruptured IAs were identified. However, only snapshots of the
disease state are considered and longitudinal studies are in a
clear minority [32, 33].

In the frame of the secondMATCH phase, it was observed
that most groups applied not only hemodynamic, but also
morphological parameters for their evaluation of the rupture
probability (Table 2). This emphasizes the fact that at least
with regard to the present knowledge, flow simulations can-
not provide all necessary information to reliably assess IA
rupture risk. Instead, a multivariate analysis by combining
clinically relevant metadata with advanced morphological
and hemodynamic quantification appears to be more promis-
ing.

Additionally, it is important to mention that certain min-
imum requirements with respect to the simulation setup are
needed in the future to ensure plausible numerical results.
These include appropriate segmentations, the generation of
a sufficient volume mesh, the choice of justifiable bound-
ary conditions, the selection of a verified fluid flow solver
and a realistic modeling of blood. Apart from the first cri-
terion, which has primary impact on the simulation results,
no strong variations were present among the participating
groups. However, clear differences regarding the subsequent
data evaluation occurred as described in the following sec-
tion.

Rupture risk assessment

In contrast to earlier aneurysm challenges, which predefined
the simulation domains or boundary conditions [13, 15],
MATCH was designed to give all participants the chance
to completely apply their own strategies. A realistic sce-
nario was created, in which researchers were confronted
with clinical image data and aneurysm risk quantification is
requested by the attending physicians. In this regard, it was

noted that groups created individualized workflows to obtain
segmentation and simulation results. Furthermore, the sub-
sequent analyses revealed clear differences with respect to
extent. While some groups only applied one or two param-
eters, other included up to sixteen in well-trained models.
Specifically, several groups used low WSS in combination
with high OSI to identify the ruptured aneurysm (e.g., all
successful groups). However, aneurysm rupture does not
necessarily take place in regions of lowest WSS and high-
est OSI, respectively [14]. Additionally, the sophisticated,
model-based selections were related to strong clinical, as
well as bioengineering experience. These models include
either multiple morphological and hemodynamic parameters
as well as the aneurysm’s location [7], or advanced scoring
systems with a particular focus on blebs and flow features.

Future studies require a systematic uncertainty quantifi-
cation to assess the robustness of the applied models. In this
regard, initial investigations in the context of MATCH are
carried out [34] and existing examples from cardiovascular
research could be transferred to cerebrovascular questions
[35–37].

Recommendations

The investigation of five IAs in a single patient certainly
does not enable the derivation of generalizable rules regard-
ing the future assessment of aneurysm rupture probabilities.
However, certain recommendations canbe formulated,which
arise from observations during this international challenge:

1. MATCH emphasizes the importance of appropriate seg-
mentation and should motivate groups to put highest
efforts in this presimulation step. It was shown that one
group, which reconstructed the neck of the ruptured
aneurysm with the highest accuracy in MATCH Phase
I [17], was also among the successful groups in Phase II.
Further, the other three successful groups submitted no
outlying segmentation results.

2. To obtain plausible blood flow results, a minimum spatial
resolution of the discretized domain is needed to avoid
influences due to mesh-dependence (e.g., most groups
applied a base size of approximately 0.1 mm).

3. Since none of the groups that assumed steady-state flow
conditions chose the correct aneurysm, time-dependent
blood flow simulation should be carried out. This enables
the prediction of complex transient flow phenomena,
which were associated with rupture [38–40]. Further, as
computational resources continue to improve, simulation
times should not be a problem in the future. Neverthe-
less, as presented in Table 1, the type of inflow condition
as well as the choice of blood description appear to be
rather of secondary importance [16].
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4. Regarding the outlet boundary condition, it is well known
that with an increasing number of outflow cross sections,
the influence on the flow fields rises. Thus, although the
majority of groups used constant pressure conditions, it
should be avoided by applying advanced flow-splitting
methods. Furthermore, additional quantification studies
are required in order to be able to simulate larger domains
of the cerebral vasculature.

5. To identify relevant rupture risk assessment parame-
ters in the future, they must be consistently compared
in future studies. Within the challenge, neither single
nor few morphological and hemodynamic parameters
alone were sufficient for a robust and reliable rup-
ture risk evaluation of IAs. Instead, the application of
advanced and validated prediction models was success-
ful, which include a variety of independent factors [7].
These consist of clinically important information from
the patient as well as individual shape and flow parame-
ters.

Limitations

It must be noted that certain limitations exist regarding this
challenge. First, only one patient was included in this study,
although harboring five aneurysms. Thus, no generalizable
conclusions are possible, and investigationswith an increased
number of cases are desirable. However, the inclusion of
more cases would likely have led to a decreased number of
participants and therefore to a limited comparability among
real-world approaches.

Second, since no patient-specific wall information was
provided in the frame of the study, all hemodynamic sim-
ulations were carried out based on the assumption of rigid
vessels. Hence, the role of aneurysm vessel walls regarding
aneurysm rupture remains unclear. Nevertheless, if reliable
and accuratewall information is available, it is recommended
to include it in future studies [41, 42].

Third, due to a lack of measured data, no patient-specific
boundary conditions were provided. This, however, is a com-
mon situation in clinical practice. Especially in patients with
SAH, flow measurements would mean an additional exam-
ination, which is inappropriate in emergency situations. In
addition, such a measurement would not necessarily reflect
the hemodynamic situation that was present during the rup-
ture. In patients with innocent aneurysms, patient-specific
flow conditions can be determined more easily, but even
then, it would only be a snapshot in a physical state of rest
that cannot reflect the fluctuations caused by different daily
activities.

Fourth, the experience of each participantwas not queried,
as was done in previous challenges [16]. On the one hand, it
certainly would have been interesting to correlate experience
with rupture risk assessment outcome. However, “experi-

ence” is difficult to measure since neither the (active or
passive) duration nor the number of simulated cases is an
objectivemetric. Furthermore,multiple disciplines come into
play (e.g., biomedical engineers, physicians, computer sci-
entists), with personnel who possess different backgrounds
and skills. Also, verified and validated techniques should be
successful even with minor experience. Therefore, the chal-
lenge organizers decided against the inclusion of experience
into the study.

Finally, it should be stated that MATCHwas not designed
to determine whether or not CFD is able to predict aneurysm
rupture in general. It should rather be seen as an instrument
that reveals potentials but also limitations of existing meth-
ods that include hemodynamics, but also emphasizes where
further improvements are required toward clinical support.
Hence, from the perspective of the challenge organizers, the
aim of the study was not to end up with as many success-
ful predictions as possible. Rather, the real value becomes
visible in the separation between successful and unsuccess-
ful choices and the associated methodologies. Therefore,
MATCH should encourage groups with correct predictions
to further improve their models and communicate them
accordingly. Additionally, groups with incorrect aneurysm
selection can re-evaluate their workflows for image-based
blood flow simulations and integrate more advanced tech-
niques to improve their methods.

Conclusions

To demonstrate and compare existing blood flow simu-
lation techniques for the rupture risk assessment of IAs,
an international challenge was announced. Participants
were given 3D imaging data containing five intracranial
aneurysms from one patient and were asked to assess
which aneurysm ruptured. Overall, 17 groups from 11 coun-
tries participated, and 4 groups correctly identified the
ruptured aneurysm. Although this is only a 24% group suc-
cess rate, successful selections were based on clinical data
as well as advanced probability models. Thus, the chal-
lenge highlights the importance of multivariate analyses
that combine clinically relevant metadata with advanced
morphological and hemodynamic quantification. Further-
more, it is essential to work together to drive consensus
on approach and best practices for hemodynamics simula-
tions.
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Symposium on Computer-Based Medical Systems (CBMS) (pp. 48–53)
Contribution: Idea & Conceptualization (50%), Implementation (33%), Evalu-
ation/Interview creation and conduction (15%); Writing: Introduction/Conclu-
sion (15%), Concept Presentation (15%), Evaluation (15%) Related Work (15%);
Reviewing and Supervision.

Berg et al. (2019c): Berg, P., Voß, S., Janiga, G., Saalfeld, S., Bergersen, A. W.,
Valen-Sendstad, K., Bruening, J., Goubergrits, L., Spuler, A., Chiu, T. L., Tsang,
A. C. O., Copelli, G., Csippa, B., Paál, G., Závodszky, G., Detmer, F. J., Chung,
B. J., Cebral, J. R., Karmonik, C., Elias, S., Cancelliere, N. M., Najafi, M., Stein-
man, D. A., Pereira, V. M., Piskin, S., Finol, E. A., Pravdivtseva, M., Velvaluri,
P., Rajabzadeh-Oghaz, H., Paliwal, N., Meng, H., Seshadhri, S., Shojima, M.,
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019 - 01986 - 2 Contribution: Idea & Conceptualization (15%), Implementation
(15%), Evaluation/Interview creation and conduction (33%); Writing: Introduc-
tion/Conclusion (10%), Concept Presentation (10%), Evaluation (10%), Related
Work (10%); Reviewing and Supervision.

a.2 list of further research papers

In Table A.1, a list of research papers is provided that have been created during
my postdoctoral phase where I contributed but that do not focus on computer
support of intracranial aneurysms or cerebrovascuar diseases. These papers cover
various aspects concerning minimal invasive image-guided therapies as part of
my research projects within the Forschungscampus STIMULATE.
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Table A.1: Additional papers, where I contributed, focussing on minimal-invasive ther-
apies. These papers are not part of the cumulative part of this thesis and are
not related to IAs.

Citation Publication

Hille et al., 2015 Hille, G., Glaßer, S., Riabikin, O., & Tönnies, K. (2015). Regionenbasierte rigide
Bildregistrierung von präoperativen MR- und intraoperativen Dyna-CT-Bildern zur
Interventionsunterstützung bei Wirbelkörpermetastasen. In Proc. of Bildverarbeitung
für die Medizin (BVM) (pp. 175–180)

Klemm et al., 2015 Klemm, P., Glaßer, S., Lawonn, K., Rak, M., Völzke, H., Hegenscheid, K., & Preim,
B. (2015). Interactive visual analysis of lumbar back pain. In Proc. of Conf. on
Information Visualization Theory and Applications (IVAPP) (pp. 85–92)

Hille et al., 2016 Hille, G., Glaßer, S., & Tönnies, K. (2016). Hybrid level-sets for vertebral body seg-
mentation in clinical spine MRI. Procedia Computer Science, 90, 22–27

Klemm et al., 2016 Klemm, P., Lawonn, K., Glaßer, S., Niemann, U., Hegenscheid, K., Völzke, H., &
Preim, B. (2016). 3D regression heat map analysis of population study data. IEEE
Transactions on Visualization and Computer Graphics (TVCG), 22 (1), 81–90

Merten et al., 2016 Merten, N., Glaßer, S., Lassen-Schmidt, B., Großer, O. S., Ricke, J., Amthauer, H., &
Preim, B. (2016). Illustrative PET/ct visualisation of SIRT-treated lung metastases.
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(VCBM) (pp. 99–104)

Pliske et al., 2016 Pliske, G., Voigt-Zimmermann, S., Glaßer, S., & Arens, C. (2016). Objective quan-
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white light endoscopy. European Archives of Oto-Rhino-Laryngology, 273 (9), 2599–
2605

Hille et al., 2017 Hille, G., Merten, N., Serowy, S., Glaßer, S., Tönnies, K., & Preim, B. (2017). Assess-
ing the benefits of interactive patient-specific visualisations for patient information.
In Proc. of Bildverarbeitung für die Medizin (BVM) (pp. 224–229)

Merten et al., 2017 Merten, N., Saalfeld, S., Hanses, M., Becker, M., Adler, S., & Preim, B. (2017). A
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radiofrequency ablations of vertebral metastases. In Proc. of Computer-Supported
and Robot-Assisted Surgery (CURAC) (pp. 89–94)

Nie et al., 2017 Nie, K., Glaßer, S., Niemann, U., Mistelbauer, G., & Preim, B. (2017). Classification
of DCE-mri data for breast cancer diagnosis combining contrast agent dynamics and
texture features. In Proc. of Bildverarbeitung für die Medizin (BVM)
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