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Abstract

Software Product Lines support structured reuse of software artifacts to realize the
maintenance and evolution of the typically large number of variants, which promotes
the industrialization of software development, especially for software-intensive prod-
ucts. Feature and variability information extraction from different artifacts is an
indispensable activity to support the systematic integration of single software sys-
tems and software product line. However, for a legacy system, it is non-trivial to gain
information about commonalities and differences of the variants. Beyond manually
extracting commonalities and variabilities, a variety of approaches, such as feature
location in source code and feature extraction in requirements, has been proposed
to provide automatic identification of features and their variation points. Compared
with source code, requirements contain more complete variability information and
provide traceability links to other artifacts from early development phases. In this
thesis, we provide a systematic literature review, which contains a multi-dimensional
overview of feature extraction approaches from natural language documents. Based
on the observations from studies, we provide feasible and accurate approaches to
improve the efficiency of feature extraction. To achieve this goal, we first explore
the application of deep learning technologies in feature extraction. Second, we pro-
pose a hybrid approach based on multiple natural language processing and data
mining techniques to extract features and variability information. Third, in order to
provide understandable notations for features, we propose an approach combining
keyword extraction and machine learning methods to predict feature-related terms.
Fourth, we apply the proposed feature extraction approaches to analyze the require-
ments from a real-world scenario in practice, where we adjust the framework and
combine other algorithms in terms of the specialities of real-world requirements. We
empirically present how our proposed approaches can be used to extract features
and variation points, while results show the usage of the proposed approaches can
benefit the extraction process.






Zusammenfassung

Software-Produktlinien unterstiitzen die strukturierte Wiederverwendung von Soft-
ware Artefakten, um die Wartung und Weiterentwicklung der normalerweise grofien
Anzahl von Varianten zu realisieren, was die Industrialisierung der Softwareen-
twicklung insbesondere fiir softwareintensive Produkte fordert. Die Extraktion von
Feature und Variabilitdtsinformationen aus verschiedenen Artefakten ist eine un-
verzichtbare Aktivitéit, um die systematische Integration einzelner Softwaresysteme
und Software-Produktlinie zu unterstiitzen. Fiir ein Altsystem ist es jedoch nicht
trivial, Informationen iiber Gemeinsamkeiten und Unterschiede der Varianten zu
erhalten. Neben dem manuellen Extrahieren von Gemeinsamkeiten und Variabil-
itdten wurden vielfdltige Ansétze vorgeschlagen, z. B. die Position von Features im
Quellcode und die Extraktion von Features in Anforderungen, um Features und ihre
Variationspunkte automatisch zu identifizieren. Im Vergleich zum Quellcode enthal-
ten die Anforderungen umfassendere Variabilitdtsinformationen und bieten Riick-
verfolgbarkeitsverkniipfungen zu anderen Artefakten aus frithen Phasen der Softwa-
reentwicklung. In dieser Arbeit bieten wir eine systematische Literaturrecherche, die
einen multidimensionalen Uberblick iiber Ansiitze zur Feature-Extraktion aus Doku-
menten in natiirlicher Sprache enthélt. Basierend auf den Beobachtungen aus dieser
Studie schlagen wir praktikable und genaue Ansétze zur Verbesserung der Effizienz
der Feature-Extraktion vor. Um dieses Ziel zu erreichen, untersuchen wir zunéchst
die Anwendung von Deep-Learning-Technologien bei der Feature-Extraktion. Zweit-
ens schlagen wir einen hybriden Ansatz vor, der auf mehreren Techniken zur Verar-
beitung natiirlicher Sprache und Data-Mining basiert, um Informationen von Fea-
ture und Variabilitédt zu extrahieren. Dariiber hinaus prasentieren wir einen Ansatz,
der Schliisselwortextraktion und Methoden des maschinellen Lernens kombiniert,
um feature-bezogene Termini vorherzusagen, damit verstéindliche Notationen fiir
Features bereitgestellt werden konnen. SchlieBlich wenden wir die zuvor présen-
tierten Ansétze zur Feature-Extraktion an, um die Anforderungen aus einem realen
Szenario in der Praxis zu analysieren, wobei wir das Framework anpassen und andere
Algorithmen im Hinblick auf die Besonderheiten realer Anforderungen kombinieren.
Empirisch présentieren wir, wie von uns gestellte Ansétze verwendet werden kénnen,
um Features und Variationspunkte zu extrahieren. Zugleich zeigen die Ergebnisse,
dass die Verwendung dieser Ansétze dem Extraktionsprozess zugutekommen kann.
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1. Introduction

Nowadays, software is subject to mass production, leading to business-critical aspects
such as reliability or time to market. However, developing software for the masses
is only one challenge in software development today. At the same time, the demand
for customization of software systems heavily increases [Kru0l], and thus, requires
to tailor a software system according to the specific needs of a customer. Usually,
this demand for customization is impossible to estimate and foresee, and thus, is
accomplished in an ad-hoc fashion by adding new features as needed. While this
is a straightforward process that comes with almost no costs in the short term, it
exhibits possible severe consequences in the long term: with an increased number of
features (for different customers), the relations and dependencies between them are
usually not documented, thus giving rise to inconsistencies. Moreover, maintenance
tasks may be hindered as changes can not be propagated due to missing domain
knowledge. Finally, an overall domain model is absent, and thus, makes reasoning
or reuse across several parts of the software system impossible.

Software Product Line Engineering (SPLE) has been proposed as a large-scale de-
velopment methodology that enables the efficient development of related software
systems from a common set of core assets in a prescribed way [CNO1), [PBL05]. The
resulting Software Product Line (SPL) then comprises a set of software-intensive sys-
tems that can be distinguished by their commonalities and differences (also known as
variabilities) in terms of features. A feature in this context is a user-visible increment
in functionality [ABKS13]. Based on (de-)selecting features, a particular variant can
be tailored and generated based on the developed core assets. While SPLE has been
proven to be beneficial in practice [TCO00, FSK™16, HZS™16], it takes significant
efforts to introduce SPLE from scratch, as domain features and their relations must
be known, requiring a detailed domain analysis [KCHT90]. Also, setting up the
whole process usually implies a considerable overhead, as it must be ensured that
both domain and implementation artifacts are evolved together and exhibit clearly
defined variation points [PBL05]. Consequently, the decision for applying SPLE
is usually postponed to a tipping point, where this overhead is considered to be
beneficial in the long term [Kru01].
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Usually, software development does not start with an SPLE approach, because a) it
induces high upfront costs (e.g., domain analysis) and b) it is mostly unclear whether
a vast amount of variants is needed. Hence, traditional development approaches are
preferred with ad-hoc mechanisms used to introduce variability. In particular, it is
common practice in industry to apply Clone and Own (CAQO), that is, replicating an
existing system and adapting it according to the new requirements [RR03, [DRB™13].
Although this ad-hoc practice comes with low effort and is easy to use, information
about commonalities and differences amongst the cloned systems is lost, thus im-
peding the maintenance and evolution of the typically large number of variants.
At some point, the aforementioned procedure becomes impractical, and thus, an
SPLE approach is introduced, using either a reactive or extractive migration strat-
egy [KruOl]. A crucial point during this transition is to identify features and the
variation points among them, i.e., how they relate to each other (e.g., alternative
features or exclude/require relation between features). Especially for legacy systems
that have evolved over years, it is non-trivial to extract this information, and thus,
automation is needed to support this step. Hence, reverse engineering techniques
such as feature location and extraction are typically used to support the migration
process.

While feature location has been subject to intensive research [DRGP13]|, their ap-
plicability for reverse engineering in the context of software product lines has two
crucial limitations:

1. Existing feature location techniques predominantly focus on single software
systems, while information about variation points is missing. Hence, the ex-
tracted information is insufficient for migrating to an SPLE process.

2. Since existing techniques focus solely on source code, additional effort may be
required for feature extraction of other artifacts (e.g., requirements, models,
documentation) due to missing traceability links from the source code.

We argue that these limitations can be cured by focusing on Software Requirements
Specifications (SRS) as the primary artifact for feature and variability extraction.
Due to considerable progress in Natural Language Processing (NLP), a variety of
information, including variation points, can be extracted from such requirements,
thus addressing limitation Moreover, requirements are the initial development
artifact and usually traceability links to all other artifacts in later development
phases, such as source code or test cases, are maintained. Hence, by extracting
variability information from SRS documents, we can exploit these links for mapping
of feature and variability information to other artifacts, thus resolving limitation [2|

1.1 Goal of the Thesis

The goal of this thesis is to investigate how to extract features and reason about
the relationships between them by means of requirements. To this end, we aim at
answering the following research questions:

RQ1: How do the current studies support the process of feature and variability
extraction from requirements?

The goal of this question is to investigate the current state-of-the-art of feature and
variability extraction from natural language documents by means of a comprehensive
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literature survey. According to the result of this question, we can achieve the existing
gaps and challenges that can guide our research in this field.

RQ2: How to identify features and variation points from requirements automatically
with high accuracy?

This is the core question of this thesis. We intend to present a feasible framework
to automate the process of identifying features and variability information from
requirements. To answer this question, we provide techniques to extract features
and their corresponding requirements as well as the relationships between features,
resulting in the main contribution of this thesis.

RQ3: How can we speed up the process of figuring out the intention of a feature?

Although features with the corresponding requirements can be extracted automati-
cally, the intuition behind the extracted feature is usually unknown. That is to say,
it still lacks a brief description of a feature or a name of a feature that is pivotal
for domain engineers to achieve a complete view of features. Since features are the
indispensable concerns in SPLE, quickly understanding the extracted features can
further improve the work efficiency for domain engineers to analyze the extraction
results. Hence, we aim at providing an approach to infer the notion of a feature.

RQ/: How the feature and variability extraction techniques can benefit the software
product lines in a real-world scenario?

For this question, we focus on using the feature and variability extraction techniques
in practice. This includes choosing specific methods based on specific application
scenarios as well as how to combine different methods to form a user-friendly tool or
explicit procedures to improve the efficiency of domain engineers for analyzing the
commonalities and variabilities from natural language documents.

1.2 Structure of the Thesis

In order to present our contributions explicitly, we divide the thesis into the following
8 chapters:

In we briefly introduce the necessary basics of SPLE including domain
engineering and application engineering. Although CAO is also targeted software
reuse, the development of variant-rich systems with CAO differs considerably from
what SPLE proposes. Hence, we make a comparison between software product lines
and CAO to further conclude the drawbacks of CAO. Moreover, we also introduce
the related NLP concepts and techniques used in this thesis.

In order to address RQ1-RQ4, the thesis presents four main contributions:

RQ1: In[Chapter 3| we provide a multi-dimensional overview of approaches for fea-
ture and variability extraction from natural language documents by means of
a Systematic Literature Review (SLR). We selected 31 primary studies and
carefully evaluated them regarding different aspects such as techniques used,
tool support, or accuracy of the results. Moreover, we offer key insights and
observations that guide us to derive future challenges, arguing that more effort
needs to be invested in making such approaches applicable in practice.
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RQ2:

RQ3:

RQ4:

In [Chapter 4, we identify several potential shortcomings of previous research
in terms of insights derived from [Chapter 3| In order to cope with these
shortcomings, we propose an initial approach with a self-learning structure
that aims at learning the linguistic characteristics of the requirements to re-
alize extracting features, reducing the usage of external tools for obtaining
the semantic and syntactic information. Initial results show that accuracy is
still limited, but that our approach allows us to automate the entire process.
In [Chapter 5] we propose a general framework named VarMine to extract
features and variability information from requirements, integrating different
information retrieval, data mining and NLP technologies. The results reveal
that our approach identifies the majority of features correctly and also extracts
variability information with reasonable accuracy.

In order to better understand the extracted features, we propose an approach

that combines machine learning and keyword extraction techniques to predict
feature-related terms in [Chapter 6 These feature-related terms are used to
describe and indicate the notion of features. The results show that the feature-
related terms can provide key information for recognizing the meaning of the
extracted features.

Although we propose approaches for extracting features and variation points
from natural language documents in [Chapter 4] [Chapter 5| and |Chapter 6}
it is not clear whether these approaches can handle real-world requirements
documents from a particular industry. To this end, in we focus on
applying, adjusting, and combining the proposed approaches to automatically
extract domain knowledge from requirements specifications from Danfoss to
assist domain engineers. We not only propose an improved approach to obtain
the feature tree, but also develop a Graphical User Interface (GUI) to support
the extraction process. The empirical evaluation presents that most of the
extracted features and terms are beneficial to improve the process of feature
extraction.

In [Chapter & we summarize our contributions and discuss the potential directions
for future research.



2. Background

In this chapter, we present the basic information needed to be known of in advance.
Firstly, we introduce Software Product Line Engineering. Afterwards, we present
the fundamental concepts regarding Natural Language Processing.

2.1 Software Product Line Engineering

Software Product Line (SPL) aims at developing a whole family of related but dif-
ferent software systems by enabling systematic reuse among these systems, called
variants, and thus enable software customization at large scale. To this end, Soft-
ware Product Line Engineering (SPLE) has been proposed as a specific development
model, consisting of two parts [PBL0O5|: domain engineering, where the domain
model is created and reusable artifacts are created (e.g., source code, user cases, re-
quirements and so on); and application engineering, where based on a configuration
the domain artifacts are composed and complemented in order to derive a concrete
variant (e.g., an executable software system). presents an overview of
domain engineering and application engineering, and we introduce them in detail in
the following sub-sections.

2.1.1 Domain Engineering

In the process of domain engineering, the domain of a software product line is first an-
alyzed by domain engineers, and then the reusable artifacts are developed [ABKS13].
The input of domain engineering is the related domain knowledge, and the outputs
of it are the reusable artifacts that can be further configured to derive different prod-
ucts or applications of a software product line. Hence, domain engineering aims at
the development for reuse [LSRO7]. It contains three key goals:

e The scope of the software product line should be outlined by analyzing the
collection of domain knowledge.
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Figure 2.1: An Overview of software product line engineering.

e The commonality and the variability of the software product line should be
identified, and all the information is recorded systematically to form a feature

model (cf. [Section 2.1.3]).

e In order to achieve the desired variability, the reusable artifacts should be
defined and developed.

In order to achieve the goals above, domain engineering mainly consists of two parts:
domain analysis and domain implementation.

Domain analysis

Typically, domain analysis is a process of systematically analyzing the commonali-
ties and differences of related software systems based on the study of all the relevant
knowledge of a particular domain collected by domain experts [KCH™90], resulting in
a feature model to document and present the information about commonalities and
variabilities. In this process, the features that correspond to a particular product line
are determined. It first includes a domain scoping step that determines which fea-
tures should be supported by the software product line and implemented as reusable
artifacts. Then, domain engineers identify the relations between features, usually
resulting in a feature model presenting features and their relationships. Hence, it
comprises two basic tasks: domain scoping and domain modeling.

Domain scoping. In the process of domain scoping, the range of a product line is
defined, that is, domain experts decide what should be included and what should be
excluded in the software product line based on the goals of the company developing
a software product line [PBLO5, [ABKS13]. The scope describes all the common
and variable features that are desired for future products. In particular, taking into
account the evolution of the market demand and technology, some functionalities and
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related standards may also alter for future applications. Hence, domain experts need
to foresee the potential alteration when scoping the domain of the software product
line. Collecting the information regarding the target domain is an indispensable task
during domain scoping. Typically, the domain experts analyze existing products,
competitors’ products, handbooks, potential customers and so forth in order to
achieve enough domain knowledge [ABKS13].

Domain modeling. In the process of domain modeling, domain engineers identify the
information about commonalities and variabilities (i.e., differences) between desired
products, and establish a feature model to present all the information in terms of
features and the relations and constraints between features. Commonalities consti-
tute the basis of every product from a software product line. Usually, if the number
of commonalities are higher than the number of variabilities, it means that there
is less effort needed in design for flexibility. The commonalities are usually identi-
fied by exploring the common requirements and functionalities that will appear in
all the future products of a particular software product line. That is to say, the
common requirements and functionalities can be regarded as the proper candidates
for commonalities. Variability analysis aims at extracting and defining the variation
points by anticipating the potential variants and analyzing different requirements.
In particular, requirements from different customers’ demands or from the needs of
supporting different systems indicate the necessity that variation points and vari-
ants should be introduced. Nevertheless, it does not mean that the variation points
should be defined for all the differences. In this process, the stakeholders are involved
in carefully considering which variation points need to be introduced, since the con-
stituent of the variation points affects the core structure and design of the feature
model as well as the products in the software product line. In order to detect all the
necessary variability information, domain experts need to achieve enough domain
knowledge to analyze what the potential requirements and foreseen functionalities
will occur in all desired products of the software product line. For example, they have
to analyze which requirements present different functionalities in different products
and which requirements only appear in a subset of the products. Finally, all this
information about commonalities and variabilities is systematically documented and

usually to be used to construct a corresponding feature model (cf. [Section 2.1.3)).

Although domain analysis can be considered as a type of requirements engineering, it
is conducted for an entire software product line [ABKS13|. Hence, there exist obvious
differences between domain analysis for the software product line and requirements
engineering for single systems:

e Domain experts analyze not only the requirements from a specific customer
but also the collection of other existing products, competitors’ products, po-
tential customers. This way, the analysis can reveal the common requirements
that occur in all the foreseen products of the software product line and which
requirements are unique for some products.

e Meanwhile, the prospective changes in requirements should be foreseen, for
instance, market demands, technology and standards.

e Finally, all the commonalities and variabilities extracted from requirements
are clearly documented in a feature model.
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Domain implementation

After achieving the features, the reusable artifacts corresponding to the features
identified in the domain analysis can be implemented, which is called domain im-
plementation. The artifacts that can be reused and related to the software product
line are various, comprising design, test, documentation and source code. Hence, we
can obtain the traceability links between features in the feature model and imple-
mentation artifacts.

Domain implementation usually starts with the selection of the implementation
strategies, such as language-based variability mechanisms (e.g., parameters, frame-
works) and tool-driven variability mechanisms (e.g., preprocessors). Subsequently,
in terms of the selected implementation strategy, we need to figure out how to de-
sign and implement the common parts and variation points. Three key differences
between domain implementation and the single system implementation can be con-
cluded as follows:

e Domain implementation aims at designing and implementing reusable artifacts
in different contexts of a particular domain.

e In order to realize the variability, the configuration mechanism is involved in
domain implementation.

e Hence, after domain implementation, what we can achieve is the configurable
artifacts instead of a product.

2.1.2 Application Engineering

According to the demands of a particular customer, application engineering aims
at developing a specific software product line application [ABKSI13]. Compared
with single application development in traditional software engineering, application
engineering can benefit from the reusable artifacts developed in the process of do-
main engineering. Hence, the goal of application engineering is development with
reuse [LSRO7]. Here, we introduce the two main tasks in application engineering:
requirements analysis and product derivation.

Requirements analysis

Requirements analysis aims at investigating and analyzing the requirements of a
specific customer, which seems similar to requirement analysis in traditional software
development. However, the key difference is that we have already learned domain
knowledge during domain analysis, that is, some potential requirements have already
been identified and documented in a feature model. Since the corresponding feature
model has been already built during the domain analysis process, analysts can map
the customer’s requirements to existing features. In addition, it is likely that domain
analysis might not identify all features that satisfy the specific requirements of a
customer. If the analysts find new requirements that do not exist in the current
feature model, they can feed the new requirements back into the domain analysis,
which may result in modification of the feature model as well as the corresponding
implementation artifacts.
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Figure 2.2: An exemplary feature model of smartphone.

Product derivation

After understanding the customer’s requirements and selecting the related features,
the implementation artifacts are combined to derive the desired product, which is
named product derivation. Depending on the selected implementation approach
(e.g., parameters, frameworks, preprocessors, etc.), this process can be more or
less automated in terms of the selected features and reusable artifacts. Moreover,
the activities of testing is necessary to validate and verify the product to meet
the specifications before delivering the resulting product to a customer. The key
difference between product derivation and traditional single system implementation
is that the majority of the artifacts are derived from domain implementation artifacts
in the process of product derivation rather than being created from scratch.

2.1.3 Feature Model

As part of this SPLE process, a Feature Model, as exemplarily shown in [Figure 2.2]
is commonly used to specify commonalities and differences between the related sys-
tems, usually expressed by means of features and their relations (i.e, constraints
and dependencies) [ABKS13]. A feature usually denotes a unit of functionality of a
software system [AK(09], namely, it is an end-user visible characteristic of a software
system [KCH7T90]. Features play an indispensable role in a feature model, since
features can specify the commonalities and variabilities of products throughout the
entire software life cycle and each feature can meet a requirement and provide a
potential choice for configuration. By means of this feature model, variants can be
derived by (de)-selecting features that correspond to certain requirements, where the
feature selection must satisfy the feature dependencies presented in the correspond-
ing feature model. Hence, feature modeling is a pivotal step in SPLE as part of the
domain analysis, in which domain engineers manually analyze the requirements to
identify the commonalities and variabilities (i.e., differences) between products in a
domain.

shows an example of a feature model. If a parent feature is included in a
variant, the following types of parental relationships between parent-child features
exist:

e Mandatory - the sub-feature must be included in each config;
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e Optional - the sub-feature is possible to be included;
e OR - one or more sub-features can be included;

o Alternative (XOR) - exactly one sub-feature must be included.

In addition to the above relationships between parent-child features, cross-tree con-
straints (CTCs) express dependencies between features across the whole feature
model. The most common are:

e A requires B - The presence of feature A implies the presence of feature B;

e A excludes B - The presence of feature A implies the absence of feature B.

2.1.4 Gap between SPL and Traditional Software Reuse

Software product lines aim at systematic software reuse. Although the development
of a software product line is somewhat similar to the traditional software reuse,
software product lines are dedicated to more complicated, detailed, and organized
software reuse than traditional approaches. For example, Clone and Own (CAO) is
a software reuse method. The similarity between CAO and the software product line
is that CAO is also applied to a family of related software products. However, their
difference is that CAO is more focused on a single product rather than a family of
products, which means that information about the commonality and variability of a
family of related products has not been systematically retained. Usually, companies
build repositories in the process of developing different software products, and the
repositories contain some reusable components, modules, and algorithms. Therefore,
if CAO is used to develop a new product, the developers only need to find the one
most relevant to the new product from the other developed products, reuse all
reusable artifacts, adjust and add new functionalities. We can see that CAO can
greatly improve development efficiency because developers can start the development
with an already existing product. However, it still has three main shortcomings:

e In the process of using CAO, the development and reuse of software products
are focused on a particular product, and the commonalities and variabilities
of other related products are not taken into account. This shortcoming results
in satisfying the demand of customization is a time-consuming, costly and
labor-intensive process.

e CAO is mainly used for source code reuse without the ability to reuse other
non-code artifacts (e.g. design documents, requirements, use cases, class dia-
grams, etc.). However, in current software system development process, a large
part of the software systems is composed of non-code artifacts, and developers
also need to spend considerable effort on non-code artifacts [BLBT14].

e Using CAO approach makes the maintenance of products costly. This is be-
cause although the cloned products belong to a product family, there is no
direct connection between these products, which results in each product being
maintained separately.
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In contrast with CAO, SPLE can support the development of all core assets for reuse
in a particular domain, which means that it is not necessary to spend considerable
efforts to maintain each individual product but to maintain the core assets in a
unified manner, since all the products in the same domain share the core assets.
Moreover, in this process, the information about commonalities and variabilities is
systematically recorded, which makes increasing demand for customization easier to
achieve.

2.2 Natural Language Processing

Natural Language Processing (NLP) is a way for computers to analyze, understand,
and derive meaning from human language. By utilizing NLP, developers can orga-
nize and structure knowledge to perform tasks such as automatic summarization,
translation, or relationship extraction. Hence, NLP is very indispensable for ex-
tracting features and relations from requirements written in natural language. The
basic ideas and techniques of NLP used in this thesis are introduced as follows.

2.2.1 Preprocessing

Disregarding the concrete NLP tasks, the indispensable step to initialize the task is to
preprocess the input data in order to make them applicable to any subsequent NLP
technique. Basically, four parts can be involved: cleaning, tokenization, annotation,
normalization.

Cleaning

The original texts usually comprise various types of data, such as words, punctua-
tion, symbols, etc, while not all the data is helpful for a particular task. In order to
facilitate further analysis, we can just keep the key information of the texts. Some
representative operations are as follows:

Stop words removal. Stop words are usually the most commonly used words in
a particular language, such as “the”, “a”, “to”, and so forth. Moreover, any word
without enough semantic information to describe a topic in a particular NLP task
can be regarded as a stop word. Thus, for different NLP tasks, stop words are
usually different.

Lower case. Letters and words are often written in two different types (i.e., upper
case and lower case). For example, the letter at the beginning of the sentences is
capitalized. Usually, the words in lower case are regarded as the standard form in
order to simplify the analysis process.

Punctuation removal. For some specific NLP tasks, punctuation in the texts may be
useless. In terms of purposes of different tasks, either all or part of the punctuation
can be removed.

Tokenization

Tokenization is generally used in two ways: 1) splitting a text into sentences; 2)
splitting a sentence into words, phrases, symbols, or other meaningful elements. An
example of tokenizing a sentence is as follows:



12 2. Background

relcl
m suby

A section that describes how to use the DH Planner.

dobj

advmod

DET NOUN DET VERB ADV PART VERB DET PROPN PROPN

Figure 2.3: An example of a parsed sentence with POS tags and dependencies labels.

Sentence:
“When the alarm system is activated, this is indicated by the light of the LED.”
Tokens:

PREN1Y o

“When”, “the”, “alarm”, “system”, “is”, “activated”, “)”, “this”, “is”, “indicated”,
((by”’ ((the”, ((light”, ((Of”’ “the”, “LED”, 44‘77

According to the example above, the original sentence is transformed into a list of
tokens that can be seen as meaningful units for further analysis process. Moreover,
tokens are very significant for NLP, since the majority of NLP tasks are conducted
based on the tokens.

Annotation

Annotation is an action to assign a meaningful tag to each word in a sentence, while
the tag presents a certain kind of linguistic information of the word. The tag as
a sort of a priori knowledge helps the machines to process and understand natural
language.

Part-of-Speech tagging. The most popular annotation for preprocessing is Part-of-
Speech tagging (POS tagging). By using POS tagging, the part of speech of each
word or token can be assigned, for example, noun, verb, adjective, etc. In[Figure 2.3,
the line under the sentence presents the POS tags of each word.

Dependency parsing. Except for POS, the syntactical information should not be
neglected. Dependency parsing plays an important role in achieving the grammatical
structure and the relations between words. The information above the sentence
in shows the corresponding syntactic dependency information of sentence.
For example, “nsubj” stands for a nominal subject that is the syntactic subject of a
clause and “dobj” denotes the direct object of a verb phrase [MMAO§].

Normalization

A word can be changed into different forms in terms of the way of being used, such
as presenting different tenses (i.e., the past, present and future tense). However,
different forms of a word (i.e., the inflected words) may increase the complexity of
processing a sentence for some specific NLP tasks, for example, the tasks that can
ignore the tense information. In NLP, normalization is usually applied to gain a
certain standard form of words in order to simplify the analyzing process.
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Figure 2.4: An example of tokens after conducting stemming and lemmatization.

Stemming. The inflected words are able to be reduced to their word stems by cutting
off the common prefixes and suffixes. It seems that stemming cuts off a word in terms
of how it looks into its root form, even if there is no dictionary meaning for this root
form.

Lemmatization. The process of resolving the inflected words to their dictionary
forms (i.e., lemma) is called Lemmatization, which takes the meaning of the word
in the sentence into account.

In [Figure 2.4] we use the tokens from an exemplary sentence (i.e., “The computers
are computing.”) to present the difference between stemming and lemmatization
operation.

After preprocessing, there are various further processing steps for different NLP
tasks. We mainly introduce the related techniques for feature and variability ex-
traction from requirements in the following sections.

2.2.2 Word Embedding

In order to compute the semantic similarity of words, capture the context of words in
a document and obtain relations among words, the common way is to convert words
into vectors (i.e., embeddings). The vector representations of words are commonly
achieved in two different ways: traditional distributional semantic models (DSMs)
and neural word embedding.

Traditional DSMs

Traditional DSMs can be considered as “count models”, since they operate on co-
occurrence matrices to initialize the vector representations of words, such as counting
co-occurrences of words appearing in a specific corpus. Vector Space Model (VSM)
and Latent Semantic Analysis (LSA) are the common traditional DSMs applied
in the research area for feature extraction from requirements [KTWE12, |ASBT08,

WCRO9).

The foundation of VSM is simple, which simplifies the processing of text content
to vector operations in vector space, and uses spatial similarity (i.e., the similarity
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of vectors) to express semantic similarity of texts, which is intuitive and easy to
understand [SWY75]. When a document is represented as a vector, the similar-
ity between documents can be measured by calculating the similarity between the
vectors. The most commonly used measure of similarity in text processing is the
cosine distance. We briefly introduce how to gain the vector representation of the
requirements. Given a set of requirements R and a dictionary D, a requirement is
represented as the bag of its words (i.e., the bag-of-words model), and then a value
is calculated for each word according to the TF-IDF. Since the size of dictionary D
is m, the requirement is converted into an m-dimensional vector. If a word in the
dictionary does not appear in a particular requirement, the corresponding element of
the word in the vector is 0. If a word appears in the requirement, the corresponding
element value of the word in the vector is the TF-IDF value of the word. In this
way, the requirement is represented as a vector, and this is the vector space model.
Put it differently, the vector space model does not catch the relationship between
terms, since it assumes that terms are independent of each other.

LSA also presents the text as a document-term matrix and calculates the similarity
between documents by vectors (such as the angle), which is the same as VSM. The
difference is that LSA assumes that some latent structures exist in word usage to
express a topic, but these latent structures may be partially obscured by the vari-
ety of word selections. Hence, the LSA utilizes singular value decomposition to the
document-term matrix and takes the first k largest singular values and correspond-
ing singular vectors to form a new matrix [Dum04]. The new matrix reduces the
ambiguity of the semantic relationship between terms and text, which is beneficial
to figure out the meaning of text.

Neural word embedding

Neural word embedding is a neural-network-based natural language processing ar-
chitecture which can be seen as prediction models, since the vector representations
of words or texts can be gained from a pre-trained language model trained on large
text collections. There are also various techniques supporting achieving accurate
neural word embedding models, such as word2vec [MSCT13|, GloVe [PSM14] and
FastText [BGJMI6].

Word2vec applies a two-layer neural network to train a large size of corpus, which
results in a vector space where the words in the corpus are transformed into vector
representation. Its basic idea is that two words with similar context (i.e., surround-
ing words) should have similar word vectors. According to the difference of using
the context, word2vec provides two methods to achieve the representations of lan-
guages: the Continuous Bag-of-Words (CBOW) and Skip-gram models. As shown
in [Figure 2.5 the CBOW predicts the target word based on the context, while given
the word, Skip-gram predicts the target context.

Word2vec is trained on the local corpus (i.e., the surrounding words of a word), and
its text characteristic extraction is based on sliding windows, while GloVe’s sliding
windows are used to build a co-occurance matrix, which is based on global corpus.
It can be seen that GloVe needs to count the co-occurrence probability in advance.
FastText treats each word as a bag of n-grams rather than the word itself. For

%W

example, the n-gram representation of word “apple” is “<ap”, “app”, “ppl”, “ple”,
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CBOW model: The inputs are the context words, while the output is the center word .
Skip-gram model: The input is the center word, while the outputs are the context words.

Figure 2.5: An example for sketching the CBOW and Skip-gram models.

“le>” with boundary symbols “<” and “>”, if we assume that n is three. Therefore,
we can use these tri-grams to represent the word “apple”. Subsequently, the sum
of these five tri-grams vectors can be used to represent the word vector of “apple”.
Furthermore, FastText can learn the vector of the character n-grams in a word and
sum these vectors to generate the final vector of the word itself, thereby generating
a vector for a word that does not appear in the training corpus.

Since the semantic similarities of words, sentences or texts are obtained in terms
of a numeric representation learned from the semantic information of large text
collections, it is also called corpus-based similarity. In our case, the corpora can be
any text collections regarding the products or systems in a specific domain, such as
requirements specifications.

2.2.3 Recognizing Textual Entailment

Recognizing Textual Entailment is a very challenging task of determining whether
a natural language snippet can be inferred from another natural language snippet,
which is an essential problem in natural language understanding that needs the ca-
pabilities to extract and analyze both syntactic and semantic information in natural
language.

Table 2.1: The exemplary pairs for textual entailment.

Premise Hypothesis Gold Label
A man is walking away from The man is walking. entailment
tents with the word Camden

on them.

A man is walking away from The tents do not have any- contradiction
tents with the word Camden thing written on them.

on them.

A man is walking away from The man works for the neutral

tents with the word Camden
on them.

campy  supply
“Camden”.

company

Textual entailment is defined as a directional relationship between pairs of state-
ments, denoted by “Premise” (P) and “Hypothesis” (H) [DRSZ13]. Given these two
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statements P and H, and a human reading and comprehending them, the relation-
ship between them could be one of the following:

e Entailment: If P provides explicit information that can be used to infer that
H is most likely true, we can say that P entails H.

e Contradiction: If P provides explicit information that can be used to infer
that H is most likely false, we can say that P contradicts H.

e Neutral: If P can not provide explicit information that can be used to infer
whether H is true or false, we can say that P is unrelated to H.

shows the three example pairs with labels for representing relations, taken
from the Stanford Natural Language Inference (SNLI) corpus [BAPM15].

2.3 Summary

In this chapter, we introduced the prerequisite knowledge for reading this thesis.
Our research is conducted in the context of software product line which allows you
to develop a family of systems that share common functionality but are still not
identical with less effort by systematically reusing the artifacts of the systems. Fea-
ture model is widely used in the process of software product line engineering to be
a central place to hold not only the information of commonality and variability but
also the information of dependency. However, creating a feature model for a legacy
system in the process of domain engineering from scratch needs upfront investment,
especially taking a large legacy system and engineers lacking enough domain knowl-
edge of this legacy system into account. To address this, we proposed to analyze
the requirements documents of the legacy systems to extract features and variation
points. The extracted information is expected to be a starting point for domain
engineers to create a feature model in an efficient way. Hence, natural language
processing is an indispensable topic in this thesis, and we also introduced the main
natural language processing techniques that we used in the following chapters.



3. Current Research on Feature
and Variability Extraction

We presented a systematic literature review on feature and variability
information extraction from natural language documents at SPLC 2017
JLSS17]. In this chapter, we extend the systematic literature review and
present more details on current research in reverse engineering variability
from natural language documents.

Identifying features and their relations (i.e., variation points) is crucial in the pro-
cess of migrating single software systems to software product lines (SPLs). Various
approaches have been proposed to perform feature extraction automatically from
different artifacts, for instance, feature location in legacy code. Usually such ap-
proaches a) omit variability information and b) rely on artifacts that reside in ad-
vanced phases of the development process, thus, being only of limited usefulness
in the context of SPL. In contrast, feature and variability extraction from natural
language documents is more favorable, because a mapping to several other artifacts
is usually established from the very beginning.

In this chapter, we investigate the current state-of-the-art of feature and variability
extraction from natural language documents by means of a comprehensive literature
survey. To this end, we not only focus on existing techniques that have been adopted
for SPL, but also on the maturity of these approaches, that is, to what extent they
could be applicable in practice. In particular, we make the following contributions
in order to answer RQ1:

e A comprehensive study of existing reverse engineering approaches, used in-
put formats, employed NLP techniques and further algorithms for feature &
variability extraction.

e A qualitative analysis regarding multiple criteria, such as accuracy, complete-
ness, and their evaluation, which allow to compare the reviewed approaches at
a reasonable level of detail.



18 3. Current Research on Feature and Variability Extraction

e We provide key observations, identified within our detailed comparison, and
derive shortcomings and challenges that are beneficial to identify future re-
search directions.

3.1 Review Methodology

A Systematic Literature Review (SLR) is an accepted method for evaluating and in-
terpreting all available research relevant to a particular research question, topic area,
or phenomenon of interest [Kit07]. In particular, we apply the proposed guidelines
by Kitchenham et al. [Kit07] in order to identify, classify, compare, and evaluate
existing techniques for reverse engineering variability from natural language docu-
ments. In this section, we provide information about all steps we performed for
planning the review.

3.1.1 Need for a Review

In recent years, the application of NLP techniques for aiding the software engineering
process by reverse engineering information from several artefacts has been increased
considerably. Our literature review aims to complement recent efforts by providing
an overview of how NLP techniques are used to infer features from natural language
documents [BKSI5]. In particular, we extend the review by Bakar et al. [BKS15]
by a) focusing also on how variability information is extracted and b) by a compre-
hensive qualitative evaluation of the approaches regarding aspects such as accuracy,
automation, and tool support. As a contribution, we provide detailed insights for
both researchers and practitioners, in the current state and maturity of extracting
detailed variability information from natural language documents. Moreover, we not
only highlight promising approaches, but also identify gaps and formulate derived
challenges that have to be addressed in the future, thus, paving the way for more
efforts in these research directions.

3.1.2 Research Questions

The focus of this SLR is to identify, compare, and evaluate existing approaches
for feature and variability extraction from natural language documents. In order
to answer RQ1 mentioned in [Chapter I| we formulate three sub-research questions
based on the PICOC method (Population, Intervention, Comparison, Outcome,
and Context) [HGII] and present the respective criteria in [Table 3.1}

While our overall question targets the applicability of current approaches in practice,
we guide our systematic literature review in terms of the following concrete research
questions:

RQ1.1: What approaches of feature and variability extraction from natural lan-
guage documents have been proposed for SPL?

With this question, we aim at summarizing all relevant techniques that contribute
to the goal of our literature review. Although feature extraction is also subject to
research in software engineering, we are mainly interested in approaches focusing on
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Table 3.1: Research questions structured by PICOC criteria.

PICOC Description

Population Literature in reverse engineering variability from natural
language documents.

Intervention Mechanisms, i.e., techniques, methods, tools, approaches
that realize such a reverse engineering process.

Comparison Techniques together with their performance, evaluation
and tool support proposed by each primary study.

Outcome Several observations regarding applicability and quality of
current approaches and major gaps and open challenges in
this field.

Context The SPLE process, in particular the reverse engineering

step to enable a systematic product-line development (e.g.,
in an extractive way).

SPL and how these approaches tackle the challenge of extracting variability infor-
mation. Finally, we aim at identifying which kind of natural language documents
have been used as input for feature extraction.

RQ1.2: How are the techniques supported regarding tools and automation?

We are interested, whether the techniques, obtained through RQ1, are supported
by robust tools or just implemented as prototypes. This is of special importance in
the context of applicability in practice, such as in real-world systems or industry.
Similarly, we evaluate to what extent the process of extracting features is automated.

RQ1.3: How reliable are the approaches proposed for feature extraction in SPL?

With this question, we focus on the quality of the proposed approaches. In particu-
lar, we are interested in two aspects. First, the completeness, that is, to what extent
do the approaches also extract variability, thus, providing information for creating
a complete picture of the SPL (e.g., by means of a feature model). Second, the
accuracy, that is, how precisely do the proposed approaches extract features (and
variability) from natural language documents. As a result of this research question,
we analyze to what extent the proposed approaches can be applied in practice or
need to be revised and evaluated more thoroughly. Moreover, we derive limitations
and open challenges from answering these research questions.

3.1.3 Search Strategy

To identify relevant literature and extract the important information, we set up a
search strategy that consists of three steps. First, we specify scientific databases
to search for our initial set of candidate papers. In particular, we search in the
databases of ACM Digital Library, IEEE Xplore, SpringerLink, ScienceDirect, Sco-
pus, dblp, and Google Scholar for studies published in journals, conferences, and
workshops between the year 2000 and 2019. We have chosen these libraries as they
are renowned scientific databases that index the most important publications in
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the field, such as from ACM, IEEE, or Elsevier. As a second step, we implement
a review process to exclude duplicate studies or studies that are not relevant for
other reasons (cf. . Afterwards, as a third step, we apply snowballing
to complement the initial search [WRH™12|. In particular, we analyze references
and citations of retrieved studies and secondary studies (i.e., existing surveys), thus,
identifying relevant literature not covered by the aforementioned databases. Finally,
we merge the results from our initial searching and snowballing to obtain the final
set of primary studies.

3.1.4 Conducting the Review

Basically, we conduct our systematic review based on the protocol defined in the pre-
vious subsection. For instantiating this protocol, we have to take concrete actions
as follows; (i) define the concrete search term, (i) define inclusion and exclusion
criteria for identifying relevant literature, and (74i) specify a concrete and systematic
process for extracting the data needed to answer our RQs.

Search Criteria: To construct our search string, we derived keywords from our re-
search questions based on the population, intervention, and outcome. Additionally,
we checked for possible synonyms, related terms and alternative spellings. Finally,
we used boolean logic; an “OR” to combine alternative terms/spellings and an “AND”
to connect the major terms in our string. The resulting search string is as follows:

(“feature extraction” OR “feature identification” OR ’feature mining” OR ’feature
detection” OR "wariability extraction” OR "wariability identification” OR “variabil-
ity mining” OR “wariability detection”) AND (“natural language” OR “requirement
specification” OR "textual requirement” OR "product specification” OR "product de-
scription” OR “product review”) AND ("software product lines” OR “product family”
OR ’software family” OR “feature-oriented software development”)

Our search string comprises three parts: 1) the extraction and analysis of the partic-
ular information or artifacts; 2) the types of documents analyzed; and 3) the context
of the research being surveyed. In spite of the fact that all the relevant keywords
within each part are of similar meanings, they differ somewhat. For the first part,
“feature extraction” is the most frequent term in this topic used to describe the pro-
cess of extracting features from natural language documents. Although the search
terms such as “feature identification”, “feature mining” and “feature detection” are
all used as synonyms for feature extraction, “feature detection” is highly relevant to
detect dead features. We regard “feature detection” as one of the search terms, since
feature extraction related techniques may also be applied in the process of detecting
dead features by means of analyzing requirements. There also exist several search
terms that seem to be related to the topic of feature extraction but are not included
in the search string nevertheless, for example, “feature selection” and “feature lo-
cation”. “Feature selection” usually means selecting a good feature set to achieve
customer requirements, which focuses on the problem of optimization, while “feature
location” predominantly concentrates on locating features in source code. We find
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that although the papers retrieved by using these terms may also contain the anal-
ysis of the textual comments in the source code, it lacks a systematic method that
focuses on extracting features from requirements, thereby resulting in lots of useless
search results. Likewise, for variability extraction, we use the same wording as the
search terms of feature extraction. For the second part, “natural language” is used
to describe the types of the documents. And, “requirement specification”, “textual
requirement” and "product specification” are all applied as synonyms for a detailed
and formal description of a system or product to be developed with its functional
and non-functional requirements. “Product description” can be regarded as a kind
of informal description of a product that can be collected on the internet, while
“product review” denotes the review of a particular product from their customers.
Obviously, for the third part, the search terms that are either related or similar to
each other are used for finding the papers that are focused on research on software
product lines. Understanding the small difference among these keywords, the study
selection can be conducted more efficiently and comprehensively.

Inclusion and FExclusion Criteria: We created a set of inclusion (IC) and
exclusion (EC) criteria to identify potential primary studies. While initially intended
to be applied on the title and abstract, it turned out that this is insufficient for most
of the papers to decide on their relevance. Hence, we also scanned introduction
and conclusion to make a more reliable decision. The inclusion criteria we finally
created, based on the analysis scope, are as follows:

ICO1 Articles matching the search string mentioned above and within the scope
of our analysis, i.e., they propose a technique or mechanism for feature &
variability extraction from natural language documents.

IC02 Articles published between January 1st 2000 to December 31st 2019, since
research on automatic feature & variability extraction from natural language
documents in SPL began in 21st century.

Moreover, we consider studies irrelevant if they meet at least one of the following
exclusion criteria:

ECO01 Articles not focusing on feature and variability extraction from natural lan-
guage documents in SPL, i.e., feature extraction from legacy code, approaches
improving feature modeling, functional requirements extraction, etc;

EC02 Articles not written in English;

ECO03 Articles not belonging to research papers, i.e., proposals, summaries of con-
ferences, lecture notes, etc;

EC04 Articles not pertaining to firsthand research, namely, related literature review
Or survey papers.

Data Extraction: First of all, we applied our search string to scientific databases.
Afterwards, we applied inclusion and exclusion criteria to the result. Along with
this process, we extracted and stored the following information in a spreadsheet:
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Date of search, scientific database, study identifier

Publication information, author, title, publication year, source, publication
type (Journal/Conference)

Inclusion criteria IC01-1C02 (and which one applies)

Exclusion criteria EC01-EC04 (and which one applies)

The author of this thesis initially applied the data extraction process. For all ex-
cluded papers, a brief reason was specified and double-checked by the second au-
thor of the original paper [LSS17]. In the case of non-agreement, the paper has
been discussed by both of us to find a consensus. Once we finally decided on
the primary studies, we performed a further retrieval by applying the snowballing
method [WRH™12]. In particular, we took all primary studies and papers excluded
due to EC04 into account. For papers, found by snowballing, the same extraction
process as above was applied and if we decided on their relevance, it was added to
the list of primary studies.

For the final list of primary studies, we read the full paper and captured and ex-
tracted additional data, required to perform our analysis and answer our research
questions. In particular, we extracted the following data:

e Input and Output of the corresponding approach.

e Methodology, i.e., which NLP techniques are used and which further techniques
are possibly applied in a post-processing step. Moreover, we noted the degree of
automation and how much of the variability (i.e., the relation between features)
can be recovered by a particular approach.

e Fuvaluation: to what extent a particular approach has been evaluated and what
is the result of the evaluation, especially regarding accuracy

e Tools: whether there is any tool available, implementing the proposed ap-
proach and NLP techniques.

3.2 Results

In this section, we present the results of our literature review. First, we briefly
report on the results of our systematic literature search, described in [Section 3.1]
Then, we provide detailed answers to our formulated research questions.

3.2.1 Results of Studies Search

Table 3.2: Overview of all reviewed papers, ordered by year of appearance.

ID Title Year Input Acc Output

P01 An Approach to Constructing Feature 2005 SRS Yes FM
Models Based on Requirements Cluster-

ing [CZZMO05)
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P02

P03

P04

P05

P06

P07

P08

P09

P10

P11

P12

P13

P14

P15

P16

P17

An Exploratory Study of Information
Retrieval Techniques in Domain Analy-
sis [ASBT0S]

A Framework for Constructing Semantically
Composable Feature Models from Natural
Language Requirements [WCR09]
On-demand Feature Recommendations De-
rived from Mining Public Product Descrip-
tions [DGHT11]

Supporting Commonality and Variability
Analysis of Requirements and Structural
Models [KTWE12]

On Extracting Feature Models From Product
Descriptions [ACPT12]

Decision Support for the Software Product
Line Domain Engineering Lifecycle [BEG12]
Mining Commonalities and Variabilities from
Natural Language Documents [FSD13]
Supporting Domain Analysis through Min-
ing and Recommending Features from Online
Product Listings [HCHM™13]

Mining and Recommending Software
Features across Multiple Web Reposito-
ries [YWYL13]

Feature Model Extraction from Large
Collections of Informal Product Descrip-
tions [DDH™13]

A Systems Approach to Product Line Re-
quirements Reuse [NSN™14]

Analyzing Variability of Software Product
Lines Using Semantic and Ontological Con-
siderations [RBIW14]

Generating Feature Models from Require-
ments : Structural vs . Functional Perspec-
tives [TRB14]

Detecting Feature Duplication in Natural
Language Specifications when Evolving Soft-
ware Product Lines [KBA15]

Improving the Management of Product
Lines by Performing Domain Knowledge Ex-
traction and Cross Product Line Analy-
sis [RBWHI5]

Recommending Features and Feature Rela-
tionships from Requirements Documents for
Software Product Lines [HW15]

2008

2009

2011

2012

2012

2012

2013

2013

2013

2013

2014

2014

2014

2015

2015

2015

SRS

SRS

PD

SRS

PD

PD

PB

PD

PD

PD

SRS

SRS

SRS

SRS

FD

SRS

No

No

Yes

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

FM

FM

FM

RTL

FM

FM

FL

FM

FL

FM

OVM

SS

FM

DF

FM

FM
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P18

P19

P20

P21

P22

P23

P24

P25

P26

P27

P28

P29

P30

P31

Semantic Information Extraction for Soft-
ware Requirements using Semantic Role La-
beling [Wan15]

CMT and FDE: Tools to Bridge the Gap
between Natural Language Documents and
Feature Diagrams [FSGD15]

Automatic Semantic Analysis of Software
Requirements Through Machine Learning
and Ontology Approach [Wanl6]

Extracting Features from Online Soft-
ware Reviews to Aid Requirements
Reuse [BKSJ16]

Variability Analysis of Requirements: Con-
sidering Behavioral Differences and Reflect-
ing Stakeholders’ Perspectives [IRBW16]
Mining Feature Models from Functional Re-
quirements [MBBA16]

Automated Extraction of Product Compari-
son Matrices from Informal Product Descrip-
tions [NBAT17|

Extracting Software Features from On-
line Reviews to Demonstrate Requirements
Reuse in Software Engineering [BKSH17]
Ambiguity Defects as Variation Points in Re-
quirements [FGS17]

Extracting software product line feature
models from natural language specifica-
tions [SKPC18§]

Requirement Engineering of Software Prod-
uct Lines: Extracting Variability Using
NLP [FFGSIS]

Behavior-Derived Variability Analysis: Min-
ing Views for Comparison and Evalua-
tion [RBSA19]

Towards Complex Product Line Variability
Modelling: Mining Relationships from Non-
Boolean Descriptions [CHN19b]

Modelling equivalence classes of feature mod-
els with concept lattices to assist their extrac-
tion from product descriptions [CHN19a]

2015

2015

2016

2016

2016

2016

2017

2017

2017

2018

2018

2019

2019

2019

SRS

PB

SRS

OR

SRS

SRS

PD

OR

SRS

SRS

SRS

SRS

PD

PD

No

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

SI

FM

SI

FL

FM

FM

PCM

FL

VI

FM

VP

\AY

FM

FM

Acc: Accessibility.

SRS: software requirements specifications; PD/PB: product description/brochure; OR: online software reviews;
FD: feature diagrams.

FM: feature model; OVM: Orthogonal Variability Model; FL: feature list; RTL: recommendation traceabil-
ity links; SS: SRS similarity; DF: duplicated features; SI: semantic information; PCM: product comparison
matrices; VI: variability indicators; VP: variation points; VV: variability views.



3.2. Results 25

M Journals

H Conferences
2 - Workshops
B Symposiums
1 -
0 _J_LLI T T T T T T T

2005 2008 2009 2011 2012 2013 2014 2015 2016 2017 2018 2019
Publication year

Retrieved primary studies
w

Figure 3.1: The distribution of primary studies from 2005 to 2019 by year from each
venue: symposium, workshop, journal, conference.

In order to obtain the primary studies, we initially used the predefined search string
on the selected databases mentioned (cf. [Section 3.1.3)). As a result, we retrieved an
initial list of relevant studies comprising 251 papers (ACM: 43, IEEE: 6, Springer-
Link: 94, ScienceDirect: 69, Scopus: 17, dblp: 22). Note that in this step, we
already applied our inclusion criteria to the papers found, thus, all non-relevant pa-
pers have already been filtered out. Next, we applied our exclusion criteria to this
initial list. After applying ECO1, a majority of the papers could be discarded, as
they propose relevant approaches, but on different artifacts than we are interested
in. Further papers have been discarded, because they adhere to EC03 and ECO04.
Finally, we removed duplicated papers from our list, which eventually results in a
list of 12 papers.

Based on these selected papers and on the papers excluded due to EC04 (i.e., con-
stituting secondary studies), we then performed snowballing as an additional step
to retrieve relevant papers we may have missed so far. In particular, we performed
three iterations of backward (i.e., analyzing the reference list of selected papers)
and forward (i.e., screening papers on Google Scholar that cite our selected papers)
snowballing [WRHT12]. In the first iteration, we found 522 papers (backward:341,
forward:181), from which we excluded 504 papers due to our exclusion criteria and
removal of duplicates. Hence, 18 papers have been considered to be relevant, and
thus, added to our list of primary studies. For these papers, we again applied the
snowballing technique, resulting in 1280 papers, from which one paper remained
after applying exclusion criteria and duplicate elimination. Finally, we also applied
snowballing for the paper retrieved in the previous iteration, but from initially 58
potential papers all have been discarded (excluded or duplicated).

As a result, given our list of 12 papers from the initial search, we were able to identify
19 further papers with snowballing that we found worth being added to our primary
studies. Hence, we found 31 papers as primary studies that are subject to further
analysis in order to answer our research questions. [Figure 3.1| presents that 19% of
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the studies were found in workshops (4) and symposiums (1), whereas the majority
(~ 81%) were published in conferences (15) and journals (11). Moreover, we provide
an overview of all papers, together with the extracted information, in and
answer our research questions in the following.

3.2.2 Answering Research Questions

The main goal of this SLR is to provide detailed insights of techniques used, degree
of maturity achieved, shortcomings, and challenges ahead for extracting feature and
variability information from natural language documents. To this end, we formulated

three research questions in [Section 3.1.2) which we answer in the following.

RQ1.1: What approaches of feature extraction from natural language
documents have been proposed for SPL?

With this research question, we shed light on techniques used for the extraction
process and which kind of natural language documents are considered as input for
the respective approaches.

Techniques used: Natural language processing techniques are widely used and in-
dispensable for extracting features and variability information from natural language
documents. Besides natural language processing techniques, various techniques of
information retrieval and machine learning are considered to be helpful in this re-
search direction. We briefly introduce how these techniques are generally used, with
a specific focus on feature identification and variability extraction in SPL. The gen-

eral process is shown in |[Figure 3.2

As a first step, natural language documents are transformed into types of words
that can be identified and analyzed easily by computers. This step is called Text
Pre-processing. In particular, natural language documents are divided into words,
phrases, symbols, or other meaningful elements (e.g., using tokenization). Addition-
ally, these elements can be tagged with their type of word (e.g., noun, verb, object,
etc.) using Part-of-Speech tagging (POS tagging). In addition, stop words which
usually refer to the most common words in vocabulary (e.g., “the”; “at”) are removed
in this phase, as they lack any linguistic information.

A second (optional) step is Term weighting which can be adopted to estimate the
significance of terms in natural language documents by calculating the frequency
of their occurrence in different natural language documents. For instance, Term
Frequency-Inverse Document Frequency (TF-IDF) and C-NC value are two com-
monly used techniques. With TF-IDF, the term is considered important if it ap-
pears frequently in a document, but infrequently in other documents. C-NC value
is a more sophisticated statistical measure that combines linguistic and statistical
information.

Another optional step is Semantic Analysis that is typically used to gain semantic
information. Several techniques can be employed in this step, for example, Vector
Space Model (VSM) and Latent Semantic Analysis (LSA) are widely used to con-
duct a semantic analysis. With VSM, preprocessed documents are represented as
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Figure 3.2: General process for applying techniques in reverse engineering variability
from natural language documents.

vectors. Through calculating the cosine between the vectors, the similarity between
documents can be determined. LSA utilizes a term-document matrix to analyze the
similarity of documents and can be combined with Singular Value Decomposition to
reduce the dimension of the textual documents.

Additionally to the NLP process, the transformed data can be further analyzed by a
post-processing step in order to identify features and extract variability information.
Certainly, various methods can be used in this step, such as Clustering Approaches
and Association Rule Mining. Cluster approaches are adopted to group similar
features with a feature being a cluster of tight-related requirements. Association rule
mining is used to discover affinities among features across products, and to augment
and enrich the initial product profile. After post-processing, various outputs can be
obtained, such as a feature list or feature model.
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Table 3.3: Overview of the NLP techniques used by the reviewed approaches.

NLP Techniques

ID

Text Pre-processing

Tokenisation

P07 P09 P12 P15 P18
P19 P20 P24 P25 P27

Part of Speech Tagging

P02 P03 P05 P07 P08
P11 P12 P13 P14 P15
P17 P18 P19 P20 P21
P22 P24 P25 P27 P29

Lemmatization P18 P20 P21 P24 P25
Stemming P04 P09 P10 P11 P25
P04 P09 P10 P11 P13
TF-IDF P14 P22 P23 P25 P27
. P29
Term Weighting CCNC Value P08 P10 P24
Vector Space Model P02 P05
. . P02 P03 P13 P14 P21
Latent Semantic Analysis P29 P25
Contrastive Analysis P08 P21 P24
Semantic Analysis Syntactical Heuristics P24
Latent Dirichlet Allocation P09 P10
Semantic Role Labeling P13 P14 5;3 P20 P22
Semantic Model P23

Lexical Database

P07 P13 P14 P16 P20

WordNet P21 P22 P23 P29
SemCor P20

PropBank P18 P20

FrameNet P18 P20
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First of all, our analysis reveals that all the phases, outlined in [Figure 3.2 have been
employed by the considered approaches. In[Table 3.3 we provide a detailed overview
of NLP techniques used by the particular approaches. For text pre-processing, the
majority performs POS tagging (~ 65%) to decompose the documents in their build-
ing blocks, shown in (a). Moreover, tokenization was applied frequently
(~ 32%), yielding to a similar result. Beyond preprocessing, [Figure 3.3| (b) presents
that term weighting with different techniques is quite common amongst the ap-
proaches (~ 45%). Our inspection reveals that this technique is mainly used to
identify meaningful terms that resemble possible features. Meanwhile, TF-IDF is a
very popular method to achieve this goal. An interesting observation we made, is
that most approaches employ more than one technique, either from preprocessing
only or in combination with term weighting.

Observation 1. For extracting features and variability, a diverse selection of
NLP techniques is employed, indicating that a) different approaches may lead to
the desired result and b) applying multiple NLP techniques increases the quality
of the result.

While the above-mentioned approaches focus mainly on syntactical aspects, many
approaches also make use of the (optional) built-in mechanisms of NLP for semantic
analysis (~ 52%). In particular, latent semantic analysis (LSA) and semantic role
labeling (SRL) are preferred techniques, where the latter is combined with using a
proper lexical database. If we take quality criteria such as accuracy or completeness
into account (cf. , we observe a slight tendency that an additional semantic
analysis improves the overall result. In addition, the usage of a lexical database
(~ 32%) benefits automatically analyzing and understanding the natural language
documents to extract features and variation points.

Observation 2. Semantically understanding the natural language documents s
a crucial aspect for successfully reverse engineering features and variability.

Finally, many approaches (~ 81%) perform an additional post-processing step on the
top of previously mentioned NLP mechanisms (cf. , while shows
a detailed overview of post-processing techniques used by the particular approaches.
Our analysis reveals that especially clustering algorithms are preferably used in
this stage of the extraction process (~ 45%). The reason is that clustering is able
to find relations between the previously identified concepts or terms. Hence, such
algorithms are especially beneficial to finding related and unrelated features, and
thus, enable the search for groups of features and even other relationships among
them such as hierarchies.

Observation 3. Clustering algorithms are well-suited to complement the NLP
process, as they facilitate the detection of the specific relationships between fea-
tures such as groups or parent-child relations.

Besides clustering, a variety of other techniques are employed for post-processing
(~ 61%), mainly from the domain of heuristics and machine learning. The par-
ticular algorithms we identified are especially able to learn specific patterns in the
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Figure 3.3: Histograms of the NLP techniques used by the reviewed approaches.

preprocessed and enriched data from the NLP process. In this way, even complex
dependencies can be inferred, which is hardly possible with NLP mechanisms only.
Types of documents: As natural language documents may occur in various forms,
we are also curious about which kind of documents are subject to feature/variability
extraction. According to our review indicates that software requirements
specifications (SRS) are used predominantly (> 54%) as input, usually based on
standards such as IEEE-STD-830. Interestingly, the structure (e.g., hierarchies) of
such documents is only rarely employed, though it may contain valuable information
such as for grouping features or establishing parent-child relationships. Moreover,
only a few data sets for SRS are provided, thus, preventing from replicating most of
the studies. Next frequently, product descriptions (PD) are used (~ 29%), mainly
due to their availability (e.g., via web pages such as softpedia.com) and the rich
information, they contain. For instance, features are likely to appear more explicit
in such documents and sometimes even bullet lists are provided. Finally, product
brochures (PB), i.e., documents used for marketing reasons, are sometimes used.
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Table 3.4: Overview of the post-processing techniques used by the reviewed ap-

proaches.
Post-processing Techniques ID
K-Means P09 P10 P11 P21 P25
K-Medoids P10
SPK-Means P04 P09 P11
Fuzzy C-Means P09 P21
Clustering Self Organizing Map Clustering P21
. . . . P01 P02 P03 P10 P14
Hierarchical Agglomerative Clustering P16 P22 P29
Incremental Diffusive Clustering P04 P09 P10
Graph Clustering P01 P24
Formal Concept Analysis P23 P30 P31
Association Rule Mining P04 P09 P10 P11
Decision Tree P18
K-nearest Neighbors P04 P09 P19 P20
: Maximum Entropy Method P20
Miscellaneous Propositional Logic P06
Heuristics P02 P06 P17 P23 P24
P26 P27 P28 P29 P30
Edmonds’ Algorithm P11 P16
Implication Graph P06 P11

Usually, they highlight main features of a product, thus, making it easy to extract
them. However, due to their limited purpose (e.q, acquiring new customers), they
are usually incomplete and contain very little or no variability information.

Observation 4. Software requirements specifications are frequently used as in-
put for feature and variability extraction from natural language documents. How-
ever, the reviewed papers provide no or only limited (i.e., small, artificial) SRS
documents, thus, impeding replicability and making applicability in practice ques-
tionable.

RQ1.2: How are the techniques supported regarding tools and automa-
tion?

Since the process of extracting features & variability is pretty complex and tedious,
sophisticated tool support and a high degree of automation are inevitable. We use
both aspects as quality criteria for the reviewed papers, and thus, evaluate them
using a 3-point scale. The results are presented in (last two columns),
with tool support further divided into tools for NLP which is indispensable on the
basis of and tools for feature & variability extraction (FVE) developed
based on the proposed approaches.

For tool support, @ means that comprehensive tool support exists and is available.
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Accordingly, © indicates that tool support is described, but not available. Finally,
if tool support is neither provided nor described, the approach is rated with ©O. We
use the same symbols for the degree of automation, indicating that an approach is
fully automated, semi-automated, or only minor/not automated.

Tool support: Our analysis reveals that some approaches do not provide any tool
support (~ 20% for NLP & ~ 45% for FVE). In most of these cases, only algorithms
used are mentioned, but neither their origin nor how multiple algorithms are put
together is elaborated. This, in turn, makes it hard to reason about the respective
approaches, thus, mitigating the trust in the applicability of them. For another
minority of approaches (~ 13%), the NLP tools are not accessible. Besides, in a
fairly large amount of approaches (~ 42%), the FVE tools are described, but not
provided or not available anymore (e.g., [WCRO09]). This is especially surprising,
as in some of these cases researchers invested considerable effort in building whole
frameworks to automate the extraction process. Even worse, the non-availability
also questions the sustainability of such approaches, that is, whether they have been
created for practical usage or just for theoretical evaluations. Finally, only for a
minor amount (~ 13%), the FVE tools are available online, for instance on Github,
usually complemented by examples and further material. In some cases, the tools
appear to be mature, stable, and designed to be used by a wide range of researchers
and practitioners (e.g., [FSGDI15,INBAT17]). By contrast, the third-party NLP tools
are usually available online which support the majority of the studies (~ 67% ).

Observation 5. When tools are available, they make a stable, maintained, and
reliable itmpression, and thus, are likely to be applicable in practice. However, in
most cases, no FVE tools are described or even exist, thus, mitigating trust in
applicability and reliability of the corresponding approaches.

Automation: The vast majority of approaches (> 90%) foster a semi-automated
approach, where at least some manual adjustment is required. Most commonly, pa-
rameters and thresholds need to be specified (e.g., [WCR09, DGHT11, IACPT12|)
or domain analysts have to interact with the described tool in order to correct or
validate the information. Approaches that provide full automation refrain from tak-
ing user input into account, although this may influence the results, e.g., regarding
feature names. Moreover, our analysis reveals that these approaches usually exhibit

a rather low accuracy (cf.|Table 3.5)).

Observation 6. Most approaches provide a high degree of automation, whereas
full automation is an exception (but possible in general). This is mainly due to
the complex extraction process, which requires manual assessment and domain
knowledge to achieve a satisfactory result.

RQ1.3: How reliable are the approaches, proposed for feature extraction
in SPL?

With this research question, we investigate the result quality of the extraction pro-
cess. In particular, we focus on two quality criteria; accuracy, that is, to what
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extent the identified feature & variability information is correct; and completeness,
that is, whether and to what extent feature & variability information is extracted.
Moreover, we assess how comprehensive the approaches have been evaluated.

We present the results in [Table 3.5 using the same 3-point scale as in the previous
RQ, having the following meaning. For accuracy, the @ means that the approach
is very accurate, i.e., features (and variability) are reverse engineered correctly. Ac-
cordingly, the © means that the approach is sufficiently accurate, that is, the main
information is correct but contains minor inconsistencies (e.g., wrong/missing fea-
tures or variability). Finally, the O means that the approach is inaccurate, thus,
only capable of providing a very high-level overview of separated concerns. For com-
pleteness, the @ means that the complete information (i.e., features & variability)
is extracted explicitly, most likely in form of a feature model. In contrast, the ©
indicates that variability information is only partially extracted. Consequently, the
O means that no variability information can be extracted by the approach, thus, the
result is only a list of features. For the evaluation, @ indicates that a comprehen-
sive and also reproducible revaluation is provided that allows for detailed reasoning
about the proposed approach. Likewise, the © means that the evaluation has some
limitations, for instance, only a small or artificial case study is used or the case study
is not reproducible, thus, the results of the study can not be verified. Finally, the O
refers to approaches that provide no or only a weak evaluation.

Accuracy: Our analysis reveals that many approaches (~ 55%) are inaccurate,
however, for various reasons. While some of them perform rather bad in correspond-
ing metrics (e.g., precision, recall; [CZZMO05, [KBAT15, [HW15]), other approaches
simply do not provide any information about it. For the latter, the reason is that
they focus on other aspects such as usefulness for guiding developers, thus, the eval-
uation does not provide any quantitative measures (e.g., [IRB14, IRBW16]). Next,
some approaches (~ 42%) provide relatively accurate results, which can be seen as
a starting point for further, manual refinement. Finally, only one approach (~ 3%)
is highly accurate, and thus, can be used out-of-the-box (i.e., without manual ad-
justment).

Observation 7. The accuracy is one of the most critical problems that needs
to be improved for achieving practical applicability. However, it seems that even
with less or unknown accuracy, several approaches perform well in supporting
developers in manual domain analysis or even extraction processes.

Completeness: Generally, many approaches extract partial variability information
(~ 45%). However, in most of these cases, only some relations (e.g., mandatory,
optional) are extracted, and thus, important information is missing. For a simi-
lar amount of approaches, only features are identified, but not their relationships
(~ 35%), which means that they are of limited usefulness for the SPLE process.
Finally, only a minor proportion (~ 20%) provides complete and explicit variabil-
ity information that makes it possible to generate a complete feature model with
detailed relationships.
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Table 3.5: Result of the qualitative analysis of primary studies.
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FVE: feature & variability extraction; *this approaches has been negatively evaluated, because it takes
already existing feautre diagrams as input, thus, being partially out of scope.



3.3. Discussion 35

Observation 8. When features and variability information are complete and
explicit, they constitute a feature model with detailed relationships. However,
in most cases, the approaches are incomplete wrt. variability information, thus,
requiring increased manual effort for recreating this information.

Evaluation: Surprisingly, many of the reviewed approaches (~ 55%) provide a
weak or even no evaluation. In some cases, the approaches are just sketched, but
fail to evaluate it in any sense, while others lack important information such as study
design or sound evaluation criteria. Furthermore, certain approaches (~ 35%) pro-
vide a basic evaluation, but lack reproducibility due to missing access to tools and/or
data sets. Finally, only a minor proportion (~ 10%) presents a comprehensive and
reproducible evaluation that gives valuable insights into benefits and limitations of
the respective approaches, thus, making their claimed contribution convincing.

Observation 9. A comprehensive and reproducible evaluation makes an ap-
proach more reliable and allows for reproducibility. However, in most cases,
evaluations are performed either in a weak and unsound manner or lack im-
portant resources to reproduce them. FEspecially the latter aspect impedes an
objective comparison.

3.3 Discussion

Based on our detailed analysis, we summarize and discuss our observations. In par-
ticular, we elaborate on aspects that constitute challenges and need to be improved
in future research.

Input format matters. In our survey, we found SRS and product descriptions to
be the most common input for feature & variability extraction. While SRS provide
the most detailed information, representing the domain, we identified a lack of ac-
cess to SRS, which impedes the progress in developing approaches for information
extraction from such documents. On the other hand, product descriptions are freely
available, but only reflect an incomplete overview of a domain. For future research,
we see two challenges. First, a detailed comparison (by means of a sound evalu-
ation) to what extent product descriptions can be used for domain analysis as an
alternative for SRS. Second, to design reverse engineering approaches so that they
can be used flexibly with different input formats, in particular, supporting SRS and
product descriptions.

Extracting variability is challenging. Extracting variability information is by
far the most challenging task, indicated by the rather low proportion of accurate
and complete approaches. Depending on the kind of input documents, different ap-
proaches are used to extract variation points. However, most of them need manual
intervention, i.e., the result of the automated extraction is not accurate and com-
plete enough to get rid of domain analysts’ correcting. The reason is that variability
extraction from natural language documents is a process of understanding natural
language, which is usually full of ambiguities. Thus, the challenge is to improve
existing approaches, either by new combinations of existing techniques or by devel-
oping new techniques. Also, we see great potential in taking additional information
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(e.g., domain knowledge) into account, which poses the challenge of integrating it
in an automated extraction process.

Rethinking sustainability. Tool support and a coherent evaluation are mostly
missing, due to several reasons. For making progress in extracting features & vari-
ability, especially regarding its applicability in practice, these aspects need to be
addressed in the future. First, establishing a ground truth (e.g., a gold standard)
is inevitable for assessing future approaches. This not only allows us to compare
approaches with each other, but also to draw a conclusion about their performance
(in terms of accuracy) and robustness. Second, reusing existing approaches for re-
producibility and improvement is of superior importance for making the next step.
This, in turn, requires a common sense of tool building, which may go beyond the
scope of pure research. Nevertheless, we argue that one of the challenges is that
fundamental ideas are backed by tools that can be accessed by others. This way,
the researcher can join forces, and thus, push the boundaries for extracting features
& variability.

3.4 Threats to Validity

Construct Validity: Our search string may be incomplete, and thus, limit the
diversity of information from digital engines. We addressed this issue by diversifying
search terms, extending to their synonyms, and elaborating on the different meanings
between them. In addition, we carefully derived the search term based on our
research questions.

Internal Validity: First, we may have overseen important papers to be included
in the survey, due to bias of primary study selection or negligence. We addressed
this issue by an independent repetition of the literature search by another researcher,
according to the presented methodology (cf. [Section 3.1)). Second, the assessment
of the approaches, regarding our proposed quality criteria, is prone to be subjec-
tive, thus, introducing bias in the overall evaluation. We addressed this issue as
follows: Two researchers independently assessed all primary studies regarding the
criteria given in[Table 3.5 Afterwards, we compared our results; in case our opinion
diverged, we discussed the reasons for our assessment and, finally, made a common
decision.

External Validity: We did not expand the primary study selection to books,
which possibly affects the generalizability of our study.

Conclusion Validity: The data extraction may be of bias. To tackle it, the one
researcher initially extracted data complying with the predefined data extraction
form, then double-checked by the second researcher and discussed whether the data
was accurate and appropriate to answer the research questions.

3.5 Related Work

In this section, we discuss related literature reviews addressing reverse engineering
techniques for extracting features and analyzing the commonality and variability of
products.
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Dit et al. conducted a systematic review of feature location techniques in source
code, including case studies and tools, and then, presented a taxonomy for classifi-
cation along nine key dimensions [DRGP13|. However, although encompassing NLP
and Information Retrieval techniques, the considered techniques address source code
comments, identifiers, etc., rather than textual requirements.

Khurum et al. presented a systematic review of domain analysis solutions to ana-
lyze the level of industrial application and/or empirical validation of the proposed
solutions [KG09]. Moreover, they investigate the usability and usefulness of the pro-
posed approaches. However, this review does not present the specific approaches,
used to identify features and their relationships from the primary studies, especially
targeting natural language documents.

Lisboa et al. conducted a systematic review of domain analysis tools that sup-
port the domain analysis process to identify and document common and variable
characteristics of systems in a specific domain [LGL"10]. This review covers large-
scale tools analyzing different sources, instead of only focusing on natural language
documents, thus being less comprehensive.

Berger et al. presented a systematic review of variability modeling practices in
industrial SPL to provide insights into application scenarios and perceived benefits
of variability modeling, notations and tools used, the scale of industrial models, and
experienced challenges and mitigation strategies [BRNT13]. However, this review
focuses on notations and related tools employed in variability modeling rather than
on approaches for extracting features & variability.

Alves et al. conducted a systematic review of requirements engineering for SPL to
suggest important implications for practice and identifying research trends, open
problems, and areas for improvement [ANAV10]. This review also provides a survey
of semi-automatic or automatic tools used. However, it was conducted in 2009,
leading to a lack of the latest tools. The types of surveyed requirements artifacts
include not only natural language documents, but also requirements in various forms,
e.g., features and orthogonal variability models. In addition, it does not focus on
approaches for feature & variability extraction.

Bakar et al. presented a systematic review of feature extraction approaches from
natural language requirements for reuse in SPL [BKS15]. This review provides a
detailed survey of approaches used for identifying features and analyzing their rela-
tionships from textual requirements, e.g., NLP techniques and clustering approaches,
and also specifies the evaluation approaches. However, this review just contains 13
studies, which can not offer a comprehensive survey and does not provide sufficient
evidence of the available tools supporting the variability information extraction.

3.6 Summary

Feature and variability information extraction from natural language documents can
obtain an explicit mapping of feature and variability information to other artifacts.
However, there are few systematic literature reviews providing a comprehensive and
detailed survey of approaches and tools used for extracting features and their rela-
tionships from natural language documents. In this chapter, we present the results
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of our systematic literature review of 31 papers that propose approaches to extract
features and variability and which we compared and analyzed qualitatively based
on several criteria.

Based on our review, we made several observations and derived implications and
challenges for current but also future research in this field. Among others, our
key findings are that: a) Software requirements and product descriptions are the
most common natural language documents, but exhibit differences with respect to
the information used for extraction; b) Many approaches are neither accurate nor
complete, and thus, of limited use in practice due to increased manual effort or simply
wrong information; ¢) Tool support is rather sparse, which impedes reproducibility,
and thus, makes a fair comparison and reasoning impossible; d) Full automation
is hard to achieve and, based on several evaluations, may even not be wanted or
possible, because some amount of domain knowledge is only manually available or
expressible.

Based on our findings, we suggested several actions to overcome current limitations,
but also to provide more solid foundations for future research in this direction. In
the following chapters, we intend to tackle some of the mentioned challenges by
ourselves.



4. An Initial Self-Learning
Structure for Feature
Extraction

This chapter is based on and shares material with the SANER’18 pa-
per “Extracting Features From Requirements: Achieving Accuracy and
Automation with Neural Networks” [LSS18d] and the SPLC’18 doctoral
symposium paper “Feature and Variability Extraction from Natural Lan-
guage Software Requirements Specifications” [Lil8].

As introduced in [Chapter 3| reverse engineering techniques are common means to
support automatic extraction of features and, in some cases, even their variability
information. Feature extraction techniques play an important role to automati-
cally identify features by analyzing natural language documents. Recently, vari-
ous approaches that focus on requirements to recover features have been proposed

(cf. [Chapter 3)), because:

1. Requirements contain more comprehensive information about commonalities
and variability;

2. Requirements establish traceability links to other artifacts of later development
phases (e.g., source code).

In previous research, diverse natural language processing and data mining tech-
niques have been applied to analyze semantic information and cluster similar fea-
tures. However, the majority of the existing approaches lack either accuracy of
extracting feature and variability information or a sufficient degree of automation,
thus, requiring extensive manual intervention. And, we observe that the syntac-
tic and semantic information of the requirements is analyzed and applied to fur-
ther achieve features and variation points. For example, some of these approaches
highly depend on the syntactic information of sentences (i.e., parse trees) [RBIW14],
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IRB14, Wan15 Wan16, IRBW16, [HW15|], which requires manual intervention at
the very beginning to preprocess the original requirements according to some spe-
cific rules (e.g., requirement parsing), even though external tools such as Stanford
Parser [MSB™14] are integrated. Other approaches rely on similarity of each pair
of sentences in requirements. One part of these approaches apply external knowl-
edge databases such as WordNet [Mil95] to identify synonyms and compute the
similarity [IRB14, Wan15, Wan16, IRBW16]. Meanwhile, another part utilizes tra-
ditional distributional semantic models (DSMs), for instance Vector Space Model
(VSM) [KTWE12] and Latent Semantic Analysis (LSA) [ASBT08, WCR09], to cal-
culate the similarity.

The potential disadvantages of the aforementioned techniques used for feature and
variability information extraction can be summarized in the followings:

D1 If external tools for achieving syntactic information are used, the accuracy
of results from external tools highly affect the accuracy of feature and vari-
ability information extraction. That is to say, the error from external tools
will be introduced into the subsequent analysis process for feature extraction.
Moreover, this kind of external error is unpredictable and uncontrollable.

D2 For requirement parsing, it not only takes a significant amount of time for pre-
processing, but also requires experienced domain engineers who should know
well about the syntactic-related rules specially designed for requirement pars-
ing.

D3 The shortcoming of applying WordNet or other external lexical database of
structured semantic knowledge is that the high quality of the resources is not
available for all words, especially for domain-specific technical terms.

D4 Moreover, traditional DSMs can be considered as “count models” [BDKI14],
since they count co-occurrences among words by operating on co-occurrence
matrices. Consequently, they usually achieve worse results than neural-network-

based natural language processing architectures which can be seen as prediction
models [BDK14].

Since features provide a general overview of the software product line in terms of
user-visible functionalities, extracting features is usually the first step for analyzing
the commonalities and variabilities in the software product line. To overcome these
limitations and achieve accurate features, we propose a technique based on an un-
supervised learning structure to extract features. Basically, our technique consists
of three parts, 1. a Convolutional Neural Network (CNN), 2. an unsupervised di-
mensionality reduction function, and 3. a clustering algorithm. Using this technique
allows us to make use of a compressed binary representation of the requirements
and to apply word embedding models as prediction models, which have shown to
outperform common “count models” [BDK14]. And, we also avoid applying exter-
nal tools for achieving syntactic information and external structured database for
obtaining semantic knowledge.
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In this chapter, we focus on the above mentioned the combination of CNN and the
unsupervised dimensionality reduction function, thus, making the following contri-
butions:

e We propose a technique to extract features from requirements that 1. utilizes
an unsupervised learning structure without relying on syntax information and
external structured knowledge resources, and 2. integrates a prediction model
to process raw text requirements and generate word vectors instead of using
traditional distributional semantic models (DSMs).

e We provide insights in a preliminary feasibility study, discuss current results
and possible improvements, and find key techniques that can be used in the
following research.

4.1 Methodology

In this section, we introduce the proposed self-learning structure in detail, including
an overview of the approach, Laplacian Eigenmaps, Convolutional Neural Network
and Clustering.

4.1.1 Overview

We provide an overview of our approach and introduce the particular techniques and
how they are applied in our context. We provide an overview of the entire process

in [Figure 4.1)

Initially, the input documents (i.e., textual requirements specifications) are pre-
processed, that is, we decompose the documents into sentences and then remove
stop words in these sentences.

Subsequently, the pre-processed requirements are further processed in two ways:
First, by applying Laplacian Eigenmaps algorithm to obtain a low dimensional rep-
resentation, which is then converted into binary codes. And by applying a word
embedding model that creates a word vector for each word in the requirements.
Next, requirements are projected into a matrix representation, by employing the
pre-trained word embedding set, and fed into a CNN.

Finally, the output of CNN is compared with the binary codes to evaluate the
goodness of CNN. This process is executed repeatedly and eventually, the result
can be used to utilize clustering algorithms, such as k-means, to extract features
based on the characteristic representation. In the context of feature extraction
from requirements, we regard features as domain artifacts, and thus, we assume
that several requirements, related to the same functionality, belong to a particular
feature. Next, we explain each step in more detail, with the clustering being out of
scope for this subsection.
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Figure 4.1: The flow chart of feature extraction.

4.1.2 Laplacian Eigenmaps

Laplacian Eigenmaps (LE) is applied to compute a low-dimensional representation
of the input dataset (i.e., requirements) that optimally preserves local neighborhood
information in a certain sense [BN03]. The foundation of this technique is the
laplacian matriz, which resembles a graph, based on the input data. Hence, LE
constitute a dimensionality reduction function based on graphs with nodes being
data points and edges connecting nodes that exhibit a particular similarity (for a
given similarity definition). Moreover, the edges have associated weights, indicating
the degree of similarity between the connected nodes, and the similarity of any two
nodes can be measured by the distance between them. Given these properties, the
goal of applying LE is to reduce dimensionality by keeping similar nodes with a
short distance, as they are likely to exhibit a relation as well in the original data.
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To achieve a graph representation, we first create a vector of each sentence by
TF-IDF and then use K Nearest Neighbors (KNN) algorithm to link each vector
to its k nearest vectors. The similarity matrix A is computed by applying heat
kernel algorithm, that is, A is the adjacency matrix of the KNN graph for the raw
requirements. Given a diagonal n X n matrix D (i.e., D;; = Z?Zl A;j), the graph
Laplacian L can be calculated by D — A. The matrix D denotes the requirement
significance: the bigger the value of Dj; is, the more significant is the i-th requirement
which is strongly connected by neighbours. The optimal low dimensional matrix Y
can be obtained by solving the following objective function:

arg min  trace(YLYT)

Y
subject to YDYT =1 (4.1)
YD1=0

arg min denotes arguments of the minimum which are elements that let a function
get its smallest value. In order to match the output of neural network in the train-

ing process, we convert the low dimensional matrix Y into a set of binary codes
B [ZWCL1Q].

4.1.3 Convolutional Neural Network

For our purposes. we utilize a specific kind of CNN, that is, a Dynamic Convolutional
Neural Network (DCNN), which has been proposed for modeling sentences [KGB14].
By using this model, the order of words in the sentences is preserved and word
relations of varying size can be captured. In particular, the DCNN captures word
relations independent of their distance in a sentence without any prior knowledge.

In (right part), we illustrate how we employ the DCNN model for feature
extraction from requirements. Initially, we transform our requirements into a word
vector representation using the already mentioned word embedding. As a result, we
obtain a set of word vectors E, each one characterizing a word in our requirements
(i.e., the similarity wrt. all other words).

Next, we employ the word vectors E to transform each sentence s; from the re-
quirements into a matrix S € R%>* where d,, is the dimensionality of the word
vector and s is the length of a sentence. We then feed this matrix S into our
DCNN, where it is processed consecutively by different layers (e.g., in we
show two exemplary convolutional layers). Finally, the output of one iteration of our
DCNN is compared with the binary codes from our LE reduction. The result is then
propagated back to adjust weight matrices inside our DCNN model. This process is
repeated several times in order to learn an accurate characteristic representation of
the requirements. The particular layers of our DCNN model work are as follows.

Wide Convolutional Layer

In our DCNN, the convolution is a matrix computation between a weight matriz,
called filter, and our input matrix S. We apply a one-dimensional convolution to
each row of matrix S, that is, we use a one-dimensional filter to scan each sentence
in order to detect its latent semantic and structure information.
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There are two types of convolution: narrow convolution and wide convolution. For
instance, given a sentence with seven words and a filter of length five, we can exe-
cute the narrow convolution operation only three times, because the filter must be
entirely inside the sentence. In contrast, for wide convolution, the filter is allowed
to be partially outside the sentence with all elements out of range being zero (i.e.,
zero padding). As a result, we can execute the wide convolution operation eleven
times. Consequently, wide convolution is capable of gaining more information at the
margins of the sentence, because it make sure that each weight in the filter scans all
the words in the sentence.

More formally, in our wide convolutional layer(s), a filter f € R/ slides over each
row of the requirement matrix S € R%** eventually resulting into a matrix C' €
R (s+/=1) wwhere f is the width of the filter and s is the length of the sentence.
The matrix C' is called the characteristic map of the requirement matrix S.

Folding

So far, the filter is only applied to each row of the requirement matrix S inde-
pendently, thus, neglecting the relation between different rows. To overcome this
drawback, Folding is a method to detect latent relationships between adjacent rows:
At each folding layer, every two rows in a characteristic map are summarized colum-
nwise. Consequently, for a characteristic map with d,, rows, folding returns a map
C' € Rw/2x(s+f-1) with only d,,/2 rows.

Dynamic K-max Pooling

K-max pooling is a downsampling strategy in CNN to reduce the dimensionality of
the intermediate layer output matrix (i.e., our characteristic map). This technique
helps to avoid over-fitting by providing an abstracted form of our charateristic map.
As a consequence, it reduces the computational costs since it reduces the parameters
that are subject to computation (i.e., the entries of the map). The traditional k-
max pooling operation is to pool the k most active characteristics (i.e., the most
important characteristics) in a given sequence. Given a preset k, the sub-matrix
C € R@w/2xk of the k highest values in each row of the matrix C' are chosen
by k-max pooling. However, we apply dynamic k-max pooling, where the pooling
parameter k is dynamically selected. As a result, we achieve a smooth extraction
of higher-order and longer-range characteristics. Given a fixed, predefined pooling
parameter ky, for the topmost convolutional layer, the parameter £ of k-max pooling
in the [-th convolutional layer can be computed as a function:

ki = maz (Kiop, [?s]) (4.2)

where L is the total number of convolutional layers in the network.

Output

The output layer is a key step to complete the learning process by fitting the binary
codes B, and thus,realizing the unsupervised learning process. The output layer of
DCNN is a function:

O =Woh (4.3)



4.2. Preliminary Result 45

with (i) h being the characteristic representation, (ii) O € R? being the output
vector, and (iii) Wp € R?7*" being the weight matrix. Finally, we train the DCNN
model by back-propagation and speed up training by using Adam optimization al-
gorithm [KB14].

4.1.4 Clustering

Given the linguistic characteristic representation of the requirements, learned by
the DCNN, the result can be used with clustering algorithms, such as traditional
K-means algorithm, to group sentences which describe similar functionality into a
cluster based on the characteristic representation. In particular, our intuition is that
the requirements, represented by a particular cluster together, belong to the same
feature.

4.2 Preliminary Result

To demonstrate the general feasibility of our approach, we implemented a prototype
and applied it to a small set of requirements. In this section, we briefly state on the
dataset used, the setting for our study, elaborate on initial results, and discuss them
regarding accuracy and automation.

Dataset: We use the requirements from the Body Comfort System (BCS) [LLLS13].
BCS is a case study from a real-world scenario that takes variability into account,
and it includes 98 concrete functional requirements.

Eaxperiment setting and evaluation metrics: We use an API from gensim [RS10]
that implements the word2vec technique, to implement word embedding, and keep
all default parameters. In order to obtain pre-trained word vectors of high quality,
we apply Wikipedia dumps (https://dumps.wikimedia.org/)), an open source corpus
with three billion words, to train word embedding. We apply cross-entropy loss func-
tion to evaluate the training process to gain the expected DCNN model [GDN13].

Preliminary result: Up to now, we don not use clustering algorithm to cluster fea-
tures in terms of the characteristic representation from current DCNN model. The
key problem is that the output of DCNN does not match the binary code very ac-
curately. The loss value, which is used to evaluate DCNN model’s performance,
remains around 0.5 instead of continuously decreasing after approximately 1500
training steps. Clustering features based on a bad performance model makes no
sense for the accuracy of extracted features.

4.2.1 Discussion

We discuss the results from above with respect to the second goal (RQ2), i.e., to
achieve high accuracy and full automation.

1) For the accuracy part, we obtain a DCNN model with high loss, which means that
we initially fail to achieve this goal. However, even if this is not the desired result,
it was somewhat expected at this stage of our research. Basically, we identified
two reasons for the rather low accuracy. First of all, our DCNN model has several
parameters in the particular layers, such as weights or size of the convolution filter,
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that need to be tuned. While there are numerous other approaches that elaborate
on these parameters, none of these approaches focus on requirements or feature
extraction therein. Hence, these parameters need to be determined experimentally
and based on a sufficiently large data set. Consequently, our initial parameters serve
only as a baseline (i.e., lower bound), and thus, need to be refined by applying it to
more requirements and gain insights on characteristics that may affect the parameter
setting. In order to optimize the model, we need to adjust some preset parameters,
for example, the dimensionality of word vectors in word embedding training, size of
filter in DCNN;, or even the number of layers in DCNN. Another reason leading to
the high loss is that the self-learning structure we designed is somewhat irrational
so that it cannot learn the semantic characteristics existing in the requirements.
For example, word2vec is capable of learning the meaning of a word in terms of its
surrounding words. By contrast, our approach might lack the ability to capture the
semantic information of requirement documents in the learning process. Moreover,
LE is more likely to provide a sparse matrix representing the original requirements
rather than semantic or syntactic information. Usually, CNN requires a sufficiently
large dataset for the training phase to achieve reasonable results. Although the
relatively small size of the dataset we used may have a bad effect on the results,
we deem that it is not the main reason. The interaction of DCNN and LE in our
approach does not achieve our expectations, and the structure needs to be further
adjusted. Nevertheless, we argue that even with the current accuracy our approach
has the potential to perform better than some other approaches with the same

objective, as stated in [Chapter 3|
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2) For the automation part, we propose an unsupervised learning structure without
syntactic information of sentences, because this often imposes manual analysis and
correction. Neglecting the setup of parameters, we argue that the entire learning
process is automatically conducted by DCNN model. Although we currently fail to
obtain sufficient accuracy by our DCNN model, and thus, do not apply a clustering
algorithm, the process of feature clustering can be fully automated as well. Never-
theless, some manual semantic analyses may still be needed to gain the final features
in some cases. For instance, this may be necessary when the sentences in a cluster
belong to non-functional requirements or even are not related to a certain software
(e.g., sentences w.r.t. stakeholders).

Although we do not give a complete answer for RQ2 in this chapter, the first ex-
ploration inspires our following research. We find the key techniques that can be
used to form a general framework, shown in |[Figure 4.2 First, we focus on us-
ing software requirements specifications as the input, since software requirements
specifications contain complete information about functionality. Second, the neural-
network-based word embedding techniques is capable of capturing the semantic in-
formation of words, and we can also obtain a model trained on a dataset from a
particular software product line to achieve the domain knowledge of some domain-
specific terms. The accurate extracted knowledge can benefit the clustering process
to enhance the accuracy of feature extraction. Finally, we use heuristics to identify
the variation points based on different NLP techniques, resulting in a feature model.
In |[Chapter 5, we use these key techniques we identified during the first exploration
of this initial self-learning structure to offer a complete framework for extracting
features and variability information.

4.3 Related Work

Dependency on syntax and external knowledge database: Reinhartz-Berger et al.
proposed an approach for analyzing features and variability by combining semantic
similarity with similarity of software behavior as manifested in requirement state-
ments [RBIW14]. To this end, they applied Semantic Role Labeling (SRL) tech-
nique that highly relies on syntactic information. Itzik et al. also used SRL to
transform each sentence into six roles and computed similarity of each pair of se-
mantic roles by applying WordNet [IRB14]. Afterwards, Hierarchical Agglomerative
Clustering (HAC) is applied to these roles to cluster features. Based on the papers
above |RBIW14, TRB14], Itzik et al. proposed an approach named semantic and
ontological variability analysis (SOVA) to analyze variability of functional require-
ments [IRBWI16]. This approach uses ontological and semantic considerations to
automatically analyze differences between initial states, external events, and final
states of behaviors, and thus, identify features [RBW16]. Wang proposed a method
to build semantic frames for frequent verbs appearing in requirements by applying
SRL with the assistance of Stanford Parser and WordNet [Wanl15, Wanl16]. How-
ever, Wang’s research only extracted semantic information of requirements and did
not extract features in the context of SPL.

All of these approaches require syntactic information and external knowledge re-
sources to obtain accurate semantic information of requirements. In contrast, we
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utilize an unsupervised learning structure (i.e., a CNN) to gain linguistic characteris-
tic representation without assistance of syntactic information and external structured
knowledge database.

Traditional DSMs: Alves et al. conducted an exploratory study on leveraging infor-
mation retrieval techniques for feature and variability extraction [ASBT08]. They
presented a framework by employing LSA and VSM techniques to measure the sim-
ilarity between sentences and also applied HAC to cluster features based on this
similarity. Weston et al. proposed a tool suite for processing requirements into can-
didate feature models, which can be refined by domain engineers [WCR09]. They
applied LSA to measure similarity and HAC to cluster similar texts into the same
feature groups to create a feature tree. Moreover, they built a variability lexicon
and grammatical patterns to detect latent variability information. Tsuchiya et al.
proposed an approach to recommend traceability links between sentences in require-
ments and design-level UML class diagrams as structure models [KTWF12]. They
used VSM to determine the similarity between sentences in requirements. However,
their research direction is not to discover features based on the similarity.

In contrast to the research above, we utilize word embedding instead of using tra-
ditional DSMs to gain word vector representation of the requirements. Also, we
apply CNN to learn the linguistic characteristic representation rather than directly
computing the similarity of each pair of sentences.

4.4 Summary

In this chapter, we proposed an unsupervised learning structure to extract features
from requirements. To this end, we combine CNN and LE to detect the linguis-
tic information of requirements. Then, features can be extracted from the learned
linguistic information by applying a clustering algorithm. In particular, we aim at
improving current limitations regarding accuracy and automation without any de-
pendency on syntactic information and external knowledge database. To this end,
we apply a prediction model to build word vectors, which outperforms traditional
distributional semantic models, and introduce a CNN technique for modeling sen-
tences and to learn their linguistic characteristics. While we are struggling with the
accuracy of our approach, we achieve a mostly automated process, thus, minimizing
manual intervention for extracting features from requirements. Moreover, the first
exploration also inspires our following research.



5. VarMine: Reverse Engineering
Variability in A Hybrid Way

This chapter is based on and shares material with the SPLC’18 paper
“Reverse Engineering Variability from Requirement Documents based on
Probabilistic Relevance and Word Embedding” [LSS18Y], and the SPLC’18
doctoral symposium paper “Feature and Variability Ezxtraction from Nat-
ural Language Software Requirements Specifications” [Lil§].

In[Chapter 3] we observe that current approaches are rather immature, that is, they
are lacking accuracy (regarding the features identified), suffer from incomplete vari-
ability information and fail to achieve a relatively high degree of automation (i.e.,
they need a lot of manual interventions), which hinders the applicability in practice.
As introduced in [Chapter 4] we also explore an initial approach to automatically
learn the latent characteristics of requirements in order to solve the existing disad-
vantages (i.e., D1-D4) for traditional methods. Although the usage of external NLP
tools may introduce unexpected errors in subsequent analysis, stable and available
NLP tools can provide indispensable support for feature extraction tasks in terms
of observation 5 in [Chapter 3] which is also the reason that most studies have used
external NLP tools. Therefore, in this chapter, we do not exclude the use of external
tools, and we use the tools implemented by using the state-of-art techniques in order
to minimize errors from external tools.

Hence, we propose an approach named VarMine, integrated with different machine
learning and natural language processing techniques to extract features and infer
the variability information. Our approach is mainly comprised of : 1) a neural
word embedding model as a prediction model [BDK14] to obtain word level seman-
tic information; 2) a probabilistic relevance framework of information retrieval to
obtain requirement level semantic similarity; 3) a clustering algorithm to extract
the initial feature tree; 4) a mixed method including heuristics and Recognizing
Text Entailment (RTE) techniques to detect variability information. We aim to
create a generic framework to identify features and extract variation points from
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Figure 5.1: The flow chart of feature and variability extraction using VarMine.

textual requirements in order to improve the work efficiency for domain analysis. In
particular, we make the following contributions to answer RQ2:

e We implement a semi-automated approach which is capable of extracting fea-
tures and variability information.To this end, we integrate a prediction model
into a probabilistic relevance framework to process the raw requirements in-
stead of using DSMs.

e Meanwhile we firstly introduce recognizing text entailment technique into SPL
for variation points detection.

e We conduct a case study with product requirements and also provide a com-
parison of our technique with other approaches. In a nutshell, we show that
our approach is capable of achieving relatively high accuracy and minimizes
manual intervention regarding the extracted features and variability informa-
tion.

5.1 VarMine in a Nutshell

Our proposed approach is able to convert natural language requirements specifica-
tions into features and mine the variability information. In this section, we briefly
introduce the particular techniques we use in VarMine and how they are applied in

our context. We provide an overview of the entire process in |[Figure 5.1}

Initially, we utilize a semantic similarity network to obtain the similarity for each
pair of requirements by three steps: First, the input documents (i.e.,textual re-
quirements specifications) are pre-processed, that is, we remove stop words in these
requirements and implement lemmatization operation, which usually aims to remove
inflectional endings and to return the base or dictionary form of a word. Moreover,
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note that, the requirement specifications we used as input not only contains the tex-
tual information about functionalities, but also includes the information regarding
which variants the requirements belong to. That is to say, the input documents
includes a mapping between requirements and variants (R-V Mapping). Second, we
utilize a pre-trained word embedding model (word2vec in our current approach) to
obtain the word level similarity of requirements (cf. [Section 5.2.1)). Third, we extend
a probabilistic relevance framework (Best Match 25+ in our current approach) to
achieve the requirement level similarity, based on the word level similarity and word
weighting (cf. . The output of this step is a requirement similarity

matrix.

Subsequently, we feed the requirement similarity matrix into a clustering algorithm
(Hierarchical Agglomerative Clustering in our current approach), resulting in an ini-
tial feature tree structure without variability information (cf. [Section 5.3.1)). More-
over, we obtain a mapping between features and requirements (F-R Mapping). Based
on the R-V Mapping and F-R Mapping, we can deduce a traceability link between
features and variants (F-V Traceability). We don not directly extract the variability
information from the initial feature tree. The reason is that the automated extracted
feature tree cannot achieve 100% accuracy, and the variability information among
the false positive features makes no sense. Hence, the initial feature tree will be ana-
lyzed by domain engineers to achieve the refined feature tree without false positives.
Subsequently, we use our technique to extract the variation points from the refined
feature tree.

Finally, after achieving the refined feature tree, based on four pre-defined criteria
that take advantage of F-V Traceability link, the parental relationship (i.e., manda-
tory, optional, OR, XOR) between features can be extracted (cf. [Section 5.3.2)).

Moreover, we are able to infer cross-tree constraints by applying recognizing textual
entailment techniques (cf. [Section 5.3.3)). The final feature model is formed by both
the extracted features and variability information.

In the context of feature extraction from requirements, we regard features as domain
artifacts, and thus, we assume that several requirements, related to the same func-
tionality, belong to a particular feature. Next, we explicate the specific techniques
in greater detail (cf. [Section 5.2| and [Section 5.3)).

5.2 Semantic Similarity Network

In this section, we provide details how we integrate word embedding and topic
words into a probabilistic relevance framework. Our goal is to achieve a semantic
similarity network of requirements that takes both, word level as well as requirement
level similarity into account.

5.2.1 Word Level Similarity

Inspired by the work of Mikolov et al. [MSCT13], we use WORD2VEC, a neural-
network-based technique that is used to produce word embeddings (i.e., vectors), to
obtain the word semantic similarity. The input of WORD2VEC is a text corpus. Given
enough text data and contexts, WORD2VEC can achieve highly accurate meanings
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Figure 5.2: Exemplary and simplified process of obtaining word vectors.

of the words appearing in the corpus and establish a word’s association with other
words. The output is a set of vectors, that is, vectors of words are grouped together
in a semantic vector space. Hence, by using WORD2VEC, we can achieve a neural
word embedding model (i.e., prediction model) to gain the more accurate vector
representations of words, compared with using LSA and VSM. We measure cosine
distance (also used in [MSC™13]) between two word vectors to evaluate the similarity
of each pair of words, which means the word similarity is actually measured by
the cosine value of angle between two vectors. The smaller the angle, the higher
is the similarity. In [Figure 5.2, we show an example of the simplified process of
obtaining 3-dimensional word vectors, and we assume that the word vectors are
three-dimensional vectors, because it is convenient to visualize them in a three-
dimensional coordinate system. More formally, the word similarity is defined by:

wordSim(wy, wy) = cosine(wWy, ws) (5.1)

There are different metrics that can be used to compute the similarity of require-
ments. For example, Euclidean distance measures the distance between two points
in the vector space. However, using Fuclidean distance might lead to a problem,
that is, even if two requirements are really similar, they may be of a large Euclidean
distance, especially for the large size of requirements. In this case, Euclidean dis-
tance is not able to represent the similarity of requirements accurately. However, if
we use cosine similarity, there is still a chance that the angle between the two vec-
tors is small (e.g., “word vector 1”7 and “word vector 2” in . As a result,
cosine similarity is capable of properly calculating the similarity of different sizes of
requirements.

5.2.2 Requirement Level Similarity

After obtaining the word level similarity, we extend it into requirement level simi-
larity based on BM25+, an extension of Best Match 25 (BM25)[RZ09]. BM25+ is a
so called probabilistic relevance framework for document retrieval, which improves
the accuracy of processing very long requirements compared with BM25 [LZ11] and
eventually results into a semantic similarity network for all pairs of requirements
(from the input document).

In a nutshell, BM25+ utilizes Term Frequency - Inverse Document Frequency (TF-
IDF') weighting technique to measure how much a word contributes to the relevance
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Table 5.1: Example of topic words.

ID Requirements Topic Words

r1 If the finger protection has not been finger, protection,
triggered, the LED does not light up.  LED

ro  When the alarm system is activated, alarm, system, this,
this is indicated by the light of the light, LED
LED.

EXDE Y - i

word similarity between “finger”

wi*  finger
! & and each word in 7,
semSim(finger, r;) = 0.19, finger € 1y

(@)

" word similarity between “alarm”
wi alarm (.12 0.13 022 0.15 0.12 <— and each word in 7

semSim(alarm,r;) = 0.22,alarm € r,

(b)
Figure 5.3: An example for computing semSim(w,r).

of two short texts, taking the quantity of words in the text into account. However,
the technique exhibits two limitations: 1. Term Frequency (TF) lacks the seman-
tic information of words, since it just records the occurrence of a particular word
in a document. 2. Inverse Document Frequency (IDF) can not entirely represent
the significance of words in a text, since it is a statistic index without linguistic
information.

Basic function

In order to improve the original BM25+, we first replace TF by using WORD2VEC
to gain the word level similarity, thus, resolving limitation (1). In detail, using the
two requirements r; and 7o in as an example, we compute the semantic
similarity (represented by semSim(w,r) in between each word in
r1 and the requirement ry rather than the TF of each word in r; appearing in rs.
For achieving these semantic similarity values, we search for the maximum word
similarity between a word in r; and each word in ro, as indicated by the example
in |[Figure 5.3, This word level similarity is introduced to replace term frequency
used in original BM25+, and thus, contributes to gain more semantic information.

Moreover, we establish a combination of topic words in the requirement documents
and IDF in order to measure the significance of words (represented by Weight(w)

in [Equation 5.2) more precisely, thus, addressing limitation (2). Specifically, we



54 5. VarMine: Reverse Engineering Variability in A Hybrid Way

apply two kinds of methods: First, traditional IDF as it is widely used to handle
this weighting problem and is also utilized in BM25+. Second, we analyze the
requirement documents to extract topic words that are the smallest units of domain
knowledge representing and describing a certain software product line. Here, we
argue that the subject and object in the sentences of requirements are of more topic
information and domain knowledge. To this end, we use dependency parser [HJ15]
to automatically extract all subjects and objects of each sentence and clause in the
requirement documents as topic words. For example, in [Table 5.1 the word "this”
also can be regarded as a topic word, in case it is a subject or object of a sentence.
However, this kind of pronouns usually belong to stop words as it provides less
information than other words. Thus, we remove stop words (e.g., the, this, a, etc)
from topic words, which enhances the degree of automation, as no manual filtering
has to be applied. Moreover, words with very low IDF value are also excluded from
topic words. In a nutshell, if a word belongs to the set of topic words, we assign a
high preset weight value to it; otherwise, the word is weighted by IDF algorithm.

Consequently, the basic function used to compute the similarity of each pair of
requirements based on BM25+ is as follows:

qr1 ; 1
‘ B _ . semSim(w;*,ry) X (k1 + 1)
bmSim(ri,r2) = Weight(w]") x (semSim(wihﬂ?) Tk x (1=b4bx I20)

=1 avgqr

(5.2)

+6)

with

e ¢gry and gry are the quantity of words in r; and ry respectively;

o semSim(w;,ry) = maz(wordSim(w;*, wi?), ... ,wordSim(w;*,w;?,)), where
w™ and w™ denote each word in r; and ry respectively;

. | Preset Value, w, € Topic words;
o Weight(w:) = { IDF(wy), otherwise.

e be[0,1],k €[1.2,2],0 € [0,1.5];

e avgqr is the average quantity of words in all individual requirements. For
example, we assume that there is a requirement document only containing two
individual requirements shown in [Iable 5.1} 7 includes 14 words, while ry
contains 15 words, thereby resulting in the fact that avgqr is 14.5.

Our basic function inherits the main characteristics of BM25+. In detail, we also
apply k1 to get a much smoother function, utilize b together with lr, and avgqr to
perform requirement length normalization (i.e., the normalization of the quantity of
the words in the requirements), and use § to avoid very long documents being overly
penalized [RZ09, [LZ11]. However, the key differences are that we introduce word
level similarity based on WORD2VEC and topic words for weighting into BM25+.
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Ultimate function

With|Equation 5.2} we can observe that the results of bm.Sim(ry, 72) and bmSim(rq, ry)
are different. The reasons are that:

(1) When computing bmSim(rq,7s), it would not take weight values of (topic)

words in 75 into account (as indicated by [Equation 5.2)), and vice versa.

(2) And, each semSim(w;*,r2) in bmSim(ry,ry) is obviously different from each
semSim(w}*, 1) in bmSim(rg, 1) (cf. [Figure 5.3).

(3) Moreover, the quantity of the words in the two requirements is also different

(cf. [Figure 5.3)).

Hence, we conclude that if we just use bm.Sim(ry,r3) to present the final similarity
of r1 and 7y, the result is inaccurate due to a loss of semantic information and signif-
icance information of words in r. Thus, to mitigate the impact which requirement
is chosen as reference and to obtain an unique and accurate similarity value, we cal-
culate the average of bmSim(ry,r2) and bmSim(ra, 1), taking the weights of words
into account. As a result, the final function for requirement similarity calculation is
as follows:

bmSim(ry, o) bmSim(ry,rq) )
ioy Weight(w;") o1 Weight(w?)

1
reqSim(ry,re) = 5 % ( (5.3)

By applying [Equation 5.3 we achieve a semantic similarity network (i.e., a symmet-
ric matrix) which encompasses the similarity values for each pair of requirements.

5.3 Feature and Variability Extraction

After obtaining the semantic similarity network of requirements, we apply a cluster-
ing algorithm and four pre-defined criteria to extract feature and variability infor-
mation which is crucial for constructing a complete feature model. In the following
subsection, we provide details about the techniques used to extract the respective
information.

5.3.1 Feature Extraction

To extract the tree-like structure of a feature model, we apply Hierarchical Ag-
glomerative Clustering (HAC) [RMO05]. In a nutshell, similar requirements (i.e.,
requirements with similar functionality) are grouped into the same cluster that is
considered as a feature, and we reuse the hierarchical structure produced by HAC
to form a feature tree.

First, we utilize the similarity values for each pair of requirements as clustering
criterion, taking the semantic similarity network of requirements as input for HAC.
Second, the pairwise distance (i.e., dissimilarity) of requirements is measured to find
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the closest pair of requirements and merge requirements with shortest distance into
a single new group, that is, a set of requirements. Then, we compute distances
between the newly created group and other requirements. Afterwards, the process
of calculating distance and merging requirements is repeated until all requirements
are assigned to a group, resulting in a hierarchical clustering tree. Third, we flatten
the hierarchical tree to merge clusters based on an inconsistency coefficient |[JDS8S].
More precisely, we compute an inconsistency value between a cluster node and all
its descendants in the hierarchical clustering tree. If this value is less than or equal
than an inconsistency threshold, then all its leaf descendants belong to the same
feature. Finally, we inherit the hierarchical tree from the node with the longest
distance in extracted features up to root node rather than the whole hierarchical
tree by HAC, which reduces the complexity of the feature tree. In detail, similar
features are grouped together again to simplify and generate the tree structure.

Inconsistency threshold selection

How to define an appropriate threshold plays a crucial role in feature extraction
by HAC, since the inconsistency threshold makes a huge difference regarding the
number of features and the accuracy of the extraction process. In clustering the-
ory, internal validity indices are utilized to evaluate the clustering results when the
ground truth of clusters is unknown. Hence, in order to achieve an optimal incon-
sistency threshold, we apply internal validity indices to estimate the accuracy of
the extracted features by HAC in terms of different candidate inconsistency thresh-
olds. To this end, firstly we use an arithmetic sequence to obtain the candidate

inconsistency thresholds, as shown in [Equation 5.4}

IT, =IT1 +(n—1) xd (5.4)
with

e [T is the first candidate inconsistency thresholds;
e [T, is the n-th candidate inconsistency thresholds;

e ( is the common difference.

After determining the I77 and d, the other successive candidate inconsistency thresh-
olds can be computed. And then, we apply every candidate inconsistency threshold
in HAC to extract features. In this process, the number of features extracted by
HAC decreases, when the value of the inconsistency threshold increases. Hence,
the biggest inconsistency threshold is the one which results into the number of
extracted features being two, since just one feature being extracted in a certain
software product line is unreasonable. After obtaining all the candidate inconsis-
tency thresholds and the corresponding features, we use two internal validity indices,
Dunn index [Dun74] and Calinski Harabaz index [CHT74], to evaluate the goodness
of features (i.e., clustering structure). For a given set of features extracted by the
clustering algorithm, a higher Dunn and Calinski Harabaz index indicates better fea-
ture extraction. In our case, Dunn Index is regarded as main internal index, while
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Figure 5.4: An example of feature and variability information extraction.

Calinski Harabaz index is an auxiliary index. We only employ this index if the Dunn
index values for two or more features are equal (though inconsistency thresholds are
different) to estimate the goodness of features with same Dunn index value, and
thus, to select the appropriate inconsistency threshold. If the Calinski Harabaz in-
dex makes no difference, we use the mean value of inconsistency thresholds resulting
in the same internal validity index as the final inconsistency threshold.

As an example, we explain the process of feature and variation points extraction
in using four requirements (R1-R4) and three variants (V1-V3). The
similarity matrix of requirements is firstly fed into HAC to cluster similar require-
ments. And then, the optimal inconsistency threshold is achieved (i.e., IT = 1),
since the value of the corresponding Dunn index is the largest one (i.e., DI = 0.8).
Meanwhile, as there is just one largest Dunn index, we do not take the Calinski
Harabaz index into account. After clustering, we can achieve 1. an initial feature
tree containing three concrete features (i.e., Feature A, C, D) and an abstract feature
(i.e., Feature B); and 2. a mapping between concrete features and requirements (i.e.,
F-R Mapping). The concrete features are directly extracted from functional require-



58 5. VarMine: Reverse Engineering Variability in A Hybrid Way

ments, while the abstract feature is detected by inheriting the hierarchy from HAC.
Moreover, the input requirement documents we used contain the mapping between
requirements and variants (i.e., R-V Mapping). Hence, the traceability link between
features and variants (i.e., F-V Traceability) which is used to detect optionality and

group constraints (cf. [Section 5.3.2)) can be inferred from the aforementioned two
mappings. Additionally, in terms of F-R Mapping, the cross-tree constraints can be

detected by using textual entailment technique (cf. . Note that, this
example is used to simply illustrate the proposed methodology with few features,
which ignores the redundant constraints. In general, if removing one constraint
does not have any influence on commonalities and variabilities presented in a fea-
ture model, this constraint is redundant. That is to say, the removal of redundant
constraints does not change the validity of configurations [KAT16]. For example,
the cross-tree constraint (i.e., require) between Feature A and Feature C is actually
redundant, since Feature A is mandatory for Root.

5.3.2 Optionality and Group Constraints Detection

Detecting variation points between features is a non-trivial task without having in-
depth domain knowledge. Thus, we rely on heuristics to decide whether and how a
feature is related to other features. To this end, we make use of the F-V Traceability
link (cf. between features and variants and define the following four

criteria to extract variation points for features:

1. A feature is Mandatory if (a) this feature covers N,,, percent of all the vari-
ants from input requirement documents; or (b) all its sub-features covers N,,,
percent of the variants. NN,,, is a threshold, while 0 < N,,, < 100.

2. Consequently, a feature that has not been identified as mandatory feature is
Optional.

3. Features under a same parent node form an OR group, if there are at least
(n — 1) pairs of these features which appear in the same variant, where n is
the number of features under the same parent node. Moreover, (a) every pair
of features must be different and unique, (b) these (n — 1) pairs of features
must include all the features under this same parent node, and (c) these n
features are able to cover N, percent of the variants from input requirement
documents. N,, is a threshold, while 0 < N,, < 100.

4. Features under a same parent node form an XOR group, if the union of these
features covers N,,, percent of the variants, and these features never occur in
the same variant simultaneously. N, is a threshold, while 0 < N, < 100.

The four criteria are created mainly based on the proportion of the variants cov-
ered by certain features to all the variants appearing in the documents. Next, we
illustrate the application of our criteria by means of two abstract examples, denoted
in [Figure 5.4 and [Table 5.2 where we assume N,,, = N, = Ny = 100. In
, feature A cover all three variants (V1-V3), thus, rendering feature A as
mandatory. Feature B contains two sub-features: feature C and D. Since the union
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Table 5.2: Example of OR and XOR group relation extraction.

Feature V1 V2 V3
Feature F X X
Feature G X X

Feature H X X
Feature I X X
Feature J X X
Feature K X

Table 5.3: Mapping between TE and CTC.

TE Relation  Probability CTC

Entailment 71.9% Require
Contradiction 1.4% Exclude
Neutral 26.7% Non-CTC

of feature C and D covers all three variants, feature B is mandatory. Obviously,
Feature C and D are optional.

In we assume that features F, G, H, I belong to the same parent feature
as well as features J, K belong to the same parent node. According to our criteria,
feature F, G, H, I are or-grouped; feature J, K are xor-grouped.

5.3.3 Cross-Tree Constraints Detection

Inspired by the research on Recognizing Text Entailment (RTE) [AM09, PTDU16],
we propose a mixed method by using RTE technique with pre-defined rules to detect
the cross-tree constraints. RTE technique is used to predict Textual Entailment (TE)
that is defined as a directional relation between two statements named premise and
hypothesis, which is able to present the probability of whether the facts in the premise
implies the facts in the hypothesis. There are three different relations - entailment,
contradiction, neural — between premise and hypothesis in TE for the general NLP
purpose. Although cross-tree constraints are used to present the dedicated relations
between features in SPL context, we can observe that these relations constitute a
similar meaning compared with TE. Hence, we make mapping between these two
kinds of relations and illustrate the general idea of using this technique with the
example below.

Premise: Violent opening of a door causes an alarm to be triggered when the
alarm is active.
Hypothesis: When an alarm is triggered, this is signaled by the light of the LED.

In the above example, there are two requirements which are regarded as premise and
hypothesis respectively. Based on Parikh et al. research [PTDUI16], we achieve three
different TE relations (i.e., entailment, contradiction and neutral) with different
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probabilities, shown in For the sake of the latent relevance of TE and
Cross-Tree Constraints (CTCs), we regard entailment as require, contradiction as
exclude and neutral as non-ctc, inheriting the probability from TE. Hence, we can
observe that the requirement in the hypothesis requires the requirement in premise,
because of entailment with the highest probability.

Feature entailment. However, in our case, a feature may contain several re-
quirements. Hence, we need to analyze all the TE relations between requirements
belonging to features in order to achieve feature entailment relations. For ex-
ample, we assume that there are two features, F, and F,. In terms of the F-R
Mapping, we can achieve two sets of requirements, F, = {ra1, a2, a3, -, Tam } and
Fy = {71,762, b3, .-, Ton }- The feature entailment relations between F, and F, are
computed by the following equation:

Tbm Tan
> reqby, v,
ZTbj:'fzﬂ rai=ra1 | C4airs;

feaFE,, = , Tai € F, and ry; € Fy
mXn
Tbm Zran
S orem *reqChr,.
Thi =T, Tai=Tal ail'bj
feaCy, = — 21— — . Tai € F, and ry,; € Fy, (5.5)
mXn
Tbm Tan
ZTbj:Tm Z"'ai:"”al /reqN"‘ai"‘bj
feaNy, = , Tai € Fy and ry; € Fy
mXn

with

e feaF,, feaCy and fealNy, are the entailment, contradiction and neutral prob-
ability respectively between feature F,, (premise) and feature F}, (hypothesis);

o reqb, .y, 7€qCh .y, and regN,. .., are the entailment, contradiction and neu-
tral probability respectively between requirement r,; (premise) and require-
ment ry; (hypothesis).

Then, we define two criteria to determine the reasonable entailment relations be-
tween features:

(1) T {feaEab = max(fealy, feaCab,feaNab)7 F. entails F,.

feaNy, = max(fealy,, feaCyy, feaNy,)

Explanation: feaFE,, = max(feaFEy, feaCy, feaN,) means when F, is the
premise and feature F; is the hypothesis, entailment is the main relation be-
tween F, and feature Fy, since feaF,;, obtains maximum value compared with
feaCy and fealN,,. However, we cannot directly determine that F, entails
Fy just in terms of the fact above. It is necessary to double check the rela-
tion after we switch the role of the features. That is to say, we should know
what the main relation is, if F} is the premise and feature F, is the hypothe-
sis. Moreover, if the two main relations are not logically contradictory to each
other, we consider that the two relations are meaningful and valid to be used
to further infer the final relation between the two features. In this case, if F,
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entails F}, it must satisfy two conditions simultaneously: (a) feaFy, should
be the maximum, when F, is the premise and feature Fj is the hypothesis;
(b) feaNy, should be the maximum (i.e., the main relation is neutral), when
Fy is the premise and feature F), is the hypothesis.

It {feaCab = max(feaEy, feaCyp, feaNy)

FeaChy = maz( feaEy, feaCha, feaNp)’ F,, and F} contradict each other.

Explanation: Likewise, in order to identify whether F, and Fj contradict each
other, we have to take the two main relations into account. That is to say, if
we determine that F, and F, contradict each other, it must satisfy two con-
ditions simultaneously: (a) feaC,, should be the maximum (i.e., the main
relation is contradiction), when F, is the premise and feature Fj is the hy-
pothesis; (b) feaCy, should be also the maximum (i.e., the main relation is
also contradiction), when Fy, is the premise and feature Fj, is the hypothesis.

Finally, we utilize two thresholds to filter the results of feature entailment in order
to identify the reasonable cross-tree constraints for different SPLs.

(3) If F,, entails Fy, and (feaFE,, OR fealN,,) > require threshold, Fy requires F,.

Explanation: The magnitude of feaF,, and fealNy, indicates the strength
of the entailment relationship between F, and Fj,. Hence, we use a require
threshold to detect the require relation between features. If (a) F, entails Fy
(i.e., criterion (1) is satisfied.), and (b) either feaFE,, or feaNy, is larger than
the require threshold, we say that Iy requires Fj,.

(4) If F, contradicts Fy, and (feaCy, OR feaCy,) > exclude threshold, F, ex-
cludes Fjp each other.

Explanation: Likewise, the magnitude of feaCy, and feaC}, indicates the
strength of the contradiction relationship between F;, and Fj,. Thus, we also
use an exclude threshold to identify the exclude relation between features. If
(a) F, contradicts F}, (i.e., criterion (2) is satisfied.), and (b) either feaCy, or
feaCh, is larger than the exclude threshold, we say that F, and F, exclude
each other.

contains a running example of CTCs extraction between Feature A and
Feature C.

5.4 Evaluation

To demonstrate applicability and benefits of VarMine, we conducted two case stud-
ies. In this section, we present the research questions to be answered, subject sys-
tems, and evaluation metrics and report on the overall methodology of our evalua-
tion. Moreover, we present results of a comparison with other, related approaches.
All data of our evaluation are available onlindl]

Thttps://git.iti.cs.ovgu.de/yangli/varmine_alpha
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5.4.1 Research Questions
The RQ2 mentioned in is focused on the improvement of the accuracy

and automation for the feature and variability information extraction, which affects
applicability of the proposed approaches in practice. For evaluating the quality
of our feature and variability extraction process, we formulate the following three
sub-research questions:

RQ2.1: How accurate is the extracted feature and variability information?

For this research questions, we aim at determining the accuracy of the identified
features and the variation points in order to assess whether our approach provides
relatively accurate results.

RQ2.2: In what ways can our approach improve the work efficiency of domain
analysis?

For this research question, we put emphasis on how our technique can decrease
manual intervention in the process of identifying features and extracting variability
information in order to solve time-consuming and labor cost problem.

RQ2.3: Does the proposed approach work properly for different domains?

For this research question, we put emphasis on the applicability of our approach to
different domains. If the approach would be sensitive for a certain domain, it lacks
generalizeability for different domains in practice, and thus, would have a limited
applicability.

5.4.2 Case Study Description

In this section, we provide details about the subject system and the general process
for conducting our case study.

Dataset

In order to evaluate our approach, two datasets from different domain are used: 1)
the requirements (i.e., software requirement specifications) from the Body Comfort
System (BCS) [LLLS13], a case study from a real-world scenario that takes vari-
ability into account, comprising 98 concrete functional requirements; 2) The Digital
Home (DH) [HT07] requirements including 38 individual requirements. The com-
mon characteristics of these two datasets are that a) they both provide the R-V
Mapping and b) each requirement in the datasets is short text with one or two sen-
tences specifying the corresponding functionality of the system. presents
the feature models of BCS and DH used as ground truth. The BCS feature model
comes from the paper [LLLS13]. For the DH feature model, two senior researchers
and the author of this thesis independently analyzed the DH requirements document
and then reached a consensus to form the ground truth before the evaluation.

Experimental setting

Since all the data and implementation are already reachable via the aforementioned
link, we just briefly introduce the key parameters setting here. For word level similar-
ity, we are confronted with two limitations in this case study: 1) A word embedding
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Figure 5.5: The ground truth of BCS and DH feature model.

model trained with a large corpus is supposed to be of high quality. However, the
BCS and DH datasets are both small datasets, which leads to a lack of enough
data for training a word embedding model with high quality. 2) Although we can
achieve an accurate word similarity with the word embedding model, it still exhibits
the limitation that a vector space is not capable of gaining the association of all
words we consider, since the size of a single text corpus is limited. That is to say,
even if the size of one corpus is large enough, it hardly contains all relevant words
for different SPLs, especially for domain-specific terms. Hence, the similarity value
of a pair of words can not be determined, if one of these words does not occur in
the corpus that is used to train the word vector space. The common method to
handle out-of-vocabulary words is to assign a random vector for out-of-vocabulary
words [Kim14]. Unfortunately, a random vector not only lacks the ability to vector-
ize a word accurately but also leads to an uncertainty of the results. To overcome
these limitations, we use two different models for computing word level similarity.
First, we use the pre-trained model from Mikolov et al. [MSCT13| trained on Google
News dataset] including 100 billion words as our main model. Second, we also train
a complementary model on the requirements of each software product line that is
subject to our variability mining analysis. The main model is utilized to gain the
general meaning of a word. If a word is absent in the main model, the word prob-
ably belongs to domain-specific terms and the vector representation of this word is
obtained by applying the complementary model.

Zhttps://code.google.com/archive/p/word2vec/
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For requirement level similarity, according to parameter setting in [LZ11], we denote
k1 =12,b = 0.75 and 6 = 1 when computing in our experiments.
The preset weight value for topic words is 1, which means the topic words are
more important than the common words, when computing the similarity. For HAC,
we use euclidean metric to measure the distance between pairs of requirements,
while ward linkage criterion is applied to determine the distance between sets of
requirements. For feature extraction, the I7T} (i.e., the first candidate inconsistency
threshold) and d in are both preset as 0.01, in order to achieve a
sequence of fine-grained candidate inconsistency thresholds. For optionality and
group constraints extraction, N,,, and N, both equals 100, while N,, is 70. For
cross-tree constraints extraction, the require threshold equals 0.58, while exclude
threshold is preset to 0.8. Moreover, our implementation depends on spaCy [HM18],
gensim [RS10], SciPy [VGOT20], scikit-learn [PVG¥11] and AllenNLP [GGNT18].
After gaining the features and variability information by our proposed technique,
we employ FeatureIDE [TKBT09| as graphical and textual editor to visualize the

extracted feature model, which we show in and [Figure 5.7

Evaluation processes.

In order to achieve a comprehensive evaluation of our technique, we have to consider
three processes in our technique to be evaluated:

e First, we implement clustering evaluation, which is used to estimate whether
a reasonable clustering is selected based on how well the clusters produced by
HAC match the ground truth. In detail, this evaluation step is to measure
whether the similar requirements are grouped in correct features and the dis-
similar requirements are separated well enough. Moreover, it also presents the
accuracy of the F-R Mapping.

e Second, we implement feature model evaluation to measure how accurate we
extracted the features and variability information, namely, whether the clusters
can be regarded as features and whether the extracted variability information
(e.g., optionality, group constraints, and cross-tree constraints) is meaningful.
To this end, we measure how well our the extracted feature model complies
with the original feature model (i.e., ground truth).

e Third, we make a comparison between our approach and the state of the art
for feature extraction from requirement specification.

5.4.3 Clustering Evaluation

We use two external validation techniques to estimate the clustering performance:
Average Accuracy (AA) [LKYWO05] and Normalized Mutual Information (NMI)
[SGO3]. By using two different validity techniques, we prevent our evaluation form
being biased when evaluating the accuracy of clusters.

Evaluating clustering performance with AA relies on how many documents with the
same topics are in the same cluster and also how many documents with different
topics are in different clusters, which actually is a mean value of positive and negative
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accuracy. Based on value of AA, we can obtain general understanding regarding the
accuracy of requirements clusters. NMI is an information theoretic measure to scale
the mutual information of requirements between clusters [SG03]. Based on value of
NMI, we know about how related two requirements are and whether the requirements
are well separated or grouped, respectively. The larger the values of AA and NMI
are, the better the clustering performance of our approach is.

Table 5.4: Results of Clustering evaluation.

Dataset AA NMI
BCS 0.80 0.83
DH 0.81 0.88

We evaluate the clustering results of our approach by comparing them with the
ground truth. In [Table 5.4 we show results for AA and NMI metrics. Both are
around 0.8 which is close to 1, and thus, indicate a relatively accurate clustering
result. Moreover, the result reveals that the majority of the requirements is assigned
to the correct features, which matches the ground truth accurately. Namely, the F-R
Mapping is relatively accurate.

5.4.4 Feature Model Evaluation

Although, we obtain a relatively accurate matching between our predicted clusters
and the ground truth, the results of clustering evaluation can not completely reveal
the rationality and applicability of the extracted features, considering that manually
extracting feature and variability may pose the risk of uncertainty and bias due to
differences between the results from two (or more) domain engineers.

In order to achieve a quality analysis of the results, we mainly utilize the common
measures precision, recall, and F1 score to evaluate the accuracy of the extracted
features and variability information, shown in [Equation 5.6} [Equation 5.7 and [Equa-|
tion 5.8 respectively. In this context, precision is used to determine how many
features and variation points have been extracted correctly. Consequently, recall is
employed to measure the proportion of correctly identified and extracted features
and variation points compared with all features and variability information in truth
sets. Finally, to put precision and recall in relation, we use F-measure as a harmonic
average of both of these measures. To this end, we denote 1) the true features and
variation points extracted by our approach as true positives, 2) features and varia-
tion points generated by our approach but absent in the ground truth set as false
positives, and 3) the pertinent features and variation points in truth set which are
absent in the feature models generated by our process as false negatives.

Eztracted Information N Ground Truth

Extracted Information
True Positive

Precision =
(5.6)

- True Positive + False Positive
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Exztracted Information N Ground Truth

Ground Truth
True Positive

Recall =

True Positive + False Negative

Precison x Recall
F1 =2 5.8
seore x Precison + Recall (58)

Given this definition of evaluation metrics, we take two situations into consideration:

(i) We regard the feature model generated by domain engineers as the only ground
truth, not considering the possible bias of manual analysis.

(ii) The extracted features and variation points are analyzed, taking the uncer-
tainty and bias of manual analysis into account. If some extracted features
are recognized as relevant properties and represent variability, we also regard
them as true positives.
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presents the results of our feature extraction method on BCS and DH
datasets, while [Table 5.5/ shows the evaluation results in both situation (i) and (ii).

In BCS dataset, 26 features including 23 concrete features and three abstract features
are extracted automatically, while in situation (i) 19 of them belong to true positives
(e.g., AF1, CF1, CF4, CF6, CF7, CF11, AF2, CF12, CF13, CF15, CF16, CF17,
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AF3, CF18, CF19, CF20, CF21, CF22, CF23). In situation (ii), another six features
also presenting variability are recognized as true positives (e.g., CF5, CF8, C10).
For example, CFS8 is the feature presenting the functionality of status led of interior
monitoring, while the Status LED of interior monitoring is included in the LED
Alarm System in ground truth (cf. Figure . Moreover, in some cases, if there are
multiple features that denote the similar functionality, we just take one of them into
account. For example, although CF1, CF2, and CF3 are somewhat different with
each other in functionality, they are all related to “led exterior mirror heating”. CF1
and CF2 describe the activation of Status LED of exterior mirror heating, while CF3
specifies the deactivation of Status LED of exterior mirror heating. Compared with
ground truth, the granularity of these three features is too fine, which is unnecessary.
Therefore, in this case, we just take CF1 into account in the calculation of precision
and recall.

In DH dataset, there are 17 extracted features containing 14 concrete features and
three abstract features. In situation (i), 12 of the 17 features are true positive
(e.g., AF1, CF2, CF4, AF2, CF5, CF6, CF7, CF8, CF9, CF12, CF13, CF14),
while another one feature, CF3, is also regarded as true feature in situation (ii).
In the DH case, the granularity of several features is too coarse, such as CF11,
resulting in the fact that requirements with different functionality are tangled up.
Hence, the intention of this kind of feature is inexplicit. We find that although some
requirements describe different functionality, they contain many similar words. This
is the main factor that has a bad effect on the accuracy of feature extraction in the
DH case.

Table 5.5: Feature extraction evaluation results.

Dataset Situation Precision Recall F-measure

BCS (i) 0.73  0.76 0.75
(i) 085  0.82 0.84
DH (i) 0.71 0.71 0.71
(ii) 0.76  0.72 0.74

shows we have achieved relatively accurate feature extraction results com-
pared with ground truth. In situation (i), the values of precision and recall for both
BCS and DH are close to each other, reaching 70%. But, in situation (ii), more
potential true features also representing variability are mined from BCS than DH.

Variability information.

Variability information is subject to features, which means the accuracy of variability
information extraction is prone to be affected by the accuracy of feature extraction.
The errors from feature extraction will be accumulated in the process of extracting
variation points, which will reduce the accuracy of the extracted variability infor-
mation to a great extent. Moreover, it is meaningless to extract the relationship
between false features. Hence, the features extracted automatically are further an-
alyzed and refined by manual work. This process includes three main steps: 1)
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Figure 5.7: Refined features and extracted parental relationships.

Feature merging, which merges several features with similar functionality into one
feature; 2) Feature partition, which divides one feature up into several sub-features;
3) F-R Mapping correction, which puts the wrongly grouped requirements into the
correct feature; 4) Renaming features, which adjusts the names of features to fit
the revised feature model. All these analysis steps are simplified and assisted by
a graphical user interface (GUI) of manual analysis via drag and drop operations,

introduced in [Chapter 7|

Afterwards, the variability information is detected in terms of the refined features

presenting in while the evaluation results is shown in [Table 5.6]

Optionality and group constraints. Mandatory, optional, or-group and xor-group
can be regarded as the parental relationships between features, shown in [Figure 5.7
Hence, each feature is of only one parental relation, which means the number of
parental relationships is equal to the number of features. We also take both situation
(i) and (ii) into consideration.

In the refined BCS feature model, compared with ground truth (cf. Figure [5.5al),
we find 22 true positives (e.g., AF1, CF1, CF3, CF4, CF16, AF2, AF3, AF5, CF12,
CF9, CF13, CF14, CF15, AF3, AF6, CF17, CF20, CF11, CF8, CF19, CF21, CF10).
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In situation (ii), the features absent in the ground truth are analyzed to make sure
whether the parental relationships of these features are correct or not. Then, another

three features are recognized as true positives with the right parental relationships
(e.g., CF5, CF18, CF6).

In the refined DH feature model, there are 14 features with right parental relation-
ships (e.g., AF1, CF8, CF13, CF15, CF2, CF4, CF7, CF12, AF2, CF5, CF6, CF10,
CF14, CF16) in situation (i) compared directly with ground truth (cf. Figure[5.5D)).
Moreover, another feature CF3 is regarded as a true positive with correct parental
relationship in situation (ii).

Table 5.6: Optionality and group constraints evaluation results.

Dataset Situation Precision Recall F-measure

BCS (i) 0.81 0.88 0.84
(i) 0.96 0.93 0.94
DH (i) 0.78 0.82 0.80
(i) 0.83 0.83 0.83

gives a positive answer that the extraction of optionality and group con-
straints between features is doable by analyzing the F-V Traceability. It shows
that the distribution of features in different variants reflects the potential relations
between features. Certainly, we still cannot achieve all the optionality and group
constraints correctly by only analyzing the F-V Traceability. For example, in the
ground truth of BCS feature model, CF2 and CF7 should be or-grouped with other
sub-features of AF1. However, by using our approach, CF2 and CF7 are both identi-
fied as mandatory features, since these two features appear in all variants. Moreover,
in the ground truth of DH feature model, CF1 is mandatory and CF11 is optional,
while they are or-grouped by using our approach. However, the extracted relations
with high accuracy provide a very good starting point to improve the process of
further manually analyzing the relations between features.

Cross-tree constraints. In order to evaluate to what extent the extracted CTCs can
assist domain analysis, we divide each detected CTC into four parts: pair, relation,
direction, redundancy.

For pair, we intend to analyze whether the pair of features in an extracted CTC is
meaningful. If the two features in an extracted CTC also belong to the CTCs ground
truth, they are matched each other. In some cases, although the two features are not
totally matched with the CTCs ground truth, they are correlated with each other
and still able to provide hints to finally find the real matched pair. For example,
feature A and feature C' belong to the pair in the extracted CTCs, while there
actually exists a real constraint between feature A and B. Moreover, feature C' is a
sub-feature of feature B with high relatedness. Hence, the feature A and feature C
are marked as related. If the two features are neither matched nor related, they are
marked as irrelated.

For relation, we plan to check whether the relation between the extracted pair of
features is correct or not. Since there are only two constraint keywords, require
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and exclude, in each CTC, the relation is either require or exclude. if the identified
constraint keyword is correct, the relation is marked as correct; otherwise, it is
marked as reverse.

For direction, we consider to make sure that the direction between the two features
with require relation is correct, since require is a directional relation. For example,
if the detected relation between feature D and feature E is that feature D require
feature E and the true relation between is the same, the direction is marked as
correct. But, if the true relation is that feature E require feature D, the direction
is marked as reverse.

For redundancy, we intend to identify whether the extracted CTCs are redundant
constraints compared with the extracted parental relationships shown in [Figure 5.7]
For example, there is an extracted CTC between CF6 and CF15 (i.e., CF6 require
CF15) from DH dataset. However, CF15 is a mandatory sub-feature of the root
feature, which means CF15 must be selected. Hence, "CF6 require CF15” is a
redundant constraint.

Table 5.7: The extracted cross-tree constraints.

Dataset CTCs Pair Relation Direction Redundancy
CF2 require CF14  Matched Correct  Correct Yes
CF3 require CF12  Related  Correct  Correct No
CF4 require CF18  Related  Correct  Correct No
BCS CF4 require CF19 Irrelated - - -
CF5 require CF18  Related  Correct  Correct No
CF10 require CF20 Related Correct  Reverse No
CF18 require CF19 Irrelated - - -
CF4 require CF12  Related Reverse  Correct Yes
CF6 require CF5 Related  Correct  Correct Yes
CF6 require CF12  Related  Correct  Correct Yes
CF6 require CF15  Related  Correct  Correct Yes
CF7 require CF12  Related Correct  Correct Yes
CF8 require CF9 Related  Correct  Reverse Yes
DH CF8 exclude CF16 Irrelated - - -
CF13 require CF9  Related Correct  Reverse Yes
CF13 require CF10 Irrelated - - -
CF13 require CF11  Related Correct  Reverse Yes
CF13 require CF12  Related Correct  Reverse Yes
CF14 require CF12 Related Correct  Reverse Yes
CF12 exclude CF16 Related Reverse  Correct Yes

CF15 exclude CF16 Irrelated - - -

presents the extracted CTCs results from BCS and DH. Although only
one CTC with perfectly matched features, correct relation and direction is identified
in BCS, we observe that the majority of the CTCs is with related pairs (71%).
Meanwhile, 67% and 48% of the extracted CTCs are of correct relation and direction,
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respectively. Our approach does not extract CTCs with high accuracy, which means
RTE is not suitable for every pair of requirements. For example, in BCS ground
truth, “Manual_Power_Window” and “Control_Automatic_Power_Window” exclude
each other. But, the requirements belonging to them are not of textual entailment
relations. The requirements below is a typical example:

Manual_Power_Window: Pressing the button to open the window will cause the
window to open as long as the print is running or the window has reached the
bottom.

Control_Automatic_Power_Window: Pressing the remote control button to open
the window causes the window to open for opening.

Even if we read them directly, it is very difficult to get the textual entailment
relation between them. In this case, domain knowledge plays a vital role in the
process of extracting CTCs. Furthermore, in DH case, all the extracted CTCs are
redundant compared with the extracted parental relationship. This result indicates
that additional CTCs are unnecessary for presenting the variation points in DH
feature model, which is consistent with its ground truth. Although our approach
cannot provide CTCs with high accuracy for every case, the extracted information
can assist domain engineers to carefully further adjust the structure of feature model
on demand, forming the final feature model.

5.4.5 Comparison with SOVA and ArborCraft

In this subsection, we make a comparison between our approach and the approaches
described in [IRB14]. Itzik et al. proposed an approach named SOVA [IRB14] and
two feature models for a structural perspective profile and a functional perspec-
tive profile were generated respectively by SOVA, compared with the feature model
created using ArborCraft Tool [WCR09]. In order to make a convincing compari-
son and verify whether our approach can process requirements in different domains,
we use the same requirements of E-shop from paper [IRB14], while we apply the
same experiment setting described in [Section 5.4.2] Then, we implement qualitative
analysis, since the ground truth is not provided in paper [IRB14].

E_Shop
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Figure 5.8: The initial E-Shop feature tree.
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Features.

presents the extracted feature model by our approach, which contains 12
features (3 abstract features and 9 concrete feature). Compared with feaure models
generated by SOVA and ArborCraft, we found that every single requirement was
regarded as a concrete feature in terms of the features from SOVA and ArborCraft.
In contrast, our approach groups requirements with similar functionality into a same
feature.

In order to make a detailed comparison, we made a mapping of features (cf.
produced by our approach and the other two approaches based on our con-
crete features, since concrete features which are directly extracted from requirements
represents real functionality and applicability. Compared with the features from
SOVA (structural perspective), two pairs of features matches perfectly with each
other (Product_Review and Update_Inventory). In terms of features from SOVA
(structural perspective), five pairs of features fit perfectly with each other. And
we also have four pairs of features match accurately with each other based on the
features of ArborCraft. Except for these perfectly matching features, other features
also are capable of presenting the specific functionalities of E-shop. In detail, Pay-
ment feature consists of all the payment method by using credit card, gift card or
PayPal. Update_Inventory feature presents customers’ behaviors leading to updat-
ing inventory. Available_Product feature shows system’s operation which is caused
by customers’ buying behavior, when available products are displayed.

We argue that the feature tree generated by our approach is more applicable than
the feature tree by ArborCraft, since the hierarchical structure is more explicit. The
key difference between our approach and the compared approaches is that we avoid
any manual intervention in the process of extracting initial feature trees.

Variability information.

One analyst refined the extracted features and structure, shown in|Figure 5.9, Then,
based on the four criteria we proposed, we found eight mandatory features and three
optional features, while three features are or-grouped. Moreover, one extracted CTC
(CF3 require CF12) is further identified to have related pair of features, which can
be finally revised to "CF12 require CF3”. This potential CTC indicates If a customer
returns a damaged product, the system sends a negative review on the product to
the supplier.
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Figure 5.9: The refined E-Shop features and the extracted parental relationships.
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5.4.6 Answering RQs

For RQ2.1, firstly, in terms of quantitative analysis of the BCS case study, our ap-
proach (VarMine) provides relatively high precision and recall of extracted features,
especially taking situation (ii) into account. Although the precision and recall of fea-
ture extraction in the DH dataset are a little bit lower than the values in the BCS
case study, we can observe that VarMine is capable of extracting applicable features
from legacy requirements documents. For variability information, we achieved rela-
tively high precision and recall of the extracted parental relationships in both BCS
and DH dataset. Although the extracted CTCs do not match the ground truth
perfectly, we can observe that these potential constraints are able to be used to
further detect the true CTCs between features from the natural language inference
perspective.

For RQ2.2, VarMine has been used for, both BCS and DH case study and the com-
parison with SOVA and ArborCraft. In this process, we can see that: 1) the original
textual requirements can be directly processed by using VarMine, which means there
is no need to manually parse the requirements with a specific rule; 2) we utilize the
same preset parameters and experimental settings for processing all the data in three
domains and the key parameter for clustering (i.e., inconsistency threshold) can be
determined automatically in terms of different datasets, which means VarMine is
capable of reducing the workload for selecting suitable parameters. Hence, in the
process of achieving the initial feature tree, we successfully avoid manual interven-
tion not only in BCS and DH case study, but also in the comparison with two related
research. The manual analysis is mainly focused on refining the initial feature tree,
since extracting variability information among false positive features makes no sense.
Thus, 3) for feature extraction, VarMine is capable of providing potential features
for domain engineers, which means they do not need to analyze the requirement
from scratch. Meanwhile 4) the extracted F-R Mapping provides the opportunities
and hints for domain engineers to refine the feature tree in terms of some specific
needs. After feature extraction, 5) VarMine can also assist domain engineers to de-
tect the optionality, group, and cross-tree constraints among features. Consequently,
although manual analysis is essential especially to determine the final feature model,
domain engineers do not necessarily spend plenty of time figuring out the features
and variation points from scratch, assisted by VarMine.

For RQ2.3, comparing the results of three different SPLs, we evaluate whether our
approach works properly for different domains. We first conduct the BCS and DH
case study with both quantitative and qualitative analyses which reveal the relatively
accurate result of our approach. Second, although there is no ground truth in
SPL of E-shop, the feature model generated by our approach is of applicability
to assist domain engineers based on the comparison of results between the other
two tools. Taking both qualitative and quantitative analysis of the results in three
SPLs into account, VarMine is of relative universality for different SPLs. Although
we obtain both relatively reasonable results in three different SPLs, there are still
many challenges needed to be overcome to make the generated feature model more
applicable.
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5.5 Threats to Validity

Construct Validity: We apply semantic similarity of requirements to extract
feature by clustering algorithm, regarding requirements with similar functionality as
a feature. Although this method may lead to bias of identifying features, we still
achieve relatively accurate features compared with ground truth and feature models
produced by other tools.

Internal Validity: Firstly, there are many preset parameters in VarMine affecting
the result of feature and variability information extraction. For example, the weight
values for topic words used in requirements level similarity are predefined values.
If the topic words and the corresponding weighting values are not appropriate, it
will bring bad impact on the result. Hence, we evaluate our approach in three
domains, BCS, DH and E-shop. Based on evaluations, most results are relatively
precise. Secondly, We define four criteria to extract variability information, which
lacks more domain knowledge support and may not be satisfied with all situations.

External Validity: Many texts in requirements may not be related to features at
all, for example non-functional requirements, organizational constraints, the objec-
tive of the software, etc, while some texts are even not related to the software at all
(e.g., stakeholders, problem statements, potential customers). Hence, in these cases,
some manual semantic analyses may still be needed to gain the final features. Our
approach is capable of extracting features from short text requirements. However,
if a requirement describing a functionality is of too many sentences, our approach
maybe can not provide an accurate result.

Conclusion Validity: In order to verify the applicability of our approach for
different domains, we apply our approach in three SPLs. However, the results from
just three domains may be not enough to support the conclusion.

5.6 Related Work

With advances in NLP, information retrieval, and data mining techniques, the devel-
opment of feature and variability extraction from textual requirements is flourishing.
The research of Chen et al. belongs to one of the first explorations of pursuing auto-
mated techniques for feature identification and variability modeling. They applied
clustering to identify and organize features in an undirected graph presenting the
requirements relation [CZZMO05]. Although variability identification highly depends
on manual analysis of basic relationships of requirements, the clustering part is one
of the foundations for feature identification from requirements also inspiring our
research.

Reinhartz-Berger et al. proposed an approach to extract features and variability
information based on combining semantic similarity of requirements with the sim-
ilarity of behavioral aspects of requirement statements [RBIW14]. They applied
Semantic Role Labeling (SRL) technique that highly relies on syntactic information
to extract different roles which are of special importance to functional requirements
and then classify these roles into the initial state, external events, and final state of
software behavior. However, both SRL technique and software behaviors highly rely
on accurate syntactic information, which leads to substantial manual interventions
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to parse the requirements in order to achieve the accurate behavioral vectors of each
requirement.

Itzik et al. proposed an ontological approach that calculates the semantic similarity,
extracts features and variability, and generates feature models that represent struc-
tural (objects-related) or functional (actions-related) perspectives [IRB14]. They
also used SRL to transform each sentence into six roles and computed similarity of
each pair of semantic roles by applying WordNet [IRB14], focusing on objects (or
components) and actions (or functions), respectively. Afterwards, HAC is applied
to these roles with different weights to cluster features. However, they manually
define a fixed distance threshold to extract features in HAC, which lacks applica-
bility for different domains. In contrast, we utilize internal validity indices to select
the inconsistent values automatically for different datasets. Besides the limitation
of SRL and HAC they used, WordNet as an external knowledge database is not
capable of containing all word meanings of high quality. Moreover, it suffers from
out of vocabulary words, especially for domain-specific words, which results in a bad
effect on feature and variability extraction. In contrast, we applied the neural word
embedding techniques to achieve a word vector space of the words appearing in the
requirements, which is able to tackle the problem regarding out of vocabulary words.

Based on the papers above [RBIWI4, TRB14], Itzik et al. proposed an approach
named semantic and ontological variability analysis (SOVA) to analyze the vari-
ability of functional requirements [IRBW16]. This approach uses ontological and
semantic considerations to automatically analyze differences between initial states,
external events, and final states of behaviors, and thus, identify features, consider-
ing different perspectives that reflect stakeholders’ needs and preferences [RBW16].
Hence, SRL technique is also used to extract semantic roles, which causes manual
analysis. They apply two different ways, LSA and MCS technique by Mihalcea, Cor-
ley, and Strapparava, to compute similarity. Compared word2vec model we used,
LSA is a traditional DSMs with lower accuracy. And, MCS is a weighted calculation
of words regardless of structure information of requirements, for example, the length
of the requirements.

Wang proposed a method to gain semantic information of requirements by apply-
ing machine learning and SRL techniques. In this process, the semantic frames for
frequent verbs appearing in requirements were built by applying SRL with the as-
sistance of Stanford Parser and WordNet [Wanl15l, Wan16]. Subsequently, in terms
of the frames, some sentences from requirements specifications were labeled manu-
ally, while the labeled sentences were fed into the decision tree or maximum entropy
algorithm for training. However, Wang’s research only extracted semantic informa-
tion of requirements and did not extract features in the context of SPL. Moreover,
besides the cost of manual annotation, the training set just comes from one domain
(i.e., E-commerce), which affects the generalization ability for different domains.

Other approaches focus on traditional DSMs techniques. Alves et al. conducted
an exploratory study on leveraging information retrieval techniques for feature and
variability extraction [ASBT08|. They presented a framework by employing LSA
and VSM techniques to measure the similarity between sentences and also applied
HAC to cluster features based on this similarity. Weston et al. proposed a tool suite
for processing requirements into candidate feature models, which can be refined by
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domain engineers [WCR09]. They applied LSA to measure similarity and HAC to
cluster similar texts into the same feature groups to create a feature tree. Moreover,
they built a variability lexicon and grammatical patterns to detect latent variability
information. Tsuchiya et al. proposed an approach to recommend traceability links
between sentences in requirements and design-level UML class diagrams as structure
models [KTWE12]. They used VSM to determine the similarity between sentences in
requirements. However, their research direction is not to discover features based on
the similarity. In contrast to the research above, we utilize word embedding instead
of using traditional DSMs to gain word vector representation of the requirements,
which contains more semantic information.

There are also related works focusing on extracting features by analyzing the domain-
specific terms [FSD13, NBA™17]. However, in Ferrari et al.’s research, they only
detected mandatory and optional features, while Sana et al. aimed at extracting
features from informal product description to synthesize a product comparison ma-
trix rather than detecting the variation points. Moreover, Fantechi et al. explored
the feasibility of extracting variability from the ambiguity defects mainly based on
the occurrence of the word with different meanings in requirements [FGS17].

5.7 Summary

In this chapter, we proposed an approach to identify features and extract variability
information from software requirements specifications. In order to improve the accu-
racy of feature extraction, semantic information of both the words and requirements
is analyzed and used for computing the similarity in order to improve the accuracy
of feature extraction. Moreover, we take topic words regarding the requirements
of a domain into account, while topic words can be seen as the smallest unit of
domain knowledge. We use this knowledge to assign weight values to our similarity
measures, and thus, improve the accuracy. We then apply hierarchical clustering
to extracted initial features which will be refined by manual analysis to remove the
false positives. Finally, we make use of predefined criteria to identify the optionality
and group constraints and utilize the RTE based method to infer the CTCs. To
evaluate the accuracy of our approach, we conduct a case study from a real-world
scenario and evaluate the results qualitatively and quantitatively. Meanwhile, we
make a comparison with the other two related approaches in a different domain. Our
results reveal that we gain relatively accurate features. Although our approach is
not capable of detecting all the variability information, the majority of the extracted
relationships between features are reasonable.
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6. The Inference of the Notions of
Features

This chapter is based on and shares material with the EASE’20 paper
“Feature Terms Prediction: A Feasible Way to Indicate the Notion of
Features in Software Product Line” [LSX20)].

Software Requirements Specifications (SRS), as the initial software development
artifacts, are a suitable source for exploring domain knowledge (here: features)
as they capture what the system should do and also provide traceability links to
other artifacts. According to a series of research on feature extraction
from requirements has been introduced, and we also proposed approaches to extract
features from requirements, resulting in mappings between features and requirements

in [Chapter 5

However, there still exists a “last mile” problem to be solved in order to achieve a
more comprehensive view on the extracted features, that is, the intuition behind the
feature by means of functionality or some other kind of semantics. While this could
be solved by analyzing the corresponding requirements manually, this is a time-
consuming task that does not scale for dozens or even hundreds of requirements per
feature. In order to tackle this problem, we propose to use terms that occur in the
requirements and are highly related to the intention of the feature. We argue that
such feature terms can support domain engineers to understand what a feature is
about as well as serve as suggestions for feature names.

Different approaches have been proposed for identifying feature terms from textual
documents. For example, in some research [SKPCIS8| BKSJ16, BKSHI17|, various
heuristics are predefined in terms of the linguistic information, such as, lexical and
syntactic information of the requirements, to find all the candidate terms from re-
quirements matching some specific rules. After obtaining the candidate terms, sev-
eral techniques can be used to further analyze these terms. For instance, word
weighting methods can be applied to measure the importance of each term by as-
signing a weight value to terms [SKPCI§|. In terms of the weights, feature terms can
be filtered by certain thresholds or fed in a clustering algorithm to obtain groups
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of similar terms [BKSJ16, BKSH17]. Although the methods based on predefined
rules are useful for certain cases, not all the terms extracted by using these rules
can correctly indicate the intention of features even with the assistance of certain
word weighting methods. Among others, the amount of requirements that are used
for feature term extraction or the domain may lead to terms that are incorrectly
identified. A different approach that has been proposed is to label the true feature
terms in the raw requirements and then use this information to train a model to
predict feature terms [BEGI12]. Even though this avoids defining dedicated rules for
different scenarios, it may suffer from insufficient data in the training process, and
thus, result in a rather poor prediction model. The reason is that simply labeling
the terms is not enough to provide characteristic information of terms that can be
learned in the training process.

Hence, for extracting feature terms, there exist two main limitations in current
research:

1. The limited heuristics and rules based on linguistic information lack the ability
of generalization for different scenarios.

2. With supervised Machine Learning (ML), the labeled data is of low quality,
thus leading to a rather inaccurate (learned) model.

In order to overcome these limitations, we propose a supervised machine learning
based approach to identify feature terms from requirements, integrated with basic
rules used to extract candidate terms. In particular, we analyze different attributes
of each term, where an attribute actually represents a certain characteristic of a
term, such as the linguistic characteristic, statistical characteristic and other po-
tential characteristics that may affect whether a candidate term is a feature term
(cf. Attributes extraction in . As a result, we can train the prediction
model on these attributes rather than on the terms directly, which allows to abstract
away specialties that are, for instance, domain-dependent.

In this chapter, we make the following contributions to answer RQ3:

e We identify six representative attributes of terms to create the labeled data
with relatively high quality for supervised machine learning.

e We propose an approach that combines rule-based and learning-based feature
terms extraction in order to increase accuracy.

e We utilize seven different machine learning algorithms within our approach
to obtain the best prediction model for each algorithm trained on the labeled
data, and thus, to assess the influence of the ML algorithm on the accuracy.

e We present an empirical study to evaluate our approach including the com-
parison of the performance of different prediction models across datasets from
different domains.
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Figure 6.1: The Overall workflow of our proposed approach.

6.1 Methodology

In this section, we explain our proposed approach for identifying feature terms.
In [Figure 6.1} we show an overview of the methodology. Initially, we need to create
a labeled dataset for training the prediction model. To this end, we must extract the
candidate terms from requirements, analyze the attributes of each candidate term
and assign labels to these terms. Subsequently, the raw data need to be preprocessed.
Finally, the preprocessed data are fed into seven different machine learning algo-
rithms to train prediction models. In particular, we use Logistic Regression (LR),
Support Vector Machine (SVM), Decision Tree (DT), K Nearest Neighbors (KNN),
Random Forest (RF), Gaussian Naive Bayes (GNB) and Multi-Layer Perceptron
(MLP). Based on the obtained prediction models, we then can predict feature terms
and evaluate their accuracy.

6.1.1 Dataset Generation

The labeled dataset is indispensable for supervised learning methods. Here, we
introduce how the labeled dataset for training is created in detail.

Running example

In order to specify how the labeled dataset is created, we use two features and the
corresponding requirements from the Body Comfort System (BCS) as a running ex-
ample, shown in[Table 6.1l BCS is a case study from a real-world scenario [LLLS13].

It encompasses 98 concrete functional requirements and also contains a complete
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Table 6.1: An example of requirements.

F-ID ‘ R-ID ‘ Requirements

1 When the alarm system is activated, this is indicated by the
light of the LED.

2 If the alarm is deactivated, the LED does not light up.

3 When an alarm is triggered, this is signaled by the light of the
LED.

4 If no alarm is triggered, the LED does not light up.

1 5 When the interior monitoring is activated, this is signaled by

the light of the LED.

6 If the interior monitoring is not activated, the LED does not
light up.
The LED, which signals the triggered alarm, can only be reset

7 by pressing the reset button, which is next to the LED. The
key has only one effect when the ignition key is in the ignition.

3 Two temperatures are defined: a minimum temperature and
a maximum temperature.
If the temperature measurement on the exterior mirror falls

9 below the minimum temperature, the exterior mirror heating
is activated.

10 Switching off the vehicle leads to the switch-off of the exterior

9 mirror heater.

When the exterior mirror heating is activated and the maxi-

11 | mum temperature is exceeded, the exterior mirror heating is
deactivated.

12 If the LED is present and the exterior mirror heating is acti-
vated, the LED is lit.

13 If the LED is present and the exterior mirror heater is not
activated, the LED does not light up.

F-ID: Feature ID; R-ID: Requirement ID.

feature model generated by domain engineers. Hence, we can obtain the mappings
between features and requirements, and thus, we know which feature an individual
requirement belongs to.

Terms extraction

We define three rules to extract all the candidate terms in the requirements belong-
ing to a particular feature based on Part-of-Speech (POS) patterns that take the
linguistic information into account:

1. We just focus on nouns and phrases that end with nouns which are identified
by POS patterns. The rationale behind this idea is that nouns and phrases that
end with nouns are usually used to indicate functionalities in the requirements.

2. We remove single-word terms that have already occurred in a phrase (i.e.,
multi-word terms) from terms extracted by the predefined POS patterns, since
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we argue that such phrases convey more explicit information than single-word
terms.

3. Similarly, we also remove the multi-word terms that have never been used
independently, i.e., that always occur as part of larger multi-word terms, in
order to filter out the redundant terms, which can improve the quality of the
extracted terms.

Table 6.2: An example of how to use the three rules.

POS Pattern Exemplary Terms Candidate Terms
[PROPN] LED Yes
[Noun] system No
[Noun+Noun] alarm system Yes
[Noun+Noun] mirror heating No
[ADJ+Noun] exterior mirror Yes
[ADJ+Noun+Noun] exterior mirror heating Yes

PROPN: Proper noun. ADJ: Adjective.

shows partial POS patterns together with the corresponding exemplary
terms extracted from the requirements in based on rule (1). Note that
proper noun is a noun starting with a capitalized letter, no matter where it appears
in a sentence. Moreover, the table contains information of whether an exemplary
term is a candidate term or not, based on rule (2) and (3). For instance, the single-
term “system” has already occurred in the multi-word term — “alarm system” in
feature 1, and thus, “system” is not a candidate term based on rule (2). Moreover,
based on rule (3), “mirror heating” cannot be regarded as a candidate term, since
it is always used in the phrase — “exterior mirror heating”. Meanwhile, “exterior
mirror” is applied independently in requirement 9 of feature 2. So, “exterior mirror”
can be regarded as a candidate term.

In summary, we use the three predefined rules to obtain meaningful candidate terms
and filter out redundant terms, such as “system” and “mirror heating”.

Attributes extraction

After obtaining all the candidate terms, we identify six different attributes of terms
belonging to a particular feature: Proper Noun (PN), Sub-Term (ST), Term Fre-
quency — Inverse Document Frequency (TF-IDF), TextRank (TR), C-Value (CV)
and Ratio of Terms (RT). We explain the rationale of each term in the following.

PN: Proper Noun is a kind of special noun and it is usually utilized to describe a
specific thing in natural language. We regard proper noun as one of the attributes,
since proper nouns widely occur in different requirements and they might represent
specific functionalities. If the term contains a proper noun, we regard its attribute
of PN as true (i.e., PN = 1). Otherwise, it is false (i.e., PN = 0).

ST: Sub-Term is the term that is part of another, longer term. This kind of sub-term
information provides meaningful hints about how terms are used in the requirements
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for describing a feature. For instance, either the terms might occur independently to
specify a concrete functionality, or they appear together with other words to describe
the details of a functionality. In order to take this information into consideration
for feature term extraction, we use the attribute of ST to record this information
for each term in a feature. If a candidate term from a particular feature is used as a
sub-term of another candidate term of this feature, its attribute of ST is true (i.e.,
ST =1). Otherwise, it is false (i.e., ST = 0).

TF-IDF, TR and CV: TF-IDF, TextRank and C-Value are different techniques
that can be used to measure the statistical significance of the words appearing in
documents. However, each technique computes the importance value of words (i.e.,
the weight of each word in documents) from different perspectives.

TF-IDF not only focuses on the frequency of each word appearing in one document,
but also analyzes the information that how many times the words appear in all
other documents simultaneously. TextRank builds a graph to rank the importance
of words, where nodes represent words and edges represents the co-occurrence of the
linked words [MT04]. Finally, C-Value is designed to measure the significance of
multi-word terms (i.e., phrases), taking the frequency of both, a phrase and its sub-
phrase, into account [FAT9g|. In order to take all these three different methods for
measuring the significance into account, we apply all the attributes of TF-IDF, TR
and CV to specify the importance of each candidate term, respectively. The obtained
values of these three attributes for each term are actually the corresponding weights
measured by using TD-IDF, TextRank and C-Value.

Since TF-IDF and TextRank are initially used for measuring the significance of
single-word term only, we have to adapt them for multi-word terms. To this end, we

calculate the mean value of the importance values of all words appearing in a term
for both, TF-IDF and TextRank, as follows.

- S TFIDF(w;)
n

TFIDF(t)

TR(t) = w (6.2)
where,

- TFIDF(t) is the mean TF-IDF value of the multi-word term ¢, while T'R(t)
denotes the mean TextRank value of the multi-word term ¢;

- n denotes the number of words in term ¢;

- TFIDF(w;) is the TF-IDF value of the word w; in the requirements belong-
ing to a particular feature; Note that TFIDF(w;) not only counts the term
frequency of w; appearing in all requirements of a particular feature, but also
takes the occurrence of w; in the requirements of other features into account;

- TR(w;) is the TextRank value of the word w; in the requirements belonging
to a particular feature.
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Finally, CV is just applied to measure the weights of multi-word terms. Conse-
quently, the CV value for a single-word term is 0.

RT: We use Ratio of Terms to indicate how many requirements belonging to a
particular feature contain a certain candidate term, and we intend to know whether
a candidate term occurs in the majority of the requirements in a feature or not. To
this end, we use the equation below to calculate the RT value for each term:

RT(t) = (6.3)

m
n
where,

- m denotes the number of the requirements containing a specific term t of a
particular feature;

- n denotes the number of all the requirements of this particular feature.

Labeling

After obtaining the attribute information for each term in a feature, we obtain the
complete dataset by assigning label to each candidate term. Labels are used to
denote whether a candidate term is a feature term or not. In order to provide
accurate label information, we do the following steps:

a) We firstly take the feature name into account. If a candidate term is sim-
ilar /related to the feature name, this candidate term can be regarded as a
feature term labeled as 1.

b) Moreover, we further analyze the requirements belonging to the features. If we
find that a candidate term can also provide pivotal information of the intention
of a particular feature, we regard this candidate term as a feature term labeled
as 1.

¢) The rest of the candidate terms that do not satisfy a) and b) are not feature
terms labeled as 0.

[Table 6.3 shows the labeled candidate terms mined from [Table 6.1 In the BCS
feature model, the feature name of feature 1 is LED Alarm System, while the name
of feature 2 is Exterior Muirror Heating.

6.1.2 Dataset Preprocessing

The original data need to be further processed before training in order to improve
the performance of the trained model. In what follows, we will introduce why the
data must be preprocessed and how to do the preprocessing.
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Table 6.3: An example of the labeled data.

F-ID Terms | PN | TF-IDF | TR | CV |ST| RT | Label
mterior 0 | 0.2107 |0.0353 | 2.0000| 0 | 02857 1
monitoring

triggered alarm | 0 0.3372 | 0.0653 | 1.0000 | 0 | 0.1429 1
alarm system 0 0.2518 | 0.0567 | 1.0000 | 0 | 0.1429 1

. ignition key 0 | 0.2150 | 0.0528 | 1.0000 | 0 |0.1429 | 0

reset button 0 0.1492 | 0.0544 | 1.0000 | 0 | 0.1429 0
LED 1 | 04396 | 0.1104 | 0.0000 | 0 | 1.0000 || 1
light 0 | 0.3487 | 0.0519 | 0.0000 | 0 | 0428 | 0
effect 0 | 0.0745 | 0.0419 | 0.0000 | 0 |0.1429 | 0

exterior mirror |1 sge5 | 0.0768 | 6.3399 | 0 | 0.5000 | 1
heating

exterior mirror 0 0.4438 | 0.0864 | 4.0000 | 1 | 0.8333 1

CXTETION MITOr || g 300 | 0.0704 | 3.1699 | 0 | 0.3333 || 1
heater

B 0 | 0.3510 | 0.0872 | 2.0000| 0 |0.3333| 0

temperature

2 PHaXImum 0 | 0.3402 | 0.0794 | 2.0000 | 0 |0.3333] 0
temperature
temperature || a021 | 00782 | 1.0000 | 0 | 0.1667 | 0
measurement

LED 1 | 0.1606 | 0.0581 | 0.0000 | 0 | 0.3333 || 1
switch 0 | 0.15639 | 0.0550 | 0.0000 | 0 |0.1667 | 0
vehicle 0 | 0.0634 | 0.0407 | 0.0000 | 0 |0.1667| 0

F-ID: Feature ID.

Attribute scaling

From we can observe that the values of different attributes vary consider-
ably in range and magnitudes. For some machine learning algorithms (e.g., KNN)
using Euclidean distance to compute the distance of two points, the attributes with
high magnitudes will have higher weights in the distance calculations than attributes
with low magnitudes. This makes these machine learning algorithms pay more at-
tention to the attributes with high magnitudes (e.g., CV), neglecting the attributes
with low magnitudes (e.g., TR). In order to reduce this bias, we have to normalize
these values to the same level of magnitudes.

To this end, we utilize Min-Max Scaling to normalize the range and magnitudes of

three attributes (e.g., TF-IDF, TR and CV). By using [Equation 6.4] below, each
original value is converted into the corresponding normalized value between 0 and

1.

S U~ min(v)

-~ max(v) — min(v) (64)

where,
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- v’ denotes the normalized value;
- v denotes the original value of a specific attribute in a particular feature;

- min(v) and maz(v) denotes the minimum and maximum values of a specific
attribute in a particular feature, respectively.

We use the candidate term — “interior monitoring” in as an example to
specify how v’ can be computed, such as, we calculate the v of its TF-IDF. The
original TF-IDF value of “interior monitoring” is 0.2107. The minimum TF-IDF
value in feature 1 is 0.0745, while the maximum TF-IDF value in feature 1 is 0.4396.
Hence, the normalized value of TF-IDF for “interior monitoring” is 0.3730 (keep four
decimal places).

Afterwards, the normalized data are fed into different machine learning algorithms
for training.

6.1.3 Training Process

We utilize seven common and established ML algorithms to train the prediction
models. This allows us to eventually compare the results among all of these al-
gorithms, and thus, to identify the most suitable one(s). In order to achieve a
convincing comparison, we use K-Fold Cross-Validation for performance evaluation
and apply Grid Search for parameter selection for each machine learning algorithm.

K-Fold Cross-Validation

Usually, the subject dataset is separated into the training set and test set in the
traditional machine learning process, where the former is applied to train the model
and the latter is used to evaluate the performance of the trained model. However,
the performance of the trained model is highly affected by how the dataset is split.
As a result, the performance of the model may exhibit considerable differences if
training and test datasets differ. This situation becomes even worse in case of a
relatively small dataset. Moreover, splitting a dataset into just two subsets (for
training and test, respectively) is also prone to lead to overfitting problem. In order
to overcome these problems, we use K-Fold Cross-Validation that divides a dataset
into k folds (i.e, k sets). Afterwards, the training and testing process is repeated k
times, while at each time k — 1 sets are used for training and the remaining set is
applied for testing [RTL09]. Additionally, each set must be used at least once for
training and once for testing. Finally, the performance of the trained model is the
mean value of all k results.

Grid Search

For each machine learning algorithm, there are different hyperparameters that have
to be specified. This step is crucial as these hyperparameters have a huge impact
on the performance of the algorithm for a given problem. For example, assume
that an algorithm A with a specific parameter setting outperforms algorithm B.
However, when changing one parameter of the algorithm A, it might produce worse
results than B. As a consequence, it may hinder to compare the performance of
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different algorithms, if the optimal parameter selection for each algorithm is un-
known. To overcome this problem, Grid Search has been proposed to tune the
hyperparameters in order to select the optimal values for a machine learning algo-
rithm [PVG™11, [ BBBK11]. In a nutshell, Grid Search is an exhaustive search based
on a grid of parameters (i.e., a manually predefined subset of the hyperparame-
ters). The performance of each combination of the hyperparameters is evaluated via
K-Fold Cross-Validation using a certain performance metric (cf. Evaluation metric
in . As a result of applying Grid Search, the combination of hyper-
parameters providing the highest performance value is considered being the best
parameters, and thus, can be used for the respective ML algorithm. This way, we
can ensure that we compare different algorithms with their best setup, and thus,
that they produce the best prediction model (as far as the data allows).

Consequently, in our training process, we apply both K-Fold Cross-Validation and
Grid Search to select hyperparameters, and thus, achieve the best prediction model
for each machine learning algorithm.

6.2 Evaluation

In this section, we present the evaluation of our approach, using the seven ML
algorithms introduced in the previous section. First, we propose three research
questions regarding what we want to answer with this evaluation. Afterwards, we
present the design of our experiment with details of datasets, parameters setting,
and evaluation metrics. Finally, we present our results and discuss the performance
and robustness of the prediction models.

6.2.1 Research Questions

The research demonstrated in this chapter is used to explore the answers of RQ3
mentioned in [Chapter 1] To evaluate our proposed approach of combining rule-
based with learning-based feature term extraction, we are interested in the following
sub-research questions:

RQ3.1: To what extent are the sixz attributes we propose for learning prediction
models applicable to the task of feature term extraction?

For RQ3.1, we intend to figure out whether the six attributes we identified make
sense for training a prediction model. We apply seven widely used machine learning
algorithms to train models on the six attributes in order to reduce the bias caused
by only using one or two machine learning algorithms.

RQ3.2: How accurate can our trained model predict (true) feature terms in another
domain (i.e., on another dataset)?

For RQ3.2, we intend to apply the prediction models trained from one labeled dataset
in a particular domain to predict the feature terms in another domain. Particularly,
we aim at evaluating the accuracy of extracted feature terms via precision and recall.

RQ3.3: What can we learn from the comparison among seven different machine
learning algorithms?
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For RQ3.3, we intend to gain insights into the comparison of seven different machine
learning algorithms based on the performance for both training and test process,
which can indicate the direction for future research.

6.2.2 Experiment Design

In order to answer the proposed research questions, we design a dedicated experiment
as follows.

Dataset

The dataset we used to train the prediction models was created from the software

requirement specifications of BCS (cf. [Section 6.1.1)).

Moreover, we utilized two other existing datasets, E—sholﬂ and Digital Home [HT07],
to test whether the prediction models trained on the BCS dataset can identify feature
terms in different domains. Although E-Shop and Digital Home were developed
by using a traditional software development approach, it is able to use automated
feature extraction techniques to extract features from their requirements. However,
the automatically extracted features are not completely accurate. To avoid the
impact of inaccurate features from automated extraction on this experiment, we
manually analyzed the 62 functional requirements of E-shop and the 38 functional
requirements of Digital Home to identify features and created the mappings between
features and requirements, respectively.

Experiment Process

We conducted this experiment by using our proposed approach as introduced in
on the BCS, Digital Home and E-shop datasets. Next, we briefly describe
each step and several parameter settings.

1. In order to achieve the prediction models, we used the predefined rules based
on POS patterns to extract 132 candidate terms from BCS requirements. Sub-
sequently, we computed the six attributes of each term automatically. Next,
based on the BCS feature model, we created a labeled dataset of the 132 can-
didate terms, with true feature terms labeled as 1 and all other terms labeled
as 0. The implementation of the POS patterns was based on spaCy [HMIS],
which is an open-source library for advanced natural language processing.

2. As next step, we preprocessed the three attributes, TF-IDF, TR, and CV to
scale the original values into a range between 0 and 1. As a result, we obtained
the preprocessed labeled dataset.

3. Subsequently, we fed the preprocessed labeled data into seven different ma-
chine learning algorithms to train the prediction models. In this setup, our
implementation was based on scikit-learn [PVGT11] that is an open-source
toolkit for machine learning. For K-Fold Cross-Validation, we preset k as 3

Thttps:/ /www.utdallas.edu/~chung/RE /Presentations07S /Team_1_Doc/Documents/SRS4.0.
doc
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and 10, since we intend to test whether different & values (i.e., 3-fold and 10-
fold) affect the results or not. Moreover, it can also reduce the bias, compared
to results with one k value only. In the process of Grid Search, we adjusted
several key hyperparameters for each algorithm to achieve an optimal combi-
nation of them. In detail, 1) for LR, we selected three parameters, “penalty”,
“C” and “solver”; 2) for SVM, we adjusted “C”, “kernel”, “gamma”; 3) for DT,

%«

“criterion” and “splitter” were selected; 4) for KNN, “n_neighbors”, “weights”
and “algorithm” were adjusted; 5) For RF, we selected “n_estimators”, “cri-
terion” and “bootstrap” to be adjusted; 6) for GBN, we did not specify any
hyperparameters, such as “priors” that was adjusted automatically according
to the training data (cf. for details); 7) for MLP, “activation” and
“hidden_layer_sizes” were adjusted. For the rest of the parameters of each
algorithm, we used the default values in scikit-learn. Moreover, in order to
determine the best hyperparameter of each algorithm, we used F1 score (cf.
Evaluation metric) to evaluate the performance of the trained model. As a
result, we considered the hyperparameters of the trained model with the high-
est F1 score as best parameters, and thus, selected them for our evaluation.
After the training process, we obtained the seven best prediction models, one

for each ML algorithm.

. Finally, we used the prediction models to identify feature terms in the E-shop

and Digital Home dataset. In order to extract the candidate terms, we used
the same rules as for BCS. Eventually, we obtained 89 and 138 candidate
terms with the six attributes for each term from E-shop and Digital Home
dataset, respectively. Moreover, we also assigned labels for each term in order
to evaluate the prediction results.

Evaluation Metric

In order to allow for the quantitative analysis of the results, we use F1 score to
determine the best prediction model for each algorithm. Moreover, we compute
precision, recall and F1 score to evaluate the results of using our prediction models
to predict feature terms from another domain and also to analyze the robustness in
terms of F1 score.

F1 score. The F1 score is computed based on precision and recall as follows.

Precision X Recall
Fl1=2 6.5
% Precision + Recall (6.5)

The number of correctly predicted feature terms

Precision = (6.6)

The number of all predicted feature terms

The number of correctly predicted feature terms

Recall =

6.7
The number of all true feature terms (67)

where,



6.2. FEvaluation 91

- Predicted feature terms denote the terms with a predicted label as 1 by using
the trained model;

- Correctly predicted feature terms means the predicted label is right.

- All true feature terms denotes all the terms labeled as 1 in the test set.

Robustness. If a prediction model is robust, this model exhibits the property that
the performance on the test dataset is close to the performance on the training
dataset [XM12]. Since we mainly use F1 score to evaluate the performance, we
simply apply the following equation to compute the robustness:

R= Fltrain - Fltest (68)

where,

- The closer R is to zero, the more robust the prediction model is;

- F1;p4in denotes the best F1 score for training prediction models on the BCS

dataset (cf. [Table 6.4)).

- Fl;.s denotes the average F1 score for predicting the true feature terms from
E-shop and Digital Home dataset, using the prediction models (cf. [Table 6.5));

6.2.3 Results

Next, we present the results of our evaluation, based on our research questions.
While for the sake of brevity, we just provide the main insights, all data is available
in our supplementary materia]ﬁ.

RQ3.1 - Appropriateness of attributes prediction model

We use the BCS dataset to create the prediction models for each machine learning
algorithm. By using Grid Search, we obtain the best prediction models via 3-fold
and 10 fold Cross-Validation for each algorithm with a certain parameter setting,
measured by F1 score.

As our results in reveal, most ML algorithms achieve a relatively high F1
score between 0.8 and 0.9. We argue that this not only indicates an acceptable setup
regarding hyperparameters, but also that the six attributes we used for learning the
model are appropriate for feature term extraction. As an exception, GBN only
achieved an F1 score of ~ 0.65 for both 3-fold and 10-fold, and thus, must be
considered of rather low appropriateness. The reason may be that it can not learn
the interactions between attributes.

Based on the results, we answer RQ3.1 as follows: Different prediction models
trained on terms with the six attributes can be achieved. Although not all prediction
models provide high performance, the six attributes we identified are suitable for
training a model to predict true feature terms.

2https://zenodo.org/record /35778554 . XfdiqdOqQSM
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Table 6.4: Results of the best parameter and F1 score in the training process.

Algorithm ‘ k-fold ‘ Best Parameter Best F1 Score
3 £old C 0.1, ‘penalty’: 12, ‘solver’: li- 0.9002
LR blinear
10-fold C 0.1, ‘penalty’: 12, ‘solver’: li- 0.8918
blinear
3 fold C 2..9, gamma’: scale, ‘kernel’: 0.8788
VM sigmoid
10-fold C’: 2.4, ‘gamma’: auto, ‘kernel’: 0.8936
rbf
3 fold criterion”:  entropy, ‘splitter’: 0.8214
DT random
10-fold criterion’: gini, ‘splitter’: ran- 0.8494
dom
3 fold aligorl.thm 7: a.uto, n_neighbors’: 0.8890
6, ‘weights’: distance
KRN ‘algorithm’: to, ° ighbors’:
10-fold aigom. m,. auto, ‘n-neighbors’: 0.9162
8, ‘weights’: distance
3 fold bootst‘rap : ‘True, ?I‘lteI‘IOH :en- 0.8683
RF tropy, ‘n_estimators’: 30
10-fold bootst‘rap : 'True, S:rlterlon . en- 0.8753
tropy, ‘n_estimators’: 35
3-fold - 0.6509
GBN 10-fold - 0.6529
3 fold hldiien_layer_81zes : 20, ‘activa- 0.8792
tion”: tanh
MLP ‘hidden_layer_sizes: 20, ‘activa
10-fold | lOTOH-AYerStes s S, activas 0.8974
tion’: tanh

RQ3.2 — Apply the prediction models to the other datasets

After obtaining the prediction models, we applied these models to predict the true
feature terms from E-Shop and Digital Home dataset. We show the results in
[ble 6.5

Our data reveal that 1. the recall is generally slightly higher than the precision,
2. the F1 score only slightly deviates from the one in [lable 6.4] and 3. that all
models exhibit a relative high robustness

The first observation could indicate that our attributes, while applicable in general,
still may contain some domain-dependent aspect that hinders a higher precision.
However, given the second observation, the differences are really small, and thus,
we argue that in general, these models are applicable across datasets. This is also
supported by the third observation, which confirms that all models have high ro-
bustness, and thus, perform similarly on training and test set.
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Similar to RQ3.1, the GBN algorithm is an outlier. While it has a very high precision
(1.0) for E-shop dataset, its recall is very low for both E-shop and Digital Home
dataset, which eventually results in a low F1 score. Hence, even though it leads to
very good robustness, we consider this algorithm as not applicable to our kind of
problem and dataset.

Based on the results in[Table 6.5, we answer RQ3.2 as follows: Although the perfor-
mance for predicting true feature terms in both E-Shop and Digital Home is mod-
erate (0.75 £ 0.05), it provides domain engineers with a very good starting point to
identify potential feature terms by using a pre-trained prediction model, especially
taking the results of MLP into account.

RQ3.3 — Comparison of ML algorithms

According to we can see that the RF prediction model trained by using 3-
fold cross-validation achieves both the highest precision and F1 score for the Digital
Home dataset, while its performance for the E-shop dataset decreases. That is to
say, the RF prediction models lack the ability to achieve stable results for data
from different domains. Although the majority of the prediction models suffer from
the same problem, the MLP prediction model (3-fold) produces results of Digital
Home and E-shop with the smallest difference, which indicates that it is of better
generalization ability than the other models.

Further, our data reveal that the LR prediction model (3-fold and 10-fold) has
the highest recall for both Digital Home and E-shop. However, the relatively low
precision impedes a higher average for the F'1 Score. In contrast, the MLP prediction
model (3-fold) neither achieves the highest precision nor recall, but comes with a
better trade-off between both measures. Consequently, the MLP prediction model
(3-fold) achieves the highest average F1 score.

Moreover, according to the R value in [Table 6.5], the models trained by using 3-fold
cross-validation are slightly more robust than the models trained by using 10-fold.
The reason is that 10-fold means there are more data for training and fewer data
for testing, which easily leads to higher training performance than 3-fold models.
That is to say, although the 10-fold models fit the training data better than 3-
fold models, it results in the worse ability to predict the unknown data than 3-fold
models in terms of average F1 score. However, the difference of average F1 scores
from prediction models trained by using 3-fold and 10-fold is very small, especially
for the probabilistic approaches (i.e., LR and GBN).

Given the insights above, we answer RQ3.3 as follows: The ability to achieve a suit-
able balance between precision and recall as well as the robustness of the prediction
models is vital for using them to identify feature terms in different domains in prac-
tice. Obviously, the MLP prediction model (3-fold) is proven to be the best one in
this experiment.

In summary, the supervised machine learning approach integrated with the prede-
fined rules is capable of identifying true feature terms from requirements. However,
different ML algorithms present different performance and robustness. In order to
achieve the best prediction model, we make a comparison among seven ML algo-
rithms and the neural-network-based MLP prediction model outperforms others.
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Certainly, more experiments need to be conducted to prove this conclusion, for ex-
ample, using more requirements from different domains to test the prediction models
and retraining the models by using a training dataset of more requirements. We will
focus on improving the current research in future work.

6.3 Threats to Validity

Construct validity. Our proposed feature terms extraction method is able to
predict true feature related terms from the candidate term extracted by using certain
rules based on POS patterns from requirements. Although the candidate terms are
extracted by rules, we approach is actually not sensitive to how these candidate
terms are extracted. That is to say, the prediction models can be trained on the
candidate terms extracted by any other different methods, since the algorithms are
focused on learning the six attributes of terms rather than the terms themselves.
However, our prediction models can only be used to identify the true feature terms
from the candidate terms, which means they cannot provide a true feature term that
does not belong to the candidate terms.

Conclusion validity. The results are predicted by using the prediction models
trained on a relatively small dataset. This might affect the accuracy of results,
since a small dataset probably can not provide enough data for learning. However,
the dataset we use for training a model is generated from a case study of real-world
scenario including a feature model used as ground truth, which means we can achieve
a training dataset of relatively high quality and reduce the bad effect of the small
size of data. Certainly, only using Digital Home and E-shop dataset may be not
enough to support the conclusions regarding the robustness of prediction models
and applicability of prediction models in different domains.

6.4 Related Work

In this section, we categorize the research on terms extraction in SPL in terms of
the basic methods they used: unsupervised methods and supervised methods.

Unsupervised Methods

Sree-Kumar et al. proposed a framework named FeatureX to automate the pro-
cess of feature model generation by analyzing the terms extracted from require-
ments [SKPCI8|. However, the main method they used for extracting terms is
based on some extraction rules from research [ASBZ17] and [ASBZ16]. The idea
behind these extraction rules is actually using existing natural language processing
tools, such as NLTK [LB02] and OpenNLP to obtain text chunks following some
predefined rules or POS patterns. Niu et al. extracted terms from requirements as
conceptual information by using a two-word unit named lexical affinity proposed in
research [MBK91]. However, they also generated the domain vocabulary for one-
word unit rather than only extracting the two-word units which belong to verb-DO
pairs. In Sree-Kumar et al.’s research, they directly regarded the terms extracted
by rules as features and created feature models based on these terms, while Niu
et al. used limited rules to identify the domain-specific terms. This may cause a
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problem that for a large size of requirements, there must be a huge number of terms
and the features created by the group of these terms lack the key information of
the mapping between features and raw requirements. The enormous terms and the
lack of key information may impede the applicability in practice. Moreover, just
using one word weighting method (i.e., TF-IDF) in research [SKPCI18] may lead to
bias. In contrast, our approach focus on predicting the true feature terms from the
candidate terms extracted from the requirements belonging to features. We take
different attributes of each term containing three weighting methods into account
to train prediction models.

Besides extracting feature related terms from requirements, there is also some re-
search focusing on identifying terms information from other types of textual docu-
ments. Ferrari et al. also utilized POS patterns to extract candidate domain-specific
terms from online product descriptions [FSD13]. And then, they applied C-NC value
to weight the terms and predefined a threshold to filter the terms. Finally, the terms
are re-ranked by using contrastive analysis. In addition, in research [BKSJ16] and
[BKSH17], authors focused on extracting terms from online reviews. They also used
POS patterns to identify candidate terms. However, the extracted terms will be
grouped using clustering algorithms to form features. Compared with requirements,
this kind of informal documents can only provide limited information of features.

Supervised Methods

Bagheri et al. utilized Named Entity Recognition (NER) technique to not only
extract potential features, but also identify integrity constraints [BEG12]. They
applied the conditional random field-based NER method to train a labeled dataset,
resulting in a learned NER model that can be used to identify the features and
integrity constraints. And, they directly labeled the raw requirements rather than
identifying some specific attributes, which may lead to needing numerous labeled
data to train a model of high performance. The reason is that the algorithm has
to learn the characteristics of the terms by itself and adjusts the parameters and
weights in the learning process. If the dataset is not large enough, the algorithm
can not learn enough characteristic information of terms.

We can observe that POS patterns are widely used for extracting candidate features
terms from textual documents in the context of SPL and the majority of the related
works are based on unsupervised methods. Although we also apply POS patterns to
extract candidate terms, the key difference is that we further analyze the potential
attributes of these terms, which makes our approach insensitive to how the candidate
terms are extracted. Moreover, we utilize supervised machine learning techniques
to avoid defining many detailed rules that might be only suitable for certain cases.

6.5 Summary

In order to figure out the intentions of features, we intend to provide feature terms
of high quality that contain pivotal information of functionality and what a feature
is. To this end, we firstly extract all the candidate terms in terms of the predefined
rules. Secondly, we identify six attributes of each term and generate a labeled dataset
to train prediction models by using seven different machine learning algorithms.
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Subsequently, we apply K-fold Cross-Validation and Grid Search to select the best
prediction model for each algorithm based on F1 score. Finally, we utilize the
prediction models trained on one dataset to predict feature terms from the other
two datasets in the different domains. We analyze the performance and robustness
of the prediction models and the results present that our approach is capable of
identifying feature terms from requirements.
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7. Automated Extraction of
Domain Knowledge in Practice

This chapter is based on and shares material with the SPLC’20 paper
“Automated Extraction of Domain Knowledge in Practice: The Case of
Feature Extraction from Requirements at Danfoss” [LSSF2()].

In previous chapters, we have shown that 1. Software Requirements Specifications
(SRS) are suitable artifacts to extract such information (cf. and 2. pro-
posed approaches that make use of advanced Natural Language Processing (NLP)
techniques to reliably extract features and variability from SRS (cf. [Chapter 4] [Chap-|
fter 5| and [Chapter 6. So far, our technique has been only evaluated with a small
set of rather artificial requirements, and thus, it is unclear whether it can cope with
specialities of real-world requirements as well as scales up to a large amount of SRS
documents.

In this chapter, we address this problem by analyzing software requirements specifi-
cations from Danfoss, which is a Danish company with more than 28,000 employees
worldwide. The company does businesses within power solutions, cooling, heating
and drives, of which the latter has existed for more than half a century. In order
to automate the process of domain analysis, we utilize machine learning and NLP
based techniques to process and analyze the requirements. In particular, we apply
Doc2Vec to train a language model on the requirements, use a clustering algorithm
to group the similar requirements in terms of the information from the pre-trained
language model and take advantage of feature terms prediction techniques (cf.
to present the key information of a particular feature. Moreover, we present a
GUI that supports domain engineers to visualize and adjust the extracted features
in practice.

We make the following contributions to answer RQ4:

e We present a study that applies automated (domain) feature extraction and
feature tree creation on a large amount of real-world requirements, since the
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ability to process massive requirements is necessary to make feature extraction
techniques practicable in practice.

e We present and discuss peculiarities in real-world requirements that may be
challenging by such automated approaches. These insights can be used by
others for future research on analyzing natural language requirements.

e We propose a refined technique (compared to the technique in [Chapter 5|)
combined with the technique in to form a complete approach for

automated feature extraction that addresses the identified specialities of real-
world SRS.

e We provide an empirical evaluation and a qualitative analysis of our technique
to discuss its applicability in practice.

7.1 Methodology

The overall goal of our technique is to extract feature information from requirements
(i.e., which requirements belong to which domain feature), put these features into
relation by means of a domain model (here: a feature tree), and to provide semantic
information what a feature is about (i.e., which functionality it encompasses). In
[Figure 7.1, we show an overview of our proposed approach. First of all, we extract
the initial feature tree mainly based on Doc2Vec and Hierarchical Agglomerative
Clustering (HAC) combined with the information about the structure and names of
requirements (cf. [Section 7.1.1land [Section 7.1.2)). Second, we identify feature terms
to provide key information of a feature by using a prediction model that analyzes
different attributes of words and phrases in the requirements (cf. [Chapter ). Finally,
we propose a GUI that can present the initial feature tree and feature terms, and
thus, support domain engineers in revising the generated features.

Note: since the requirements from Danfoss are confidential, in this section we use
requirements from Body Comfort System [LLLSI3] and Digital Home [HT07] as
running examples to illustrate our approach.

7.1.1 Preprocessing

The indispensable step to initialize automated feature extraction is to preprocess
the requirements in order to satisfy the demands of different NLP-based sub-tasks.

Text extraction

Usually, there is no uniform format for requirements that describe different function-
alities. Taking the development of a large number of product variants into account,
diverse requirements with multiple types of data and formats are written to meet
different customers. Although SRS contain various types of data, such as texts,
tables, and figures, the textual information is the main medium to convey the con-
crete specifications between customers and suppliers on how the products should
function. In order to obtain all the natural language texts from SRS, we initially
process the requirements and extract any textual information by removing the non-
textual data such as figures. Moreover, textual information should be preserved as
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Figure 7.1: Overall workflow of our proposed approach for feature extraction.

much as possible, not only from the plain texts but also from tables that contain
plenty of textual data that describe the functionalities. Hence, texts in tables are
also extracted in order to achieve more information regarding feature extraction.

After achieving the pure textual requirements, further techniques will be used to
process the requirements. For example, tokenization, stop words removal, and
lemmatization. Moreover, we also find that there are some non-functional terms
in the requirements specification, such as some specific titles. The high frequency
of the occurrences of these non-functional terms has a bad effect on the further
process of grouping requirements with similar functionality. Hence, we add these
non-functional terms into a blacklist to remove them.

7.1.2 Feature Extraction

For feature extraction, we compute the similarity of requirements including the
similarity of the structure, name, and body of the requirements. Note that: in
the following sections, we use the requirement structure, requirement name, and
requirement body to denote the structural information of a requirement, the name
of a requirement, and the body of a requirement, respectively. Then, we use HAC
to create a feature tree based on these similarities.

Vectors of requirement bodies.

Doc2Vec is a neural-network-based, but unsupervised learning algorithm to generate
a vector space of documents [LM14]. Thus, by using Doc2Vec, each document can
be converted into a vector representation. One of the advantages of Doc2Vec is
that the size of the document can be variable. Hence, Doc2Vec can cope with
requirements that encompass different numbers of sentences. In our context, we
regard each individual requirement as a document. After training the preprocessed
requirements by using Doc2Vec, we obtain a vector ¥ for each requirement that is
regarded as a vector of requirement bodies.
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Vectors of requirement names.

Besides the vectors of the body of each requirement, we can also achieve the vec-
tor representation of each word in the requirements by using the same pre-trained
Doc2Vec model for requirement bodies. However, in the case of requirements in
Danfoss, the name of a requirement usually comprise several words rather than only
one word, and the average number of the words in the names is around three. In the
process of analyzing the requirements in Danfoss, we find that although the length
of a requirement name (i.e., the number of words in a requirement name) affect the
similarity of each pair of the requirement names, the most important influence on
similarity comes from some important words. Hence, we do not take advantage of
the similarity calculation method in |[Chapter 5|, in which the length of a text will
make a big difference to the similarity. In order to achieve the reasonable similarity
of each pair of requirement names, we need to acquire the suitable vector repre-
sentation of requirement names. To this end, we obtain the vectors of requirement
names by averaging the weighted vectors of each word in a requirement name, while
we use Inverse Document Frequency (IDF) to weigh the vectors of words [ZLT15].

Yo IDF(w;) x Vector(w;)

n

(7.1)

Vector(rn) =
where,

- Vector(rn) is the vector representation of a requirement name rn;

- IDF(w;) denotes the IDF value of word w;, while Vector(w;) is the vector
representation of word w; derived from the pretrained Doc2Vec model; And,
w; belongs to rn;

- n is the number of words in rn.

Similarity of requirement bodies and names.

Given all the vectors of requirement bodies, we use cosine similarity to measure
the similarity value between two requirement bodies. In the same way, we can also
compute the similarity between each pair of requirement names. Since Doc2Vec is a
technique of distributional semantic models based on neural network, we can regard
the cosine similarity based on Doc2Vec as distributional semantic similarity.

Similarity of requirement structures.

Moreover, we also take the structural information of requirements specifications into
account, in particular, the hierarchical structure of such documents. For instance,
functionalities are usually decomposed into different sub-functionalities described
by different requirements. This way, requirements are physically grouped together
according to the functionality they describe/specify. Hence, although these groups
of requirements might not be semantically similar to each other measured by cosine
similarity, they all describe some specific functionalities that are correlated to each
other. Hence, this structural correlation can also be used to adjust the similarity of
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Figure 7.2: An example of structural similarity.

requirements. We use an example shown in to illustrate the structural
correlation. The numbers, such as “17, “27, “2.1”) are used to represent the hierarchy
of the requirements. We can see the structures of R1 and R2 are not correlated,
since the numbers of the corresponding requirement structures (i.e., “1” and “2”) are
totally different. In contrast, R3, R4, R5, R6, and R7 are sub-requirements of R2
(i.e., the numbers of all these six requirement structures start from “2”), which means
that these six requirements are structurally correlated. In our example, we apply five
levels to measure how much the requirements are related. If the first number of the
two requirement structures is not the same, the corresponding requirements are not
structurally related, and thus they are at level 0 (e.g., R1 and R2). If the first number
of the requirement structures is identical, the corresponding requirements are at
level 1 (e.g., R2 and R3). If both, the first and second number of the requirement
structures are equal, the corresponding requirements are at level 2 (e.g., R3, R4,
R5). Likewise, requirements of the first three identical numbers belong to level 3,
while requirements of the first four equal numbers are at level 4. And then, we
preset different thresholds for structural similarity of the requirements at different
levels.

Similarity Matrix.

As a result, we compute the similarity of a pair of requirements using both, distribu-
tional semantic similarity and structural similarity, according to [Equation 7.2l We

compute this similarity for all pairs of requirements, and thus, obtain a similarity

matrix of all the requirements in terms of [Equation 7.3
simReq(r;,rj) = wb x SB(r;,r;) +wn x SN(r;,rj) +ws x SS(r;,r;) (7.2)

n

simMatriz = Z Z simReq(r;,r;) (7.3)

i=1 j=1

where,

- n is the number of requirements, while r» denotes an individual requirement.
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Figure 7.3: The GUI for manual analysis with a feature tree view, a list of corre-
sponding requirements, and associated feature terms.

- SB(r;,r;) is the similarity of two requirements bodies. Moreover, SB(r;,r;) =
cosine(U;,U;), in which ¥ is the vector representations of the body of the re-
quirement r. SN(r;,r;) denotes the similarity of two requirements names
which can be computed in the same way.

- 9S5(r;,r;) denotes the structural similarity of requirements. It is a threshold
predefined based on different levels that represent the extent of the structural

correlation (cf. [Section 7.2.2)).

- wb, wn, and ws stand for the weights of the similarity of requirement body,
name, and structure, respectively. In addition, the sum of these three weights
is 1 (i.e., wb+wn +ws = 1).

After achieving the similarity matrix, we rely on the same technique as we intro-
duced in to obtain the initial feature tree. Based on the result of feature
extraction, we can achieve the Feature-Requirement mapping (i.e., F-R mapping)
in terms of which we know which the requirements belong to a particular feature.
Furthermore, we select a prediction model from to identify the feature-
related terms that can provide hints to understand the intentions of features. As
the last step, not directly related to the actual extraction, our technique includes a
GUI to assist domain engineers to analyze the extracted features and adjust them
if necessary. In |Figure 7.3 we present a screenshot of this GUI. The initial feature
tree is visualized on the left side of the figure, while the requirements belonging
to a feature are also listed in terms of F-R mapping at the top right of the figure.
Moreover, the candidate terms extracted from features are also presented with six
attributes at the bottom right of the figure. TF-IDF, TR, and CV are normalized
by using Min-Max Scaling. Furthermore, if the “Prediction” of a candidate term is
marked as 1, this term is regarded as a feature-related term (e.g., “finger protection”
and “led”). Domain engineers can further revise, name, add and remove the features,
while the structure is also able to be adjusted by using the GUI.
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7.2 FEvaluation

In this section, we provide details about the empirical evaluation of our feature
extraction technique. In particular, we present our research questions and details
about the subject system, briefly describe how we applied our technique for the
extraction process, and eventually present the results. For the latter, we focus on
not only the accuracy of the extracted features but also the applicability of the
extracted terms and the effectiveness of our approach in order to assist domain
engineers for extracting features in practice.

7.2.1 Subject System and Research Questions
Dataset

The requirements we used for our evaluation come from drives, also known as fre-
quency converters, which convert incoming power, usually 50 or 60 Hz, into a dif-
ferent output frequency. Being able to control this makes it possible to adjust the
shaft speed or torque of an electrical motor. This may prolong the lifetime of the
motor and help on saving both energy and money. Frequency converters are used
within a wide range of applications, spanning from simple fan control to complex
crane and bottle plant applications. Being able to cover these different applications
requires an enormous amount of software, originating from an extensive requirement
specification that evolves for years.

Overall, our dataset contains 2389 individual requirements from Danfoss, which sums
up to 409 339 words (459 567 tokens). Moreover, the format of the requirements is
not uniform. The size of each individual requirement ranges from dozens of words
to hundreds of words. Finally, the requirements came with some specialities that
we did not expect and had to address in our extraction process. First, each re-
quirement was similarly structured in paragraphs, each with a dedicated name such
as "description” or "Rationale”. Obviously, this would falsify our results, as these
words would be considered as important and key terms by our technique. Thus,
we introduced the blacklist in the preprocessing part. Second, the requirements are
structured hierarchically, and thus, come with some kind of context. This additional
information has finally lead us to the decision, to include the structural similarity,

described in

Research Questions

For our study, in order to answer RQ4, we formulate the following sub-research
questions.

RQ4.1: What is the accuracy of the automatically extracted features?

Only with relatively high confidence in the extracted features, our technique is prac-
tically applicable. Hence, with this research question, we aim at measuring the
accuracy by means of precision.

RQ4.2: Do the extracted feature terms provide hints for domain engineers to iden-
tify the extracted features?
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To evaluate our feature term extraction part, we use a quantitative indicator to
show whether the extracted terms constitute some important characteristics of the
functionally related feature. To this end, we also calculate the precision of the
meaningful terms.

RQ4.3: How can our proposed approach improve the process of domain analysis?

While accuracy is a fundamental aspect of our technique, it is also of superior interest
whether and how this information can assist domain engineers in recreating domain
knowledge, which is a tedious and time-consuming task when done manually. To
address the question, we go beyond quantitative measures and aim at qualitatively
discuss how much our GUI for presenting the results to domain engineers can assist
them in the process of domain analysis based on the automatically extracted results.

7.2.2 Extraction Process

We performed feature extraction according to our technique, described in
on all of the 2389 requirements. Next, we briefly describe each step and its output.

1. As the first step, we applied preprocessing to all raw requirements in order
to reduce the complexity. In this process, apart from applying basic NLP
techniques, we also removed null requirements and requirements with very
few words (i.e., less than five words), eventually resulting in 2231 processed
requirements that we could use for the actual feature extraction. The reason for
removing the requirements with very few words is that: a) these requirements
do not contain specific descriptions of functionality; or b) some requirements
are documented through plenty of figures without enough textual information.

2. Second, a language model was trained by using Doc2Vec on the preprocessed
requirements dataset, where we used the distributed memory version of para-
graph vector and the vector size was 150. Based on the pre-trained Doc2Vec
language model, we obtained the vector representation of each requirement
body and name. We then use these vectors to compute the pairwise cosine
similarity, according to [Section 7.1.2 and thus, to achieve the distributional
semantic similarity of each pair of requirement bodies and names. Moreover,
based on the structural correlation (i.e., levels), we preset the overall threshold
for the structural similarity of the requirements at the same level, for example,
0 at level 0, 0.3 at level 1, 0.5 at level 2, 0.7 at level 3 and 1.0 at level 4.
We used five levels to calculate the structural similarity, since we intended to
achieve features of moderate granularity. The specific threshold for each level
was determined in order to achieve a proper ratio between structural similarity

and distributional semantic similarity. Moreover, in [Equation 7.2 wb, wn and

ws are equal to 0.2, 0.2 and 0.6, respectively. According to [Equation 7.3 a
2231 x 2231 similarity matrix was achieved.

3. As a third step, the similarity matrix was fed into HAC to extract the initial
feature tree. In order to provide comparative results to show that the refined
approach is capable of improving the accuracy, we also use the original VarMine
introduced in to analyze the requirements from Danfoss. Moreover,
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the value of inconsistency threshold affects the granularity of the features. In
order to achieve a moderate granularity and reasonable comparison, we set the
inconsistency threshold to 1.1 for both the original VarMine and the refined
approach. After HAC, we achieved 499 features resulting in the initial feature

tree. Furthermore, we selected MLP prediction model (3-fold) (cf. |[Chapter 6))
to identify feature terms.

4. Finally, one domain engineer used the GUI to visualize the extracted fea-
tures and check whether the extracted features are applicable in practice and
whether the feature terms could assist engineers to identify a feature. This
process obeys the evaluation metrics in [Section 7.2.3|

Then, the results were double reviewed by another engineer in order to reduce bias.
The final results are used to answer the research questions.

7.2.3 Evaluation metrics

In order to achieve the quantitative analysis of the results, we use precision to
measure the extracted domain knowledge. Since there is no ground truth (i.e., no
domain model exists so far), we had to ask domain engineers to evaluate whether the
extracted information is meaningful or not. This information about validity includes
both, features and feature terms, and the process and metrics are described in the
following.

Metric for RQ4.1

In order to address the accuracy of extracted features, all the extracted features are
checked by engineers to determine whether the extracted feature is reasonable and
useful. In particular, an extracted feature is considered meaningful, if it represents a
certain functionality of the system. Moreover, we distinguish between three different
kinds of a meaningful feature:

1. whether a particular meaningful feature exactly represents a particular kind
of functionality;

2. whether a meaningful feature can be merged with another meaningful feature,
which means several meaningful features, representing related functionality,
can be converted into a single feature.

3. whether a meaningful feature can be separated into some fine-grained features,
which means a meaningful feature with relatively related functions can be
separated into several sub-features.

The equation of calculating the precision of meaningful features is as follows:

. The number of meaning ful features
Precision =

(7.4)

The number of extracted features
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Metric for RQ4.2

We use a prediction model to extracted feature terms, taking both linguistic and
statistical information into account. In order to measure how much useful feedback
engineers can achieve from these terms, we evaluate the extracted feature terms
following the rules below:

1. The extracted feature terms are reviewed by domain engineers to determine
whether the feature terms are meaningful. Meaningful terms describe a specific
functionality and are highly related to the extracted feature, which means that
engineers can easily get an idea of what the extracted feature is about based
on the meaningful terms.

2. We only measure the meaningful terms in meaningful features. The reason
is that requirements belonging to meaningless features are wrongly grouped,
and thus, the terms do not describe the obvious intention of the meaningless
feature.

The equation of calculating the precision of meaningful terms in one feature is as

follows: ,
The number of meaning ful feature terms

Precision = (7.5)

The number of extracted feature terms

Based on the precision of meaningful terms for each feature, we then can compute
the precision of all meaningful features.

7.2.4 Results

In this section, we present the results and answer the research questions by means
of both quantitative analysis and qualitative analysis. In particular, two domain
engineers from Danfoss are involved in analyzing the results, providing particular
perspectives on the Danfoss case in practice.

RQ4.1: the accuracy

In order to present a comparative result, we not only apply the refined approach (Ap-
proach I) proposed in this chapter, but also use the original VarMine (Approach 1)
in to process the requirements to extract features, shown in [Table 7.1}
As presented above, the information about the body, name and structure of the
requirements is analyzed by using the refined approach. Meanwhile, approach II
only processes the body of the requirements. According to [Table 7.1 we achieve
higher precision (0.783) by using approach I than the precision (0.627) obtained by
using approach II. This shows that analyzing different information in the require-
ments can extract meaningful features more accurately than only taking one type
of information into account.

We further analyze the granularity of meaningful features that have been extracted.
The MMEF and SMEF (cf. that are a subset of the overall meaningful
extracted features indicate whether the granularity of meaningful features is appro-
priate. By using approach I, 12.8% of the meaningful extracted features can be
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Table 7.1: The results of extracted features by using two approaches.

Approach No. of No. of No. of No. of Precision
AllEF MEF MMEF SMEF

I 499 391 20 27 0.783
IT 649 407 127 o8 0.627

EF: extracted features; MEF: meaningful extracted features; MMEF: the meaningful extracted features
that should be merged with other features; SMEF: the meaningful extracted features that should be
separated into several sub-features.

merged with each other and 6.9% of them are able to be separated into more sub-
features. Compared with using approach II, the corresponding ratios are 31.2% and
14.2%, respectively. Both ratios of approach I are smaller than the corresponding
ratios of approach II, which shows that the results of approach I tend to provide
features with appropriate granularity.

We observe that approach II is prone to group the requirements with a similar
writing style. However, there may be a slight difference in the functionality they
specify. This difference affects the accuracy of feature extraction and the granularity
of the extracted features. We illustrate this problem by means of two requirements
from Digital Home [HT07]:

R1: The thermostats shall be used to monitor and regulate the temperature of
an enclosed space.

R2: The humidistats shall be used to monitor and regulate the humidity of an
enclosed space.

R1 and R2 specify the functionalities about thermostats and humidistats, respec-
tively. Since the writing style of these two requirements is similar (i.e., the majority
of the words in these two requirements are identical), they are prone to be grouped
into one feature by using approach II to form a coarse-grained feature “thermostats
and humidistats”. If the goal is to achieve fine-grained features, manual analysis is re-
quired to separate feature “thermostats and humidistats” into feature “thermostats”
and feature “humidistats”. Certainly, these two requirements are still functionally
related to each other to a certain extent. Hence, the obtained coarse-grained feature
is also meaningful to identify the main functionality. However, let us assume that
if there are two requirements written in a similar style, but the meanings expressed
are completely different, it would have a bad impact on the precision of feature
extraction.

However, the requirements are clearly structured in the case of Danfoss. Hence,
approach I is designed to take requirement name and structure into account to
capture the specialties of the requirements in Danfoss. We have re-edited R1 and
R2 according to the format of the requirements in Danfoss. We use the re-edited R1
and R2 as an example to illustrate approach I, shown below:
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R1: 1 - Thermostats - The thermostats shall be used to monitor and regulate
the temperature of an enclosed space.

R2: 2 - Humidistats - The humidistats shall be used to monitor and regulate
the humidity of an enclosed space.

The first, second, and third parts denote the structure, name, and body of the
requirements, respectively. Due to the difference of the structure information (e.g.,
“1” and “2”) of the two requirements, the overall similarity will be reduced, which
leads to the fact that these two requirements tend to be split into two features. For
the names (e.g., “Thermostats” and “Humidistats”) of R1 and R2, if only R1 and
R2 are considered and analyzed, the position of the word vectors of “Thermostats”
and “Humidistats” may be very close in the vector space because their surrounding
words are the same. In other words, the angle between the two vectors is very
small, which causes the two names to have high similarity. However, in the entire
requirements document, these two words appear not only in these two individual
requirements with a very similar writing style but also in other requirements written
with different surrounding words. Therefore, the distribution of these two words in
the vector space is different, which reduces the similarity of the two words and
further affects the results of feature extraction.

RQ4.1: Although the precision of the extracted features is not very high, three-
quarters of the extracted features can be regarded as a reliable basis for engineers
to further refine the true features. And, the additional information about the
structure and name of requirements is beneficial to capturing the specialties of
the requirements, thus improving the accuracy.

RQ4.2: hints from feature terms

We use the technique presented in to identify feature-related terms from
each extracted by using the refined approach (approach I). The number of the fea-
ture terms extracted from each feature ranges from 2 to 262. Overall, we identify
13078 feature terms from all meaningful features, and 8196 of them are meaningful,
resulting in an overall precision of 0.627.

Since the number of feature terms extracted from each feature is different, the overall
precision cannot reflect how this difference affects the accuracy of the results. In
order to provide multiple perspectives, we divide the results of extracting feature
terms into six categories according to the number of terms extracted from each
feature. We use No. of Terms to denote the number of feature terms extracted
from a feature. The six categories (C1-C6) are shown below:

C1: If 0 < No. of Terms < 20 , the results belong to C1;
C2: If 20 < No. of Terms < 40, the results belong to C2;

C3: If 40 < No. of Terms < 60, the results belong to C3;
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C4: If 60 < No. of Terms < 80, the results belong to C4;
C5h: If 80 < No. of Terms < 100, the results belong to C5;
C6: If No. of Terms > 100, the results belong to C6;

Table 7.2: The results of extracted features terms.

Category Range Precision

C1 0 < No. of Terms < 20 0.705
C2 20 < No. of Terms < 40 0.657
C3 40 < No. of Terms < 60 0.639
C4 60 < No. of Terms < 80 0.606
C5h 80 < No. of Terms < 100 0.596
C6 No. of Terms > 100 0.552

From [Table 7.2 we can see that the precision gradually decreases as the number of
feature terms extracted from a feature increases. The potential reason is that the
prediction model we used is trained on a small dataset, which limits its ability to
process a relatively large number of terms. However, the feature terms are intended
to help domain engineers to understand the intention of the feature at a glance.
Therefore, the feature terms are used as an optional reference when the engineers
analyze the extracted feature. That is to say, engineers do not need to check whether
every feature term is meaningful and all they need to do is get some hints from the
feature terms when dealing with some complex features. Consequently, even in cases
where high accuracy is not achieved, the relatively accurate feature terms are still
helpful for analyzing the intention of features.

RQ4.2: We achieve relatively accurate feature terms from features, especially
for C1, while these meaningful feature terms are capable of providing useful hints
to assist domain engineers to have a quick overview of an extracted feature in
the process of further analyzing the extraction results.

RQ4.3: improvement in the process of domain analysis

Domain analysis is a form of requirement engineering aiming at identifying features
as reusable artifacts in the context of SPL [KCH™90|. However, feature extraction
from a legacy system by domain engineers is time-consuming from scratch. In or-
der to improve the process of domain analysis, especially requirement analysis for
extracting features, we intend to present the effectiveness of the combination of
automated feature and key terms extraction with the assistance of a dedicated GUI.

According to the specialty of Danfoss requirements, we propose an improved ap-
proach, in which we not only analyze the main content of the requirements, but also
consider the impact of the structure and name of the requirements on feature ex-
traction. In addition, we design weights for the similarity calculations for the body,
name, and structure of the requirements. Domain engineers can adjust the three
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weights according to the characteristics of the requirements and the specific needs
when constructing the feature model to obtain the features of different perspectives
(e.g., perspectives of the body, name, and structure). The adjustment of weights re-
quires domain engineers to have a certain understanding of the target requirements,
which can make the results of feature extraction in line with expectations, that is,
more meaningful features are extracted. For example, in the Danfoss case, we focus
on obtaining features from the perspective of requirement structure, that is to say,
the weight (i.e., ws) for requirement structure is higher than another two. As a
result, the automated extracted domain knowledge can be used as the first step to
generate a domain model, while increasing the efficiency compared with creating a
domain model from scratch, especially for processing large size of requirements.

When analyzing features extracted from requirements with a name, the names of
the requirements can be used as the first clue to suggest the notion of the extracted
feature. However, we observe that the meaning of a feature sometimes can not
be obtained intuitively from the requirement names. For example, in an extracted
feature, the names of each requirement are so different that we cannot directly
comprehend the commonality of the requirements. In this case, the feature terms
can provide a reference for identifying the meaning of the feature. In the case that
features are extracted from the requirements without names, the feature terms can
play an important role in providing the main clue for inferring the intention of
features.

Apart from the automatically extracted domain knowledge, we provide a GUI specif-
ically designed for analyzing the requirements and extracted features, and thus, to
improve the generated domain models. The majority of previous approaches (cf.
do not provide a tool for further visualizing and revising the extrac-
tion results, resulting in a lack of applicability in practice. A part of the previous
researches used FeatureIDE [TKBT09|] to visualize the extracted feature tree. Al-
though FeaturelDE is a very applicable tool for domain engineers to manually build
a feature model by analyzing the requirements, it lacks the ability to present the
key information (i.e., feature terms) which can support engineers to adjust the au-
tomated extraction results. By contrast, our dedicated GUI not only can directly
show the extracted feature tree with the mapped requirements, but also integrate
the feature terms extraction function for each feature in order to provide hints for
engineers to understand the intention of features. presents the GUI with
an example of the extraction results. The feature terms included in each feature are
obtained by analyzing the six attributes of the candidate terms through a predic-
tion model. However, considering that the extracted feature terms are not accurate
enough in some cases, the GUI not only displays the extracted feature terms but also
displays the corresponding six attributes for manual analysis. We find that these
attributes also play a role in analyzing the intention of the features. For example, in
the case of Danfoss, terms with higher statistical significance values (e.g., TF-IDF,
TR and CV) are usually more capable of representing the meaning of the extracted
features. Moreover, when the number of feature terms exceeds 80, the terms with
the higher RT value or ST marked as 1 can better refer to the notions of features.
Besides showing the extraction results, the extracted initial feature tree is editable
in the GUL In detail, 1) the F-R mapping can be easily adjusted by drag and drop
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operation; 2) features can be deleted and new features can be added; 3) names of
the features can be edited; 4) the tree structure also can be freely adjusted.

The domain engineers, reviewing results for this study, used our tool and confirmed
that this was very useful in understanding the intention of features, thus, being able
to assess their semantics and validity. Moreover, having access to the requirements
belonging to a feature was also considered useful, as it allows quickly reviewing
the scope of a feature. Furthermore, during the process of using our techniques
in analyzing real-world requirements, we found that a particular approach could
not accurately analyze different types of requirements documents. When dealing
with each specific type of requirements document, the specialty of the requirements
should be taken into account. To this end, we conclude the general process of ap-
plying feature extraction techniques to identify features from requirements in the
following: 1) domain engineers initially check the requirements to identify key spe-
cial points in the requirements, for example, whether the requirements are structured
well in terms of functionality; 2) Then, data analysts analyze other characteristics of
the requirements, for example, the number of words contained in the requirements,
the characteristics of the requirement names and the writing format of the require-
ments; 3) The data analysts determine the appropriate algorithm and corresponding
parameters (e.g., thresholds) to extract features based on the feedback from domain
engineers; 4) Domain engineers work on the extracted results to achieve the final
feature tree/model via a tool (e.g., the GUI proposed in this chapter).

RQ4.3: Based on the feedback, we argue that only providing a complete frame-
work that combines an automated extraction process together with a guided
and graphical presentation for manual adjustment can help domain engineers in
practice to recreate domain knowledge from requirements.

7.3 Threats to Validity

Construct validity. We regard that the requirements with related functionality
can be grouped into the same feature, which is actually based on the similarity
of the requirements. We not only achieve the distributional semantic similarity of
the requirement names and bodies by using Doc2Vec, but also take the structural
similarity into consideration. Although our similarity-based method might result in
a bias for identifying features, it is usually a kind of parametric bias, since changing
the parameters can affect the results of feature extraction. However, manual analysis
is also prone to produce bias and different engineers can establish different feature
models from different perspectives or personal experiences. Moreover, this manual
bias can be hardly measured or parameterized, and thus, is out of control. The
empirical evaluation results reveal that our proposed approach is capable of providing
features from the perspective of similarity of a certain combination of parameters
for domain engineers as a reference or starting point for generating the final feature
model.

Internal validity. In the process of automated feature extraction, there are several
parameters needed to be predefined, such as inconsistency threshold and structure



114 7. Automated Extraction of Domain Knowledge in Practice

similarity. The inconsistency threshold for clustering affects the granularity of the
extracted features. Domain engineers can reduce the inconsistency threshold to
achieve fine-grained features and increase it to gain coarse-grained features. We
selected a relatively appropriate inconsistency threshold in order to achieve features
with moderate granularity, taking the case study in into account. For the
structure similarity, the number of levels also affects the granularity of the extracted
features, while the weights for structure, name, and body similarity impact on the
ratio of the structural similarity to the distributional semantic similarity in the
final similarity matrix. We preset the structural similarity and weights based on
our prior experience of requirement analysis and the observations from the Danfoss
requirements to achieve features with moderate granularity. The results reveal that
the preset parameters are relatively appropriate. We cannot say the fixed parameters
in our case study fits all other different datasets only in terms of the results of our
empirical evaluation. However, the parameters are flexible to be changed by domain
engineers on the demands of different domains.

Conclusion validity. Our evaluation results were conducted by manual analysis,
which means bias from engineers exists in this process. In order to reduce the
bias, two engineers participated in the analysis, while one engineer finished the
overall results and another engineer double checked them to reach a consensus.
Moreover, although we used the real-world requirements to verify the applicability
of our approach, we are still not sure whether the proposed approach can cope with
the real-world requirements in different domains. However, based on our insights,
adjustments to algorithms and corresponding parameters are necessary, when dealing
with requirements in different domains.

7.4 Related Work

In this section, we discuss prior research in feature extraction from three differ-
ent perspectives: 1) the different Distributional Semantic Models (DSMs) used for
achieving similarity; 2) the application and effect of requirement parsing; 3) the
analysis of different types of textual documents for feature extraction.

7.4.1 Traditional DSMs

There exist some previous research focusing on applying traditional DSMs to achieve
the similarity of the requirements. Alves et al. utilized Latent Semantic Analysis
(LSA) and Vector Space Model (VSM) respectively to compute the similarity of
each pair of the requirements, and then, applied Hierarchical Agglomerative Clus-
tering (HAC) to achieve the initial feature tree in terms of the similarity of the
requirements [ASBT08|. Weston et al. proposed a tool named ArborCraft to iden-
tify features from requirements also based on applying LSA and HAC [WCR09].
Kumaki et al. applied VSM to measure the similarity of each pair of sentences in
requirements and also calculate the similarity between classes of design-level UML
class diagrams to support the analysis of commonality and variability [KTWEF12].

By contrast, we use neural-network-based technique, Doc2Vec that is an extension
of word2vec [MSC™13], to achieve the vector representation of requirement rather
than applying traditional DSMs. Doc2Vec can be regarded as a prediction model,
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while the traditional DSMs are the “count models” [BDK14]. In terms of Baroni
et al.’s research, prediction models have been proven to outperform common “count
models” [BDK14]. Although we also use HAC to extract the initial feature tree,
we apply a different metric to gain clusters and simplify the hierarchical clustering
tree. In addition, we not only compute the distributional semantic similarity of
the requirements, but also take the structural information of the requirements into
account.

7.4.2 Requirement Parsing

Besides directly applying traditional DSMs to gain similarity, some approaches firstly
parse the requirement in terms of different rules. The purpose of parsing the re-
quirements is to extract the potential semantic roles or behaviors with respect to
functionality from requirements. And then, features are identified further based on
the semantic roles or behaviors information. In research [Wanlh, Wanl6], the se-
mantic frames of frequent verbs in requirements are built in order to extract the
structured semantic information. The concept of semantic frames comes from Se-
mantic Role Labeling (SRL), while authors applied Stanford Parser [MSB*14] and
WordNet [Mil95] to assist the process of analysis. Although the semantic informa-
tion was identified, they did not propose a complete approach to use semantic frames
to extract features in the SPL context. Itzik et al. analyzed the requirements based
on SRL and parsed each sentence in the requirements in terms of different semantic
roles they predefined [IRB14]. And then, the similarity of requirements is computed
based on the similarity of each pair of semantic roles by utilizing WordNet. After
that, HAC is also used to extract features. In research [IRBW16], authors extended
their prior research [RBIW14, TRB14] to apply the ontological and semantic consid-
erations to analyze requirements based on the behavior-oriented extraction method.
In detail, SRL is also applied to extract semantic roles from requirements, and HAC
is used to identify features in terms of the similarity computed by applying LSA.

Even though parsing the requirements improves the process of feature extraction,
it takes extra efforts to parse the requirements by manual analysis even with the
assistance of NLP tools, such as Stanford Parser. This is mainly because 1) require-
ment parsing relies on accurate syntactic information of sentences that needs to be
checked by manual analysis and 2) the parsing task usually follows several particular
pre-defined rules which need to be mastered by engineers. Both of them increase
the cost for domain engineers to have the usable parsed requirements. In addition,
requirement parsing is usually used to process the requirements with only one or two
sentences. However, in the Danfoss case, one individual requirement may contain
many sentences. It is unrealistic to parse the requirements with many sentences,
since it is very hard to obtain uniform semantic roles.

7.4.3 Miscellaneous Textual Documents

Except for requirements specifications, some researches are focused on extracting fea-
tures from other types of textual documents, for example, informal product descrip-
tions [ACP™12, DGH™11, [DDH"13, INBAT17] or online software reviews [BKSJ16],
BKSHI7]. They also used different techniques, such as K-means [BKSHI17], Fuzzy
C-Means [BKSJ16], Association Rule Mining [DDH™13], to aid feature extraction.
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However, informal product descriptions and online software reviews just contain a
very small part of the information regarding features, compared with requirements
specifications. Hence, the features extracted from these informal textual documents
are really limited. By contrast, we analyze the requirements specifications that
contain complete information regarding functionality to extract features.

The majority of the aforementioned research was conducted on small datasets each
of which is less than 100 individual requirements to be used to explore the methods
to automate the process of feature extraction from requirements. However, fea-
ture extraction in practice may face a large dataset of requirements and automated
extraction is impossible to provide a result with 100% accuracy. Hence, manual
analysis is indispensable for finally correct the feature extraction results in practice.
In contrast with previous researches, we provide a practical framework that not only
can produce the recommended features from real-world requirements of relatively
large size, but also offers a GUI that is able to visualize all the extracted features
and restructure them based on some key information.

7.5 Summary

In this chapter, we refined and combined the approaches in |(Chapter 5| and [Chapter 6|
to improve the process of domain analysis. Especially, 1) we used neural document
embedding techniques to gain an accurate language model of the requirements; 2)
we achieve the similarity of the requirements taking both distributional semantic
similarity and structural similarity into account; 3) HAC was applied to gain the
initial feature tree; 4) we developed a dedicated GUT used as a tool to visualize the
automated extracted results and support engineers in the process of domain analysis.
However, The large size of the requirements and the lack of the mapping between
requirements and variants lead to the fact that the method proposed in
cannot be used to extract the variability information in the Danfoss case. This is
the first exploration that the technique of feature extraction from requirements is
used to improve the process of domain analysis in practice. Our study demonstrated
that our approach is capable of assisting domain engineers to extract features.




8. Conclusion and Future Work

In this chapter, we first conclude this thesis. Among them, we summarize the main
approaches, results, and contributions of each chapter referring to the corresponding
research questions proposed in the introduction. Then, based on the insights in our
research, we discuss potential future work from different directions.

8.1 Conclusion

Natural language requirement documents contain the original and complete informa-
tion of products, especially for software requirements specifications as the primary
artifacts in the development of software products. Meanwhile, feature and the varia-
tion points extraction from requirements documents can provide an explicit mapping
of features and variants to other artifacts. In order to realize a viable approach to
automate the extraction process, this thesis is focused on the following four phases.

First, in order to systematically understand the research status in the field of fea-
ture and variability information extraction from natural language documents, we
performed a systematic literature review (cf. , in which we investigate
the technologies that have been used as well as their applicability, reliability and
degree of automation. As a result, we achieve the first goal of this thesis. The
obtained multi-dimensional overview and key insights of current research status not
only form the contributions answering research question RQ1, but also result in an
explicit guideline for our follow-up research.

Second, we present an initial self-learning structure to extract features (cf.
. In particular, we apply Laplacian Eigenmaps, an unsupervised dimension-
ality reduction technique, to embed text requirements into compact binary codes.
And, requirements are transformed into a matrix representation by looking up a
pre-trained word embedding. Then, the matrix is fed into Convolutional Neural
Network (CNN) to learn linguistic characteristics of the requirements. Furthermore,
we train CNN by matching the output of CNN with the pre-trained binary codes.
We conduct preliminary experiments and discuss the results. Although the self-
learning structure has not yet reached a usable accuracy, it has the potential to
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realize automatic information capture. Moreover, it provides valuable experience
for the following research. We show a feasible approach called VarMine to extract
features and variation points from software requirements specifications (cf.
. We integrate probabilistic relevance and neural word embedding techniques to
achieve the similarity of each pair of requirements. Then, the hierarchical clustering
is used to group features, and we utilize heuristic and recognizing textual entailment
based method to detect variation points between identified features. We perform a
case study to evaluate the usability and robustness of VarMine and to compare it
with the results of other related approaches. The results show that VarMine not
only has the ability to accurately extract features, but also recognizes meaningful
variability information. In summary, we achieve the second goal of this thesis and
our contributions answer the RQ2.

Third, we present an approach to train prediction models by using machine learning
techniques to identify feature terms, since feature terms as the smallest units in a
feature can be regarded as vital indicators for describing a feature (cf. .
To this end, we extract the candidate terms from requirement specifications in one
domain and take six attributes of each term into account to create a labeled dataset.
Subsequently, we apply seven commonly used machine algorithms to train predic-
tion models on the labeled dataset. We then use these prediction models to predict
feature terms from the requirements belonging to the other two different domains.
Our results show that a) feature terms can be predicted with high accuracy within
a domain; b) prediction across domains leads to a decreased but still good accu-
racy; and ¢) machine learning algorithms perform differently. This answers the RQ3
regarding figuring out the intention of an extracted feature.

Fourth, we integrate the technologies presented in [Chapter 5| and [Chapter 6 and
apply to analyze the requirements from Danfoss (cf. . In order to solve
the specialities of the Danfoss requirements, we not only use Doc2Vec to obtain the
similarity of the requirement name and body, but also take the structure of the re-
quirements into account. Moreover, we utilized feature terms prediction techniques
to provide key information to domain engineers for further analyzing the extraction
results. In particular, we developed a GUI to visualize the entire process for support-
ing to analyze the extracted features. We empirically demonstrate the accuracy of
the results of applying the combined approach for analyzing the real-world software
requirements specifications, and discusses how the proposed approach can improve
the extraction process. As a consequence, we argue the integration is a reasonable
structure that can be used to provide a starting point for extracting features from
legacy requirements documents, thereby answering RQA4.

8.2 Future Work

We provide an overview of potential directions for future research. We identify and
discuss not only feature work on automatically generating a feature model in domain
engineering but also open challenges related to using extracted domain knowledge
in application engineering.
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Feature descriptions

Features refer to the abstraction of domain knowledge. A complete feature contains
a lot of potential information. In our current research, we have applied different
techniques to extract features and the corresponding requirements, and we provide
feature-related terms to refer to the intention or name of each extracted feature. In
future work, we plan to apply automatic text summarization technology to gener-
ate a summary of the requirements documents corresponding to the feature, which
can be regarded as a description of the extracted feature. Automatic text sum-
marization technology can shorten a long text to form an accurate summary that
can contain concise and important information [GG17], which can benefit extracting
features in tremendous requirements. The reason is that in the feature extraction
with numerous requirements, an accurate and fluent summary of the requirements
in each feature can allow the domain engineer to quickly understand the meaning
of the extracted feature. Moreover, compared with the extracted feature terms, a
summary of the requirements in a feature can more fluently convey and pass the
intended information to domain engineers. In addition, automatic text summariza-
tion technology can also be applied in the process of the initial feature extraction.
Therefore, in future work, we will pay more attention to the application of automatic
text summarization technology in the field of software product lines.

Different artifacts

Currently, we are focusing on extracting features and variation points from natural
language requirements. However, in the process of software development and evolu-
tion, there exist many artifacts, such as requirements, user cases, source code, class
diagrams, etc. These artifacts not only describe the functionalities of a software
system, but they are also related to each other. Therefore, all these artifacts contain
potential information about commonality and variability, which can help improve
the extraction process. For example, feature location technology supports identify-
ing the initial location of functionality in the source code of a software system. It
also analyzes source code comments that are a type of textual information to obtain
a mapping between source code of the implementation of a function and textual
description of the function [DRGP13]. Therefore, in future work, we plan to analyze
different artifacts to extract features and variation pints to obtain more compre-
hensive information. Moreover, the information extracted from different artifacts
can complement and be connected with each other, which can not only improve the
accuracy of extracting feature and variability information but also form a feature
model with a more comprehensive perspective than extracting information only from
requirements.

Product configuration

As presented in previous chapters, natural language processing techniques are ben-
eficial to extracting features and variation points from textual requirements in do-
main engineering of software product lines. We are considering applying natural
language processing techniques in other phases of software product lines. For in-
stance, in application engineering, engineers need to analyze the requirements from
a particular customer to select existing features to derive a particular variant that
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satisfies the customer’s needs from an existing software product line. Although ex-
perienced engineers are involved in the activity of the analysis, this process is still
time-consuming, especially confronted with numerous requirements. In future work,
we plan to improve the feature extraction technology to automatically learn the do-
main knowledge of an existing product line. The learned domain knowledge can be
used to analyze customers’ needs to improve the efficiency of engineers in feature
selection and product configuration.
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