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## List of abbreviations

| BCE | before the Christian Era |
| :--- | :--- |
| CPU | central processing unit |
| DFT | density-functional theory |
| DFTB | density-functional tight-binding |
| GGA | generalized gradient approximation |
| GM | geometric mean |
| GPU | graphics processing unit |
| LDA | local density approximation <br> MD |
| molecular dynamics |  |
| MOSFET | metal-oxide-silicon field-effect transistors |
| MP | materials project |
| PES | potential energy surface |
| RMS | root mean square |
| SoC | system on a chip |
| VASP | vienna ab initio simulation package, program for DFT calculations |

## Chapter 1

## Introduction

This dissertation discusses strategies to search efficiently for new materials, each with specific properties. Each search is motivated by a different background and requires an individual variation of the general prediction techniques introduced in section 2.5. Although at first the task to identify new materials and structures seems to be niche research and the simulations of this work are based on density-functional theory[1, 2], the roots of this task go much deeper than the 1960s.
The whole evolution of humankind ran parallel to the investigation and exploitation of new materials with their specific properties. Starting with the stone age $3.3 \cdot 10^{6}$ years ago, simple tools were created out of stone and wooden parts [3]. The invention of ovens and crafting tools to quarry ore enabled the extraction of metals from ore. First bronze, an alloy group of copper and e. g. tin became accessible ( $T_{\mathrm{Cu}}^{\mathrm{melt}}=1360 \mathrm{~K}$ [4]). The so-called Bronze Age lasted in Europe from around 2300 BCE to 700 BCE [5, 6]. The techniques of smelting and manufacturing tools improved over time and iron became accessible. It has a higher melting temperature than copper ( $T_{\mathrm{Fe}}^{\text {melt }}=1810 \mathrm{~K}$ [4]) and labels the Iron Age. In Europe the Iron Age lasted from 700 BCE to 1 BCE [6].
Over these periods, as an example, knives and blades were first made of stone and advanced to copper- and iron-based ones. Nowadays, knives with blades of steel (an alloy of iron and carbon [7]), ceramics or even plastics are used depending on their specific purpose. Additionally, the handle and sleeve of a knife are usually dominated by another material to fit the usage and optimize characteristic properties. This example may seem historic and general, but there are further more recent examples. They demonstrate how the application of new materials can open up new possibilities even today and can lead further to a direct loop of improvement regarding tools, processing techniques and materials:

- Discussing new materials, a first thought is about the discovery and accessibility of radioactive elements. This history already lasts for more than 200 years and leads to topics still important today: The chemical element Uranium was discovered by Martin Heinrich Klaproth in 1789 [8, 9]. However, around 100 years passed until Marie Curie, Pierre Curie and Henri Becquerel discovered and characterized radioactive radiation for the first time while working on uranium ore. Additionally, they discovered further radioactive elements: Polonium and Radium [10]. This research can be seen as a starting point of further investigations leading the label 'atom' (greek átomos, undividable) to absurdity: The origin of the radiation, nuclear recoil, isomerism and fission were
discovered by Otto Fritsch, Otto Hahn, Lise Meitner and Fritz Straßmann in 1909, 1921 and 1938 [11-14].
In retrospective, these discoveries about the structure of atoms combined with the discovery of the neutron by James Chadwick in 1932 [15] and Einstein's famous equality of mass and energy from 1905 [16] drew a baseline regarding civil and military usage of nuclear power. Both are topics repeatedly dominating the news until today.
- A second example concerns carbon, an element of many faces and applications which is further dealt with in chapter 3. Graphite is used as the color of pencils, as electrode as well as it is an additive in lubricants [17]. Isolated layers of graphite (graphene) create a whole research field on its own [18, 19]. Another field are carbon nanotubes, whose structure is related to graphite as well [20]. In addition, carbon is the main component of coal and diamonds. The last are applicable in jewelry as well as in the tools segment to harden drills and cutting discs.
Furthermore, threads of carbon can be woven into fabric, the basis of carbon-fiber composite materials. The manufacturing process allows almost arbitrary forms. Due to the good strength-to-weight ratio and insensitivity to corrosion, carbon-fiber composites are used in professional racing sports, aerospace industry and even the medical sector [21].
- The semiconductor industry offers a third example to highlight the cycle of developing a tool and to use it to improve its next generation. The processing power of one processor generation allows to simulate and develop the even more complex circuitry of an upcoming processor generation. The increased computation power of that upcoming generation can help again to develop an even more complex successor generation. As current processors contain up to tens of billions of transistors (NVIDIA Titan RTX GPU $18.6 \cdot 10^{9}$ transistors, AMD Ryzen 39xx CPU $9.89 \cdot 10^{9}$ transistors, Apple A13 SoC $8.5 \cdot 10^{9}$ transistors), increased computation power still makes a difference [22-25]. Furthermore, the search and application of 'high-k' materials offers a fourth, recent example of the necessity to change the processed materials. In computers, the central components of processors are their metal-oxide-silicon field-effect transistors (MOSFETs). For decades silicon oxide has been used to insulate gate electrodes (sketched in figure 1.1(a)). New process nodes were developed enabling to shrink transistors step-bystep. This also led to an increase in transistor density on the processor dye as well as the reduction of the switching time and the individual power consumption of a transistor. These developments are depicted in Moore's law [26-28]. However, the designs not only shrank the length of the channel but also used thinner and thinner oxide layers for insulation. Over many years its thickness scaled exponentially by a factor of $0.7 \approx \frac{1}{2} \sqrt{2}$ between process nodes. Unfortunately, oxides with a thickness of 2 nm and below started to exhibit increasing gate leakage due to electrons tunneling through the insulator between gate and channel (see figure 1.1(b)) [29-31]. The diagram not only shows that this issue was resolved by designing the 45 nm process node. It also reveals to which extend gate leakage has already limited the technical possibilities of several prior process nodes. To reduce the leakage by the tunnel effect, the general strategy was to increase the absolute thickness of the gate insulation. However, the electronic properties of the field-effect


Figure 1.1: Benefits of Intel's high-k + metal gate transistor design. In panel (a), a planar metal-oxidesemiconductor field-effect transistor (MOSFET) is sketched. The three electrodes are labeled source, gate and drain. Body defines the reference potential of the silicon substrate. $n$ and $p$ mark its doped regions. The oxide insulates the gate electrode from the channel between source and drain. Shrinking the size of transistors up to the 130 nm process node, the thickness of the oxide is reduced exponentially (panel (b)). Due to increasing leakage only slightly thinner oxides could be used at the 90 nm and 65 nm process node. The high- $\mathrm{k}+$ metal gate transistor design of the 45 nm node enabled Intel to further reduce the effective oxide thickness, while as well reducing the gate leakage in comparison to the former 65 nm node. Initially, the name of the process nodes referred to the corresponding gate pitch. Due to marketing, the labeling has become more abstract to represent the evolution of processes. Furthermore, nodes of different companies are labeled the same although they provide different results [37, 38].
transistors should not be sacrificed. The source-drain current depends on the gate capacity $C$ [31-33]. It depends on the gate area $A$ and the insulator thickness $d$ :

$$
\begin{equation*}
C=\varepsilon_{0} \varepsilon_{\mathrm{r}} \frac{A}{d} \tag{1.1}
\end{equation*}
$$

As equation (1.1) contains the ratio $\varepsilon_{\mathrm{r}} / d$, a large relative dielectric permittivity $\varepsilon_{\mathrm{r}}$ allows for larger thickness $d$ while maintaining the same capacity $C$. To resolve the scaling problem, a search started looking for 'high-k' materials applicable in lithographic processes on silicon [30, 31, 33, 34]. In this context $k$ stands for $\kappa$ or $\varepsilon_{\mathrm{r}}$ and 'high-k' refers to larger values than silicon oxide $\left(\varepsilon_{\mathrm{r}}(\mathrm{Si}, \mathrm{O})=3.9\right.$ [31]). In 2007 Intel changed the design of its transistors from poly-silicon gates insulated by silicon oxide to metal gates insulated by hafnium oxide ( $20<\varepsilon_{\mathrm{r}}(\mathrm{Hf}, \mathrm{O})<25$ ). The gate leakage could be reduced by a factor of 1000 (PMOS) or $>25$ (NMOS) compared to the former process generation [30-32]. High-k + metal-gate transistor designs have further been pursued at the follow-up 32 nm process node [34].

The examples above show that the search for new materials is still relevant today. However, the search strategy changed. Nowadays computational high-throughput studies are possible substituting initial trial and error searches via experiments. These theoretical studies allow for scanning a large variety of compositions to look for new structures with certain material
properties. The identification of reaction paths to enable synthesizing these structures in experiments is not part of these studies. However, the formation energy provides information to approximated how accessible predicted structures are [39].

In this dissertation global structure prediction calculations are performed and prediction techniques are discussed. Therefore, the basic terminology to describe these simulations is introduced in chapter 2.
In chapter 3 the stability of bulk carbon clathrates and therefore the possibility of carbon forming such structures is studied. A global structure prediction approach based on the minima hopping method is presented in section 3.1. Further attempts based on the geometrical comparison of isolated clathrate cages with the structure of diamond are discussed in section 3.2. This geometric approach is general and not limited to a certain group-IV element. The resulting stability ordering of structures is checked and confirmed by calculations based on densityfunctional theory (section 3.2.3). As clathrate structures are known for other group-IV elements besides carbon, in section 3.2.4 the geometric approach is reevaluated regarding the silicon and germanium analog of these carbon structures. An isolated cage shows a finite extent in any direction. Therefore, they can be seen as a quasi-zero-dimensional case. Linking favored cages periodically and expanding the results from isolated clusters to rods, planes and 3D crystals is discussed in section 3.3. A different perspective on the problem by slightly changing the formulation of the problem from pure-carbon clathrates to carbon-based clathrates is motivated by Tao Zeng et al. [40] and is discussed in section 3.4. The results of Zeng et al. are discussed and put into context with further investigations of the stability.
In chapter 4 basic investigations of the stability of some binary compounds are performed. They are investigated within the context of creating a training set to parameterize the pairwise interactions of the elements aluminum, lanthanum, strontium, titanium and oxygen to accelerate future global structure prediction calculations of these elements.
In chapter 5 approaches for constraining global structure prediction calculations are proposed. This is useful, e.g., to predict low-dimensional crystals or in general to predict crystal structures with certain geometric properties.
An outlook towards further investigations is presented in chapter 6.

## Chapter 2

## Theoretical background

The tradition of the search for new solid, crystalline materials has already been outlined by the introduction. This dissertation focuses on their theoretical prediction based on Density-functional theory calculations (DFT) and geometric comparisons of structures. Density-functional theory as well as the Born-Oppenheimer-approximation are introduced in section 2.1 and enable the calculation of the energy of configurations of electrons or rather of atoms. Density-functional tight-binding (DFTB) is an approximational approach to DFT and is outlined in section 2.2. The movements of atoms can be simulated by molecular-dynamics simulations, which are performed according to the forces acting on the nuclei (see section 2.3). The stability of structures is discussed in section 2.4: The combination of all possible positions of the present atoms and the shape of the unit-cell spans a potential energy surface.
The complete curvature of the potential energy surface describes all forces acting in all possible structures. Local minima are the desired spots on this abstract surface that need to be identified, as there the forces acting on all atoms are zero and locally the potential energy surface is only convex shaped. Furthermore, in section 2.4 it is also discussed which energies of a structure can be calculated, how they are connected and which energy needs to be investigated. Phase diagrams are introduced to compare the stability of structures with different composition of chemical elements.
Scanning a multi-dimensional area effectively for minima can be done with the minima hopping method. It is introduced and compared to further minimization algorithms in section 2.5.

### 2.1 Density-Functional Theory

In quantum mechanics, a system is described by its wave function $\Psi\left(\left\{\mathbf{R}_{i}\right\},\left\{\mathbf{r}_{j}\right\}, t\right) .\left\{\mathbf{R}_{i}\right\}$ is the set of nuclear positions and $\left\{\mathbf{r}_{j}\right\}$ represents the set of positions of the electrons. The wave can be described as the superposition of individual modes $\Psi_{f}$, defined by the Schrödinger equation [41, 42]. When $\hat{H}$ shows no explicit time-dependence, the time-independent equation can be written as:

$$
\begin{equation*}
\hat{H}\left(\left\{\mathbf{R}_{i}\right\},\left\{\mathbf{r}_{j}\right\}\right) \Psi_{f}\left(\left\{\mathbf{R}_{i}\right\},\left\{\mathbf{r}_{j}\right\}\right)=E_{f} \Psi_{f}\left(\left\{\mathbf{R}_{i}\right\},\left\{\mathbf{r}_{j}\right\}\right) \tag{2.1}
\end{equation*}
$$

$\Psi_{f}$ and $E_{f}$ are the wave function and the energy of eigenstate $f$. Looking closer at the Hamilton operator $\hat{H}$, it can be decomposed into kinetic energies $\hat{T}$ and the potential energies $\hat{V}$ of the interaction of electrons (el) and nuclei (nu):

$$
\begin{equation*}
\hat{H}=\underbrace{\hat{T}_{\mathrm{nu}}+\hat{V}_{\mathrm{nu}, \mathrm{nu}}}_{\hat{H}_{\mathrm{nu}}\left(\left\{\mathbf{R}_{i}\right\}\right)}+\underbrace{\hat{T}_{\mathrm{el}}+\hat{V}_{\mathrm{el}, \mathrm{el}}+\hat{V}_{\mathrm{ext}}}_{\hat{H}_{\mathrm{el}}^{\left\{\mathbf{R}_{\mathrm{l}}\right\}}\left(\left\{\mathbf{r}_{j}\right\}\right)} \tag{2.2}
\end{equation*}
$$

As the inertial masses of electrons $m_{\mathrm{el}}$ and nuclei or protons $m_{\mathrm{p}}$ differ in orders of magnitude $\left(m_{\mathrm{p}} / m_{\mathrm{el}} \approx 1.8 \cdot 10^{3}\right.$, [43]), within the Born-Oppenheimer approximation [44, 45] the electrons adjust instantaneously with respect to the position of the nuclei. The position of the atomic nuclei can be treated as static while the spatial distribution of the electron density adapts to the Coulomb potential of the nuclei, minimizing their energy. This context motivates to write the nuclei-electron interaction potential $\hat{V}_{\text {nu,el }}$ as a potential $\hat{V}_{\text {ext }}$ external to the electrons and to write $\Psi_{f}$ furthermore as a product to separate its dependencies

$$
\begin{equation*}
\Psi_{f}\left(\left\{\mathbf{R}_{i}\right\},\left\{\mathbf{r}_{j}\right\}\right)=\Xi\left(\left\{\mathbf{R}_{i}\right\}\right) \cdot \Psi_{N}^{\left\{\mathbf{R}_{i}\right\}}\left(\left\{\mathbf{r}_{j}\right\}\right) \tag{2.3}
\end{equation*}
$$

with the nuclei wave function $\Xi\left(\left\{\mathbf{R}_{i}\right\}\right)$ and the $N$-electron wave function $\Psi_{N}^{\left\{\mathbf{R}_{i}\right\}}\left(\left\{\mathbf{r}_{j}\right\}\right)$. Often the nuclei are treated as classical particles and only the electron wave function needs to be obtained with respect to the position of the nuclei. However, one has to be aware that the electron density $n(\mathbf{r})$, but not the electron wave function, is an observable quantity. Both variables are linked according to:

$$
\begin{equation*}
n\left(\mathbf{r}_{1}\right)=N \int \mathrm{~d}^{3} \mathbf{r}_{2} \cdots \int \mathrm{~d}^{3} \mathbf{r}_{N}\left|\Psi_{N}^{\left\{\mathbf{R}_{i}\right\}}\left(\left\{\mathbf{r}_{j}\right\}\right)\right|^{2} \tag{2.4}
\end{equation*}
$$

Density-functional theory allows to describe quantum mechanical calculations based on the electron density $n$ and not based on the wave function $\Psi_{N}$ like the Schrödinger equation. Reducing the number of degrees of freedom regarding electronic positions from $3 N$ to 3 is the big advantage regarding the transition from the wave function to the particle density. Densityfunctional theory is based on the Hohenberg-Kohn-theorem which states that the ground-state electron density $n_{\mathrm{GS}}(\mathbf{r})$ of a system is uniquely defined and a one-to-one relation exists between $n_{\mathrm{GS}}(\mathbf{r})$ and the external potential $v_{\mathrm{ext}}[1]$.

Kohn and Sham proposed the calculation of an auxiliary system of non-interacting electrons yielding the same ground-state density as the interacting system [2, 46]. A self-consistent strategy to calculate the desired electron density $n(\mathbf{r})$ has been proposed by them, too [2, 47]. In Hartree atomic units ( $\hbar=e^{2}=m_{\mathrm{e}}=1$ ), the strategy is the following:

Initially the electron density is guessed and leads to the effective potential $v_{\text {eff }}[n](\mathbf{r})$ which can be written as a sum:

$$
\begin{equation*}
v_{\text {eff }}[n](\mathbf{r})=v_{\text {ext }}(\mathbf{r})+\underbrace{\int \mathrm{d}^{3} \mathbf{r}^{\prime} \frac{n\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}_{\text {Hartree - term }}+\underbrace{\frac{\delta E_{\mathrm{xc}}[n]}{\delta n}}_{v_{\mathrm{xc}[n](\mathbf{r})}} \tag{2.5}
\end{equation*}
$$

$v_{\text {ext }}$ is the external potential, for example the Coulomb interaction of the electrons with present nuclei. The Hartree potential describes the interaction of the electrons. $v_{\mathrm{xc}}[n]$ is the exchange-correlation potential and $E_{\mathrm{xc}}$ is the exchange-correlation energy. Now the Kohn-Sham equation is defined and needs to be solved for Kohn-Sham orbitals $\Phi_{j}$ and energies $\varepsilon_{j}$ :

$$
\begin{align*}
\varepsilon_{j} \Phi_{j}(\mathbf{r}) & =\left(-\frac{1}{2} \nabla^{2}+v_{\mathrm{eff}}[n](\mathbf{r})\right) \Phi_{j}(\mathbf{r}) \\
n(\mathbf{r}) & =\sum_{j}^{\mathrm{occ}}\left|\Phi_{j}(\mathbf{r})\right|^{2} \tag{2.6}
\end{align*}
$$

Equation (2.6) approximates the kinetic energy as the kinetic energy of a non-interacting system of electrons and shifts the description of all interactions of electrons into the effective one-particle potential $v_{\text {eff }}$. After solving the current iteration of the Kohn-Sham orbitals and energies, the electron density $n(\mathbf{r})$ can be calculated by summing over the occupied orbitals.

The cycle of the equations of (2.6) needs to be calculated until the density $n(\mathbf{r})$ is converged. Now the total energy $E_{\text {tot }}$ of the structure can be expressed as:

$$
\begin{equation*}
E_{\mathrm{tot}}=E_{\mathrm{nuc}, \mathrm{nuc}}+\sum_{j} \varepsilon_{j}-\frac{1}{2} \iint \mathrm{~d}^{3} \mathbf{r} \mathrm{~d}^{3} \mathbf{r}^{\prime} \frac{n(\mathbf{r}) n\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}+E_{\mathrm{xc}}[n]-\int \mathrm{d}^{3} \mathbf{r} n(\mathbf{r}) v_{\mathrm{xc}}[n](\mathbf{r}) \tag{2.7}
\end{equation*}
$$

The central place of approximations is the exchange-correlation functionals $E_{\mathrm{xc}}[n]$ or $v_{\mathrm{xc}}[n]$. Such functionals can be grouped into several classes. Two examples are the local density approximation (LDA) and the generalized gradient approximation (GGA). Within the first case, the energy density $\varepsilon_{\mathrm{xc}}[n]$ depends locally on the density at positions $\mathbf{r}$, whereas in the second case the absolute value of the gradient $|\nabla n|$ is included as well, providing information on the change of $n$ at positions $\mathbf{r}$.

$$
\begin{align*}
& E_{\mathrm{xc}}^{\mathrm{LDA}}[n]=\int \mathrm{d}^{3} \mathbf{r} n(\mathbf{r}) \varepsilon_{\mathrm{xc}}^{\mathrm{LDA}}(n(\mathbf{r}))  \tag{2.8}\\
& E_{\mathrm{xc}}^{\mathrm{GGA}}[n]=\int \mathrm{d}^{3} \mathbf{r} n(\mathbf{r}) \varepsilon_{\mathrm{xc}}^{\mathrm{GGA}}(n(\mathbf{r}),|\nabla n(\mathbf{r})|) \tag{2.9}
\end{align*}
$$

A first approximation regarding the energy density $\varepsilon_{\mathrm{xc}}^{\mathrm{LDA}}(n(\mathbf{r}))$ has already been proposed by Kohn and Sham using the energy density of a homogeneous electron gas [2, 46]. Libraries like LIBXC [47, 48] provide a large variety of approximations to the exchange-correlation functional and enable the user to easily apply a different functional. In solid-state physics, the PBE-functional developed by John Perdew, Kieron Burke and Matthias Ernzerhof [49, 50] has become the standard functional and is used in this dissertation if not stated differently. It is a GGA-type functional. The DFT code used in this thesis is VASP [51-54]. Alternative common simulation tools are for example ABINIT [55-57] and Quantum ESPRESSO [58, 59].

### 2.2 Density-Functional Tight-Binding

Density-functional tight-binding is an approximation to the Kohn-Sham DFT scheme and uses the linear combination of a minimal basis set of atomic-like orbitals $\eta_{\mu}$ to describe the Kohn-Sham orbitals $\Phi_{j}[60,61]$ :

$$
\begin{equation*}
\left|\Phi_{j}\right\rangle=\sum_{\mu} c_{\mu}^{j}\left|\eta_{\mu}\right\rangle \tag{2.10}
\end{equation*}
$$

For the ground-state electron density $n(\mathbf{r})$, the decomposition of equation (2.10) can be applied to the Kohn-Sham equation (2.6). Multiplying the expression further from the left side with $\left\langle\eta_{\nu}\right|$ leads to equation (2.11), defining the Kohn-Sham energies $\varepsilon_{j}$.

$$
\begin{equation*}
\sum_{\mu} c_{\mu}^{j} \underbrace{\left\langle\eta_{\nu}\right| \hat{H}[n]\left|\eta_{\mu}\right\rangle}_{H_{v, \mu}}=\varepsilon_{j} \sum_{\mu} c_{\mu}^{j} \underbrace{\left\langle\eta_{\nu} \mid \eta_{\mu}\right\rangle}_{S_{v, \mu}} \tag{2.11}
\end{equation*}
$$

The Hamiltonian of the ground-state density $\hat{H}[n](\mathbf{r})$ can be described by the two-center approximation as the operator built from the superposition of the atomic-like densities of the atoms $\alpha$ and $\beta$. The orbital $\nu$ is centered on atom $\alpha$ and the orbital $\mu$ is centered on atom $\beta$. $\delta_{\mu, \nu}$ is the Kronecker symbol:

$$
H_{v, \mu}= \begin{cases}\left\langle\eta_{\alpha, \nu}\right| \hat{T}+V\left[n_{\alpha}+n_{\beta}\right]\left|\eta_{\beta, \mu}\right\rangle & \text { if } \alpha \neq \beta  \tag{2.12}\\ \delta_{\mu, v} \cdot \varepsilon_{\mu}^{\text {neutral free atom }} & \text { if } \alpha=\beta\end{cases}
$$

The energy of a structure can be calculated using:

$$
\begin{equation*}
E^{\mathrm{DFTB}}=\sum_{j} \varepsilon_{j}+\frac{1}{2} \sum_{\alpha, \beta} V_{\alpha, \beta}^{\mathrm{rep}}\left(\left|\mathbf{r}_{\alpha}-\mathbf{r}_{\beta}\right|\right) \tag{2.13}
\end{equation*}
$$

Before treating a specific problem of interest for a certain combination of chemical elements, the Hamilton matrix elements $H_{\nu, \mu}$ and the overlap matrix elements $S_{\nu, \mu}$ need to be calculated in advance to determine the Kohn-Sham energies $\varepsilon_{j}$ via equation (2.11). The pairwise repulsive
potential between atomic cores $V_{\alpha, \beta}^{\mathrm{rep}}$ needs to be parametrized in advance too. This can be achieved by fitting equation (2.13) to a set of structures already calculated by DFT [62, 63].

To sum up, atomic-like orbitals forming a minimal basis set were combined with a two-center approximation. It allows for the pre-calculation of all important integrals during the initial parametrization. The main computational effort is shifted away from the specific problem of one structure towards describing the pairwise interaction of chemical elements. These descriptions can be reutilized at investigating further configurations. Furthermore, there is no need to perform self-consistent Kohn-Sham cycles regarding a certain problem of interest. This strategy helps to save time after the initial parametrization to receive an approximate result. The speedup with respect to DFT is up to three orders of magnitude [64]. The approximation works well if the electron density $n(\mathbf{r})$ can be approximated well by the superposition of the atomic-like densities $\sum_{\alpha} n_{\alpha}(\mathbf{r})$. In cases with occurring charge transfer, an extension of basic DFTB, like self-consistent charge density-functional tight-binding (SCC-DFTB), needs to be used [65]. It includes further corrections depending on charge fluctuations and contains self-consistent charge calculations [60].

### 2.3 Molecular dynamics simulation

Using the methods above, the total / internal energy of a structure of interest can be calculated. Although they can also provide the forces acting on the atoms, an algorithm is still needed to solve the equation of motion. Several algorithms to solve the system of equations for any atom $j$ of a given structure have been discussed by Michael P. Allen in [66]:

$$
\begin{equation*}
m \frac{d^{2}}{d t^{2}} \mathbf{r}_{j}(t)=\mathbf{F}_{j}(t) \tag{2.14}
\end{equation*}
$$

One of the most important algorithms is the Verlet-algorithm, introduced by Loup Verlet in 1967 [67, 68]. It leads to a time-reversible and energy conserving solution of equation (2.14). The movement of the atoms is described without the need to calculate the velocity $v_{j}(t)$ of any atom saving computation time. To calculate the upcoming set of positions $\mathbf{r}_{j}(t+\delta t)$ only the current set of positions $\mathbf{r}_{j}(t)$ and the corresponding set of accelerations $\mathbf{a}_{j}(t)$ needs to be known:

$$
\begin{equation*}
\mathbf{r}_{j}(t+\delta t)=2 \mathbf{r}_{j}(t)-\mathbf{r}_{j}(t-\delta t)+(\delta t)^{2} \mathbf{a}_{j}(t) \tag{2.15}
\end{equation*}
$$

During molecular dynamics simulations the atoms are moved in discrete, small time steps $\delta t$ before the forces need to be recalculated due to the change of geometry. There are different possibilities like Lennard-Jones potentials, DFT or DFTB to calculate the energy $E$ of the system. In conservative force fields, variations of the position $\mathbf{r}_{j}$ allow calculating the accelerations $\mathbf{a}_{j}(t)$ :

$$
\begin{equation*}
\mathbf{a}_{j}(t)=\frac{d^{2}}{d t^{2}} \mathbf{r}_{j}(t)=-\frac{1}{m_{j}} \frac{\partial E(t)}{\partial \mathbf{r}_{j}} \tag{2.16}
\end{equation*}
$$

## orignal Verlet



## leap-frog



## velocity form



Figure 2.1: Variations of the Verlet algorithm. Each block represents the knowledge during a simulation step. It is horizontally divided into different time steps and each row represents positions $\mathbf{r}$, velocities $\mathbf{v}$ or accelerations $\mathbf{a}$. The $o$ highlights variables which are calculated next with the help of the colored cells. Some algorithms use half-time steps or do not need to calculate any velocity [66, 69]. In comparison it is also visible, that one iterative step of the original Verlet algorithm is divided in three sub-steps, while leap-frog and the velocity form show four sub-steps for one iteration step. The sketches are reworked from [69].

In the original Verlet algorithm, the equations (2.15) and (2.16) create a cycle to stepwise calculate the positions and accelerations of the particles [66-68]. When needed, the velocities can be obtained separately to estimate the kinetic energy:

$$
\begin{equation*}
\mathbf{v}(t)=\frac{1}{2} \frac{\mathbf{r}(t+\delta t)-\mathbf{r}(t-\delta t)}{\delta t} \tag{2.17}
\end{equation*}
$$

Besides these equations, the strategy of the Verlet-algorithm and of two of its variants to solve the equation of motion (2.14) are visualized in figure 2.1.

### 2.4 Stability

When investigating a system, the energy of a certain configuration can be calculated with methods like DFT or DFTB. To go further and be able to predict which of two configurations is more stable than the other, one needs to introduce phase diagrams.

### 2.4.1 Potential energy surface

The potential energy surface connects the potential energy of a configuration with its internal coordinates. In the simplest, non-trivial case only two atoms are present and the simulated cell is sufficiently large to neglect interactions of atoms with their duplicates from neighboring cells due to periodic boundary conditions. In contrast to the six coordinates needed to describe two positions in 3D space, there is only one internal coordinate - the distance between the two atoms. In 1927 Walter Heitler and Fritz London calculated the energy for a hydrogen molecule depending on the distance of its atoms [45, 70]. This potential energy surface of two hydrogen atoms is shown in figure 2.2(a). For large distances between the atoms, the energy converges to a constant value set to zero. At small distances, the atoms repel each other. This behavior is represented by an increase in energy for small distances. Between these two extreme cases, figure 2.2(a) shows a local minimum, representing the expected bond length and dissociation energy. As there are only two hydrogen atoms in this example, the potential energy surface spans only one dimension and contains only one minimum. A molecule of $2,3,4,5,6, \ldots$ atoms has $1,3,6,9,12, \ldots$ degrees of freedom. When bulk structures are investigated instead of isolated molecules, the positions of atoms are described by a unit cell and periodic boundary conditions. This way an infinitely large crystal with no surface can be simulated using only a finite number of atoms. To describe this periodicity in three-dimensional space, six further parameters are needed (three parameters for the lengths $a, b, c$ of the unit vectors of the unit cell and three for the planar angles $\alpha, \beta, \gamma$ between them). Therefore, simulating structures of more atoms, the potential energy surface needs to be investigated in a higher dimensional space. This not only limits the possibilities of visualization, but with a growing number of atoms, the surface shows exponentially more local minima [71]. Both complicates the sampling of the potential energy surface and the identification of its global minimum configuration. From a brief view one might identify several separated funnels. At a closer look the surface reveals more of its details and the funnels not only contain one local minimum each. To transit from one local minimum to another, a certain activation energy is needed to overcome the barrier. The configurations of local minima are also called dynamically stable.

### 2.4.2 Bell-Evans-Polanyi principle

The Bell-Evans-Polanyi principle [72-74] connects the height of a potential barrier on the potential energy surface with the expected gain in energy when transitioning from one local minimum to a neighboring minimum. In figure 2.2(b) it is sketched, how low energy barriers

(a) Heitler-London's potential energy surface $E(R)$ represents a system of two hydrogen atoms of the distance $R$. $E_{\alpha}$ describes the covalent attraction and $E_{\beta}$ the elastic reflection. At $E_{11}$ only the Coulomb interaction is shown and the indistinguishability of the electrons is neglected. It reveals a less stable minimum than $E_{\alpha}$. The graph has been reworked from [70].

(b) Sketch of the Bell-Evans-Polanyi principle. Parabolas are used to sketch the potential energy surface regarding two possible reactions. Each leads to a local minimum structure on the right. The energetic barriers preventing these reactions are $\Delta E_{1}$ and $\Delta E_{2}$. Regarding the comparison $\Delta E_{1}>\Delta E_{2}$, the second reaction path (non-dashed) leads to an energetically lower minimum than the first, dashed path. The sketch is based on [72].

Figure 2.2: Local sketches of the potential energy surface.
are supposed to lead to lower energies. When looking for low-energy structures, high energy barriers should not be favored as they tend to lead to minima, which are not as low.

### 2.4.3 Enthalpy and phase diagrams

The Helmholtz free energy $F\left(N_{\text {atoms }}, T, V\right)$, or more specific total energy $E^{\text {tot }}$, of a structure can be calculated directly with methods like density-functional theory (section 2.1) or densityfunctional tight-binding (section 2.2). Here, $N_{\text {atoms }}$ is the number of atoms in the unit cell, $V$ its volume and $T$ the temperature of the system. However, the obtained free energy $F$ of different configurations cannot be compared directly, if they represent different pressures $p$. A change in pressure represents a different condition to minimize the energy of the structure by forming a certain geometry. Therefore, in most cases it makes no sense only to minimize $F$ when looking for stable configurations. Furthermore, there is also no need to limit the volume $V$ of the unit cell to a certain value. Therefore the free enthalpy, Gibbs energy $G$ needs to be investigated, as it directly depends on the pressure $p$.

$$
\begin{equation*}
G\left(N_{\text {atoms }}, T, p\right)=F\left(N_{\text {atoms }}, T, V\right)+p V \tag{2.18}
\end{equation*}
$$

A counterexample is the investigation of 2D-structures under strain. Here, the investigation of strain slightly shifts the context. For example Borlido et al. in fact conserves the volume $V$ in constrained global structure prediction calculations [19].
Furthermore, it should be mentioned, according to the transformation of equation (2.19), the four thermodynamic potentials internal energy $U$, enthalpy $H$, free energy $F$ and free enthalpy $G$ of any system show identical values as long as temperatures of 0 K and pressures of 0 GPa are investigated. In this dissertation this condition is always met for the temperature. Sometimes a pressure is applied to the system. Correspondingly the enthalpies $H$ and $G$ are identical and the free energy $F$ is equal to the internal energy $U$.

$$
\begin{align*}
& U\left(N_{\text {atoms }}, S, V\right) \\
& H\left(N_{\text {atoms }}, S, p\right)=U+p V  \tag{2.19}\\
& F\left(N_{\text {atoms }}, T, V\right)=U-T S \\
& G\left(N_{\text {atoms }}, T, p\right)=U+p V-T S
\end{align*}
$$

$S$ is the entropy of the structure. To be able to compare the stability of structures, it is necessary to normalize the extensive enthalpy $G$ of the unit cell to the number of atoms in the unit cell $N_{\text {atoms }}$ to receive the intensive enthalpy $g=G / N_{\text {atoms }}$. Furthermore, to tell which composition of two elements is more stable, it is necessary to compare structures of different compositions. Each composition is characterized by the number of $N_{i}$ atoms of element $E l_{i}$. These parameters allow to calculate the formation energy $E_{\text {form }}$ (see equation (2.20)). There, $g_{\min }\left(E l_{i}, p\right)$ is the intensive enthalpy of the ground-state structure of each elementary substance at the currently investigated pressure $p$. It serves as a reference and can be calculated using the global structure


Figure 2.3: Phase diagram of carbon and hydrogen at zero pressure. The convex hull is highlighted by the gray dashed line connecting the data points of hydrogen, methane and graphite. The individual energies are taken from the Materials Project database [75].
prediction techniques described in section 2.5. As in most cases $g_{\min }\left(E l_{i}, p=0\right)$ is needed, these values are also listed in databases like the materials project website [75].

$$
\begin{equation*}
E_{\text {form }}(\text { structure }, p)=g(\text { structure }, p)-\sum_{i} \frac{N_{i}}{N_{\text {atoms }}} g_{\min }\left(E l_{i}, p\right) \tag{2.20}
\end{equation*}
$$

The formation energy $E_{\text {form }}$ describes the amount of net energy needed to form a certain geometry from the ground-state structures of its constituent elements. Accordingly, the most stable structural phase of each element has a formation energy of precisely zero. Plotting the formation energy with respect to the composition of the unit cell creates a phase diagram. Figure 2.3 shows the diagram of hydrogen-carbon compositions. The abscissa measures the number of carbon atoms per total number of atoms in the unit cell. It does not tell how many atoms are inside the cell, but the diagram allows to compare structures of different cell size. The figure mentions five structures with a positive formation energy. They are thermodynamic unstable and can decompose into structures of the individual elements or other mixed structures with a lower formation energy. Hydrogen and graphite are the reference structures with zero formation energy and most other data points mark a negative formation energy. However, a negative formation energy solely expresses that the structure is not going to decompose into individual structures of all constituent elements. It does not imply thermodynamic stability. Only the structures positioned on the convex hull sketched by the gray dashed line in figure 2.3 are thermodynamically stable. The hull is spanned between the most stable structures of the pure elements and their mixtures. As the name suggests, its curvature is strictly convex and by definition the energetic distance $E_{\text {hull }}$ of a structure to the convex hull cannot be negative. If a new structure is identified and seems to lie below the hull, the hull needs to be readjusted to include the new structure setting $E_{\text {hull }}$ here back to zero. Nevertheless, depending on the
investigated elements, not always does a stable mixture exist (see chapter 4). In those cases the convex hull is a straight horizontal line (binary phase diagram), a plane (ternary phase diagram) or in general a hyper-plane connecting the phases of the constituent pure elements in a multi-dimensional phase diagram.

According to equation (2.18), the enthalpy $G$ depends on $F$ and the product $p V$. It hints, the ordering of structures by enthalpy can change under pressure. If the volume of the unit cell is small, the term $+p V$ in equation (2.18) adds a smaller contribution than in cases of larger cells when the pressure is increased. One example is the phase transition of carbon between graphite and diamond. Diamond has a smaller unit cell than graphite and is stabilized under pressure as it has a smaller contribution $p V$ compared to structures with a larger unit cell $\left(V_{\text {graphite }}(p=0)=10.1 \AA^{3} /\right.$ atom, $V_{\text {diamond }}(p=0)=5.71 \AA^{3} /$ atom $)$ [75] $)$. At temperatures of 0 K , carbon has a structural phase transition from graphite to diamond at a pressure of 6 GPa . There, the two phases have a similar formation energy (see figure 3.22 on page 52). At higher temperatures, higher pressures are needed so graphite and diamond can coexist [76, 77].

### 2.5 Global structural prediction

Optimizing the crystal structure of a bulk material is not trivial. As already pointed out in section 2.4.1 the potential energy surface has an extremely complicated shape. Besides its many-dimensionality, the pressure $p$ and the number of atoms $N_{\text {atoms }}$ inside of the unit cell are two additional parameters which need to be taken into account. The goal is not solely to identify one or some local minima of the enthalpy. The one crystal structure needs to be found, which represents the lowest enthalpy of all corresponding possibilities.

Although permutations of the parameters of the unit cell, the indistinguishability of atoms of the same element and structural symmetries symmetrizes the potential energy surface, this does not considerably simplify the problem. Directly keeping track of such symmetries makes handling the problem even more complicated.

The Bell-Evans-Polanyi-principle (see section 2.4.2) hints at another detail the search algorithm needs to pay attention to. On one side, passing low energy barriers needs to be preferred when leaving one local minimum on the potential energy surface, as they promise to lead to an energetically lower minimum. On the other side, large energy barriers need to be overcome to be able to investigate different areas, funnels of the potential energy surface.

Furthermore, investigating the same region again and again renders the algorithm inefficient, so an algorithm should keep track of which structures have already been investigated. These are all criteria an appropriate search algorithm needs to fulfill to perform global structure prediction calculations.

In the following subsections, several optimization techniques are discussed. They are sectioned in local and global algorithms. Within the boundaries of an applied DFT-functional or DFTBparametrization, the result of each algorithm can always be treated as an upper limit for the minimum enthalpy.

### 2.5.1 Local optimization algorithms

When optimizing a structure locally, one initial configuration always leads to solely one minimum on the potential energy surface. A lower boundary on the formation energy exists, as structures cannot become arbitrarily stable. Local search algorithms cannot escape a basin and stop when they identified one. That is why these methods alone are hardly applicable for global optimizations.

## Method of steepest descent

The method of steepest descent can be used to optimize a structure locally with respect to the potential energy surface. In general the method minimizes a function $f$ (here the enthalpy $H$ ) by shifting the argument $\mathbf{x}_{k}$ iteratively against the direction of the gradient $\nabla f\left(\mathbf{x}_{k}\right)$ [78]:

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{x}_{k}-\varepsilon \nabla f\left(\mathbf{x}_{k}\right) \tag{2.21}
\end{equation*}
$$

In general, the method can be roughly described as going down a slope to find the lowest point of the valley. The parameter $\varepsilon>0$ allows an adjustment of the step size. If the potential can be locally approximated by a parabola, it is also possible to use individual step sizes $\varepsilon_{k}$ to reach the local minimum in each direction within one step. As the method relies on the gradient, it leads the set of optimization parameters $\mathbf{x}_{k}$ down the slope of the potential energy surface to a configuration close to the initial parameter set $\mathbf{x}_{0}$ with vanishing forces $\mathbf{0}=\left.\nabla f(\mathbf{x})\right|_{\mathbf{x}=\mathbf{x}_{k}}$. This criterion characterizes a local minimum as well as a saddle point of $f$. Both cases can be distinguished by the Hessian matrix $\nabla\left(\nabla f\left(\mathbf{x}_{k}\right)\right)$. A saddle point is marked by an indefinite Hessian at $\mathbf{x}_{k}$ and a local minimum is indicated by a positive definite Hessian at position $\mathbf{x}_{k}$ [79].
Besides its simplicity, the algorithm contains an obvious inefficiency: The steps are not chosen necessarily in directions linearly independent of each other. Therefore each optimization step can partially 'deoptimizes' previously optimized coordinates leading to a zig zag movement on the potential energy surface (see red path in figure 2.4).

## Conjugate gradient method

The conjugated gradient method improves upon the method of steepest descent. Again, the method is based on the gradient of the function $f(\mathbf{x})$ to iteratively minimize the value $f\left(\mathbf{x}_{i}\right)$. However, a second number series $\mathbf{h}_{i}$ needs to be introduced [80, 81]:

$$
\begin{align*}
\mathbf{x}_{i+1} & =\mathbf{x}_{i}+\lambda_{i} \mathbf{h}_{i} \\
\mathbf{h}_{i+1} & =\frac{\left(\nabla f\left(\mathbf{x}_{i+1}\right)\right)^{2}}{\left(\nabla f\left(\mathbf{x}_{i}\right)\right)^{2}} \mathbf{h}_{i}-\nabla f\left(\mathbf{x}_{i+1}\right) \tag{2.22}
\end{align*}
$$



Figure 2.4: Comparison of the local optimization steps minimizing a quadratic function $f(x)$. Each black ellipse represents a region of constant values $f(\mathbf{x})$ and the blue arrows visualize the vector field $\nabla f(\mathbf{x})$. The minimization algorithms are the method of steepest descent with a large step size (blue), the method of steepest descent with a small step size (red) and the conjugated gradient method (purple). All algorithms start from the same position on the right and identify the one local minimum, which is highlighted black.

The starting positions are $\mathbf{x}_{0}$ and the initial correction $\mathbf{h}_{0}=-\nabla f\left(\mathbf{x}_{0}\right)$. In the parameter space $\mathbf{x}_{i+1}$ is shifted linearly away from $\mathbf{x}_{i}$ by the step size of $\lambda_{i}$, calculated separately to minimize $f$ along this line. Each correction $\mathbf{h}_{i}$ also takes previous corrections in account. The steps of the conjugate gradient method and the method of steepest descent are compared in figure 2.4.
As the algorithm minimizes the gradient, it can lead to saddle points like the method of steepest decent. Historically the algorithm was proposed by Magnus R. Hestenes and Eduard Stiefel in 1952 [80] to solve linear systems of equations.

### 2.5.2 Global optimization algorithms

Investigating the potential energy surface on a global scale can also be done by a variety of strategies. Each offers a different level of complexity and issues. However, all reasonable methods need to combine the global search with the local optimization of test positions to ensure their result represents a local minimum of the potential energy surface. So the previously introduced local strategies are still needed and do not solely serve as an entry point to optimization methods.

## Random search

The method of random search is perhaps the simplest global minimization algorithm. First the positions of the atoms are taken randomly as well as the parameters of the unit cell of the crystal. This step is coupled with a local optimization strategy. Afterwards, a new configuration can be
created completely randomly or evolving from the previous configuration on a random path on the potential energy surface (random line search) [82, 83]. Only the pressure and configuration of atoms stays constant within a run.

Due to the independence of the positions, the algorithm is easy to parallelize on computers. However, as each position is only optimized within its basin and the surrounding basins are only investigated by chance, it is unpredictable how long the search is going to last and how close the current lowest value is to the true global minimum. Even if the global minimum has been identified in finite time, due to this lack of context of the test positions it can be hard to identify this configuration as the true global minimum.

## Particle swarm optimization

Within this global optimization method, the enthalpy is calculated in parallel for a set of test configurations, the so-called swarm. Initially the positions of the test configurations (particles) and their momenta are chosen randomly on the potential energy surface [63, 84]. Iteratively the momentum of each test-particle are redefined with respect to:

- Its current momentum.
- The distance to its current personal best position (lowest enthalpy).
- The distance from the current best position found by all particles.

The momentum is used to describe the movement of each particle through search space. The particles fly above the potential energy surface, probing it while being prevented from being stuck in local minima. This movement is combined with local optimization steps. They reduce numerical noise on the individual test configurations and consequently enhance comparability between structures. Furthermore, the result is assured to represent a local minimum configuration on the investigated potential energy surface [85]. As all particles converge to the currently known global minimum configuration, its environment on the potential energy surface is investigated as well. Nevertheless, if the swarm heads for the 'wrong' funnel and the true global minimum is too far away, it is not going to be found.

## Minima hopping method

The minima hopping method uses a single walker per run to sample the potential energy surface. It consists of two parts [72]: The inner part uses a series of molecular dynamic steps to move the test position from one basin to another one in the vicinity. The local relaxation of the geometry identifies the minimum of the supposed new basin. However, a 'new' minimum is not always accepted and can be rejected in the outer part. To favor search paths leading to low-energetic structures, the configuration is only accepted if the energy difference to the former minimum is below a certain threshold value $\delta E$ (see figure 2.5).
Besides the mentioned threshold, escaping a local minimum provides another parameter: The


Figure 2.5: Sketch of the minima hopping algorithm. The blue curve represents a potential energy surface, solid arrows highlight MD steps to escape a local minimum and dashed arrows highlight relaxation processes. Configurations are highlighted by circles ( $\bigcirc$ - unrelaxed, $\bigcirc$ - relaxed).
Starting at the left, hollow red configuration, the structure is relaxed and a local minimum is identified. Escaping this potential basin leads to the energetically even lower orange structure. The algorithm tries to escape this minimum again. Low kinetic energy does not enable the walker to leave this basin (not sketched). Higher kinetic energies lead the walker to the green configurations. However, the green local minimum structure is rejected as the difference in energy to the orange configuration exceeds $\delta E$. A further attempt to escape the minimum moves the walker toward the blue structures within $\delta E$. Local relaxation steps lead to a structure with an enthalpy lower than the current best. The configuration is accepted, as the energy difference between the consecutive minima is smaller than $\delta E$. The sketch is inspired by $[72,86]$.
kinetic energy provided to the walker to overcome the potential barrier. Following the Bell-Evans-Polanyi-principle, this parameter is decreased when new (formerly not visited) minima are found. To overcome energetic barriers and visit further regions of search space, the kinetic energy is increased when already visited structures are revisited. Therefore the enthalpy of all visited structures is saved to re-identify them.
These two parameters $\delta E$ and the kinetic energy are both readjusted by the program at runtime, steering the algorithm towards low-energetic structures and preventing the algorithm from looping its path.

Furthermore, softening is introduced in the molecular dynamic steps to increase the efficiency [71]: To escape the current local minimum of the potential energy surface and follow the Bell-Evans-Polanyi-principle, the curvature of the potential energy surface is investigated at the current position to identify the most promising direction to evolve the current geometry. To follow this direction using molecular dynamic steps, the velocities of the atoms are rotated appropriately.

Besides the calculations of the enthalpies, the algorithm can be parallelized by creating several walkers. They each start with a different parameter set, a different region of the potential energy surface reducing the number of steps needed to identify a valid candidate for the ground-state structure [71]. Furthermore, one should follow a two-step-scheme of applying the minima hopping method first and a refinement step second. Through this strategy, calculation time
is saved in the first step, as the calculations of the enthalpy can be performed with a reduced precision. The conventional precision can be used at the refinement step to relax the structures and verify they are dynamically stable.

## Chapter 3

## Carbon clathrates

The word 'clathrate' has its origin in the Latin word 'clatratus', which can be translated to latticed or barred [87, 88]. The term has been introduced by H. M. Powell in 1948 [87, 89] to describe molecular cage structures enclosing other molecules. Nevertheless the term is not limited to molecules and is also used to describe crystalline materials. Clathrate vacancies are different from vacancies due to crystal defects, where the vacancy is created by an atom being shifted or missing in the periodic crystal structure. The structure itself creates the empty space which can be described as a cage. Filling the empty space within the cage, offers the potential of specifically varying the properties of the material. Furthermore, every atom or molecule building the framework crystal structure has four neighbors.

An example for clathrate structures are gas hydrates [89, 90]. Water molecules create the basic crystal structure which offers space to enclose the gas molecule. Figure 3.1 shows the example of a cage shaped similarly to a regular dodecahedron. Oxygen atoms mark the vertices. Each oxygen atom has two covalent bonds to the hydrogen atoms of its molecule and two hydrogen bonds to two neighboring water molecules. Edges are represented by the hydrogen atoms and their bonds to two neighboring oxygen atoms. As one of them is covalently bound and the other


Figure 3.1: Sample structure of water clathrates with water molecules forming an irregular dodecahedron [89]. Its vertices are defined by the position of the oxygen atoms. Solid lines represent covalent bonds and dashed lines sketch hydrogen bonds.


Figure 3.2: The periodic table of elements visualizes the role of each element when participating in clathrate structures [90]. The color of the bars indicates if the elements are known to be framework (red) or guest atoms (blue) in clathrate structures. The lengths of the bars refers to the number of known structures.
one is attached via hydrogen-bond, the edges of the cage bend easily with slight movements of the hydrogen atoms. Correspondingly, the cage differs from a regular dodecahedron.
Crystalline structures can be created by combining water dodecahedra with truncated hexagonal trapezohedra ( 14 faces) or 16 -hedra of twelve pentagonal and four hexagonal faces ( $\square^{12} \square^{4}$ ). These can be referred to as type-I and type-II clathrates [89]. Further types are mentioned by Dolyniuk et al. in [90]. The nomenclature of labeling clathrates by type originates from the naming of clathrate hydrate compounds [89, 90].

Clathrate structures are not limited to be created by molecules or water. The number of known clathrate structures with respect to the contributing chemical elements is visualized in figure 3.2. Accordingly, most of the known clathrate structures consist of a framework of silicon, germanium or tin atoms [90-92]. Regarding possible applications, there are suggestions to use these clathrate crystals in thermo electrics, for superconductors or even in lithium-ion batteries [90, 91, 93-99].
In contrast to the mentioned group-IV elements, no bulk clathrate structures with a carbon framework are known yet. Doped carbon clathrate structures have been predicted to be promising materials for superconductivity with a high critical temperature [99-102] and super hardness while offering low density [99]. At first this absence seems astonishing, as carbon is the simplest of these group-IV elements. But by private communication we know there has been several unpublished experimental attempts who have failed to synthesize such structures. Independent of these attempts, a paper of of Chan et al. [103] presents a powder x-ray diffraction pattern as proof of synthesizing carbon clathrates with nitrogen substitutions (see figure 3.3). However, due to the deviation of the experimental measurement from the theoretic anticipation, we believe that the experimental evidence is inconclusive.


Figure 3.3: The powder x-ray diffraction pattern of a potential sample of nitrogen-substituted carbon clathrates by Chan et al. [103]. Chan et al. compares an experimentally measured pattern (orange) to a theoretical prediction (purple) and further reference of barium and graphitic carbon nitride [103]. However, the orange curve does not match any of the four most intense predicted peaks (purple).

Other papers investigate carbon-based structures analog to silicon clathrates. They do not look for new geometries [104, 105]. One goal of the investigations of this thesis is to overcome the limitation of solely applying already known clathrate geometries to carbon. Therefore, the approach of section 3.1 is based on global structure prediction calculations. To gain more insights on the geometry of the structures and the relevant differences between the elements carbon, silicon and germanium, further geometric aspects are discussed in the upcoming sections 3.2 and 3.3.
In section 3.4 we shift the focus from carbon-only clathrate structures towards lithium-doped carbon structures with boron-substitutions. This change is motivated by work of Zeng et al. [40, 106].

### 3.1 Global structure prediction - clathrates of carbon-only scaffold structures

As already stated at the introduction of this chapter, the desired carbon structures contain vacancies. Furthermore, each carbon atom should only be present in its diamond-like $\mathrm{sp}^{3}$ form, where each carbon atom has four carbon neighbors. To achieve these properties, several parameters of the global structure prediction search (see section 2.5 ) were chosen accordingly:

- Noble gas atoms were added to the composition of the unit cell to create vacancies in the structures. They are chemically inert and are supposed to reserve a spot in the unit cell for a future dopant or an empty vacancy. Using inert atoms to reserve space has already been successfully used predicting silicon clathrates [92]. The noble gases have been chosen with respect to the covalent diameter of the dopants lithium and sodium (see table 3.1):
- Neon atoms are even smaller than carbon. So it is hardly useful to use them in our calculations.
- Argon atoms are larger than carbon but smaller than lithium. They serves as a lower boundary to create small cages.
- Krypton atoms are larger than argon atoms, but still smaller than lithium atoms. Atoms of this element are used to create vacancies of medium size.
- Xenon atoms are larger than lithium atoms. So lithium is supposed to fit in vacancies produced by these place holders.
- As radon is only slightly larger than xenon, a fictive super-xenon is used as an upper boundary for the investigation. Such an atom has been chosen to have double the diameter of xenon.
- As the optimal number of carbon atoms within the unit cell is unknown, a large variety regarding the number of atoms within the unit cell needs to be investigated. Besides one or two noble gas atoms per unit cell, the number of carbon atoms per unit cell has been varied from 6 to 60 in correspondence to benzene $\mathrm{C}_{6}$-rings and $\mathrm{C}_{60}$ fullerens. This range includes the size of the unit cell of many known clathrate types [90, 105, 107].
- The thermodynamic stable phase of carbon at low pressures is graphite. There, each carbon atom has three neighbor atoms and forms $\mathrm{sp}^{2}$ orbitals. Diamond is the $\mathrm{sp}^{3}$-phase of carbon and stabilizes under pressure. As carbon is needed in its $\mathrm{sp}^{3}$-form to create clathrates, the search is performed under a pressure of 50 GPa .

Table 3.1: Size of certain elements. The dimensions of the atoms and ions are approximated by double of the covalent or ionic radii [108-1 10].

| $\underline{\text { alkali metals }}$ |  | group IV |  | noble gases |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  | He | 0.56 ® |
| $\mathrm{Li}^{+}$ | $1.52 \AA$ | C | 1.52 A | Ne | 1.16 A |
| $\mathrm{Na}^{+}$ | 2.04 A | Si | 2.22 A | Ar | 2.12 A |
| $\mathrm{K}^{+}$ | 2.76 A | Ge | 2.40 A | Kr | 2.32 A |
|  |  |  |  | Xe | 2.80 A |
|  |  |  |  | Rn | 3.00 A |
|  |  |  |  | $\cdots$ | 5.60 A |

To balance calculation time and precision, the calculations do not precisely follow the two-stepscheme, mentioned in section 2.5. An intermediate step has been added:

1. the global structure prediction runs use DFTB+ besides some DFT test calculations
2. removing the noble-gas atom of promising structures and relaxation via DFTB+
3. refinement via VASP (DFT)

## 1st step - global structure prediction

The global structure prediction calculations are based on the minima hopping method [71, 72]. The goal is to create many low-enthalpic structures with the appropriate number of carbon neighbors. A central point is the energy ordering of the created structures. At this stage, their enthalpies do not need to be compared with other publications yet. To save computational time, besides some initial DFT-runs, the interaction of the atoms has been described using the tight-binding code DFTB+ [61] with the matsci-0-3 parametrization of carbon [111]. The interaction of the noble gas atoms is described by a Lennard-Jones potential. The approach leads to an amount of $\approx 520 \cdot 10^{3}$ structures, where carbon not always forms cages around the noble as atoms. A brief overview on the variety of geometries is shown in figure 3.4. There, the noble gas and carbon atoms each arrange in planes in figure 3.4(a). Variations of this planarity are shown in figure 3.4(b) and 3.4(c). In contrast to figure 3.4(a) the planes containing the noble gas atoms in figure 3.4(b) show some honeycomb-like carbon structure separating the noble gas atoms from each other. Furthermore, these carbon-only layers are only one atom thin and show a hexagonal, graphite-like geometry. Similar layers also exist in figure 3.4(c), where they are corrugated and arrange the noble gas atoms linearly. In the structure of figure 3.4(d), the noble gas atoms are arranged linearly, too. However, in figure 3.4(d) the carbon environment of the noble gas atoms appears more uniform, channel-like, than in figure 3.4(c). At first, the structure seems to be an expansion of the honeycomb layer structure of figure 3.4(b), but in


Figure 3.4: Selection of the variety of structures after the minima hopping search. A brief overview on the variety of the $520 \cdot 10^{3}$ structures received from global structure prediction runs. Carbon atoms are colored in brown and black to highlight different layers of the structure. Noble gas atoms are colored green.
figure 3.4(d) the carbon walls between neighboring channels do not always show the same thickness. Following this trend of separating the noble gas atoms, figure 3.4(e) shows an example structure where they are encapsulated in a carbon cage.

Several properties of the structures have been tried to be taken into account to classify the geometric arrangement. The most successful measures are the formation energy to select the most stable structures and the average number of carbon-carbon neighbors to neglect layered structures in the upcoming steps. Regarding the formation energy, only the five most stable structures of each composition were taken to the next investigation step if their formation energy was smaller than $1 \mathrm{eV} /$ atom. To select sp ${ }^{3}$-dominated structures, only structures with an average of at least 3.5 carbon-carbon neighbors were taken into account during a second, parallel selection round. By this criteria $58 \cdot 10^{3}$ structures were selected to be investigated at the next step.

## 2nd step

The stability of the selected structures from the minima hopping runs has been investigated by removing the noble gas atoms and relaxing the structures. The calculations are still performed with $\mathrm{DFTB}+$ at a pressure of 50 GPa .
The method to select structures for the final refinement did not change. The enthalpy and number of carbon neighbor atoms are the criteria of two independent selections. The energetic selection threshold has been adjusted to $E_{\text {form }}<0.1 \mathrm{eV} /$ atom. Showing on average of at least 3.9 carbon-


Figure 3.5: Formation energy of the refined structures of the global structure prediction approach filled with a helium atom. Horizontally, the structures are separated with respect to the average number of their carbon-carbon neighbors. Layered, graphite-like structures are shown on the left and structures and spatially connected carbon atoms are plotted on the right.
carbon neighbors is the other criterion. This selection does not prevent from accidentally selecting channel structures or doppelganger. So the selection criterion by the number of neighbors needed do be done partially by hand. Now, only 130 different carbon structures remained.

## 3rd step - refinement

In this last step the initial structures of the former selection step were used to replace the place holder noble gas atoms with helium, the smallest atom of the periodic system of elements. The structures are relaxed at a pressure of 0 GPa to investigate if the cages are large enough to host an atom inside them at low pressures or if even the smallest atoms disturb the electronic structure of the cage significantly. For comparability within the community, the structures were relaxed using VASP. Using DFT instead of DFTB+, was further enabled as the number of test structures was reduced by the previous two steps to only 130 remaining carbon structures. The formation energy of the structures is plotted in figure 3.5 with respect to the dominance of $\mathrm{sp}^{2}$ and $\mathrm{sp}^{3}$-orbitals to distinguish between layered graphite-like and diamond-like structures.

Figure 3.5 reveals the reference of graphite has been matched with intercalated graphite (figure $3.6(a)$ ). On the right side of figure 3.5, above the reference of diamond, the formation energy of some cage structures $\square$ is shown. These structures are significantly more stable than

(a) Intercalated graphite with a $\mathrm{HeC}_{12}$ unit cell.

| unit cell | $E_{\text {form }} /(\mathrm{eV}$ atom) | carbon |
| :---: | :---: | :---: |
| $\mathrm{HeC}_{12}$ | 0.004 | $\mathrm{sp}^{2}$ |
| $\mathrm{HeC}_{17}$ | 0.357 | $\mathrm{sp}^{3}$ |
| $\mathrm{HeC}_{22}$ | 0.363 | $\mathrm{sp}^{3}$ |

(b) Formation energy of the newly found, most stable structures.

(c) Cage $\mathrm{HeC}_{40}$ with $\mathrm{HeC}_{17}$ unit cell.

(d) Cage with $\mathrm{HeC}_{22}$ unit cell.

Figure 3.6: The most stable structures which contain carbon only in its $\mathrm{sp}^{2}$ or $\mathrm{sp}^{3}$ form. They were created by the global structure prediction approach and relaxed at a pressure of 0 GPa , while being filled with a helium atom.
the carbon analog ${ }^{-}$of a silicon type-I clathrate [75, 112-133]. The most stable of the clathrate structures - is still $225 \mathrm{meV} /$ atom less stable than diamond. This energetic difference translates to a temperature of 2600 K . To rationalize this number one can state it is significantly lower than the melting temperature of carbon $\left(T_{\text {diamond }}^{\text {melt }}\left(p_{\text {norm }}\right)=3820 \mathrm{~K}[134]\right)$. Therefore the formation of carbon clathrate structures cannot be seen as impossible. Adding thermal energy and external pressure to the system could further reduce the energetic distance. Additionally the question arises, if the main source of the difference in formation energy can be identified:

Is the structure directly destabilized by the cage geometry or is the periodical linking via sp $^{3}$-bonds in three-dimensional space the main issue, which destabilises the whole structure?

Before transitioning to this specific investigation one should further remember, the investigation of this section is based on placeholder atoms creating the vacancy. Although the size of the placeholders has been chosen correspondingly to the size of actual atoms, concerning for the size of carbon they might not represent the best candidates. It would be better not to have to include such a parameter for the structural investigation.
The different cage geometries of the most stable, empty clathrates of figure 3.5 are shown in figure 3.7(a) - (d). The cages can be relaxed as carbon clusters, passivated with hydrogen (for more details see section 3.2.3). The formation energies of these structures are compared with each other and their bulk origin in figure 3.7(e). Transiting to clusters, the formation energies are reduced significantly, due to the change in composition. Moreover, the energetic spectrum becomes much more narrow. Ergo, stress is created by linking the cages in a 3D-crystal. In these example structures, linking the cages destabilizes the whole structure. The individual, relaxed cages are much more equivalent to each other regarding stability. The question if there are better candidates regarding the cage geometry motivates the investigation of further cage geometries in section 3.2.

(a) 38 carbon atoms span $\square^{8} \square^{12}$ :
Pairs of pentagons are surrounded by hexagons. The four red vertices only have two carbon neighbors within the cage.

(b) 40 carbon atoms span $\square^{12} \square^{10}$ :
There are four groups of three pentagons, which are separated by hexagons.

(c) 36 carbon atoms span $\square^{12} \square^{8}$ :
There are three stribes of four pentagons, which are separated by hexagons.

(d) 36 carbon atoms span $\square^{12} \square^{8}$ :
There are two rings of six pentagons, which are separated by hexagons.

(e) Comparison of the formation energies of the identified bulk structures of the cages (a) - (d) and the formation energy of the isolated, passivated and relaxed cages.

Figure 3.7: Comparison of the cages of the most stable clathrate structures found by the global structure prediction runs. The net graphs of the cage geometries (a) - (d) are sorted by their increasing formation energy of the empty, bulk clathrate structure. All pentagons are colored to differentiate them better from any hexagon. The surrounding hexagons also represent a face. The corresponding formation energies are visualized in figure (e). There, the bulk structures are only composed of carbon. To push the carbon atoms in the clusters to their $\mathrm{sp}^{3}$-form, the clusters are passivated with hydrogen.

### 3.2 Generalized cluster approach

To approach the questions that were risen by the last section, the stability of isolated cage structures is investigated in this section. The task of identifying bulk carbon clathrate structures is divided into two steps:

- identifying stable cage geometries
- periodically linking such cages in 3D space

This approach breaks the symmetry regarding the neighbors of an atom. Some neighbors are part of the investigated cage and others connect it to the surrounding residual geometry.
The geometry of the investigated polyhedra is interpreted by identifying each vertex with the position of an atom. From a molecular point of view, each edge represents the bond between two atoms. To enable equally stable bonds between neighboring atoms only convex polyhedra with regular faces are taken into account in section 3.2.1. Combining Platonic, Archimedean and Johnson solids, there are 110 structures to be investigated. The groups of prisms and antiprisms offer further candidates. More details about the difference in classifying these polyhedra can be found in section A.1. To enable a large variety of elements or molecules as dopants for the clathrate, cages with a large volume are preferred. One question to discuss later is if there is a general trend of stability of the isolated cages regarding their size, here approximated by the number of vertices.

A second topic is the classification of the vertices of the structures regarding stability. In [135] Nesper et al. solely takes planar angles into account when interpreting their results regarding the stability of clathrate structures. As cage geometries can be characterized by more measures than only planar angles, here the distribution of the different types of angles is going to be investigated to create a measure of stability. The first analysis in section 3.2.1 and section 3.2.2 is focused on geometry. DFT calculations as a reference are presented in section 3.2.3.


Figure 3.8: Scaling of the size of convex polyhedra with the number of vertices. Mathematica 10.0 [134] provides the circumsphere of 36 convex polyhedra with regular faces. These are the five Platonic solids, the 13 Archimedean solids, and 18 polyhedra from the Johnson solids. The radius of the circumsphere of these polyhedra is normalized by the length of the edges $a_{0}$ and scales approximately with the square root of the number of vertices (see black dashed line). Prisms and antiprisms are neglected for the fitted black line. They exist for an arbitrary even number of vertices and they provide their own law of scaling, as can be seen in the comparison of the two dashed lines (also see page A3). The individual plot symbols are listed in table 3.2.

Table 3.2: List of the polyhedra highlighted in section 3.2. On top, the different groups of polyhedra are listed with their individual color. Below, certain candidates of each group are listed with their combination of color and symbol.

| Platonic solids | - | prism |
| :---: | :---: | :---: |
| Archimedean solids |  | antiprism |
| Johnson solids | - | self constructed |
| dodecahedron | - | ... cupolae |
| cuboctahedron | $\checkmark$ | augmented truncated tetrahedron |
| truncated cube | E | augmented dodecahedron |
| truncated octahedron | - | ... augmented dodecahedra |
| great rhombicuboctahedron | * | pentagonal prism |
| truncated icosahedron | - | truncated hexagonal trapezohedron |



Figure 3.9: Sketches of highlighted polyhedra.

### 3.2.1 Analysis of geometries

The simplest gauge regarding the size of a convex polyhedron is the number of vertices. In figure 3.8 the scaling of the radius of the circumsphere of ideal, regular polyhedra is visualized. It scales with the square root of the number of vertices. This is not a surprise, as the number of vertices is an approximation to the size of the surface of the polyhedra. Highlighted polyhedra are listed in table 3.2 and examples are sketched in figure 3.9. Searching for stable cage geometries, the geometry of each vertex of the test-polyhedra is compared to the reference of diamond and certain geometric properties become important. Deviations from the reference geometry lead to molecular strain, destabilizing the structure. Liebmann et al. [136] mentions five different types of molecular strain:

1. torsion
2. bond angle distortion / Baeyer strain
3. linear bond stretching / compression
4. rotation, twisting of double bonds
5. electrostatic strain


Figure 3.10: Sketches of the reference angles of diamond.

In this section torsion and bond angle distortions are studied via statistics about dihedral and planar angles $\theta$ and $\varphi$. The distribution of solid angles $\Omega$ is investigated, too. Baeyer strain is described as deviations from the 'natural' planar bond angles of carbon [136-138]: $109.47^{\circ}$ and $120^{\circ}$. These reference angles correspond to a number of 4 or 3 neighbor atoms and the forming of $\mathrm{sp}^{3}$ or $\mathrm{sp}^{2}$ orbitals. The appearance of reference angles in diamond is sketched in figure 3.10. As the solid angle $\Omega$ is a two-dimensional angle, it can be used to describe each vertex with only one number. Nevertheless, the single value is not unique and does not reveal any shape of the spanned angle. Therefore the distributions of both dihedral and planar angles need to be investigated as well to open up further perspectives.
Focusing on Platonic, Archimedean and Johnson polyhedra variations of bond lengths do not appear. According to Liebman et al. this effect generally plays a minor role [136]. As cage geometries for clathrate structures are searched, each carbon atom shows four neighbors and no double bonds can appear.
The electrostatic strain is hardly of interest as long as solely neutral carbon atoms are used to built the framework. It can only appear due to a change of charge balance with respect to the passivation. Furthermore, carbon and hydrogen show a similar coefficient of electronegativity and therefore hardly any polarization of the structure due to passivation is expected $\left(\chi_{\mathrm{C}}-\chi_{\mathrm{H}}=0.30,[139]\right)$.

The characterization of the polyhedra is shown in figure 3.11 and uses the equations provided by section A. 2 of the appendix. Each graph visualizes the distribution of solid, dihedral or planar angles. Platonic solids are marked purple •, Archimedean solids green • , Johnson solids yellow ${ }^{\bullet}$, prisms • and antiprisms • are marked in two types of blue. Within each group, the polyhedra are sorted from few vertices on the left to many vertices on the right.

Each angle shows its own trend of similarity to the reference: Platonic, Archimedean and Johnson solids each show a trend of larger polyhedra leading to larger solid angles (figure 3.11(a)). This behavior is understandable when a polyhedron is approximated by a sphere. Locally the surface of a sphere becomes more and more flat when its radius is increased, up to the limit of an infinite radius, where the spanned solid angle is $2 \pi$. Regarding size, the largest solid angle of Platonic solids • can be found at the dodecahedron ${ }^{\bullet}$ :

$$
\Omega_{\text {dodecahedron }}<\Omega_{\mathrm{sp}^{3}}
$$



Figure 3.11: Characterizing polyhedra by their angles. Each group of polyhedra is distinguished by its color and the polyhedra of each group are sorted by size with few vertices on the left to many on the right. The dashed line is the reference of diamond. The symbols of highlighted polyhedra are listed in table 3.2. To each polyhedron and its angular distribution, the RMS deviation of the angles from the vertex-geometry of diamond is plotted in the lower graph. There, plotting the data as a line is used to guide the eye and to enhance the difference to the plot of all individual angles above.

Archimedean solids • contain solid angles angles larger and smaller than the reference, but only the truncated octahedron matches the reference angle at each vertex. As the vertices of a Johnson solid - are not identical, multiple solid angles can be found within each of these polyhedra. There are solids showing only angles smaller or larger than the reference and some contain angles of both ranges. Only the augmented truncated tetrahedron $\odot$ matches the reference with some of its vertices; its other are smaller and show a size of $0.608 \pi$ and $0.784 \pi$. Prisms • and antiprisms • show a different trend:

$$
\Omega_{\text {(anti)prism }} \leq \Omega_{\mathrm{sp}^{3}}
$$

Although their solid angles are increasing with the number of vertices, the reference value constitutes the limit of infinitely large (anti)prisms.

The general trend of increasing solid angles translates only partially to dihedral angles (figure $3.11(\mathrm{~b})$ ). Now, Platonic solids are the only ones besides the cuboctahedron $\nabla$, where no multiple measures of dihedral angles can be found within one polyhedron. The dodecahedron almost matches the reference. Despite the solid angle of the icosahedron being smaller then the reference, its dihedral angle is the one within Platonic solids • being larger than the reference. Archimedean solids - offer one, two or three different dihedral angles each, but none matches the reference. Each Johnson solid • offers multiple dihedral angles, too. Matches of the reference can only be found at the augmented hexagonal prism, elongated triangular cupola $\bullet$, elongated triangular gyrobi cupola $\bullet$, elongated triangular orthobi cupola $\ominus$, meta biaugmented hexagonal prism and para biaugmented hexagonal prism.

Except the cube and the octahedron, each (anti)prism contains two different dihedral angles. At prisms • , one is always equal to $\pi / 2$ and the second one increases with the number of vertices. Some dihedral angles of the hexagonal prism match the reference. Within antiprisms • , one of the two dihedral angles is increasing, while the other is decreasing. None of these angles matches the reference. Ergo, with respect to the number of vertices, antiprisms • show an increasing RMS-deviation of their dihedral angles, while the monotony of the RMS-deviation of prisms changes monotony with the hexagonal prism offering the smallest deviation of all prisms ${ }^{\circ}$.

The closest fit of Platonic solids regarding planar angles is offered again by the dodecahedron ${ }^{\bullet}$, as it only shows pentagonal faces. Archimedean • and Johnson solids • show similar statistics. One trend can be estimated: The largest planar angle within these polyhedra is increasing with the number of vertices. Besides several structures contain pentagons and therefor partially offer a close fit to the reference, most of them as well contain small planar angles of $60^{\circ}$, leading to a large RMS-deviation of the whole polyhedron. Two exceptions might be the truncated octahedron $\bullet$ and the truncated icosahedron $\bullet$. As these polyhedra only show square and hexagonal or pentagonal and hexagonal faces, their RMS-deviations of the planar reference are the lowest of all Archimedean solids • .

Similar to the dihedral statistics of (anti)prisms •,, s their statistics of planar angles offer two branches of angles: One constant and one increasing. Both branches intercept at the previously


Figure 3.12: Geometric mean of the relative RMS-deviations of the planar and dihedral angles presented in figure 3.11. The red curve represents the relaxed geometry of the separately constructed polyhedra of the upcoming section 3.2.2. $\left|\left\{\varphi_{i}\right\}\right|$ and $\left|\left\{\theta_{i}\right\}\right|$ are the numbers of planar and dihedral angles.
mentioned candidates, the trigonal antiprism (octahedron) and the square prism (cube). No angle precisely matches the reference, but pentagonal (anti)prisms come closest.

To simplify the view on the three statistics of the polyhedra shown in figure 3.11, a combination of the relative deviations of the angles from their reference value is visualized in figure 3.12. It focuses on planar and dihedral angles and plots the geometric mean of their relative RMSdeviation. Plotting this quantity is an approach to combine different measures of the vertices with their different reference values and number of values. Including redundant data should be omitted by only including two measures instead of three to describe 2D angles.
In figure 3.12 it is shown the dodecahedron $\bullet$, cuboctahedron $\nabla$, truncated octahedron * , great rhombicuboctahedron $*$, truncated icosahedron $\odot$ and pentagonal prism $\bullet$ and the handconstructed polyhedra - (see section 3.2.2) are relatively close fits to the reference. Besides these, the augmented dodecahedron $\bullet$ is supposed to be the best fit of the Johnson solids. Further combinations of a dodecahedron with pentagonal prisms are represented by further augmented dodecahedra and show larger deviations.
The threshold regarding further investigations has been set to a mean deviation of $15 \%$ to select the polyhedra most similar to the reference. This limit is in the range of the smallest deviations shown by the prisms. Antiprisms in general show a larger deviation than prisms. This trend is understandable as each vertex of any antiprism has four neighbors which are all placed within a solid angle smaller than $\pi$. In any prism there are only three neighbors within this range, so there are less restrictions.

Table 3.3: Possibilities to combine pentagonal and hexagonal faces at one vertex. Different combinations lead to different dihedral and solid angles $\theta_{i}, \Omega$. The simplest polyhedra containing ( $\square^{2} \square^{1}$ )-vertices are shown in figure 3.13. In contrast to the other polyhedra, they contain edges connecting different types of vertices, leading to deformations of the polyhedron. The listed ( $\square^{2} \square^{1}$ )-angles are calculated for an isolated vertex so no deformations are considered here. The values are printed as an orientation and different polyhedra containing ( $\square^{2} \square^{1}$ )-vertices are listed in table 3.4.
Again, the reference of diamond cannot be reproduced by any of the listed vertices. On both, dihedral and solid angles, the values of $\left(\square^{3}\right)$ - and $\left(\square^{2} \square^{1}\right)$-vertices enclose the reference angles.

| vertex | appearance | $\theta_{1}$ | $\theta_{2}$ | $\Omega / \pi$ |
| :--- | :--- | :---: | :---: | :---: |
|  | diamond, sp |  |  |  |
| $\left(\square^{3}\right)$ | dodecahedron | $\mathbf{1 2 0}$ |  | $\mathbf{1}$ |
| $\left(\square^{2} \square^{\circ}\right)$ | multiple representatives shown in figure 3.13 | $116.57^{\circ}$ |  | 0.943 |
| $\left(\square^{1} \square^{2}\right)$ | truncated icosahedron | $138.15^{\circ}$ | $131.18^{\circ}$ | $142.62^{\circ}$ |
| $\left(\square^{3}\right)$ | hexagons on a plane | $180^{\circ}$ |  | 2 |

### 3.2.2 Construction of further polyhedra

The investigation of angles in figure 3.11(c) shows pentagons and hexagons are the regular polygons offering the planar angles closest to the reference. Focusing at one vertex, there are four possibilities to combine these two faces: $\left(\square^{3}\right)$, $\left(\square^{2} \square^{1}\right),\left(\square^{1} \square^{2}\right)$ and $\left(\square^{3}\right)$. As the possibilities of combining these vertices within one polyhedron have not been mentioned in the previous section in all detail, this investigation is presented in this section.
Each combination of these faces creates a different set of dihedral and solid angles, which are listed in table 3.3.
The dodecahedron $\bullet$, which shows only pentagonal faces, and the truncated icosahedron $\bullet$, where each pentagonal face is surrounded by hexagons, have already been discussed. The case $\left(\square^{3}\right)$ is not relevant for polyhedra, as the geometry is planar, but the combination of two pentagons and one hexagon $\left(\square^{2} \square^{1}\right)$ at one vertex leads to several convex polyhedra which have not been discussed yet. Till now, they have been neglected as they lead to deformations. To construct the simplest examples of these new polyhedra, one can always start with the same basis sketched in figure 3.13(a). There, a ring of pentagons surrounds a hexagon creating six $\left(\square^{2} \square^{1}\right)$-vertices. Different strategies of extrapolating this geometry lead to the different polyhedra presented in figure 3.13(b) - (e). The angular values found in these polyhedra are visualized in figure 3.14. In contrast to the polyhedra presented in figure 3.11 , now the angles are calculated from relaxed carbon cages representing the appropriate geometries. The relaxation is achieved by DFT calculations further described in section 3.2.3.
The polyhedra of figure 3.13(b) - (e) are deformed and contain irregular faces, as edges connect vertices of different types. These deformations are also recognizable by the splitting of the angles in figure 3.14. Their composition and arrangement of vertices leads to an increasing deviation from the reference and corresponds to the distribution of vertices, listed in table 3.4. Correspondingly, the truncated hexagonal trapezohedron contains the least deformations

(a) Starting configuration to create polyhedra which only contain ( $\square^{2} \square^{1}$ )vertices.

(b) truncated hexagonal trapezohedron , 24 vertices span 12 pentagons and 2 hexagons

(c) pentakaidecahedron,

26 vertices span 12 pentagons and 3 hexagons

(d) hexakaidecahedron, 28 vertices span 12 pentagons and 4 hexagons

(e) barrel shaped polyhedron,

36 vertices span 12 pentagons and 8 hexagons

Figure 3.13: Net graphs of the constructed convex polyhedra with only pentagonal and hexagonal faces. The polyhedra (b) - (e) are constructed completing (a). All pentagons are colored to differentiate them better from hexagons. The surrounding hexagons also represent a face.
and is the most stable candidate of this group.
The geometric construction of polyhedra also has a practical background, as the polyhedra of figure 3.13(b), 3.13(c), 3.13(d) are mentioned by Dolyniuk et al. [90] and 3.13(b) - 3.13(e) by Zeng et al. [40] as part of bulk clathrate structures.


Figure 3.14: Angles of the constructed polyhedra analog to figure 3.11. Statistics about the presence of different vertices are listed in table 3.4. The deformation of the geometry increases with the size of the cluster and can be identified by the splitting of the angles.

Table 3.4: Overview on the presence of the different types of vertices in the constructed polyhedra shown in figure 3.13. The types of vertices are characterized by the types of neighboring polyhedra. The relative attendance of each vertex type is printed.

|  | number of <br>  <br> vertices |  |  | $\left(\square^{3}\right)$ | $\left(\square^{2} \square^{1}\right)$ | $\left(\square^{1} \square^{2}\right)$ |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: |
| $\left(\square^{3}\right)$ |  |  |  |  |  |  |
| Trunc. Hex. Trapezohedron | $\bullet$ | 24 | $50 \%$ | $50 \%$ | $0 \%$ | $0 \%$ |
| pentakaidecahedron | $\bullet$ | 26 | $30.8 \%$ | $69.2 \%$ | $0 \%$ | $0 \%$ |
| hexakaidecahedron | $\bullet$ | 28 | $14.3 \%$ | $85.7 \%$ | $0 \%$ | $0 \%$ |
| barrel shaped polyhedron | $\bullet$ | 36 | $0 \%$ | $66.7 \%$ | $33.3 \%$ | $0 \%$ |



Figure 3.15: Geometry of passivated carbon cages made from the polyhedra of figure 3.9.

### 3.2.3 Comparison of formation energies

A selection of prototype cage-geometries with vertex-geometries close to diamond is presented in figure 3.12. However, not all of these need to be taken into account. As within the structure of diamond each atom has four nearest neighbor atoms, polyhedra only need to be investigated in DFT-simulations if each of their vertices are part of up to four edges. Additionally, to offer a valid option to connect the geometry with further atoms to form a solid crystal structure, at least one vertex needs to be part of up to three edges. Hence the investigation of all augmented dodecahedra $\boxtimes$ and is skipped, as these polyhedra are variations of one dodecahedron with attached pentagonal pyramids and contain at least one vertex which is part of five edges and can not represent a sp ${ }^{3}$-geometry at each vertex. To increase the field of investigated candidates, the cages found in the most stable clathrate solids $\quad$ of section 3.1 are used for comparison (see figure 3.7 on page 30). All prisms • are included as well, as every vertex of every prism always has three neighbors and the similarity between two prisms can be used to verify the basic approach of combining the distributions of dihedral and planar angles into one quantity via equation (3.1).

To calculate the formation energies of the promising polyhedra via DFT, carbon atoms were placed at the positions of their vertices. Edges are represented by imaginary lines connecting the atoms. To enforce the formation of $\mathrm{sp}^{3}$-orbitals, hydrogen atoms were added outside the polyhedron to each carbon atom with less than four carbon neighbors to compensate for these 'missing' neighbors (see figure 3.15). The initial distance between neighboring carbon atoms has been set to $1.5 \AA(\mathrm{C}-\mathrm{C})$ and $1.1 \AA(\mathrm{C}-\mathrm{H})$, which are values close to the reference distances in diamond and methane [75]. Furthermore, the initial positions of the hydrogen atoms were chosen with respect to the positions of the neighboring carbon atoms. Afterwards the geometry was relaxed in a simulation cell of constant volume using VASP (DFT) with an energy cutoff of 520 eV . The initial simulation cell is a cube with an edge length of $15 \AA$. Its size has been varied in corresponding simulations to verify, the applied 1 x 1 x 1 k -point grid allows a convergence of the enthalpy up to $2 \mathrm{meV} /$ atom. From the physical point of view, this large cell size was chosen to ensure negligible interaction between the cluster and its copies due to periodic boundary conditions. No external pressure was applied to the system, so the enthalpy becomes identical to the internal energy.


Figure 3.16: Formation energies of isolated, relaxed, passivated carbon cages. Each panel shows the formation energy of the same set of structures and compares their energy ordering concerning (a) the number of vertices, (b) the geometric mean of equation (3.1) and (c) only the deviation of the planar angles from the diamond reference.

In figure 3.16, the formation energy of the clusters is plotted with respect to the number of vertices (a), the geometric mean of equation (3.1) (b) and the relative RMS-deviation of the planar angles from the diamond reference (c). It is obvious that the carbon dodecahedron cluster energy-wise represents the best fit toward the diamond reference as it features the lowest formation energy. The constructed polyhedra $~$ deliver the second most stable structures and the relaxed cages from the global structure prediction - (see page 30) are the last shown structures with an obvious negative formation energy. The truncated octahedron $\star$ shows a formation energy of $-5 \mathrm{meV} /$ atom and all further shown structures are even less stable.

Regarding composition, there is only one exception from the 1:1 ratio of carbon and hydrogen atoms in each structure (carbon content of $50 \%$ ): The cage - with the lowest formation energy consists of 38 carbon atoms and is passivated with 44 hydrogen atoms (ratio 19:22, carbon content of $43.2 \%$ ). This lower carbon content allows lower formation energies as, within a binary phase diagram, the structure is placed closer to methane ( $1: 4$, carbon content of $20 \%$ ). Besides representing the most stable structure here, the energetic distance between the dodecahedron and the convex hull of configurations of carbon and hydrogen is still $109 \mathrm{meV} /$ atom. The shape of the hull is defined by the formation energies of graphite, molecular hydrogen and methane $\left(E_{\text {form }}\left(\mathrm{CH}_{4}\right)=-377 \mathrm{meV} /\right.$ atom [75]). Despite this energetic difference Robert J. Ternansky et al. were able to synthesize dodecahedrane in 1982 [140, 141]. Even cubane showing a positive formation energy of $220 \mathrm{eV} /$ atom has been synthesized [142-144]. As its bond angles are even more distorted, tetrane is even more unstable. Nevertheless efforts to synthesize tetrane have been made [145].
Showing formation energies of at least $94 \mathrm{meV} /$ atom, all prisms • are unstable. The pentagonal prism $\boxtimes$ is their most stable candidate. This corresponds to the previously discussed geometric approach.
Similar to the constructed polyhedra $\bullet$, the cages $■$ from the global structure prediction runs offer a fundamental difference to the initially discussed polyhedra colored in $\bullet,{ }^{\bullet},{ }^{\bullet}$, ${ }^{\bullet}$ and -. The arrangement of vertices leads to non-flat 'faces'. Therefore they offer more degrees of freedom, as deformations are allowed. The most stable structure of the constructed ones • is
the truncated hexagonal trapezohedron . . This is in agreement with the interpretation of the geometric comparison in section 3.2.2 and the distribution of angles of the constructed polyhedra (table 3.4).

Comparing the different plots in figure 3.16, the structures in figure 3.16(a) are hardly ordered by their formation energy. The different abscissas in figure 3.16(b) and 3.16(c) allow for a more suitable ordering of the structures. In both plots, which in the following will only be referenced as (b) and (c), almost all points can be interpolated by a monotonically rising function. However, there are some fine differences between these two plots regarding this graph:

- The prisms • are sorted correctly in (b), but not in (c).
- The cages - of the global structure prediction runs in (b) show two structures with almost the same geometric mean value, but with distinguishable different formation energies. The energetically lower structure represents the cage of figure 3.7(a). It differs from the other cages as four of its carbon atoms only possess two carbon neighbor atoms.
In (c), their horizontal ordering parameter differ more from each other, but the structure of figure 3.7(a) is still not positioned left to all other - .
- Despite being less stable than some prisms • , the great rhombicuboctahedron , is sorted left to all prisms in (b). In (c) the great rhombicuboctahedron $*$ is placed close to the heptagonal prism, which offers a similar formation energy.
- The geometric deviation of the truncated cube $\boldsymbol{f r o m}$ the reference is overestimated in both cases. Nevertheless this artifact is even smaller in (b) than in (c).
- The truncated octahedron and the truncated icosahedron exchange their positions within the two plots (b) and (c). Regarding this detail, (b) is correct, as the truncated octahedron $>$ offers the lower formation energy and is plotted left of the truncated icosahedron $\bullet$.

All in all, in figure 3.16(b) the approach of the geometric mean of equation (3.1) shows its advantages against solely investigating the distribution of planar angles (figure 3.16(c)) and offers a more precise ordering by stability.

Regarding the most stable cages found, the next questions arise:

- How large is the space inside the carbon cages? Which elements can be used as dopant?
- How are the cages optimally linked to create a periodic structure with only diamond-like sp $^{3}$-orbitals?


Figure 3.17: Comparison of the formation energy and stability ordering of polyhedra made of carbon, silicon or germanium. The color represents the element forming the cluster and does not highlight the structure as Archimedean solids any more. All polyhedra are passivated with hydrogen as described in section 3.2.3. The formation energy of the most important undoped polyhedra from section 3.2 are compared with each other. Regarding these empty, but passivated cages, all structures besides $38-\square^{8} \square^{12}$ show the same composition of ( $\left.\mathrm{C} / \mathrm{Si} / \mathrm{Ge}\right) \mathrm{H}$. This cage structure with 38 vertices deviates and uses a ratio of $(\mathrm{C} / \mathrm{Si} / \mathrm{Ge})_{19} \mathrm{H}_{20}$.

### 3.2.4 Verification with further group-IV elements

As already stated at the beginning of this chapter, clathrate structures are known for all group-IV-elements but carbon. The geometric approach starting in section 3.2.1 first focuses on the similarity of the geometry of vertices to the $\mathrm{sp}^{3}$-geometry of diamond without investigating a particular group-IV element. Besides identifying stable, isolated carbon cage structures, bulk carbon clathrates have not been found experimentally yet. As this is an astonishing contrast regarding the next group-IV elements, silicon and germanium, the previously discussed geometric approach needs to be re-evaluated with these two elements.

The most stable cage geometries of figure 3.16 have been recreated and relaxed using silicon and germanium. In figure 3.17 the stability ordering of these structures is visualized and compared to the carbon analog. In the graph the abscissa labels the different polyhedra. All structures, but the four on the right, originate from the geometric approach. Those have been created with the global structure prediction search of section 3.1. In figure 3.17 the structures of each group-IV element follow a similar trend of stability ordering. The formation energy typically increases from carbon to silicon and germanium. Despite the low energetic structures of each element

Table 3.5: Inter-atomic distances of the pure $\mathrm{sp}^{3}$-phases of carbon, silicon and germanium at 0 GPa [75]. The nearest-neighbor-distance of silicon (germanium) is more than $50 \%(60 \%)$ larger than of carbon. Comparing polyhedra, this translates to an even larger increase in volume.

| element | inter atomic distance $(\AA)$ | normalized distance | $(\text { normalized distance })^{3}$ |
| :---: | :---: | :---: | :---: |
| C | 1.55 | 1 | 1 |
| Si | 2.37 | 1.53 | 3.6 |
| Ge | 2.50 | 1.61 | 4.2 |

Table 3.6: Bond energies of carbon, silicon and germanium. [148, 149]

| $x$ | $E_{\text {bond }}(x-x) / \mathrm{eV}$ | $E_{\text {bond }}(x-\mathrm{H}) / \mathrm{eV}$ | $E_{\text {bond }}(x-\mathrm{H}) / E_{\text {bond }}(x-x)$ |
| :---: | :---: | :---: | :---: |
| C | 3.59 | 4.26 | 1.19 |
| Si | 2.30 | 3.30 | 1.43 |
| Ge | 1.95 | 2.99 | 1.53 |

show a similar trend to each other, there are exceptions in the energy ordering of the structures higher in energy: When comparing carbon with silicon, the truncated octahedron and the truncated icosahedron ${ }^{\bullet}$ exchange their positions regarding their formation energy. Germanium exhibits the same ordering as silicon.
The great rhombicuboctahedron $*$ highlights another difference in behavior of the three elements. Here, the silicon structure has the lowest formation energy, while germanium and carbon exhibit a higher energy similar to each other. Furthermore, the formation energy of the carbon great rhombicuboctahedron $*$ is almost the same as the carbon truncated cube $\boldsymbol{\nabla}$. The truncated cubes of silicon and germanium represent even higher formation energies.

Independent of any polyhedron, the most obvious difference between the three chemical elements is the charge of their isolated atomic cores and correspondingly the number of all their electrons. A higher number of electrons increases the size of the atom and the nearest neighbor distance (see table 3.5). However, atoms of carbon, silicon and germanium all possess four valence electrons. The larger inter-atomic distances also lead to lower bond strengths (see table 3.6). Furthermore, silicon and germanium atoms form sp ${ }^{3}$-orbitals in their thermodynamic stable phase at low pressures and not a graphite-like $\mathrm{sp}^{2}$ phase like carbon [75, 146, 147].

Investigating the bond energies (table 3.6), it is visible that all bonds are weakened when transitioning from carbon to silicon and germanium. Hereby, the transition from carbon to silicon represents a larger step than the change from silicon to germanium. This agrees with the former results, where the behavior of germanium and silicon has been similar. However, the passivating $x$-H-bonds always become stronger with respect to the corresponding $x$ - $x$-bonds building the polyhedron. Therefore, when comparing carbon with silicon and geranium, bond deformations translate differently to a change in energy. This trend can be seen more easily

Table 3.7: Geometric comparison of the truncated octahedron and truncated icosahedron.

|  | truncated <br> octahedron | truncated <br> icosahedron | great <br> rhombicuboctahedron $*$ |
| :--- | :---: | :---: | :---: |
| number of faces | $\square^{6} \square^{8}$ | $\square^{12} \square^{20}$ | $\square^{12} \square^{8} \square^{6}$ |
| number of vertices | 24 | 60 | 48 |
| solid angle | $\pi$ | $1.352 \pi$ | $1.25 \pi$ |
| dihedral angles | $109.47^{\circ}, 125.26^{\circ}$ | $138.19^{\circ}, 142.62^{\circ}$ | $125.26^{\circ}, 135^{\circ}, 144.74^{\circ}$ |
| planar angles | $90^{\circ}, 120^{\circ}$ | $108^{\circ}, 120^{\circ}$ | $90^{\circ}, 120^{\circ}, 135^{\circ}$ |
| vertex type | $\left(\square^{1} \square^{2}\right)$ | $\left(\square^{1} \square^{2}\right)$ | $\left(\square^{1} \square^{1} \square^{1}\right)$ |
| rel. amount of hex. faces | $8 / 14 \approx 0.571$ | $20 / 32=0.625$ | $8 / 26=0.308$ |

comparing prism structures in figure 3.18. There, carbon, silicon and germanium all show their most stable candidate to be the pentagonal prism ( 10 vertices). Leaving this minimum and forming further prisms, angular strain is added to the cluster and the formation energy rises. However, this rise is more prominent in the case of carbon than with silicon and germanium. With silicon and germanium the deviation from optimal bond angles does translate to a smaller increase in energy.

Going back to the polyhedra, their geometric differences need to be discussed. Vertices of the truncated octahedron * connect a square with two hexagonal faces, vertices of the truncated icosahedron ${ }^{\bullet}$ appear between a pentagonal and two hexagonal faces and vertices of the great rhombicuboctahedron * are even shared by three different types of faces (one square, one hexagon and one octagon). It is possible to express this difference by a variety of measures (see table 3.7). As all these polyhedra contain hexagonal faces and connect them with different n -gons, one might investigate the stability of all appearing n -gons as isolated ring structures. However, the faces of the polyhedra are flat and the rings are twisted in their ground-state geometry. It is possible to force the rings to a flat geometry, but this can lead to accidentally adding further strain. Therefore this strategy should not be followed here. However, the low presence of hexagonal faces at the great rhombicuboctahedron $*(30 \%$ vs. $\approx 60 \%$ at the truncated octahedron * and the truncated icosahedron ${ }^{\bullet}$ ) corresponds to its higher formation energy and hexagons offering low angular strain.

To verify the energetic differences of $\bullet$, and $*$ are not artifacts of the applied PBE-functional, the clusters were relaxed using different exchange-correlation-energy functionals. The stability ordering of the three clusters of the three elements with respect to three different functionals is compared in figure 3.19. In comparison of the functionals, the stability ordering of the geometries of each element does not change.


Figure 3.18: Prisms: Comparison of the formation energy of carbon, silicon and germanium structures. All prisms are relaxed and passivated with one hydrogen atom per cage atom. The data points of each element are connected to guide the eye and to highlight that the angular strain increases the formation energy of the carbon structures more than of silicon and germanium structures.


Figure 3.19: Comparison of the stability ordering of the truncated octahedron , truncated icosahedron ${ }^{\bullet}$ and great rhombicuboctahedron ${ }^{*}$. The polyhedra were built with carbon $\bullet$, silicon ${ }^{\bullet}$ and germanium • . All polyhedra are passivated with hydrogen and relaxed using the different exchange-correlation-energy functionals PBE, LDA and PW91 [46, 49, 50, 150, 151]. As all cluster have the composition $x \mathrm{H}$, the enthalpy per atom can be used to investigate the stability ordering of structures with the same $x$. Each horizontal line guides the eye and highlights the energy of the second most stable structure.


Figure 3.20: Change in formation energy due to filling the cages of figure 3.17 with helium. This energetic change allows an estimation of the cluster size.

To estimate the possibility of filling the cages, the cluster of figure 3.17, each has been filled by a helium test atom. Helium has been chosen to test the structures for small atoms. When the filling atom is too large, its electrons distort the geometry of the atoms forming the cage and the formation energy increases. The resulting changes in formation energy are shown in figure 3.20. It is visible, in contrast to carbon, the formation energy of any of the silicon and germanium structures hardly changes. This can be explained with the amount of space the clusters offer the guest atom. In table 3.5, the (normalized distance) ${ }^{3}$ approximates the gain in volume when transitioning from carbon to silicon or germanium cages. Correspondingly, the largest change in formation energy due to filling can be identified at the carbon dodecahedron * , as the dodecahedron is the smallest shown cage regarding the number of vertices.
This trend of the most stable, empty carbon cages to be destabilized by the test atom the most, leads to the dodecahedron and the constructed polyhedra showing around the same formation energy. Regarding silicon and germanium, these four structures show similar stability independent of being empty or being filled with helium.

Looking for dopable carbon clathrate structures, it can be concluded it does not make any sense only to investigate the most stable cage structures. The constructed structures on the right of figure 3.17 and 3.20 perform well regarding the stability in both cases. This is also reasonable, as they have been identified during the global structure prediction search using placeholder atoms larger than helium.

This result of low-enthalpic carbon-polyhedra structures agrees with the suggestion of Nester et al. [135]. There, the energetic change of bulk carbon structures due to stretching was investigated without adding further atoms inside the polyhedron. The most favored structures of Nester et al. are clathrate-I and -II structures. They contain dodecahedra, tetrakai-decahedra
(truncated hexagonal trapezohedra) and hexakai-decahedra (see figure 3.13). In the present investigation, these three helium-filled polyhedra show a similar formation energy.

### 3.3 Linking polyhedra and enforcing $\mathbf{s p}^{\mathbf{3}}$-orbitals

The investigation in section 3.2 reveals dodecahedral carbon clusters are the most stable of the investigated carbon clusters. Possibilities of direct linking it perodically with itself are investigated in section 3.3.1. The issue leads to the question which concerns the failure of experiments to discover stable bulk phases of carbon containing dodecahedra, besides Robert J. Ternansky et al. synthesizing dodecahedrane clusters in 1982 [140]. This contradiction was already mentioned at the end of section 3.1, where the problematic of linking cages periodically in 3D space has already been hinted. Dolyniuk et al. [90] lists several clathrate geometries containing (pentagonal) dodecahedra. As it cannot tile 3D-space alone ( $4 \pi / \Omega \notin \mathbb{N}$ ), I emphasize other details and focus on the quasi-1D case of dodecahedral carbon to investigate the change in formation energy (section 3.3.1). Placing $\mathrm{CH}_{2}$-groups properly between cages could reduce the formation energy of the total structure, but it shifts the composition towards containing more hydrogen and defeats the purpose of these hydrogen atoms as place holders. It is described as quasi-1D, as the dodecahedra are still three-dimensional objects, but they are linked in a row. According to section 3.2 the truncated octahedron $\diamond$ is another good candidate to investigate the problem of periodical linking. The polyhedron solely offers solid angles of $\pi$, precisely $1 / 4$ of the full solid angle. Furthermore, the formation energy of the passivated cluster is negative (see figure 3.16). The possibility of tiling space and forming type-VII clathrates with truncated octahedra is investigated in section 3.3.2.
In section 3.3.3 an alternative strategy regarding tiling 3D-space is discussed, which is based on spirals instead of any polyhedron.

### 3.3.1 Rows of dodecahedra in quasi-1D

The simplest way of linking dodecahedra is by stacking them (see figure $3.21(\mathrm{a})$ ). Neighboring dodecahedra share faces and each vertex of such a face has two neighbors within this face, a third in one dodecahedron and a fourth neighbor in the second dodecahedron. At an isolated dodecahedron cluster, the hydrogen atoms are oriented to minimize the enthalpy of the structure while enforcing $\mathrm{sp}^{3}$-geometry of the carbon orbitals. However, the full solid angle of $4 \pi$ and the internal solid angle of the dodecahedron are not commensurable ( $4 \pi / \Omega_{\text {dodecahedron }} \approx 4.24$ ). In contrast to cubes or the truncated octahedron, dodecahedra cannot fill three-dimensional space without creating further polyhedra. When stacking dodecahedron clusters, it is recognizable how the positions of the 'new' carbon atoms deviate from those of the hydrogen atoms by an angle of $5.8^{\circ}$ (see figure $3.21(\mathrm{~b})$ ). This change in angle and the change in composition increases the formation energy of the structure (see figure 3.21(f)).
Thinking about an alternative strategy, one might wonder if dodecahedra can at least share a single vertex. As every vertex precisely needs four neighbors and this geometry would lead to six neighbors, dodecahedra cannot share only one vertex. Sharing an edge between neighboring dodecahedra is also not possible as this geometry leads to five neighboring atoms. However, it is possible to use one vertex of one dodecahedron as the 4th neighbor of a vertex of a second dodecahedron (see figure 3.21(c)). Applying this strategy, the angles are conserved. Proceeding this way, neighboring dodecahedra can share as well two or five vertices (figure 3.21(d) and (e)). The first case leads to distortions in the geometry as square planar angles appear. In the second case, not only two planar, but five dihedral angles per dodecahedron and link are changed to square angles and the formation energy rises even higher.

All formation energies are plotted in figure 3.21 (f) with respect to their composition. The isolated cluster, the single bond and the face-sharing case all show a similar distance to the convex hull(gray dashed line). Although the extrapolation via the yellow line hints to the isolated cluster offering the lowest distance to the hull. Furthermore, the extrapolation hints a lower energetic boundary regarding carbon-only, dodecahedron-based clathrate crystal structures. This limit is shown less than 100 meV above diamond. Consequently there may be space to improve upon the structures from the global structure prediction runs $\boldsymbol{\square}$ of section 3.1.

(a) Stacked / face-sharing dodecahedra.

(c) One bond.

(e) Five bonds.

(b) Overlay of a single passivated and stacked dodecahedra.

(d) Two bonds.

(f) Formation energy of the attempts.

Figure 3.21: Linking dodecahedra- in quasi-1D. There are four main possibilities to directly link dodecahedra in an infinite row. Panel (a) displays the possibility to share faces between neighboring dodecahedra. (b) highlights the resulting positional change of the fourth neighbor atom. Hydrogen atoms are marked blue when they are substituted with carbon while linking the dodecahedra. The positions of these marked atoms and the corresponding carbon atoms deviate by an angle of $5.8^{\circ}$. The sketches (c) - (e) present the possibility of links via one, two or five 'bonds' between neighboring dodecahedra. The formation energy of these structures is plotted in (f) with respect to their composition. The bottom dashed line marks the convex hull, connecting graphite and methane. The yellow line extrapolates the connection of the isolated cluster and the face-sharing case ' F '. The other data points are labeled with the number of links neighboring dodecahedron. The extrapolation hints to a fictive carbon-only structure, which is energetically positioned above diamond, but below the results of the global structure prediction runs $\quad$ from section 3.1.


(g) 3D: tilling space completely using only truncated octahedra . Four colors are used to differentiate the polyhedra from their neighbors and to highlight the periodicity.

(h) Formation energy: The yellow lines interpolates the data points.

Figure 3.22: Different possibilities of tilling space in a different number of dimensions only using truncated octahedra . The 1D-case is covered by (a) - (c), 2D by (d) - (f) and 3D by (g). Panel (h) shows the formation energy of these structures in a phase diagram. The yellow line interpolates the cases of the isolated cluster and bulk. Most of these structures are positioned on this line. The bulk case does not improve upon the results of the global structure prediction runs $■$ from section 3.1.

### 3.3.2 Linking truncated octahedra

The truncated octahedron possesses hexagonal and square faces. More importantly, at each vertex these faces span a solid angle of $\pi$, precisely $1 / 4$ of the full solid angle. This solid angle and the symmetry of the truncated octahedra allow for tiling 3D-space using only copies of itself (see figure $3.22(\mathrm{~g})$ ). This 3D crystal structure is also known as a clathrate type-VII structure. Furthermore, the isolated cluster is one of the most stable structures found in figure 3.16. This makes this polyhedron an interesting candidate to investigate the stability of its periodic links within a different number of dimensions (see figure 3.22). The formation energies of these structures are shown by figure $3.22(\mathrm{~h})$ with respect to their composition. There, the formation energy of all structures, but one, is placed on a line. Ergo only the change in composition leads to the change in formation energy and no further deformations appear during the linking process. Only the square-sharing 2D-structure (figure $3.22(\mathrm{f})$ ) shows an increased formation energy, which can be explained by the position of the hydrogen-atoms of neighboring cages. Their close distance lets them interact and destabilizes the structure.
Only the isolated cluster shows a negative formation energy. Furthermore, figure 3.22 shows the 3D carbon clathrate-VII structure is less stable than the resulting structures $\square$ of global structure prediction from section 3.1.

As already indicated, sometimes structures can be stabilized under pressure. The formation energy of the bulk, carbon only, clathrate-VII structure of figure $3.22(\mathrm{~g})$ under pressure is shown in figure 3.23. It is compared with the graphite and diamond phase of carbon. Adding pressure stabilizes the geometry against graphite, but not against diamond. In other words, adding low pressures to the system stabilizes diamond more than the clathrate-VII structure. Increasing the pressure further destabilises graphite more than the clathrate-VII structure. Figure 3.23 reveals a minimal formation energy of $>0.4 \mathrm{eV}$ /atom around a pressure of 6 GPa . In this pressure region carbon changes its phase from graphite to diamond. The formation energy level of 0.4 eV correspond to a temperature of $4600 \mathrm{~K}>T_{\mathrm{C}}^{\text {melt. }}$. Ergo it is unlikely to find the carbon-only type-VII clathrate experimentally at any pressure. If the difference in formation energy or the melting temperature of carbon increases more under pressure has not been further investigated.


Figure 3.23: Formation energy of bulk carbon phases under pressure.


Figure 3.24: Creating spirals. Atoms of the spiral are marked red and are placed equidistantly to their neighbor atoms. The projection of the atoms onto the gray plane is colored in orange. Although the planar angle between the red atoms is equal to $\varphi_{\mathrm{sp}^{3}}$, the projection $\gamma$ can represent a regular polygon. The true inter-atomic distance is $d$ and its projection is labeled $a$.

### 3.3.3 Spirals

Facing the issue of creating cage structures periodically in 3D space one can try to go one step back and look for an alternative strategy. At first the strategy is to create quasi-1D structures of $\mathrm{sp}^{3}$-carbon and to connect them later to 3D-periodic structures to create the hollow areas. As the planar angle of $\varphi_{\mathrm{sp}^{3}}=109.47^{\circ}$ does not match the planar angle $\varphi_{\text {polygon }}$ of any regular polygon, one can use a different perspective by projecting $\varphi_{\mathrm{sp}^{3}}$ onto a plane. The atoms can be positioned to create regular polygons within this projection forming the angle $\gamma$, while the true angle of the structure remains of the value of $\varphi_{\mathrm{sp}^{3}}$ (see figure 3.24). Hereby it is easy to see the limit of $\gamma$ :

$$
\begin{equation*}
\gamma \leq \varphi_{\mathrm{sp}^{3}} \tag{3.2}
\end{equation*}
$$

The positions $\mathbf{r}$ of the vertices can be described via cylindrical coordinates. In the simplest case the chained vertices of the spiral follow the same order as in the projected polygon:

$$
\mathbf{r}_{k}\left(n, R, z_{0}\right)=\left(\begin{array}{c}
R \cos 2 \pi \frac{k}{n}  \tag{3.3}\\
R \sin 2 \pi \frac{k}{n} \\
z_{0} \frac{k}{n}
\end{array}\right)
$$

$n$ defines the rotational symmetry of the projected spiral and $R$ its radius. $z_{0}$ is the shift of the spiral within one period perpendicular to the projection plane and $k$ is the index of the vertices

(a) linear projection

(b) triangular projection

(c) square projection

(d) pentagonal projection

Figure 3.25: Carbon spiral structures. Carbon atoms of the spiral are marked red, their projection is colored yellow. Passivating hydrogen atoms are shown in white.
on the spiral. More in detail, $R$ and $z_{0}$ are not constants, but functions of the C-C distance $d$ and the symmetry parameter $n$. Moreover, $a$ is the projection of $d$ onto the plane:

$$
\begin{align*}
& z_{0}(n)=n d \sqrt{1-\left(\frac{a(n)}{d}\right)^{2}} \\
& a(n)=d \sqrt{\frac{1+\cos \varphi_{\mathrm{sp}^{3}}}{1-\cos \frac{2 \pi}{n}}}  \tag{3.4}\\
& R(n)=\frac{d}{1-\cos \frac{2 \pi}{n}} \sqrt{\frac{1}{2}\left(1+\cos \varphi_{\mathrm{sp}^{3}}\right)}
\end{align*}
$$

As the true planar angle within the spiral is set by $\varphi_{\text {sp }^{3}}$ and the regular hexagon $\left(120^{\circ}\right)$ has a larger angle than $\varphi_{\mathrm{sp}^{3}}$ the possible projections are limited to,$- \triangle$, $\square$ and $\square$. The corresponding spirals are sketched in figure 3.25.
Further degrees of freedom can be unlocked by separating the order of the vertices on the spiral against the order within the projection. Furthermore, there is the possibility to break the symmetry between arbitrary two neighboring vertices within the spiral. The constant $z$-shift between the two neighboring atoms of each atom of the spiral is changed to two alternately applied $z$-shift values. Further details how to construct these spirals are available in section A. 4 of the appendix. Here this extended strategy should not be pursuit in the following as decoupling the order of the vertices between spiral and projection reduces the space inside the spiral and changing to a pair of $z$-shifts makes it harder to link the final structure properly in further dimensions.

The possibilities of the basic case of equation (3.3) are shown in figure 3.25. Here, hydrogen is added to the carbon atoms to passivate the structures and to highlight the region, where further carbon atoms can be linked. As the C-C distance within the spiral is the same for all cases, the length of projected edges is the longest at the pentagonal structure of figure 3.25(d). Its projected area is the largest. Nevertheless, a plane cannot be tiled using only regular pentagons. Therefore it is impossible to form an appropriate crystal by only arranging these pentagonal spirals around each other in a parallel way. Tilting some might work.
Regarding the zig-zag structure of figure 3.25(a) and the square structure of figure 3.25(c), it is interesting to see how its extension to further dimensions, while removing hydrogen atoms, creates a 3D-crystal structure: diamond. Extending the square spiral of figure 3.25(c) by itself in the other two dimensions, while removing the hydrogen atoms, leads to the structure of diamond as well.

Unfortunately this approach to tile 3D-space with carbon atoms and their $\mathrm{sp}^{3}$-orbitals, directly leads to the structure of diamond and sadly not to new geometries offering more vacant space.

### 3.4 Lithium-doped, boron-substituted carbon clathrates

Zeng et al. [40] introduce a different approach for carbon-based clathrate structures. The focus is shifted from dopable clathrate structures made solely of carbon to lithium-doped carbon clathrates with boron-substitutions.
In section 3.1 and 3.2.4 helium is used as an endohedral filler because spatially it is the smallest atom available in the periodic system of elements. Zeng et al. change the perspective regarding possible dopants from atoms to ions. The lithium ion $\mathrm{Li}^{+}$, spatially speaking, is even smaller than a helium atom. Both only contain $1 \mathrm{~s}^{2}$-electrons, but the core of lithium has a higher charge than helium ( +3 e vs. +2 e ), dragging the two electrons closer to the core. An isolated proton $\mathrm{H}^{+}$would use even less space, but lithium is favored as a dopant as its $2 \mathrm{~s}^{1}$ valence electron is significantly less bound to the core than the $1 \mathrm{~s}^{1}$ electron of a hydrogen atom. The first ionization energies of some elements are listed in table 3.8 showing $E^{\mathrm{ion}}(\mathrm{H})=2.5 E^{\mathrm{ion}}(\mathrm{Li})$. Boron is used by Zeng et al. to substitute single carbon atoms to compensate for the 'additional' electron coming from lithium atoms which have become ionized. The boron atoms dope the carbon framework structure with holes. Zeng et al. proposed clathrate structures at a pressure of 40 GPa . They are depicted in figure 3.26 to highlight the different kinds of polyhedra.

In the current section, the stability of the proposed structures is investigated under pressures ranging from 0 to 50 GPa . Their formation energy was calculated according to equation (2.20) on page 14. The highest pressure has been chosen to enable references to the global structure prediction runs of section 3.1 and to show a small trend for the proposed structures toward pressures higher than in [40]. The reference structures of the individual elements carbon, lithium and boron have been created for all pressures in two ways:

- Reference structures for 0 GPa were taken from the Materials Project database [75] and stepwise relaxed to higher pressures.
- Some short global structure prediction runs were initiated for lithium, boron and carbon at a pressure of 40 GPa , the pressure applied by Zeng et al. After the refinement at this pressure, the most stable structures have been stepwise relaxed at the next pressure level.

The formation energies of the proposed structures are compared in figure 3.27(a). The image reveals their distinct ordering of stability. The most stable structure has the composition

Table 3.8: Ionization energies of chemical elements [139].

|  |  |  | $E^{\mathrm{ion}} / \mathrm{eV}$ | $E^{\mathrm{ion}} / E^{\mathrm{ion}}(\mathrm{Li})$ |
| :--- | :--- | :--- | :---: | :---: |
| H | $\rightarrow$ | $\mathrm{H}^{+}$ | 13.6 | 2.5 |
| Li | $\rightarrow$ | $\mathrm{Li}^{+}$ | 5.4 | 1 |
| Be | $\rightarrow$ | $\mathrm{Be}^{+}$ | 9.3 | 1.7 |
| $\mathrm{Be}^{+}$ | $\rightarrow$ | $\mathrm{Be}^{2+}$ | 18.2 | 3.4 |



Figure 3.26: Zeng et al. [40] proposed four Li-BC-clathrate structures with different compositions at a pressure of 40 GPa . The structures were replotted to increase the visibility of the present polyhedra. In this context dodecahedra are marked purple, truncated octahedra green, tetradecahedra / hexagonal truncated trapezohedron blue, pentakaidecahedra gray and barrel shaped polyhedra yellow. Carbon atoms are brown, boron is green and lithium atoms are blue inside the cages. The label of the individual figures refers to the content of the unit cell.


Figure 3.27: Formation energies of the clathrates structures of figure 3.26 at different pressures.
$\mathrm{Li}_{4} \mathrm{~B}_{4} \mathrm{C}_{19}$. The least stable structure has the composition $\mathrm{LiBC}_{5}$. Furthermore, the crystal of $\mathrm{Li}_{4} \mathrm{~B}_{4} \mathrm{C}_{19}$ has negative formation energies at pressures above 20 GPa . The next most stable proposed structure is $\mathrm{Li}_{7} \mathrm{~B}_{7} \mathrm{C}_{33}$ and shows a similar behavior, starting around 40 GPa . The possibility of these two structures to be thermodynamic stable is discussed later around page 62 . As the lithium content of the structures hardly varies (see table 3.9), it is not the main reason to explain this stability ordering. The difference in stability is a result of the different structural geometries.
The stabilizing effect of the lithium-boron-strategy is investigated in figure 3.27(b). There, the green curve - - again represents the most stable proposed structure. The other curves are variations of this structure with either lithium ( - - ), only the boron substitutions ( $-\square$ ) or non of both ( - ) . Comparing the $-\square$ and - - curves, the formation energy of these two lithium-doped structures reveals the importance of the boron atoms. They reduce the formation energy by around $0.3 \mathrm{eV} /$ atom. Under pressure the formation energy of both structures decreases monotonically. In contrast, the formation energies of both lithium-free structures $-\square,-\square$ have a local minimum around a pressure of 5 GPa . This pressure region has already been mentioned to be the coexistence region of graphite and diamond at temperatures of 0 K . At high pressures, the formation energies of these two structures increase as well as their energetic difference. Graph - - has a lower formation energy than $-\square$. This is understandable as the first is the carbon-only structure and the last one represents the carbon structure with boron substitutions. It is p-doped, but there are no further electrons to catch. The different tendency of the formation energy of these two groups leads to two further statements:

- Comparing the green $-\square$ with the dark yellow curve -○- , their formation energies are similar at pressures of 0 GPa and increase under pressure.
- The gray curve -- has a similar formation energy as the orange one - - at 10 GPa . At pressures of 30 GPa and above the lithium doping reduces the formation energy against the carbon-only framework - - .

Table 3.9: Overview on the percentage of each element for each composition.

|  | Li | B | C |
| :--- | :--- | :---: | :--- |
| $\mathrm{LiBC}_{5}$ | 0.143 | 0.143 | 0.714 |
| $\mathrm{Li}_{3} \mathrm{~B}_{3} \mathrm{C}_{14}$ | 0.15 | 0.15 | 0.7 |
| $\mathrm{Li}_{4} \mathrm{~B}_{4} \mathrm{C}_{19}$ | 0.148 | 0.148 | 0.704 |
| $\mathrm{Li}_{4} \mathrm{C}_{23}$ | 0.148 | 0 | 0.852 |
| $\mathrm{Li}_{7} \mathrm{~B}_{7} \mathrm{C}_{33}$ | 0.149 | 0.149 | 0.702 |



Figure 3.28: Comparison of the formation energies of structures under pressure. The most stable structures from figure 3.27(a) are compared with the most stable structures from further global structure prediction calculations. The structures of the solid lines are sketched in figure 3.29.


Figure 3.29: Structures of the solid lines of figure 3.28 found with global structure prediction search. Carbon atoms are brown, boron is green and lithium atoms are bright blue.

## Further comparison of the proposed structures with global structure prediction runs

Besides calculating the formation energy in figure 3.27(a), we performed global structure prediction calculations with the same composition of chemical elements. The resulting formation energies are shown in figure 3.28 with solid lines. Dashed lines relate to the two most stable clathrate structures already shown in figure 3.27(a).
Comparing the formation energies at pressures below 30 GPa reveals, the new structures are more stable than the proposed clathrates. In contrast to them, they are not clathrates and contain no cages for lithium (see figure 3.29). It is also recognizable, the new structures at pressures below 20 GPa are more stable the closer their structure is to a layered geometry. The formation energies of the structures of figures 3.29 (a) and 3.29 (b) show a local minimum at pressures around 5 GPa . It originates from the phase transition of carbon between graphite and diamond. The local minimum of the structure of figure 3.29 (c) is broader and shifted toward 10 GPa . This is not a surprise, as the same number of carbon atoms have three or four neighbors, enforcing $\mathrm{sp}^{2}$ and $\mathrm{sp}^{3}$ orbitals respectively. Within the region of 20 and 35 GPa , the stability ordering of the discussed structures changes dramatically. At higher pressures cages and channels are favored over layered structures.


Figure 3.30: The ternary phase diagrams of the mixture of lithium, boron and carbon are plotted at different pressures. The structures are arranged in a triangle to represent the composition of each unit cell. Accordingly, each corner represents one of the three concerned elements. The most stable structures are marked green and shape the convex hull, which is sketched by the lines. Structures with a formation energy above the hull are marked red. For each composition and each pressure, only the candidate with the lowest enthalpy / the most stable structure is shown. This candidate of each composition can change between the different diagrams as a structural phase change occurs.

## Ternary phase diagrams

To set the structures of figure 3.27 and 3.28 further into perspective, ternary phase diagrams need to be calculated at each pressure to allow comparisons with respect to the convex hull. These phase diagrams are plotted in figure 3.30 for pressures from 0 to 50 GPa . The reference structures were identified again by global structure prediction runs performed at 0 and 40 GPa . The most stable structures have been relaxed at further pressures. Clathrate structures of the global structure prediction approach of section 3.1 have been modified with lithium and boron and added as well.

In figure 3.30, structures forming the convex hull are marked green and thermodynamic unstable structures are plotted red. As the clathrate structures proposed by Zeng et al. [40] all contain the same amount of lithium and boron atoms, the important region of the phase diagrams is the central, vertical line connecting C with LiB . There, the only thermodynamic stable structures have the composition $\mathrm{C}, \mathrm{LiBC}$ or LiB . Furthermore, none of the proposed configurations is highlighted green at pressures up to 50 GPa . Ergo they are not thermodynamic stable.
Although the most stable clathrates of figure $3.28\left(-\square, \mathrm{Li}_{4} \mathrm{~B}_{4} \mathrm{C}_{19}\right)$ has a negative formation


Figure 3.31: The most stable structure of $\mathbf{L i B C}$ and $\mathrm{LiB}_{6} \mathbf{C}$ at pressures between 0 and 50 GPa .
energy at pressures between 20 GPa and 50 GPa , its distance to the convex hull is still around $270 \mathrm{meV} /$ atom in this pressure region. The next most stable clathrate structure (,$-- \mathrm{Li}_{7} \mathrm{~B}_{7} \mathrm{C}_{33}$ ) shows a distance to the convex hull of around $340 \mathrm{meV} /$ atom at pressures between 10 GPa and 50 GPa . Both energy distances correspond to temperatures above 3000 K . Consequently these structures do not represent the most stable configuration, although the formation energy is negative.

In figure 3.30 some compositions contain all three elements and are always marked thermodynamic stable (green). Their structures are shown in figure $3.31\left(\mathrm{LiBC}\right.$ and $\left.\mathrm{LiB}_{6} \mathrm{C}\right)$ and figure $3.32\left(\mathrm{LiB}_{13} \mathrm{C}_{2}\right)$. Both structures of figure 3.31 were taken from the Materials Project database [75]. Each structure represents the most stable configuration of its composition at zero pressure. In the pressure regime up to 50 GPa , no more stable structure could be identified. The structure of LiBC (figure 3.31(a)) was also reproduced by global structure prediction runs. It is segmented into layers of lithium triangles and boron-carbon hexagons. The lithium atoms are placed on top of the center of the boron-carbon hexagons. Furthermore, these hexagonal layers alternate between placing carbon and boron atoms at the equivalent position.
In comparison, the excess of boron in $\mathrm{LiB}_{6} \mathrm{C}$-structures leads to the formation of rods of boron icosahedra (figure $3.31(\mathrm{~b})$ ). Within the rods, the icosahedra are linked directly by two pairs of atoms. Carbon atoms appear in pairs and on a longer range, lithium is arranged in hexagons with edges of $2.9 \AA$ and $3.7 \AA$. The distance between the planes of the hexagons is $4.7 \AA$

Regarding the composition $\mathrm{LiB}_{13} \mathrm{C}_{2}$, two similar structures are know with the same formation energy at zero pressure (see figure 3.32(b)). Under pressure, the formation energy of both structures changes similarly too (figure 3.32(a)). Furthermore, this plot reveals a structural phase change at pressures of 5 GPa . The two identified, most stable structures under pressure are shown in figure 3.32(c) and (d). Comparing these structures, in all four cases boron arranges in the form of icosahedra again.


Figure 3.32: The structure of the most stable geometry of $\mathrm{LiB}_{13} \mathrm{C}_{2}$ changes at pressure of $\approx 5 \mathrm{GPa}$. Panel (a) compares the formation energies of the structures shown in (b) - (d) under pressure. (b) has the lowest formation energy at zero pressure. (c) and (d) are the two most stable structures identified under high pressure.

### 3.5 Summary

Several attempts to search for stable carbon clathrate crystals were presented. The first approach used place holder atoms to create vacancies in global structure prediction calculations (section 3.1). Helium-filled clathrates structures were identified which are significantly more stable than the carbon analog to a silicon type-I clathrate. The most stable of them is still $225 \mathrm{meV} /$ atom less stable than diamond. From the presented point of view, the formation of carbon clathrate structures cannot be seen as impossible. Adding thermal energy and external pressure to the system could further reduce the energetic distance.
Taking a geometric approach reveals, the topic can be separated in three different aspects, which cannot be treated completely isolated from each other (section 3.2 and 3.3):

- stability of the cage geometry
- stability of the structure linking the cages
- cage size and size of candidate atoms to fill the cage

The possibility of filling the vacancy of the clathrate structure has been discussed as well. However, the comparison with silicon and germanium highlighted the spatial limitations of carbon-based structures. Readjusting the point of view to ion dopants in section 3.4, it was shown that boron-substitutions can stabilize lithium-doped carbon clathrate structures. At pressures above 20 GPa , clathrate structures with a negative formation energy were identified. However, their distance to the convex hull of $270 \mathrm{meV} /$ atom is still significant. Adding more pressure to the system hardly changes this distance.
It is unlikely, this approach via lithium and boron can be expanded to further combinations of chemical elements. Ionized beryllium $\mathrm{Be}^{2+}$ or hydrogen $\mathrm{H}^{+}$would even be smaller than $\mathrm{Li}^{+}$ and the second electron of beryllium can be compensated by another substitution of carbon to boron. But neither of this is useful, as beryllium and hydrogen show a first ionization energy significantly larger than lithium. Furthermore, after the first ionization, the remaining valence electron of beryllium is bound even tighter to the core than the former.

## Chapter 4

## Binary compounds of the elements Al, La, Sr, Ti, 0

Motivated by quasi-crystals found by Förster et al. on a platinum surface [157], in future projects, the possibility to form quasi-crystals of further combinations of the elements aluminum, lanthanum, strontium, titanium and oxygen should be investigated. In contrast to crystal structures, quasi-crystals only offer short-range ordering and no long-range periodicity. Correspondingly a large quasi-crystal can not be simulated using a small number of atoms with periodic boundary conditions. Large simulation cells are required to perform reasonable global structure prediction calculations for quasi-crystals. To perform them in a reasonable amount of time, DFT cannot be used, as it scales $\mathcal{O}\left(N_{\mathrm{el}}^{3}\right)$ with the number of electrons $N_{\text {el }}$. To increase the speed of the search to find candidates worth being refined with DFT calculations, the minima hopping method can be coupled with DFTB+ [62] or neural networks [158] instead of VASP (DFT) to approximate the enthalpy and forces of a structure. However, this path needs to be prepared first: Regarding DFTB+, the corresponding pairwise interactions need to be parameterized. If machine learning code should be used instead of DFTB+, training is still needed.
The aim of this chapter is therefore to create a large number of binary compounds of the corresponding elements via global structure prediction calculations and DFT.

As a balance between structural variety and speed, general simulation cells of the minima hopping runs contain up to 10 atoms. As training sets should be created, the goal is not solely to look for thermodynamic stable structures. To increase the variety of the training set structures should also be taken into account which are higher in energy. Therefore not only candidates for local minima, but also the structures from the molecular dynamic steps are used. Furthermore, the result is compared with the materials project database [75] to add further known structures and compositions to the training sets.
As outlined in section 2.5 , the search proceeds in two main steps to reduce calculation time:

1. Structures are created by the minima hopping method.
2. Structures are refined.

No external pressure is applied to any system.

To structure the discussion of the $\binom{5}{2}=10$ binary phase diagrams, the four containing aluminum are discussed in section 4.1. The three phase diagrams representing binaries of oxygen, but no aluminum are discussed in section 4.2. The remaining binary structures of lanthanum, strontium and titanium are discussed in section 4.3. In each binary phase diagram, the convex hull is sketched two times in different colors. The results of the global structure prediction calculations are presented in black $\bullet$. This list of structures is complemented by low-enthalpic structures of the Materials Project database, shown in green $\bullet$. The energies have been calculated with VASP, using the PBE exchange-correlation energy functional [49-54]. The cutoff energy is always 520 eV and no further energy corrections have been applied.

### 4.1 Binary phases of aluminum

The binary phase diagrams containing aluminum are shown in figure 4.1. In each case, the black and the green reference convex hull match each other well. This indicates many low-energetic structures were identified. If the lower curve is marked green, the known ground-state structure of this composition has not been identified by the global structure prediction calculations. In each case of figure 4.1, at least one stable phase could be identified, which combines aluminum with another element. Each binary phase diagram is combined with a normalized histogram of the energetic distribution of the identified structures. To limit the number of compositions shown in each histogram, different compositions are combined within each graph. One graph represents the composition containing the lowest formation energy. Starting from this composition, in the other two graphs the presence of one of the elements in the unit cell is increased.

Only structures with a formation energy of up to 1 eV are shown. As this energy translates to a temperature of above $10^{4} \mathrm{~K}$, structures above are definitely in a region where predicting bulk structures doe not make sense. As the lowest formation energy varies from binary to binary, the shown energetic bandwidth varies significantly. It varies from 4 eV of aluminium and oxygen to 1.5 eV and below for the other binaries.

(a) Titanium \& aluminum - Besides the pure elements, the convex hull is spanned by the compositions of $\mathrm{AlTi}, \mathrm{AlTi}_{3}, \mathrm{Al}_{2} \mathrm{Ti}$ and $\mathrm{Al}_{3} \mathrm{Ti}$.


(b) Lanthanum \& aluminum - Besides the pure elements, the convex hull is spanned by the compositions of $\mathrm{AlLa}, \mathrm{Al}_{2} \mathrm{La}, \mathrm{Al}_{3} \mathrm{La}$, and $\mathrm{Al}_{11} \mathrm{La}_{3}$.

(c) Oxygen \& aluminum - Besides the pure elements, the convex hull is spanned by the compositions of $\mathrm{Al}_{2} \mathrm{O}_{3}$.

(d) Strontium \& aluminum - Besides the pure elements, the convex hull is spanned by the compositions of $\mathrm{AlSr}_{2}, \mathrm{Al}_{4} \mathrm{Sr}^{2}, \mathrm{Al}_{7} \mathrm{Sr}_{8}$ and $\mathrm{Al}_{9} \mathrm{Sr}_{5}$.

Figure 4.1: Binary phase diagrams containing aluminum. On the left side, the phase diagram for the combination (a) - (d) is shown. On the right, the histogram is plotted. It visualized the distribution of identified structures up to a formation energy of 1 eV . There, the structures are only differentiated with respect to which of the two elements has more atoms in the unit cell. The histograms are normalized to span the same area.

### 4.2 Oxides

The binary phase diagrams of oxygen are shown in figure 4.1(c) and 4.2. The convex hull of the lanthanum oxide and strontium oxide structures roughly matches the reference of the materials project database [75]. In contrast to previous cases, the self-produced convex hull partially seems to improve on the reference hull. The corresponding structures are discussed in the following sections. The histograms show a broad energetic range, which is always above 3 eV . Furthermore, it is interesting to see that all these histograms show at least two distribution maxima. Regarding a single composition this could hint to the origin of the structure: local minimization or molecular dynamics step to escape a local minimum. However, one would expect such local extrema to be smeared out when combining different compositions in one histogram. But the extrema can still be seen. This most probably originates from the different energetic bandwidth of the oxides.

(a) Oxygen \& lanthanum - Besides the pure elements, the convex hull is spanned by the composition of $\mathrm{La}_{2} \mathrm{O}_{3}$. ○


(b) Oxygen \& strontium - Besides the pure elements, the convex hull is spanned by the compositions of SrO and $\mathrm{SrO}_{2}$.

(c) Oxygen \& titanium - Besides the pure elements, the convex hull is spanned by the compositions of $\mathrm{TiO}, \mathrm{TiO}_{2}, \mathrm{Ti}_{2} \mathrm{O}, \mathrm{Ti}_{2} \mathrm{O}_{3}, \mathrm{Ti}_{3} \mathrm{O}, \mathrm{Ti}_{3} \mathrm{O}_{5}$ and $\mathrm{Ti}_{6} \mathrm{O}$.

Figure 4.2: Further binary phase diagrams containing oxygen and the corresponding histograms.

(a) my candidate

(b) MP mp-458 [152, 159-168]

(c) MP mp-1046793 $[75,152]$

Figure 4.3: Comparison of low-enthalpic $\mathrm{Ti}_{2} \mathrm{O}_{3}$ structures.

### 4.2.1 $\mathrm{Ti}_{2} \mathrm{O}_{3}$

The structure of the most stable phases using a $\mathrm{Ti}_{2} \mathrm{O}_{3}$ stoichiometry are sketched in figure 4.3. Figure 4.2(c) reveals an energetic advantage of around $10 \mathrm{meV} /$ atom ( 120 K ) of the structure shown in figure 4.3(a) against mp-458 of the materials project database (figure 4.3(b)). However, the structure of figure 4.3(a) is more similar to figure 4.3(c). Both show the same planes of titanium and oxygen, but they are arranged differently.

To check if this energetic difference is only an artifact of the used PBE exchange-correlation functional [49,50], the enthalpies are recalculated using a local-density approximation (LDA) and the Perdew-Wang functional PW91 [150, 151]. PW91 again is based on the generalized gradient approximation (GGA) like the PBE-functional, which has been derived from PW91. The energetic differences are compared in figure 4.4.
Comparing the different functional approximations, the energetic differences between the new structures varies. Nevertheless the energetic ordering stays the same. The new structure of figure 4.3 always show a lower formation energy than the two references.


Figure 4.4: Comparison of the energy ordering of a set of structures between different exchange-correlationenergy functionals.

### 4.2.2 $\mathrm{Ti}_{3} \mathrm{O}$

The structure of the most stable phases using a $\mathrm{Ti}_{3} \mathrm{O}_{1}$ stoichiometry is sketched in figure 4.5. It reveals an energetic advantage of around $10 \mathrm{meV} /$ atom against the reference, which translates to a temperature of approx. 120 K . Our new structure can be separated into titanium octahedra with oxygen an atom at their center. In figure 4.5(a), the octahedra form slabs like in mp-2591 and mp-557812. In mp-554032 the octahedra form rods.

To verify this energetic difference is not an artifact of the used PBE-functional, again the energies are recalculated using a local-density approximation (LDA) and the Perdew-Wang functional PW91. The energetic differences are compared in figure 4.6.
Despite the energetic ordering of the two reference structures changes between the three approximations of the exchange-correlation functional, the new structures of figure 4.5 always show a lower formation energy then the reference.

### 4.2.3 $\mathbf{S r O}_{2}$

The structure of the most stable phases using a $\mathrm{Sr}_{1} \mathrm{O}_{2}$ stoichiometry are sketched in figure 4.7. It reveals an energetic advantage of around $40 \mathrm{meV} /$ atom against the reference, which translates to a temperature of 460 K .


Figure 4.5: Comparison of low-enthalpic $\mathrm{Ti}_{3} \mathrm{O}_{1}$ structures.


Figure 4.6: Comparison of the energy ordering of a set of structures between different exchange-correlation-energy functionals.


Figure 4.7: Comparison of low-enthalpic $\mathrm{Sr}_{1} \mathrm{O}_{2}$ structures.


Figure 4.8: Comparison of the energy ordering of a set of structures between different exchange-correlationenergy functionals.


Figure 4.9: Binary materials of lanthanum and strontium. (a) shows the phase diagram at no external pressure. No structure with a negative formation energy was identified. (c) adding pressure stabilizes the mix of both elements. (b) under 100 GPa , the convex hull is dominated by the composition LaSr .


Figure 4.10: LaSr at 100 GPa . The structure consists of alternating slabs of lanthanum (green) and strontium (yellow). Each layer has a width of two atoms.

### 4.3 Lanthanum, strontium, titanium

The residual binary phase diagrams combine lanthanum, strontium and titanium at zero pressure. They are shown in figure 4.9(a), 4.11(a) and 4.13(a). In contrast to the previously discussed phase diagrams containing aluminum or oxygen, no binary structure with a negative formation energy could be identified here. The Materials Project database [75] also reveals no thermodynamic stable structure.
Pressures up to 100 GPa were applied to the structures to investigate if these conditions help to stabilized some of the structures. The evolution of the minimum formation energy of each composition is shown in figure 4.9(c), 4.11(c) and 4.13(c). To ensure the quality of the reference structures of each element under pressure, additional global structure prediction calculations were performed at pressures of 50 and 100 GPa .

The combination of lanthanum and strontium stabilizes at pressures around 70 GPa to 80 GPa and above. At a pressure of 100 GPa the convex hull of figure $4.9(\mathrm{~b})$ is dominated by the most stable structure with the composition LaSr. In figure 4.9(b), it is the only binary structure with a negative formation energy. The layered structure is shown in figure 4.10 and can be described as a stack of lanthanum and strontium slabs. Within each slab the atoms are arranged triangularly. Both slab types are two atoms thick.

Lanthanum and titanium start mixing in the same pressure regime as lanthanum and strontium (see figure $4.11(\mathrm{c})$ ). However, at a pressure of 100 GPa , several structures of different composition with a negative formation energy were identified. The most stable ones are presented in figure 4.12. The convex hull is defined by $\mathrm{LaTi}_{7}$. The corresponding most stable structure (figure 4.12(a)) consists of lanthanum atoms arranged as cubes with an edge length of $4.5 \AA$. On each cubic face, a pair of titanium atoms are positioned. Together, they form an icosahedron filled by a 13th titanium atom at the center. The icosahedron is irregular, as its faces are isosceles triangles. The shorter edge (length of $2.2 \AA$ ) is positioned on the faces of the lanthanum cube. The longer edges of the icosahedron (length of $2.8 \AA$ ) connect titanium atoms on different faces of the cube. The distance between the central titanium atom and another of the icosahedron lies between these two measures ( $2.5 \AA$ ). The most stable structures of $\mathrm{LaTi}_{3}$ and $\mathrm{LaTi}_{5}$ are

(a) binary phase diagram at 0 GPa

(b) binary phase diagram at 100 GPa

(c) stabilization under pressure

Figure 4.11: Binary materials of lanthanum and titanium. (a) shows the phase diagram at no external pressure. No structure with a negative formation energy was identified. (c) adding pressure stabilizes the mix of both elements. (b) under 100 GPa , the convex hull is dominated by the composition $\mathrm{LaTi}_{7}$. The corresponding structure of lanthanum (green) and titanium (blue) is shown in (a).


Figure 4.12: The structures of the most stable binary compositions of lanthanum and titanium at 100 GPa . Titanium atoms are blue and lanthanum is green.
sketched in figure 4.12(b) and 4.12(c). At the composition of $\mathrm{LaTi}_{3}$, titanium forms polyhedra, which contain the lanthanum atom. The polyhedron can be described as cubes with square pyramids attached to four of its side, a quadaugmented cube. However, it is not a Johnson solids, as the faces are irregular as the distance between neighboring titanium atoms varies between 2.5 and $2.9 \AA$.

Concerning the composition $\mathrm{LaTi}_{5}$, titanium forms cubes, which contain one lanthanum atom. The highlighted connections between the titanum atoms have a length of $2.5 \AA$. They are shorter than the edge lengths of the highlighted cubes ( $2.9 \AA$ ).

Only strontium and titanium stay separated at pressures up to 100 GPa (see figure 4.13). No binary structure with a negative formation energy could be identified at any pressure between 0 and 100 GPa .


Figure 4.13: Binary materials of strontium and titanium. (a) shows the phase diagram at no external pressure. No structure with a negative formation energy was identified. Here, adding pressure does not stabilize the mix of both elements (c). (b) under 100 GPa , the convex hull is still a straight line.

## Chapter 5

## Constrains \& grain boundaries

In section 2.5 global structure prediction search was introduced and applied to carbon clathrate structures in section 3.1. There, place holder atoms were added to the carbon atoms in the unit cell to ensure vacancies are built into the carbon framework. It is often useful to perform global structure prediction simulations with geometric restrictions to steer the search into a certain direction. Regarding clathrates for example, following chapter 3 one might be interested in looking for crystal structures containing a certain cage geometry and use global structure prediction techniques to optimize the periodic linkage of the cage. If this search is to restrictive, further degrees of freedom can be created via the cage geometry. Regarding a truncated hexagonal trapezohedron for example, one could constrain a selection of faces and arrange them to form the polyhedron. During the optimization process, these faces are still allowed to shift and rotate relative to each other.
In section 3.1 neither the first nor the second approach is possible. There, all atoms are treated in the same way during the optimization process. Adding constrains restricts the positions of a set of atoms. The movement of some atoms need to be constrained to prevent the cage from dissolving in the residual carbon structure and open up a different search strategy.
Another example besides clathrates is the prediction of 2D-materials [19, 174]. The reconstruction of surfaces or grain boundaries would be possible too. As the simulation cell still contains three spacial dimensions and applies periodic boundary conditions, in these cases the initial configuration needs to contain vacuum, that is supposed to remain and should not vanish during the optimization procedure. Otherwise the result would be a 3D bulk crystal, which was not the center of interest.

### 5.1 Simple restriction of distances

A software library has been created to restrict the movement of a set of atoms during the global structure prediction process. It has also been used in the work of Borlido et al. [19, 174]. The library allows conserving each length and angle of the vectors defining the unit cell, the volume of the unit cell and further allows to conserve the distance between certain atoms. In cases
where the distance between two atoms should be fixed, the difference in forces acting on both atoms $A$ and $B$ needs to be set to zero:

$$
\mathbf{0}=\mathbf{F}^{A B}=\mathbf{F}^{A}-\mathbf{F}^{B}
$$

or rather

$$
\begin{equation*}
\forall k \in\{1,2,3\} \quad 0=\sum_{j=1}^{3} a_{j}^{k} F_{j}^{A}+b_{j}^{k} F_{j}^{B}=\mathbf{a}^{k} \mathbf{F}^{A}+\mathbf{b}^{k} \mathbf{F}^{B} \tag{5.1}
\end{equation*}
$$

The cartesian coordinate is represented by $j$. Due to the scalar nature of the lower expression, three parameter sets $\left(\mathbf{a}^{k} ; \mathbf{b}^{k}\right)$ are needed to match the upper expression. Furthermore, the $\mathbf{b}^{k}$ need to be set to $\mathbf{b}^{k}=-\mathbf{a}^{k}$.
Each set conserves the distance between $A$ and $B$ with respect to the orientation of $\mathbf{a}^{k}$. Consequently if only one set $\mathbf{b}^{1}=-\mathbf{a}^{1}$ is defined, atom $A$ and $B$ are restricted to move each on a plane perpendicular to $\mathbf{a}$. These parameters need to be set in a configuration file like:

|  |  |  | $a_{1}$ | $a_{2}$ | $a_{3}$ | $b_{1}$ | $b_{2}$ | $b_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\ldots$ |  |  |  |  |  |  |  |  |
| 2 | $A$ | $B$ | 1 | 0 | 0 | -1 | 0 | 0 |
| 2 | $A$ | $B$ | 0 | 1 | 0 | 0 | -1 | 0 |
| 2 | $A$ | $B$ | 0 | 0 | 1 | 0 | 0 | -1 |
| $\ldots$ |  |  |  |  |  |  |  |  |

$A$ and $B$ is the index of the corresponding atom. The leading integer ' 2 ' shows, this line defines a constrain with respect to two particles. Analog, the relation $0=\mathbf{a F}^{A}+\mathbf{b} \mathbf{F}^{B}+\mathbf{c} \mathbf{F}^{C}$ is defined


### 5.2 Extended definition of constrains

The basic usage of the first version of the program library is sketched above. Regarding atomic distances enforcing $\mathbf{F}^{A}-\mathbf{F}^{B}=\mathbf{0}$ has secondary effects and limits the dynamics beyond the wanted limitations. Now $A$ and $B$ are only allowed to move pairwise parallel to the Cartesian axes. Rotations are not possible. This issue becomes more prominent, when two distances $\left|\mathbf{r}^{A B}\right|$ and $\left|\mathbf{r}^{C D}\right|$ should be fixed independently from each other in one sample system. Up to now this also conserves the relative orientation of these two vectors $\Varangle\left(\mathbf{r}^{A B}, \mathbf{r}^{C D}\right)$.

To circumvent this issue, one needs to distinguish between an initial, global definition of constrains and their application to the actual geometry of the molecular dynamics step. The syntax introduced above can still be used to define the individual restrictions of an individual structure during the molecular dynamics simutation. But the syntax needs to be modified to define the global, initial constrains. $r^{A B}$ and $r^{C D}$ could be fixed without the discussed limitations by initially defining:

| dst | 2 | A | B |
| :--- | :--- | :--- | :--- |
| dst | 2 | C | D |

At each individual molecular dynamics step, this definition needs to be transformed to equation (5.1) by determining the parameter vectors $\mathbf{a}, \mathbf{b}, \mathbf{c}$ and $\mathbf{d}$. How these parameters are calculated is explained in section 5.2.1. The sections 5.2.2-5.2.4 discus how to restrict angles.

A different example highlights the different modes of restricting the distance:

$$
\begin{array}{cccccccccc}
\text { fix } & 2 & \text { A } & \text { B } & 0 & 0 & 1 & 0 & 0 & -1 \\
\text { dst } & 2 & \text { A } & \text { B } & & & & & &
\end{array}
$$

The first line conserves the distance of the atoms $A$ and $B$ in $z$-direction. The second line conserves their distance independend of any coordinates. Combination both, the atoms $A$ and $B$ are only allowed to rotate around an axis defined by their center of mass and oriented parallel to the $z$-axis. However, if no further restrictions are added to any other particle, the translation symmetry of the unit cell leads to the same result as the sample definition in section 5.1.

The described change in the definition of constrains and the corresponding adjustment of the code of the search algorithm allows for a more subtle way to define the restrictions of the system and to expand the field of possible applications concerning global structure prediction. For example, it enables the description of systems composed of clusters, whose vertex positions need to be optimized with respect to each other and the surrounding. Hollow cages can be designed first and can then be constrained individually. The simulation cell can contain further unconstrained atoms to investigate possible geometries of bulk crystals. Furthermore, trigonometric operations are avoid to limit the computational cost of the constrained search. The described strategy also has the advantage that further modes of restriction can be easily added. Only their translation needs to be implemented, which on runtime allows the program to create a set of parameters to be applied to the individual structure.

### 5.2.1 Fixing distances between two atoms with variable orientation

Before each MD-step the restriction 'dst 2 A B' needs to be adapted to the current geometry. With respect to the geometry, the forces acting on each atom $i \in\{A, B\}$ can be decomposed into $\mathbf{F}^{i}=\mathbf{F}_{\|}^{i}+\mathbf{F}_{\perp}^{i}$, where the individual forces can be defined with respect to the axis $\mathbf{r}^{A B}=\mathbf{r}^{B}-\mathbf{r}^{A}$ :

$$
\mathbf{F}_{\|}^{i} \| \mathbf{r}^{A B} \quad \text { and } \quad \mathbf{F}_{\perp}^{i} \perp \mathbf{r}^{A B}
$$

The forces $\mathbf{F}_{\perp}^{A}, \mathbf{F}_{\perp}^{B}$ describe a superposition of two motions: One is the collective translation of the pair of atoms $A, B$ perpendicular to the axis $\mathbf{r}^{A B}$ and the second one is a rotation of both atoms around their center of mass. As both individual motions do not affect the distance $r^{A B}$, only the constrain $\mathbf{F}_{\|}^{A}=\mathbf{F}_{\|}^{B}$ needs to be applied to the geometry at each step of the molecular
dynamics simulation to limit the $F_{j}^{i}$ to only allow collective translations of $A$ and $B$. Each $F_{\|}^{i}$ can be calculated as the projection of $\mathbf{F}^{i}$ on the unit vector $\mathbf{r}^{A B} / r^{A B}$ :

$$
\begin{array}{r}
F_{\|}^{i}=\frac{\mathbf{r}^{A B}}{r^{A B}} \cdot \mathbf{F}^{i} \quad \Rightarrow \quad \mathbf{F}_{\|}^{A}=\left(\frac{\mathbf{r}^{A B}}{r^{A B}} \cdot \mathbf{F}^{A}\right) \frac{\mathbf{r}^{A B}}{r^{A B}} \\
\mathbf{F}_{\|}^{B}=\left(\frac{\mathbf{r}^{A B}}{r^{A B}} \cdot \mathbf{F}^{B}\right) \frac{\mathbf{r}^{A B}}{r^{A B}} \\
\mathbf{0}=: \mathbf{F}_{\|}^{A}-\mathbf{F}_{\|}^{B}=\frac{\mathbf{r}^{A B}}{\left(r^{A B}\right)^{2}}\left[\mathbf{r}^{A B} \cdot\left(\mathbf{F}^{A}-\mathbf{F}^{B}\right)\right]
\end{array}
$$

Independent on the positions of the atoms, this can only be achieved when the square brackets are always equal to zero:

$$
\begin{equation*}
0=\mathbf{r}^{A B} \cdot\left(\mathbf{F}^{A}-\mathbf{F}^{B}\right)=\sum_{j} r_{j}^{A B}\left(F_{j}^{A}-F_{j}^{B}\right) \tag{5.2}
\end{equation*}
$$

The new parameters defining the constrain condition are solely defined by the relative distance of the two atoms A and B:

$$
\begin{equation*}
a_{j}=r_{j}^{A B} \quad b_{j}=-r_{j}^{A B} \tag{5.3}
\end{equation*}
$$

Cnequently, for each MD-step the constrain 'dst $2 A B$ ' needs to be transformed to:

$$
\begin{array}{lllllllll}
2 & A & B & r_{1}^{A B} & r_{2}^{A B} & r_{3}^{A B} & -r_{1}^{A B} & -r_{2}^{A B} & -r_{3}^{A B}
\end{array}
$$

### 5.2.2 Fixing planar angles

When thinking about fixing the planar angle $\Varangle\left(\mathbf{r}^{A B}, \mathbf{r}^{A C}\right)$, in contrast to the previous example, a third position $C$ needs to be handled. The three points $A, B, C$ define a plane $\square$ and the forces can be decomposed according to the geometry:

$$
\begin{gathered}
\mathbf{F}_{\|}^{A B}\left\|\mathbf{r}^{A B}, \quad \mathbf{F}_{\square}^{A B}\right\| \square \quad \text { and } \quad \mathbf{F}_{\perp}^{A B} \perp \square \\
\mathbf{F}^{A B}=\mathbf{F}^{B}-\mathbf{F}^{A}=\underbrace{\mathbf{F}_{\|}^{A B}+\mathbf{F}_{*}^{A B}}_{\mathbf{F}_{\square}^{A B}}+\mathbf{F}_{\perp}^{A B}
\end{gathered}
$$

To perform the decomposition, the proper normal vectors need to be introduced:

$$
\begin{array}{rlrlrl}
\mathbf{n} & =\frac{\mathbf{r}^{A B} \times \mathbf{r}^{A C}}{\left|\mathbf{r}^{A B} \times \mathbf{r}^{A C}\right|} & & \text { with } & \mathbf{n} \perp \square \\
\mathbf{n}^{B} & =\mathbf{n} \times \frac{\mathbf{r}^{A B}}{r^{A B}} & & \text { with } & & \mathbf{n}^{B} \perp \mathbf{r}^{A B}, \mathbf{n}^{B} \| \square \\
\mathbf{n}^{C} & =\mathbf{n} \times \frac{\mathbf{r}^{A C}}{r^{A C}} & & \text { with } & & \mathbf{n}^{C} \perp \mathbf{r}^{A C}, \mathbf{n}^{C} \| \square
\end{array}
$$

In contrast to $\mathbf{n}$ being perpendicular to the plane, the $\mathbf{n}^{j}$ are orthogonal to $\mathbf{r}^{A j}$ and still parallel to the plane. The forces acting on atom $B$ and $C$ can be introduced accordingly:

$$
\begin{array}{ll}
\mathbf{F}_{\perp}^{A B}=\mathbf{n}\left(\mathbf{n} \cdot \mathbf{F}^{A B}\right) & \mathbf{F}_{\square}^{A B}=\mathbf{F}^{A B}-\mathbf{F}_{\perp}^{A B} \\
\mathbf{F}_{\perp}^{A C}=\mathbf{n}\left(\mathbf{n} \cdot \mathbf{F}^{A C}\right) & \mathbf{F}_{\square}^{A C}=\mathbf{F}^{A C}-\mathbf{F}_{\perp}^{A C}
\end{array}
$$

The points $A, B, C$ can move in four different ways:

1. translation of the group $A, B, C$ in any direction
2. stretching of $\mathbf{r}^{A B}, \mathbf{r}^{A C}$
3. rotation of the plane
4. rotations of the positions within the plane $\square$

The first two possibilities automatically conserve $\Varangle\left(\mathbf{r}^{A B}, \mathbf{r}^{A C}\right)$ as they only refer to translational movements. As the forces are always taken with respect to $A$, the rotation axis of case three passes through point $A$. It needs to be made sure, $B$ rotates around the axis like $C$ does. Therefore the torsional momenta $\mathbf{M}^{i}$ of $B$ and $C$ need to be the same. In the last case, the situation is similar. Here solely the rotation axis is in plane and not perpendicular to it, so only one different direction for the $\mathbf{M}^{i}$ needs to be investigated. These two cases of rotation can be combined to:

$$
\begin{aligned}
\mathbf{M}^{C} & =\mathbf{r}^{A C} \times \mathbf{F}^{A C}=\quad \mathbf{r}^{A B} \times \mathbf{F}^{A B}=\mathbf{M}^{B} \\
\mathbf{0} & =\left(\mathbf{r}^{A C}-\mathbf{r}^{A B}\right) \times \mathbf{F}^{A}+\mathbf{r}^{A B} \times \mathbf{F}^{B}-\mathbf{r}^{A C} \times \mathbf{F}^{C}
\end{aligned}
$$

So for any component $l$ it is valid:

$$
\begin{equation*}
0=\sum_{j, k=1}^{3} \varepsilon_{j k l}\left[\left(r_{k}^{C}-r_{k}^{B}\right) F_{j}^{A}+\left(r_{k}^{B}-r_{k}^{A}\right) F_{j}^{B}-\left(r_{k}^{C}-r_{k}^{A}\right) F_{j}^{C}\right] \tag{5.4}
\end{equation*}
$$

The constrain is represented by three sets of parameters $\left(a_{l}, b_{l}, c_{l}\right)_{j}$. Again the parameters are directly defined by the geometry:

$$
\begin{align*}
a_{j l} & =\sum_{k=1}^{3} \varepsilon_{j k l}\left(r_{k}^{C}-r_{k}^{B}\right) \\
b_{j l} & =\sum_{k=1}^{3} \varepsilon_{j k l}\left(r_{k}^{B}-r_{k}^{A}\right)  \tag{5.5}\\
c_{j l} & =\sum_{k=1}^{3} \varepsilon_{j k l}\left(r_{k}^{A}-r_{k}^{C}\right)
\end{align*}
$$

### 5.2.3 Fixing dihedral angles

Now four positions $A, B, C, D$ need to be considered to conserve the dihedral angle $\theta\left(\square_{A B C}, \square_{A B D}\right)$. As $A$ and $B$ are part of both planes, they are reference points of $C$ and $D$. Local Cartesian coordinates $x^{\prime}, y^{\prime}, z^{\prime}$ can be introduced according to the geometry (see figure 5.1). There, the position of atom $A$ is chosen as the center of the dashed coordinate system. $B$ is part of the $y^{\prime}$-axis, the $z^{\prime}$-axis is orthogonal to $y^{\prime}$ and its orientation is defined by symmetry: The plane ( $y^{\prime}, z^{\prime}$ ) halves the dihedral angle $\theta\left(\square_{A B C}, \square_{A B D}\right)$. Consequently, the $x^{\prime}$-axis is defined by $\mathbf{e}_{x^{\prime}}=\mathbf{e}_{y^{\prime}} \times \mathbf{e}_{z^{\prime}}$. Besides the positions of the atoms $\mathbf{r}^{i}$ and their differences $\mathbf{r}^{i j}=\mathbf{r}^{j}-\mathbf{r}^{i}$, further vectors can be introduced:
the normal vectors of the planes

$$
\begin{aligned}
& \mathbf{n}^{C}=\frac{\mathbf{r}^{A B} \times \mathbf{r}^{A C}}{\left|\mathbf{r}^{A B} \times \mathbf{r}^{A C \mid}\right|} \\
& \mathbf{n}^{D}=\frac{\mathbf{r}^{A B} \times \mathbf{r}^{A D}}{\left|\mathbf{r}^{A B} \times \mathbf{r}^{A D}\right|}
\end{aligned}
$$

and the levers

$$
\begin{aligned}
& \mathbf{d}^{B}=\mathbf{r}^{A B} \\
& \mathbf{d}_{i^{\prime}}^{C}=\mathbf{r}^{A C}-\left(\mathbf{r}^{A C} \cdot \mathbf{e}_{i^{\prime}}\right) \mathbf{e}_{i^{\prime}} \\
& \mathbf{d}_{i^{\prime}}^{D}=\mathbf{r}^{A D}-\left(\mathbf{r}^{A D} \cdot \mathbf{e}_{i^{\prime}}\right) \mathbf{e}_{i^{\prime}}
\end{aligned}
$$

So the angle $\varangle\left(\mathbf{d}^{C}, \mathbf{d}^{D}\right)$ is halved by the plane $\left(y^{\prime}, z^{\prime}\right)$.
The movement of the atoms can be decomposed into a different set of restricted and unrestricted movements:

1. collective translation of $A, B, C, D$; described by $\mathbf{F}^{A}$ (unrestricted)
2. translation of $B$ parallel to $\mathbf{e}_{y^{\prime}}$; described by $\left(\mathbf{F}^{A B}\right)_{y^{\prime}}=\left(\mathbf{F}^{B}-\mathbf{F}^{A}\right)_{y^{\prime}}$ (unrestricted)
3. translation of $C$ and $D$ parallel to their planes (unrestricted)


Figure 5.1: Sketch of the geometry of the dihedral angle $\theta$. Besides the positions $A, B, C, D$ and the Cartesian axis $x^{\prime}, y^{\prime}, z^{\prime}$, the normal vectors $\mathbf{n}^{C}, \mathbf{n}^{D}$ are shown.

- translation of $C$ parallel to $\mathbf{r}^{A C}$ and $D$ parallel to $\mathbf{r}^{A D}$
- rotation of $C$ and $D$ around $A$ within each plane:

4. collective rotation (restricted)
a) collective rotation of $B, C, D$ around $A /$ superposition of their rotation around the $x^{\prime}$ and the $z^{\prime}$ axis. $\mathbf{M}^{B}$ is oriented parallel to the $\mathbf{e}_{x^{\prime}}, \mathbf{e}_{z^{\prime}}$ - plane:

$$
\begin{gathered}
\mathbf{M}_{x^{\prime}}^{B}=\mathbf{M}_{x^{\prime}}^{C}=\mathbf{M}_{x^{\prime}}^{D} \\
\mathbf{M}_{z^{\prime}}^{B}=\mathbf{M}_{z^{\prime}}^{C}=\mathbf{M}_{z^{\prime}}^{D} \\
\mathbf{M}^{i} \perp \mathbf{r}^{A B}
\end{gathered}
$$

b) collective rotation around $\mathbf{e}_{y^{\prime}}$ :

$$
\begin{array}{ccc}
\mathbf{M}_{y^{\prime}}^{B}=\mathbf{0} & \text { and } & \mathbf{M}_{y^{\prime}}^{C}=\mathbf{M}_{y^{\prime}}^{D} \\
& \mathbf{M}^{i} \| \mathbf{r}^{A B}
\end{array}
$$

These individual rotations can be distinguished by the orientation of the torsional momenta $\mathbf{M}^{i}$. So they can be added and the combination of the three rotation modes leads to:

$$
\begin{align*}
\mathbf{0} & =\mathbf{M}^{C}-\mathbf{M}^{B} \\
\mathbf{0} & =\mathbf{M}^{D}-\mathbf{M}^{B} \tag{5.6}
\end{align*}
$$

with

$$
\mathbf{M}^{i}=\mathbf{M}_{x^{\prime}}^{i}+\mathbf{M}_{y^{\prime}}^{i}+\mathbf{M}_{z^{\prime}}^{i}
$$

Nevertheless the rotation modes possess individual levers $d_{i^{\prime}}^{j}$. The individual momenta are written in table 5.1, but they can be combined to simplify equation (5.6) to:

$$
\begin{align*}
& \mathbf{0}=\mathbf{r}^{A C} \times\left(\mathbf{F}^{C}-\mathbf{F}^{A}\right)-\mathbf{r}^{A B} \times\left(\mathbf{F}^{B}-\mathbf{F}^{A}\right) \\
& \mathbf{0}=\mathbf{r}^{A D} \times\left(\mathbf{F}^{D}-\mathbf{F}^{A}\right)-\mathbf{r}^{A B} \times\left(\mathbf{F}^{B}-\mathbf{F}^{A}\right) \tag{5.7}
\end{align*}
$$

Nevertheless one needs to have in mind the atoms $C$ and $D$ are allowed to move within their planes unrestrictedly, only the force components perpendicular to their planes need to be restricted. Therefore equation (5.7) becomes:

$$
\begin{align*}
& \mathbf{0}=\mathbf{r}^{A C} \times \mathbf{n}^{C}\left(\mathbf{F}^{C}-\mathbf{F}^{A}\right) \cdot \mathbf{n}^{C}-\mathbf{r}^{A B} \times \mathbf{n}^{C}\left(\mathbf{F}^{B}-\mathbf{F}^{A}\right) \cdot \mathbf{n}^{C} \\
& \mathbf{0}=\mathbf{r}^{A D} \times \mathbf{n}^{D}\left(\mathbf{F}^{D}-\mathbf{F}^{A}\right) \cdot \mathbf{n}^{D}-\mathbf{r}^{A B} \times \mathbf{n}^{D}\left(\mathbf{F}^{B}-\mathbf{F}^{A}\right) \cdot \mathbf{n}^{D} \tag{5.8}
\end{align*}
$$

This condition leads to:

$$
\begin{align*}
& \mathbf{0}=\left[\mathbf{r}^{A C}\left(\mathbf{F}^{C} \cdot \mathbf{n}^{C}\right)-\mathbf{r}^{A B}\left(\mathbf{F}^{B} \cdot \mathbf{n}^{C}\right)-\mathbf{r}^{B C}\left(\mathbf{F}^{A} \cdot \mathbf{n}^{C}\right)\right] \times \mathbf{n}^{C} \\
& \mathbf{0}=\left[\mathbf{r}^{A D}\left(\mathbf{F}^{D} \cdot \mathbf{n}^{D}\right)-\mathbf{r}^{A B}\left(\mathbf{F}^{B} \cdot \mathbf{n}^{D}\right)-\mathbf{r}^{B D}\left(\mathbf{F}^{A} \cdot \mathbf{n}^{D}\right)\right] \times \mathbf{n}^{D} \tag{5.9}
\end{align*}
$$

Ergo it is valid for any $i$ :

$$
\begin{align*}
0 & =\sum_{j, k, l} \varepsilon_{i k l}\left[r_{k}^{A C} F_{j}^{C} n_{j}^{C}-r_{k}^{A B} F_{j}^{B} n_{j}^{C}-r_{k}^{B C} F_{j}^{A} n_{j}^{C}\right] n_{l}^{C} \\
0 & =\sum_{j, k, l} \varepsilon_{i k l}\left[r_{k}^{A D} F_{j}^{D} n_{j}^{D}-r_{k}^{A B} F_{j}^{B} n_{j}^{D}-r_{k}^{B D} F_{j}^{A} n_{j}^{D}\right] n_{l}^{D} \tag{5.10}
\end{align*}
$$

These equations result for each $l$ into the two conditions that need to be fulfilled :

$$
\begin{align*}
& a_{j l}=-\sum_{k, l} \varepsilon_{i k l} r_{k}^{B C} n_{j}^{C} n_{l}^{C} \\
& a_{j l}=-\sum_{k, l} \varepsilon_{i k l} r_{k}^{B D} n_{j}^{D} n_{l}^{D} \\
& b_{j l}=-\sum_{k, l} \varepsilon_{i k l} r_{k}^{A B} n_{j}^{C} n_{l}^{C} \quad \text { and }  \tag{5.11}\\
& b_{j l}=-\sum_{k, l} \varepsilon_{i k l} r_{k}^{A B} n_{j}^{D} n_{l}^{D} \\
& c_{j l}=\sum_{k, l} \varepsilon_{i k l} r_{k}^{A C} n_{j}^{C} n_{l}^{C} \\
& c_{j l}=0 \\
& d_{j l}=0 \\
& d_{j l}=\sum_{k, l} \varepsilon_{i k l} r_{k}^{A D} n_{j}^{D} n_{l}^{D}
\end{align*}
$$

Table 5.1: Individual torsional momenta $\mathbf{M}_{j^{\prime}}^{i}$ of each atom around each axis. Each line describes one rotation axis and each row one atom. $\mathbf{M}_{y^{\prime}}^{B}$ is always $\mathbf{0}$ as $\mathbf{r}^{A B} \| \mathbf{e}_{y^{\prime}}$.

|  | $B$ | $C$ | $D$ |
| :---: | :---: | :---: | :---: |
| $x^{\prime}$ | $\mathbf{r}^{A B} \times \mathbf{e}_{z^{\prime}}\left(\mathbf{F}^{A B} \cdot \mathbf{e}_{z^{\prime}}\right)$ | $\mathbf{d}_{x^{\prime}}^{C} \times \mathbf{e}_{z^{\prime}}\left(\mathbf{F}^{A C} \cdot \mathbf{e}_{z^{\prime}}\right)$ | $\mathbf{d}_{x^{\prime}}^{D} \times \mathbf{e}_{z^{\prime}}\left(\mathbf{F}^{A D} \cdot \mathbf{e}_{z^{\prime}}\right)$ |
| $y^{\prime}$ | 0 | $\mathbf{d}_{y^{\prime}}^{C} \times \mathbf{n}^{C}\left(\mathbf{F}^{A C} \cdot \mathbf{n}^{C}\right)$ | $\mathbf{d}_{y^{\prime}}^{D} \times \mathbf{n}^{D}\left(\mathbf{F}^{A D} \cdot \mathbf{n}^{D}\right)$ |
| $z^{\prime}$ | $\mathbf{r}^{A B} \times \mathbf{e}_{x^{\prime}}\left(\mathbf{F}^{A B} \cdot \mathbf{e}_{x^{\prime}}\right)$ | $\mathbf{d}_{z^{\prime}}^{C} \times \mathbf{e}_{x^{\prime}}\left(\mathbf{F}^{A C} \cdot \mathbf{e}_{x^{\prime}}\right)$ | $\mathbf{d}_{z^{\prime}}^{D} \times \mathbf{e}_{x^{\prime}}\left(\mathbf{F}^{A D} \cdot \mathbf{e}_{x^{\prime}}\right)$ |

### 5.2.4 Fixing solid angles

Fixing a solid angle $\Omega\left(\mathbf{r}^{A B}, \mathbf{r}^{A C}, \mathbf{r}^{A D}\right)$ would be the logic follow up to fixing planar and dihedral angles. Nevertheless one needs to think about cases where it is useful to apply this constrain without adding further restrictions. These are cases where the value, but not the shape, of the solid angle should be conserved, which hardly makes sense from the symmetric point of view. Nevertheless fixing the shape of a solid angle fixes its value too. This can be achieved by fixing two of the three dihedral angles present at the vertex of interest.

## Chapter 6

## Summary \& outlook

Within this dissertation, global structure prediction search was showcased in different contexts. The obtained structures were compared with reference structures of similar composition and with structures of the constituent elements to estimate the stability of the structures. Global structure predictions do not deliver a reaction path for synthesizing or directly give a reason why there are no structures that are more stable. Correspondingly a detailed analysis of the geometry was presented. The possibility of stabilizing structures under pressure was investigated as well. Therefore, pressures up to 50 or even 100 GPa were applied. Although these are values up to six orders of magnitude above atmospheric pressure, they should still be applicable in experiments as experiments have been reported applying much higher pressures [175].

To enable the possibility to predict structures besides bulk structures, for example surfaces or grain boundaries, constrained global structure predictions were introduced. Furthermore, a strategy was outlined to enable constrained search besides adding completely rigid structures to the simulation cell. Adding constrained pieces of known bulk crystal structures allows to investigate the transition between different grains. However, if one wants to investigate how certain promising cage geometries can be combined in a 3D bulk structure, it is useful to allow cages to adapt to their environment and not only force the environment to adapt to the cages.

Up to now, the predictions were always performed for a canonical ensemble of atoms. The presented phase diagrams were created by performing multiple prediction runs of different composition and number of atoms in the unit cell. Going further and allowing runs for a grand canonical ensemble would open up a new search perspective [176-178]. Independent of this transition, it is going to be interesting to see the speed-up of the prediction calculations due to the substitution of DFT calculations by methods of machine learning.

Furthermore, based the training sets created by the binary structures of chapter 4, we can report the successful identification of a first stable quasi crystal structure of barium oxide by Ahmad W. Huran, Hai-Chen Wang and Miguel A. L. Marques. Further details are in the process of publication.

## Appendix A

## A. 1 Polyhedra

Polyhedra are classified in a variety of groups depending on their symmetry. As different groups of convex polyhedra are investigated in section 3.2, their definition needs to be introduced. The presented information relies on [179-184]. All in all only convex (bubble-like) polyhedra are discussed and concave polyhedra (star-like) are not further taken into account. To visualize polyhedra, there exist more possibilities than a 2D parallel projection of their 3D shape. A net graph can be used to highlight the composition and arrangement of the faces (figure A. 1 and A.2). All polyhedra which show only regular faces are divided in the following groups:

## Platonic solids

In Platonic solids each face is a regular polygon and all faces of one solid are arranged congruently to each other. This also means, all vertices are symmetric to each other. Sometimes Platonic solids are also referred to as regular polyhedra. There are only five Platonic solids: tetrahedron, cube / hexahedron, octahedron, dodecahedron and icosahedron (see figure A.1). The solids are named referencing the number of their $4,6,8,12$ and 20 faces.

## Archimedean solids

To be called an Archimedean solid, the faces of a polyhedron still need to be regular polygons, but all faces of a solid do not need to be congruent anymore. Nevertheless each vertex still connects the same group of faces in the same way. So any vertex is still congruent to any vertex of the same solid. There are 13 different Archimedean solids. Five of them can be constructed from the Platonic solids by truncating them. They are shown in figure A.2. The arrangements of different faces creates a obvious geometric difference to the Platonic solids shown in figure A.1.

## Johnson solids

Like Platonic and Archimedean solids, Johnson solids are convex polyhedra and solely show regular polygon faces. In contrast to the previous groups discussed here, the symmetry of the


Figure A.1: Different possibilities to visualize polyhedra. Exemplary all Platonic polyhedra are shown. Below each figure on the top, the corresponding net graph is shown, highlighting the arrangement of the faces. The outer polygon surrounding each net graph represents a face too. Here, pentagons are colored to highlight them from other faces.


Figure A.2: Examples of Archimedean solids: the truncated Platonic solids. For each polyhedron the conventional plot is shown at the top and the corresponding net graph is shown below. Here, only the truncated icosahedron shows pentagonal faces. They are marked yellow to differentiate them better from the hexagonal faces. Furthermore, it is easy to see each pentagonal face of the truncated icosahedron is surrounded by hexagons.
vertices has vanished. One example out of the 92 different Johnson solids, where this asymmetry is easy to see, is the square pyramid. It has four triangular and one square face. Four of its five vertices connect two triangular with the square face and the fifth vertex connects all four triangular faces.

## Prisms and antiprisms

Analog to a rectangle being created when a straight line segment is duplicated and shifted perpendicular to its orientation, a prism is created when a polygon is duplicated and moved perpendicular to its original plane. Connecting each vertex of the original polygon with its copy of the second polygon reveals each vertex has three neighbor vertices. Besides the basic polygon, only rectangles or more specific squares appear as faces. Consequently, there is only one Platonic solid, which is also a prism: the cube.
Antiprisms are created in a similar way, but the two copies of the initial polygon are rotated against each other by $1 / 2$ of their $N$-fold rotation symmetry. Connecting the vertices between these two planes, regular triangles appear as further faces. Due to this construction, the trigonal antiprism is a Platonic solid too. It is identical to the octahedron.

Within a non-sheared (anti)prism, the vertices are symmetric to each other. In contrast to Platonic and Archimedean solids, (anti)prisms with many vertices show more of a cylindrical than a spherical shape. Due to the geometric similarity of different (anti)prisms, the radius of the circumsphere can be calculated directly by the number of vertices $N$ of the (anti)prism and the edge length $a_{0}$ :

$$
\begin{align*}
R_{\text {prism }} & =\frac{a_{0}}{2} \sqrt{1+\frac{2}{1-\cos \frac{4 \pi}{N}}}  \tag{A.1}\\
R_{\text {antiprism }} & =\frac{a_{0}}{2} \sqrt{1+\frac{1+\cos \frac{2 \pi}{N}}{1-\cos \frac{4 \pi}{N}}} \tag{A.2}
\end{align*}
$$

Both equations can simply be derived by dissecting the geometry and applying the Pythagorean theorem. It is easy to see, both radii scale similarly for large $N$.

## Euler characteristic

Besides the classification according to the symmetry of the vertices, the Euler characteristic $\chi$ can be used to classify polyhedra too [185, 186]. It is defined by the number of vertices $v$, the number of edges $e$ and number of faces $f$ of a polyhedron:

$$
\begin{equation*}
\chi=v-e+f \tag{A.3}
\end{equation*}
$$

Platonic, Archimedean, Johnson solids, prisms and antiprisms and even a sphere share the same Euler characteristic $\chi=2$, indicating to represent the same topology.

## A. 2 Angles

Looking for carbon clathrates in section 3.2, three different types of angles are discussed to characterize and compare geometries. The basic concepts and the used equations to calculate them from the vertex positions are introduced in this section. To talk about planar angles might sound trivial, but it is used as an entry point and should be mentioned to complete the picture of the other angles.

## Planar angles

The planar angle $\varphi$ is a measure regarding the different orientation of two intersecting lines (see figure A.3(a), [187]). Analog it is a measure regarding the relative orientation of two vectors $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ to each other within one plane. Using the definition of the scalar product of vectors, the angle $\varphi$ can be calculated straightforward:

$$
\begin{align*}
& \varphi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right) \in[0, \pi] \\
& \varphi\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)=\arccos \frac{\mathbf{r}_{1} \cdot \mathbf{r}_{2}}{r_{1} r_{2}} \tag{A.4}
\end{align*}
$$

The most common units for planar angles are degree with a full angle of $360^{\circ}$ and radian measure, where the angle is equal to the length of the bow section of a unit circle. Consequently the full angle is equal to $2 \pi$, when described with radian measure.

Regarding regular polygons with $N$ vertices, their internal planar angle $\varphi_{\text {int }}(N)$ can be calculated by partitioning the polygon into $N$ isosceles triangles of neighboring vertices and the center of the polyhedron. Using the law of the sum of internal angles for planar triangles, the internal angle of the regular polygon can be calculated by:

$$
\begin{equation*}
\varphi_{\mathrm{int}}(N)=\pi\left(1-\frac{2}{N}\right) \tag{A.5}
\end{equation*}
$$

## Solid angles

Analog to defining a planar angle $\varphi$ as the length of the bow segment of a unit circle, the solid angle $\Omega$ is a two-dimensional angle. It is defined as the size of the corresponding segment of a unit sphere (see figure A.3(b)) [188]. While the planar angle $\varphi$ is spanned between two lines or vectors, $\Omega$ is defined by three planes or three position vectors. Accordingly, solid angles are


Figure A.3: Sketches of (a) planar, (b) solid and (c) dihedral angle.
measured in steradian (sr) and a full angle is equal to $4 \pi$. The corresponding equation regarding three position unit vectors $\mathbf{e}_{j}=\frac{\mathbf{r}_{j}}{r_{j}}$ is presented by Folke Eriksson in [189]:

$$
\begin{equation*}
\tan \frac{\Omega}{2}=\frac{\left|\mathbf{e}_{1} \cdot\left(\mathbf{e}_{2} \times \mathbf{e}_{3}\right)\right|}{1+\mathbf{e}_{2} \cdot \mathbf{e}_{3}+\mathbf{e}_{3} \cdot \mathbf{e}_{1}+\mathbf{e}_{1} \cdot \mathbf{e}_{2}} \tag{A.6}
\end{equation*}
$$

Rewriting equation (A.6) for position vectors $\mathbf{r}_{j}$ of arbitrary length leads to equation (A.7). Furthermore, reformulating the equation with the 'arctan' instead of the 'tan'-function compensates for the pole of equation (A.6) at $\Omega=\pi$. Due to the nature of the 'tan'-function one needs to distinguish two cases depending on the shown fraction $\xi$. There are only two cases as no angle $\Omega$ larger than $2 \pi$ can be spanned directly by three vectors. Such an angle $\Omega_{\text {large }}>2 \pi$ can only be represented in equation (A.7) by its adjacent angle $4 \pi-\Omega_{\text {large }}$.

$$
\begin{array}{r}
\Omega\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right) \in[0,2 \pi] \\
\Omega\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)= \begin{cases}2 \arctan \xi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right) & \text { for } \xi \geq 0 \\
2\left(\pi+\arctan \xi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)\right) & \text { for } \xi<0\end{cases}  \tag{A.7}\\
\text { with } \quad \xi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \mathbf{r}_{3}\right)=\frac{\left|\mathbf{r}_{1} \cdot\left(\mathbf{r}_{2} \times \mathbf{r}_{3}\right)\right|}{r_{1} r_{2} r_{3}+r_{1}\left(\mathbf{r}_{2} \cdot \mathbf{r}_{3}\right)+r_{2}\left(\mathbf{r}_{3} \cdot \mathbf{r}_{1}\right)+r_{3}\left(\mathbf{r}_{1} \cdot \mathbf{r}_{2}\right)}
\end{array}
$$

If a vertex of a convex polyhedron connects more than three edges, equation (A.7) canot be applied directly. First, the solid angle needs to be partitioned like the green lines show in
figure A.3(b). The individual solid angles of the sections can be calculated by equation (A.7). Their sum is the desired solid angle.

## Dihedral angles

While the planar angle $\varphi$ is a measure in two dimensions between one-dimensional objects and the solid angle $\Omega$ is measured analog as a two-dimensional object in three dimensions, dihedral angles $\theta$ are planar angles between planes or more specific their normal vectors (figure A.3(c), [190]). Similar to the planar angle, degree and radian measure are used as units. Regarding the dihedral angle spanned by the two planes $A$ and $B$, the orientation of each plane can be characterized by three of its points $\mathbf{r}_{A 1}, \mathbf{r}_{A 2}, \mathbf{r}_{A 3}$ and $\mathbf{r}_{B 1}, \mathbf{r}_{B 2}, \mathbf{r}_{B 3}$ or the vectors $\mathbf{n}_{A}, \mathbf{n}_{B}$ perpendicular to the planes:

$$
\begin{align*}
\mathbf{n}_{A} & =\left(\mathbf{r}_{A 2}-\mathbf{r}_{A 1}\right) \times\left(\mathbf{r}_{A 3}-\mathbf{r}_{A 1}\right) \\
\mathbf{n}_{B} & =\left(\mathbf{r}_{B 2}-\mathbf{r}_{B 1}\right) \times\left(\mathbf{r}_{B 3}-\mathbf{r}_{B 1}\right) \\
\theta\left(\mathbf{n}_{A}, \mathbf{n}_{B}\right) & \in[0, \pi] \\
\theta\left(\mathbf{n}_{A}, \mathbf{n}_{B}\right) & =\arccos \frac{\mathbf{n}_{A} \cdot \mathbf{n}_{B}}{n_{A} n_{B}} \tag{A.8}
\end{align*}
$$

## A. 3 Characterizing polyhedra - calculation issues

Many polyhedra, in fact more than mentioned in section A.1, are implemented in Mathematica [134]. It is a useful source to analyze the geometry of the vertices and export vertex coordinates as a basis to create structure files for DFT calculations. Besides these coordinates, regarding angles only a function regarding dihedral angles is implemented to directly calculate them. To calculate all planar and solid angles for all the polyhedra introduced in section A. 1 and for further convex cage structures in section 3.2, several strategies have been created. Each evolved from the predecessor to resolve its issues.

The purpose of this section is to give an example of the issues creating an algorithm and its evolution and to furthermore give an example on how to compare the result of multiple algorithms and on how to identify the wrong results within deviating data. Furthermore, a bug in the basic software has been identified.
The main problem of the different algorithms was the correct identification of the two neighbors of a third vertex sharing a face of the polyhedron. The corresponding calculation of the planar, dihedral and solid angles is performed by applying the equations introduced in section A. 2 to this list of vertices.

There are two main ways to check the strategies for errors: One possibility is to calculate all planar angles and to check them for angles not represented by any regular polygon. A second possibility relies on dihedral angles. They can be compared with the result of the implemented function of Mathematica. This second check lead to surprising deviations.
The final, complete characterization of polyhedra is shown in figure 3.11 on page 35 .

## 1st attempt

1. scan over all vertices as centers of the angle for a given polyhedron
2. for each center: find all neighboring vertices
3. scan within those neighbors of a vertex all pairs of vertices neighboring each other too: sort the initial neighbor list of the central vertex for each neighbor (second vertex) by the distance to them and take the two closest vertices as third vertices sharing a face with the second one
4. calculate the angle for each of the two triples (center, 2nd partner, 3rd partner)

This attempt shows issues for example with the hexagonal antiprism (see figure A.4(a)). As the distance $|\overline{B D}|$ is smaller than $|\overline{B C}|$, the vertices of the faces are incorrectly detected and the angle $\varangle B A D$ inside of the polyhedron is calculated instead of the angle $\varangle B A C$ within the top face. This error of detecting neighbors does not only impact the calculation of the planar angles, but also impacts the calculation of dihedral and solid angles. There, neighboring vertices need to be identified as well.

## 2nd attempt

1. for a given polyhedron scan over all vertices as centers of the angle
2. for each center: find all neighboring vertices
3. within those neighbors: create all triples of vertices with the centering vertex and neighbours as 2nd and 3rd partner
4. test: Is the planar angle of these vertices represented by a regular polygon? If it does, accept the triple of vertices to share one face, otherwise neglect it.

This strategy lead to an issue for example with the icosahedron (see figure A.4(b)), where not only triangles but pentagonal faces are detected too. It is correct the angle $\varangle B A C$ is part of a pentagon, but this pentagon lies inside the icosahedron and does not represent a face.

(a) Hexagonal antiprism, attempt 1

(b) Icosahedron, attempt 2

Figure A.4: Example issues of detecting the correct set of vertices to calculate angles. The images show example errors of the first and second attempt to identify the proper set of vertices $\{A, B, C\}$ sharing one face. These sets are needed to calculate all angles of the investigated polyhedra. In figure (a) the planar angle $\varangle B A D$ is calculated despite lying inside the polyhedron and $\varangle B A C$ is ignored. In figure (b) $\varangle B A C$ is calculated although is not part of the surface of the polyhedron.

## 3rd attempt

1. scan over all vertices as centers of the angle for a given polyhedron
2. for each center: find all neighboring vertices and describe their coordinates in cylindrical coordinates on a cylinder which central axis passes through the center of the polyhedron and the vertex, which currently is investigated for neighbors
3. order these neighbors by their azimuth angle to identify the correct pairs sharing one face
4. calculate angles with the neighboring pairs of neighbors

With this 3rd strategy, no awkward planar angles could be identified anymore. Nevertheless comparing the dihedral angles calculated by this strategy with those angles calculated directly by the implemented function showed deviations listed in table A.1:
Regarding the gyroelongated square dipyramid which combines two square pyramids with a square antiprism (see figure A.5(a)), Mathematica 10.0 [134] identifies an additional dihedral angle of $30.7^{\circ}$. According to the program, this angle occurs in the lower half of the polyhedron between the faces $(5,13),(6,14),(7,15)$ and $(8,16)$. Obviously this classification violates the symmetry of the polyhedron, as the dihedral angles on the upper half of the polyhedron, between the faces $(1,12),(2,9),(3,10)$ and $(4,11)$ are identified with $158.6^{\circ}$. Furthermore, both angles do not add up to $\pi$, so it is not an error about choosing the supplementary angle. Comparing this deviation with Mathematica 11.2 [191] resolves this dispute as a bug of the implemented function of Mathematica 10.0. The dihedral angle of $30.7^{\circ}$ does not appear in Mathematica 11.2 any more and the dihedral angles represent the symmetry of the polyhedron correctly.

Repeating the calculation of the angles for the same list of polyhedra with Mathematica 11.2 reveals a deviation regarding the gyroelongated square pyramid (see figure A.5(b)). The angle are listed in table A. 1 too. The largest dihedral angle identified by my algorithm and Mathematica 10.0 is characterized with $158.6^{\circ}$, whereas Mathematica 11.2 identifies the largest dihedral angles with $149.3^{\circ}$. It is located between the faces $(2,13),(3,10),(4,11)$ and $(5,12)$. Despite this being the region present in both gyroelongated square (di)pyramids discussed here, Mathematica 11.2 does not calculate the same dihedral angles. As the other presented calculation methods of this angle reveal a dihedral angle of $158.6^{\circ}$ in both pyramids and this angle is also present in the dipyramid, I consider the $149.3^{\circ}$ as a bug, It has been reported to Wolfram Research, the creator of Mathematica.

Table A.1: Comparison of dihedral angles identified by different methods. Wrong identified angles are printed bold. In both tested versions of Mathematica the command 'PolyhedronData[polyhedron,"DihedralAngles"]' has been used to calculate the dihedral angles. The calculations for attempt 3 have been performed on the same machines as the other two cases and has been repeated with both versions of Mathematica.

| polyhedron | attempt 3 | Mathematica 10.0 [134] | Mathematica 11.2 |
| :--- | :---: | :---: | :---: |
|  |  | $\mathbf{3 0 . 7}{ }^{\circ}$ |  |
| gyroelongated | $109.5^{\circ}$ | $109.5^{\circ}$ | $109.5^{\circ}$ |
| square dipyramid | $127.6^{\circ}$ | $127.6^{\circ}$ | $127.6^{\circ}$ |
|  | $158.6^{\circ}$ | $158.6^{\circ}$ | $158.6^{\circ}$ |
|  |  |  |  |
|  | $103.8^{\circ}$ | $103.8^{\circ}$ | $103.8^{\circ}$ |
| gyroelongated | $109.5^{\circ}$ | $109.5^{\circ}$ | $109.5^{\circ}$ |
| square pyramid | $127.6^{\circ}$ | $127.6^{\circ}$ | $127.6^{\circ}$ |
|  | $158.6^{\circ}$ | $158.6^{\circ}$ | $\mathbf{1 4 9 . 3 ^ { \circ }}$ |



Figure A.5: Issues of calculating the correct dihedral angles of polyhedra. The pictures above show the two Johnson solids gyroelongated square dipyramid (a) and gyroelongated square pyramid (b) with labeled faces. On both polyhedra one of the investigated versions of Mathematica struggled to evaluate the dihedral angles properly. These are the only two polyhedra out of the investigated Platonic, Archimedean, Johnson solids and (anti)prisms where such problems occurred. The angles are listed in table A.1.

## A. 4 Spirals

## Separating the order of the vertices on the spiral from the order of the projected polygon

The basic construction of spirals is introduced in section 3.3.3. There, the projection of neighboring vertices of the spiral are also neighbors and are visited consecutively when traveling along the spiral. However, this is not the case on all possible spirals. When moving along the spiral from one vertex to the next, $l$ vertices can be skipped in the projection. For these spirals the coordinates of the vertices are:

$$
\mathbf{r}_{k, l}\left(n, z_{0}, R\right)=\left(\begin{array}{c}
R \cos 2 \pi \frac{k(1+l)}{n}  \tag{A.9}\\
R \sin 2 \pi \frac{k(1+l)}{n} \\
z_{0} \frac{k}{n}
\end{array}\right)
$$

Furthermore, it is possible to add another parameter to allow for a pairwise non-equal separation along the $z$-axis by introducing $l_{1}$ and $l_{2}$ instead of only $l$. This geometry can be seen at a DNA double helix for example. $l_{1}$ and $l_{2}$ are still the number of vertices skipped in the projection between neighboring vertices of the spiral. Going forward $l_{1}$ is applied when going from even vertices $2 k$ to odd $2 k+1$ and $l_{2}$ is used going from odd $2 k+1$ to even $2(k+1)$. In this case the vertices need to be defined as pairs of even and odd vertices:

$$
\begin{align*}
\mathbf{r}_{2 k, l_{1}, l_{2}}\left(n, z_{0}, R\right) & =\left(\begin{array}{c}
R \cos 2 \pi \frac{2 k+k\left(l_{1}+l_{2}\right)}{n} \\
R \sin 2 \pi \frac{2 k+k\left(l_{1}+l_{2}\right)}{n} \\
z_{0} \frac{2 k}{n}
\end{array}\right) \\
\mathbf{r}_{2 k+1, l_{1}, l_{2}}\left(n, z_{0}, R\right) & =\left(\begin{array}{c}
R \cos 2 \pi \frac{2 k+1+(k+1) l_{1}+k l_{2}}{n} \\
R \sin 2 \pi \frac{2 k+1+(k+1) l_{1}+k l_{2}}{n} \\
z_{0}\left(\frac{2 k+1}{n}+\zeta\left(l_{1}, l_{2}\right)\right)
\end{array}\right) \tag{А.10}
\end{align*}
$$

$\zeta$ describes the different z -shift in this asymmetric case. One can go back to the symmetric case by setting $l_{1}=l_{2}=l$ and it is easy to see equation (A.10) becomes equation (A.9) while $\zeta$ vanishes.
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