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Introduction

Hydrogen bonded liquids show a range of interesting features due to the special prop-

erties of hydrogen bonds. They have a very high interaction energy, or bond strength,

while also being directional, leading to rather rigid hydrogen bond networks. These

effects are most well known and investigated in water, where this strength and di-

rectionality, in combination with the waters ability to form four hydrogen bonds in

a tetrahedral geometry, leads to a range of anomalous thermodynamic and structural

properties, many of which are integral to life itself.

Often, only hydrophilic and hydrophobic interactions are differentiated. Upon closer

look, however, there is a wider variety of different ’philicities’, such as the well known

lipophilicity, as exhibited e.g. by alkyle chains or fluorophilicity, which manifests e.g.

in perflourinated alkyle chains.

As soon as multiple philicities are prevalent in a single system or even a single

’polyphilic’ molecule, a variety of structural and dynamical effects can emerge, caused

by the intricate interplay of competing attractive and repulsive forces. They can lead

from demixing or phase separation in simple oil-water mixtures up to the formation

of supermolecular structures in more complex systems. One example are membranes,

which are prevalent in nature and an important structure in all living organisms. Here,

amphiphilic molecules, i.e. molecules with two philicities on opposing ends build up

a bilayer membrane in water. While the lipophilic sides point to each other, only the

hydrophilic parts are exposed to water, leading to a significant energetic advantage.

Experimentally, these types of systems are often investigated by means of statis-

tical averages e.g. in different spectroscopic methods. The investigated mechanisms,
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1. INTRODUCTION

however, often take place on an atomistic or molecular level and are measured only

indirectly. Complete analytical treatment of the system is also usually not possible, as

already small molecular assemblies are already too complex. Here, molecular dynamics

simulations can offer a valuable tool to elucidate the microscopic origin of the mea-

sured effects. Molecular dynamics simulations can be, depending on the investigated

effects and complexity of the system, performed on different levels of theory ranging

from ab-initio levels all the way to classical force fields and coarse grained methods. By

computing ensemble averaged properties such as NMR or vibrational spectra, structure

factors or similar observables, the simulations can be validated against experiments and

can reveal the real atomistic picture underlying the investigated effects.

In this thesis, the structure and dynamics of different complex, hydrogen bonding

systems is investigated. Molecular dynamics simulations with different levels of theory

and supplementing calculations with spectroscopic and free energy methods have been

applied. The nine publications that have been published during this doctorate(1, 2, 3,

4, 5, 6, 7, 8, 9) can be grouped in the following broader classes of systems:

• In a first project, we investigated the influence of solvents of different philicity –

hydrophilic and neutral – on the conformation of a chromophore.

• In a second class of systems, we investigated solvents in confinement. Here, a –

usually rigid – confining host material with pores with diameters of only some

nanometers strongly modifies the behavior of guest molecules in this confinement.

With softer confinements, also changes to the structure and dynamics of the host

material can be observed.

• In the last system class, we investigated newly synthesized polyphilic molecules

and their interaction with phospholipid bilayer membranes. To this end we cal-

culated new force field parameters and used them to investigate systems ranging

from simple perfluoroalkanes up to small clusters of polyphilic transmembrane

molecules.

The thesis has been written in a cumulative way. During this thesis I co-authored

nine peer reviewed publications and one book chapter – they can be found in chapter 4.

In chapter 2, the theoretical background of the published papers is introduced, while in
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chapter 3, the individual publications are summarized. In chapter 5, I briefly conclude

the thesis and offer some outlook.
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2

Theory

2.1 Molecular Dynamics Simulations

Molecular dynamics simulations provide a way to simulate the temporal evolution of

molecular systems of various complexities and sizes. Generally atomic positions are

propagated by evaluating the forces acting on the individual atoms. These forces can be

generated by a method of choice(10, 11), ranging from quantum mechanical calculations

over parametrized classical potentials to coarse grained approaches featuring even more

generalized potentials of averaged interactions. Depending on the approach, the used

particles can be atoms, or groups of atoms in the case of coarse grained models.

They have become a widely used tool in physics, chemistry, biochemistry and even

pharmacy. Especially in combination with experiments they can often validate re-

sults and offer insight into the molecular origin of observed effects as for example in

spectroscopy(12, 13, 14, 15, 16, 17, 18).

2.1.1 Equations of Motion

In molecular dynamics simulations we want to numerically propagate the positions and

velocities of the atoms of a system by means of Newtons laws. Generally, this means,

we have to integrate Newtons equation of motion, where the forces can be derived from

a potential V acting on the atoms considered in the simulation:

F = ma = −∇V (Ri) (2.1)

5



2. THEORY

Realizing that the acceleration a is the second derivative of the position r, we

could get the velocities and positions simply by integrating to the lower derivatives and

propagating the two arising differential equations with finite time steps:

v(t) = a(t) t+ v0 , (2.2)

r(t) = v(t) t+ r0 . (2.3)

For efficient computation of the systems dynamics, a few constraints have to be met

by the used algorithm. The dynamics should remain stable, i. e. it should conserve

energy and momentum of the simulated system, ideally with a rather large time step.

The algorithm should be computationally efficient, requiring as few calculations per

time step as possible.

Most molecular dynamics programs use one of two variations of this scheme, the

velocity verlet(19, 20) or the leap frog approach. In these schemes, the overall error

is reduced, while the computational effort compared to other integration schemes is

minimized.

Here we briefly discuss a frequently used algorithm – the velocity verlet algorithm:

r(t+ ∆t) = r(t) + v(t)∆t+
1

2
a(t)∆t2 (2.4)

v(t+ ∆t) = v(t) +
1

2
[a(t) + a(t+ ∆t)] ∆t (2.5)

In the standard implementation, the velocity is first calculated at half the step size

v(t + 1
2∆t), which is in turn used to calculate the new positions. In a next step, the

acceleration is derived from the interaction potential at the new positions to finally

compute the new velocities.

The one missing ingredient, however, are the forces acting on the atoms. Ideally they

would be calculated by directly solving the Schroedinger Equation of the investigated

system and using the obtained potential energy to calculate the forces. As this is not

feasible, the potential has to be approximated by a method with the required accuracy

and properties. That might be an ab-initio method, semi-classical approximations,

classical force fields or even coarse grained models, that combine several atoms into one

’atomic’ particle.
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2.1 Molecular Dynamics Simulations

2.1.2 Ensembles – Temperature and Pressure Coupling

Canonical Velocity Rescaling

A very simple approach to reach a simulation with a constant temperature is to simply

calculate the kinetic energy and, in every step of the simulation, scale all particles ve-

locities to keep the kinetic energy constant. A similar approach is used in the canonical

velocity rescaling(21), where, as suggested by the name, the velocities are rescaled in a

manner that the resulting simulation will resemble a canonical NVT ensemble. To this

end a velocity rescaling has been developed that reproduces a canonical NVT ensem-

ble. The velocities are scaled by a rescaling factor to reach the target kinetic energy

Kt and thus the associated target temperature. The target kinetic energy is chosen as

a canonical distribution

α =

√
Kt

K
(2.6)

Since the temperature response should smoothly converge to the desired state, a

delayed dynamics is obtained by incrementing the kinetic energy over time by small

increments

dK = (K̄ −K)
dt

τ
+ 2

√
KK̄

Nf

dW√
τ

(2.7)

The first term influences via the coupling constant τ and the difference from the

target kinetic energy K̄, how fast the systems kinetic energy equilibrates and thus

how fast the target temperature is reached. This term is equivalent to the standard

Berendsen thermostat. The second term with a Wiener noise dW and the degrees of

freedom Nf becomes more important once equilibration is reached and introduces a

stochastic noise to the energy so that a canonical distribution is achieved.

In the limit of τ = 0 only the stochastic velocity-rescaling part remains retaining

the microcanonical ensemble, while for τ →∞ the system instantaneously thermalizes.

Nosé-Hoover Thermostat

In the Nosé-Hoover thermostat(22), the system is extended by a heat bath. The main

idea is to treat the heat bath has an integral part of the system by adding a new

variable η and their conjugate momentum ṗη and their associated ”mass” Q, describing

7



2. THEORY

a friction-like force. In the new system, the Hamiltonian is modified to conserve the

energy of the original system and the new heat bath

H ′ = H +
1

2
Qp2

η + gkTs (2.8)

After some reformulation(23), the Nosé-Hoover equations read as

q̇i =
pi
mi

(2.9)

ṗi = −∂V (q)

∂qi
− pi

pη
Q

(2.10)

ṗη =
N∑
i=1

p2
i

mi
−NkT (2.11)

η̇ =
pη
Q

(2.12)

with the coupling strength

Q =
τ2T0

4π2
(2.13)

In contrast to the CSVR thermostat, this formulation leads to an oscillatory relax-

ation towards the target temperature. Again, the strength of the coupling Q and thus

relaxation time can be adjusted with the τ , which is typically chosen 5 times larger

than in the case of the CSVR thermostat.

The original Nosé-Hoover formulation can lead to non-ergodic trajectories for cer-

tain - especially small and stiff - systems. The solution to always guarantee an ergodic

trajectory is to couple each heat bath to another one, leading to an infinite chain of

Nosé-Hoover baths. In most cases, however, already a chain length of up to 10 is

sufficient to produce an ergodic trajectory.

8



2.1 Molecular Dynamics Simulations

Berendsen Barostat

In the Berendsen barostat, the system is weakly coupled to an external pressure bath.

To this end, the equations of motion are extended by an additional term for the pressure

change

(
dp

dt

)
bath

=
P0 − P
τp

(2.14)

with the instantaneous pressure P. Similar to the thermostats, τp is the time constant

of the coupling. The equations of motion are extended by a term that scales the volume

by modifying both, coordinates and box dimensions, minimizing the local disturbances.

Assuming an isotropic system in a cubic box, the rescaling factor can be simplified to

µ = 1− β∂t

τ
(P0 − P ) (2.15)

P =
1

V

1

3

N∑
i

 N∑
j>i

Fiqriq +
|pi|
mi

 (2.16)

2.1.3 Force Fields

One way to compute the potential to calculate the inter-atomic or inter-molecular forces

on is, as mentioned before, the classical force field approach. In this type of approach,

interactions are modeled as classical equation, while either all atoms are considered

in all-atom force fields, hydrogens are merged into their neighboring atoms in united

atoms force field or even multiple (non-hydrogen) atoms are unified in coarse grained

force fields. While the empirical modeling by classic equations allows for an easy and

fast calculation of the forces acting on the atoms, this also leads to some restrictions.

The breaking and formation of bonds is generally not possible (even though there are

some implementations that allow for a distance based breaking and creation of bonds).

Electric polarization is only considered in polarizable force fields and van der Waals

forces are also generally only poorly accounted for.

In the following example showcasing the CHARMM22 all-atom force field(24, 25),

we can see the general structure and most-often used potentials for the different classical

interactions that need to be modeled:

9



2. THEORY

V =
∑
bonds

kb(b− b0)2 +
∑
angles

kθ(θ − θ0)2 +
∑

dihedrals

kφ[1 + cos(nφ− δ)] (2.17)

+
∑

impropers

kω(ω − ω0)2 +
∑

urey−bradley
ku(u− u0)2 (2.18)

+
∑

nonbonded

ε

[(
Rminij

rij

)12

−
(
Rminij

rij

)6

+
qiqj
εrij

]
(2.19)

The bonded interactions are modeled as classical springs with a quadratic energy

function with force constants kb and distances to the equilibrium b− b0. Angles utilize

force constants kθ and the angle from equilibrium between each 3 bonded atoms. The

dihedrals or torsion angles φ with force constants kφ are modeled by cosine functions

with the multiplicity n and phase shifts δ. Improper dihedral angles or out of plane

bending is again modeled by harmonic potentials with force constants kω and the out

of plane angles ω−ω0. The Urey-Bradley term describes angle bending using 1,3 non-

bonded interactions and is again modeled with harmonic potentials with force constants

ku and distances from equilibrium u− u0. Non-bonded interactions are modeled using

a standard 12-6 Lennard-Jones potential for the van der Waals interactions and a

coulombic potential for the electrostatic interactions.

All of the described parameters have to be generated in a way that results in a

realistic behavior of the system. Depending on the force field and parametrization

procedure, this can be achieved by comparison to higher levels of theory, e.g. ab-initio

calculations or by direct comparison with experimentally derived properties.

2.1.4 Ab-Initio Molecular Dynamics

In ab-initio molecular dynamics simulations, or Born-Oppenheimer molecular dynamics

simulations, the movement of the nuclei and the forces stemming from the electronic

structure are handled separately, assuming that the coupling can be neglected due to

the different time scales of the movements (see sec. 2.2.1). The movement of the nuclei

is handled by the classical equations described in section 2.1.1, while the forces are

calculated on every time-step from the chosen ab-initio level of theory.

10



2.2 Electronic Structure Theory

2.2 Electronic Structure Theory

The properties of matter can, in principle, be calculated just from the interactions of

electrons with the different possible atomic nuclei. I.e. from the quantum mechanical

attraction between electrons and nuclei, and the pairwise repulsion of two nuclei and

two electrons. Solving the full Schroedinger Equation

Hψ(xi,Rj) = Eψ(xi,Rj) , (2.20)

of all interacting electrons at xi and nuclei at Rj would yield the exact solution to

this problem. Since this, however, is not feasible for more than a few particles, over the

time several methods have been developed to tackle this problem by employing various

simplifications and approximations.

These approximations include the purely classical description, where the electronic

structure is simplified to classical electrostatic interactions, often combined with (semi-)

empirical van der Waals corrections.

Going towards a more realistic description of the quantum nature, there are semi-

empirical methods, wave function based theories as well as approaches based on the

local electronic density.

One of the earliest approaches, where the electron density was used to calculate

properties was the semi-empirical Thomas-Fermi Model.

One very popular and commonly used approach to calculate ground state properties

is through density functional theory (DFT), that has also been used in this thesis and

is introduced on page 14.

2.2.1 Born-Oppenheimer Approximation

In the time dependent Schroedinger Equation, electrons and nuclei possess masses

differing in orders of magnitude. Generally, this leads to velocities and kinetic energies

with a similar discrepancy, thus motivating a separation of the electronic movements

from that of the nuclei by reformulating the electronic problem (with positions ~ri) for

fixed nuclei with only a parametric dependence on the position of the nuclei ~RI :

Hel(~ri, ~RI)|Ψk(~ri, ~RI)〉 = Ek( ~RI)|Ψk(~ri, ~RI)〉 (2.21)

11



2. THEORY

with orthonormal eigenfunctions Ψk(~ri, ~RI) and eigenvalues Ek.

Expanding the wave function in the basis of the eigenstates with time-dependent

expansion coefficients yields

|φ0(~ri, ~RI , t)〉 =
∑
l

|Ψl(~ri, ~RI)〉χl( ~RI , t) (2.22)

Inserting into the time-dependent Schroedinger Equation and multiplying with 〈Ψk|
leads to

[
Tn( ~RI) + Vn( ~RI) + Ek( ~RI)

]
χk +

∑
l

Cklχl (2.23)

with the adiabatic coupling operator

Ckl = 〈Ψk|Tn|Ψl〉+
∑
I

−i∇I
MI

〈Ψk| − ih∇I |Ψl〉 (2.24)

Within the nondiabatic approximation, all non-diagonal terms are neglected, i.e.

coupling between the different electronic states is ignored. In the ”Born-Oppenheimer

approximation”, the diagonal coupling terms are neglected as well.

2.2.2 Hartree-Fock Method

While the exact solution of the Schrödinger equation can in theory from the variational

principle by minimizing the energy function with respect to test-N-electron wave func-

tions, the exact solution would only be found if the correct wave function is tested(26).

A more straight forward approach is used in the Hartree-Fock approximation. Here,

the N-electron wave function is approximated by an anti-symmetrized product of N

one-electron wave functions, a Slater determinant(27)

Ψ(x1,x2, ...,xN ) =
1√
N !

∣∣∣∣∣∣∣∣
χa(x1) χb(x1) ... χk(x1)
χa(x2) χb(x2) ... χk(x2)

:̇ :̇ ... :̇
χa(xN ) χb(xN ) ... χk(xN )

∣∣∣∣∣∣∣∣ = |χaχb...χk〉 (2.25)

The energy is made up from the kinetic energy, nucleus-electron and electron-

electron interaction

12



2.2 Electronic Structure Theory

Hel = −1

2

N∑
i

∇2
i −

N∑
i

M∑
A

ZA∣∣∣~ri − ~RA

∣∣∣ +
1

2

N∑
i,j 6=i

e2

|~ri − ~rj |

and needs to be minimized to find the ground state energy

E0 ≤ 〈ΨSD|Hel|ΨSD〉 (2.26)

Using the variational principle under the constraint of orthonormal wave functions

〈ψi|ψj〉 = δij , we get the equation for the Hartree-Fock energy

EHF =

N∑
a

εa =

N/2∑
a

〈a|h|a〉+ 2

N/2∑
a

N/2∑
b

[2abab− abba] (2.27)

The Fock equation can then be derived as

f |ψa〉 = εa|ψa〉 (2.28)

with the Fock-operator

f = h1 +

N/2∑
b

2Jb −
N/2∑
b

2Kb (2.29)

and the coulomb

N/2∑
b

∫
ψ∗b (~r2)

1

r12
ψb(~r2)d~r2ψa(~r1) = Jbψa(~r1) (2.30)

and exchange operators

N/2∑
b

∫
ψ∗b (~r2)

1

r12
ψb(~r1)d~r2ψa(~r2) = Kbψa(~r1) (2.31)

Developing orbitals of the Fock equation into p basis functions

ψi =

p∑
µ=1

cµiφµ (2.32)

and some reformulation leads to the Roothan-Hall equation

FC = SCE (2.33)

13



2. THEORY

with the Fock matrix F = Hcore +G consisting of the single particle matrix H and

two-particle matrix G, overlap matrix S and coefficient matrix C.

This equation can now be solved in the so called self consistent field method. Here,

first some atomic orbitals are chosen as initial guess, from where the Fock matrix is

calculated and then diagonalized to yield new orbitals. This procedure is repeated until

the orbitals remain (nearly) constant and thus self-consistency is reached.

2.2.3 Density Functional Theory

The foundation of the density functional theory (DFT) is built by the Hohenberg-

Kohn theorems (28), tracing the ground state properties to only the systems electronic

density.

Hohenberg-Kohn theorem I:

For any system of interacting particles in an external potential Vext(~r), the electron

density is uniquely determined.

Hohenberg-Kohn theorem II:

A universal functional for the energy E[n] can be defined in terms of the density.

The exact ground state is the global minimum value of this functional.

Kohn-Sham Approach

The central idea in the Kohn-Sham (29) approach is the realization, that the kinetic

energy can not be determined through an exact functional, but instead try to calculate

as much of the kinetic energy exactly and finding an approximation for everything else.

Kohn and Sham proposed a way to calculate the functional by first starting with a set

of non-interacting electrons in a local potential Vs(~r):

TS = −1

2

N∑
i=1

〈ϕi|∇2|ϕi〉 (2.34)

This non-interaction energy differs from the real kinetic energy even for systems of

the same density. The ground state wave function of the Hamilton operator of the non-

14



2.2 Electronic Structure Theory

interacting system is a Slater determinant as in the Hartree-Fock case. The analogue

Kohn-Sham equations read as

fKSϕi = εiϕi (2.35)

with the Kohn-Sham operator

fKS = −1

2
∇2 + Vs(~r) (2.36)

The potential Vs must now be chosen in a way that the density calculated from

the Kohn-Sham orbitals results in the correct ground state density of the interacting

system:

ρs(~r) =

N∑
i=1

∑
s

|ϕi(~r, s)|2 = ρ0(~r) (2.37)

We can now rewrite the energy

E0[ρ] = TS [ρ] + J [ρ] + EXC [ρ] + ENe[ρ] (2.38)

with the known parts in the terms for the non-interacting kinetic energy TS , the

classical electron-electron interaction J :

J [ρ] =
1

2

∫ ∫
ρ(~r1)ρ(~r2)

r12
d~r1d~r2 (2.39)

the electron-nuclei interaction ENe

ENe[ρ] = −
M∑
I=1

ZI

∫
ρ(~r)∣∣∣~r − ~RI

∣∣∣d~r =

∫
vext(~r)ρ(~r)d~r (2.40)

and the exchange-correlation energy EXC , that incorporates all unknown contribu-

tions. Formally, the exchange energy is made up from the difference of the classical

electronic energy to the full electron electron interaction energy and the difference be-

tween non-interacting and interacting kinetic energy:

EXC [ρ] = (T [ρ]− TS [ρ]) + (Eee[ρ]− J [ρ]) (2.41)

Rewriting the energy in Kohn-Sham orbitals and minimizing under the constraint

of orthonormal orbitals yields (30)

15



2. THEORY

(
−1

2
∇2

[∫
ρ(~r2)

r12
+ VXC(~r1)−

M∑
I=1

ZI
r1I

])
ϕi (2.42)

=

(
−1

2
∇2 + Veff (~r1)

)
ϕi = εiϕi (2.43)

By comparing with the reformulation at the beginning of this chapter, we can see

that Veff is equivalent to Vs:

VS(~r) = Veff (~r) =

∫
ρ(~r2)

r12
+ VXC(~r1)−

M∑
I=1

ZI
r1I

(2.44)

If we know the contributions in VS , we can insert into the one-particle equations

and calculate the orbitals and ground state density and energy. Since VS also depends

on the density, the equations must be solved in an iterative approach.

Exchange-Correlation Functionals

While DFT is an exact theory, as long as an exact exchange-correlation functional is

computed, the popularity of DFT also stems from the fact that efficient, yet accurate

approximations for the exchange-correlation functional have been developed.

Local Density Approximation (LDA)

Functionals of the local density approximation type generally only depend on the local

electron density ρ(~r) and assume a uniform electron gas. While this uniform distribu-

tion is on the first look very far from the reality of a distribution in a realistic system,

this approximation provides good results for a multitude of properties.

ELDAXC [ρ] =

∫
ρ(~r)εunifXC (ρ(~r))d~r (2.45)

with the elemental exchange-correlation energy εunifXC (ρ(~r)) of an uniform electron

gas. Dividing the exchange-correlation energy into their exchange and correlation parts

εunifXC (ρ(~r)) = εunifX (ρ(~r)) + εunifC (ρ(~r)), the exchange part of the energy can be exactly

calculated as

εunifX (ρ(~r)) = −3

4

(
3ρ(~r)

π

)3/2

(2.46)
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2.2 Electronic Structure Theory

For the correlation energy there is no exact solution. It can, however, be estimated

with high accuracy by other methods.

Generalized Gradient Approximation (GGA)

GGA functionals also take the gradient of the electronic charge distribution into ac-

count. Compared to local density functionals, the generalized gradient approximation

takes better into account density inhomogeneities. This leads to an improvement in

calculated total energies, atomization energies, energy barriers and structural energy

differences.

They can generally be written as

EGGAXC =

∫
f(ρ(~r,∇ρ(~r))d~r (2.47)

For the function f many different approaches exist, some of them are derived from

some physical model, while others are purely empirical. The energy function can again

be split into a separate exchange and correlation part. These two parts are often

derived and parametrized separately and even mixed from different approaches. They

are usually named by combining the abbreviations of the exchange and the correlation

functional: some of the most popular GGA functionals are the BLYP(31, 32) (Becke88

exchange and Lee-Yang-Parr correlation), PW91(33) (exchange and correlation from

Perdew and Wang), BP86 (Becke88 exchange and Perdew correlation) and , PBE(34)

(exchange and correlation from Perdew, Burke and Ernzerhof) functionals.

Hybrid Functionals

Another class of functionals are hybrid functionals. In this type of functional the den-

sity distributions purely local contribution in the LDA and GGA exchange-correlation

functionals is enhanced by an additional non-local exchange contribution. This con-

tribution is chosen in form of the exact Hartree-Fock exchange. Similar to the GGA

functionals, many different combinations of various exchange and correlations have

been proposed with again different ratios of HF-exchange mixed in. Some often used

functionals include the PBE0(34), B3LYP(35) and IGLO(36) functionals.
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2.3 Response Calculations

Density functional theory (DFT) presented on page 14 has proven itself to be a pow-

erful tool which has been widely used to investigate systems of physical, chemical and

biological importance with the structure ranging from single atoms and molecules to

condensed phase systems and from crystalline to amorphous structures. Many exper-

imentally observable properties, however, do not depend on the ground state of the

system alone, but correspond to a reaction of the system to external influences, result-

ing in an excitation of the system. The direct computation of excited state properties

within the framework of DFT can be achieved using time-dependent DFT. For many

spectroscopic observables however, it is possible to use an alternative route for the

calculation. These properties then are related to second or third derivatives of the

total energy of the system, which can be calculated in a finite-differences approach.

This is achieved by minimally modifying, e.g., the atomic positions or external field to

retrieve the changes in energy. This method has the advantage of a straightforward

implementation, but its results often strongly depend on the chosen parameters of the

finite variation.

Another possibility to calculate these spectroscopic properties is the direct pertur-

bative calculation of the systems response to an infinitesimally small external perturba-

tion. In DFT this is achieved within the framework of density functional perturbation

theory.

Vibrational properties for example depend on the second derivate of the total energy

with respect to the atomic coordinates

H , (2.48)

which build the components of the Hessian matrix, whose eigenvalues and eigen-

vectors are directly connected to the frequencies and modes of the harmonic vibration.

The static polarizability, on the other hand, is the second derivate with respect to

an external electric field:

∂2EKS

∂Ea∂Eb
. (2.49)
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For an explicitly time-dependent electric field, such as the field of a laser beam,

the polarizability becomes frequency dependent. This frequency dependent polariz-

ability is a necessary input to obtain the van der Waals interaction, which is missing

in conventional DFT approaches.

The NMR shielding tensor is related to the energy derivative with respect to the

magnetic moment and an external magnetic field:

∂2EKS

∂ma∂Bb
. (2.50)

In the NMR section 2.3.1, the specific implementation details of this formulation

are discussed in detail.

The theoretical concept of DFPT is based on the variational principle applied to a

perturbed system. In case of an unperturbed system in its electronic ground state, the

variational principle states that the ground state KS-orbitals are those which minimize

the KS-energy. In presence of a perturbation, the electronic structure will adjust in

such a way that the perturbed energy is again minimized. This property is used to

calculate the perturbed states by a variational approach(37, 38, 39).

In the unperturbed ground state, the standard Kohn-Sham functional is given by

EKS[{φo}] =
∑
o

fo〈φo| − 1
2∇2|φo〉+

∫
(Vext + VH)(r)n(r)d3r + Exc [n] (2.51)

where the sum is over the N doubly (fo = 2) occupied states with o ∈ {1, . . . , N} and

the electronic density is given by

n(r) =
∑
o

fo |φo(r)|2 . (2.52)

In presence of a small perturbation, the response of any property represented by an

observable X can be obtained in general arbitrary order by a perturbative expansion

around its unperturbed value X(0) according to

X =
∑
n

λnX(n), (2.53)

with

X(n) =
1

n!

dnX

dλn
. (2.54)

Common quantities for X are the energy E, the KS-orbitals |φo〉, or the density n. The

perturbation parameter λ is an infinitesimally small auxiliary variable which helps to

19
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separate different orders of the response with respect to the perturbation and do not

occur in the final expressions.

The presence of the perturbation is represented by an additional linearized energy

term in the total energy functional

Etot[{φo}] = EKS [{φo}] + λEpert[{φo}] , (2.55)

with the ensemble of occupied KS orbitals {φo} which represent a single-determinant

wave function.

In principle, this equation can be solved for a finite perturbation strength λ with

the standard ground state variational approach. The results of this finite-difference

approach, however, show dependencies on the choice of the perturbation strength, and

possibly induced symmetry breaking increase the computational costs.

Instead, the more common alternative route is an analytical separation of the dif-

ferent orders of the perturbation and their explicit calculation via DFPT. In case of a

variational approach (40), the total energy in presence of the perturbation is minimized

by varying the electronic states. Its explicit expansion is given as

Etot = Etot[{φ(0)
o + λφ(1)

o + ...}] (2.56)

= E(0) + λE(1) + λ2E(2) + O(λ3) (2.57)

Due to the variational property of the ground state energy, the true ground state

orbitals minimize the unperturbed functional. By stationarity the linear order energy

always vanishes. The first non-vanishing term is thus the second order energy. At the

extremal point, this gives the following stationarity condition

δEtot

δφ
(1)
o

= 0 (2.58)

The variation of the electronic states is supplemented by additional constraints in

order to maintain the orthonormality of the total states. A particular convenient choice

is the orthogonalization of the {φ(1)} manifold with respect to the {φ(0)} manifold by

using the parallel-transport gauge

〈φ(1)
o |φ(0)

o′ 〉 = 0 , ∀o, o′. (2.59)
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2.3 Response Calculations

In this parallel-transport gauge (38, 40), the second order term in the functional

expansion of the total energy is given by

E(2) =
∑
o

fo

[
〈φ(1)
o |H(0)

KS − ε(0)
o |φ(1)

o 〉
]

+
1

2

∫∫
d3r d3r′K(r, r′)n(1)(r)n(1)(r′)

+
∑
o

fo

[
〈φ(1)
o |

δEpert

δ〈φ(0)
o |

+
δEpert

δ|φ(0)
k 〉
|φ(1)
o 〉
]
, (2.60)

with the Hartree-exchange-correlation kernel, the KS-Hamiltonian and its eigenvalues

given by

K(r, r′) =
δ(EH + Exc)

δn(r)δn(r′)
(2.61)

H
(0)
KS = −1

2
∇2 + Vext + VH + Vxc (2.62)

ε(0)
o = 〈φ(0)

o |HKS |φ(0)
o 〉 (2.63)

The corresponding Lagrangian for the minimization then is

L(2) = −E(2) +
∑
oo′

〈φ(1)
o |φ(0)

o′ 〉Λ
(1)
o′o . (2.64)

The Lagrange multipliers Λ
(1)
o′o ensure that the orthogonality according to eq. (2.59)

is actually imposed during the minimization cycles. Their explicit values can be de-

rived analytically and are related to the mixed expectation values of H
(0)
KS between the

unperturbed and the perturbed orbitals. For details see the original papers (40).

The resulting Sternheimer equation is an inhomogeneous system of equations

−Pe(H(0)
KS − ε(0)

o )Pe|φ(1)
o 〉 = Pe

[ ∫
d3r′K(r, r′)n(1)(r′)|φ(0)

o 〉+
δEpertKS

δ〈φ(0)
o |
]
. (2.65)

where Pe =
∑

o 1 − |φo〉〈φo| is a projection operator on the empty orbitals. This

equation is usually solved self-consistently by linear algebra algorithms as, e.g., the

conjugated-gradient minimization.

With this result it is possible to calculate the response properties for various per-

turbations such as nuclear displacements or electronic and magnetic fields. In the

following it will be applied to the calculation of NMR chemical shifts, which requires

the calculation with a perturbation due to an external magnetic field.
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2.3.1 NMR via DFPT

Nuclear magnetic resonance spectroscopy (NMR) is a widely used experimental tool to

analyze various structural and dynamic properties of molecular, as well as, solid state

systems, ranging from simple liquids, amorphous and crystalline solids to complex

macromolecules of biological relevance. (41, 42)

The NMR chemical shifts depend on the local chemical environment of the nuclei

and are therefore intrinsically connected to the local electronic structure. Formally, the

nuclear spin µI interacts with the external magnetic field via

E = −µI ·Btot = −γm~Btot , (2.66)

with the gyromagnetic ratio γ. This leads to an energy splitting of degenerate spin

m = ±1
2 energies of

∆E = −γ~Btot . (2.67)

The total magnetic field is given by

Btot(r) = Bext + Bind(r) , (2.68)

where Bext is the applied external field and Bind(r) the induced field modifying the

total field acting on the nucleus.

In the linear regime, the induced field Bind(r) is proportional to the external field;

the negative proportionality coefficient is called nuclear shielding:

σαβ(r) = −∂B
ind
α (r)

∂Bext
β

. (2.69)

The external magnetic field does not directly enter the electronic Hamiltonian.

Instead, the underlying vector potential A(r) is used. These are related via

Bext(r) = ∇×A(r). (2.70)

The presence of an infinitesimally small external magnetic field Bext is then included

in the electronic Hamiltonian by replacing the kinetic momentum by its canonical

equivalent p→ π,

π = pkin − eA. (2.71)
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This gives rise to the following first-order perturbation Hamiltonian (in atomic units)

H(1) = −p ·A(r) = −A(r) · p , (2.72)

since in the Coulomb gauge, the vector potential of a homogeneous magnetic field is

then given by

A(r) = −1

2
r×Bext , (2.73)

and thus commutes with p. The choice of the gauge origin should in general not affect

the physical observables of a system. This gauge invariance, however, is not trivially

guaranteed in numerical computations. The effects of finite basis sets or non-local

pseudopotentials introduce origin dependencies which require further corrections. To

address these issues, a variety of methods have been developed, as to mention the IGLO

(36, 43), GIAO (44) and CSGT gauge.

In periodic systems it is not possible to define the vector potential of a homogeneous

magnetic field B. This is due to the ill-definition of the position operator. Also here,

various methods have been developed for the calculation of NMR-shifts in extended

systems (45, 46, 47, 48, 49, 50, 51).

For finite closed-shell systems, the above definition can be applied and the corre-

sponding first order perturbation functional is then given as

λEpert =
∑
o

fo〈φo|p ·A(r)|φo〉 (2.74)

= −
∑
o

fo〈φo|p ·
1

2
r×Bext|φo〉 (2.75)

= +
∑
o

fo〈φo|
1

2
r× p|φo〉 ·Bext. (2.76)

In the last step, a cyclic permutation of the triple product has been used which is

possible since pirj commute for i 6= j.

The remaining dependence of the perturbation on the magnetic field strength is

compensated by the λ on the left side of the equation, i.e., the magnetic field plays the

role of the perturbation parameter. Therefore, effectively three different perturbations

for each component are necessary.

The nature of this particular perturbation simplifies the calculation of the perturbed

states. Since r × p is Hermitian and purely imaginary in the position representation,
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the perturbation KS-Hamiltonian and the linear order KS-orbitals are purely imaginary

(45)

〈r|H(1)|r′〉 =
i

2
δ(r− r′)(r−R)×B · ∇ (2.77)

Therefore, the linear order density response vanishes analytically

n(1)(r) =
∑
o

fo

[
φ(0)
o

∗
(r)φ(1)

o (r) + φ(1)
o

∗
(r)φ(0)

o (r)
]

= 0 ∀r. (2.78)

This is the expected behavior, since magnetic fields should not change the density

related physical observables.

In the Sternheimer equation for this perturbation, the dependency on the perturbed

density therefore vanishes and no self-consistent solution is required

−Pe(H(0)
KS − ε(0)

o )Pe|φBo 〉 = Per× p|φ(0)
o 〉. (2.79)

The B superscript is a useful shorthand notation for a partial derivative with respect

to the B field and indicates the vector nature of the response

|φBo 〉 =
∂|φo〉
∂B

(2.80)

|φ(1)
o 〉 = |φBo 〉 ·B (2.81)

For each of the three perturbation components it is possible to calculate the induced

electronic flow

j(r) =
1

2

∑
o

fo
[
φ(1)∗
o ∇φ(0)

o + φ(0)∗
o ∇φ(1)

o

]
(r) + n(r)A(r) (2.82)

The induced magnetic field then is readily obtained by applying the law of Biot-Savart

Bind(r) =

∫
d3r′

r′ − r

|r′ − r|3
× j(r′) (2.83)

The shielding tensor then is given by analytically taking the derivative with respect

to the external magnetic field Bext.

σαβ(r) = −∂B
ind
α (r)

∂Bext
β

(2.84)

This final derivative is necessary in order to obtain a result which is independent of the

perturbation parameter.
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3

Overview of Papers

3.1 Effects of Different Philicity on the Properties of (Bio-

) Solvents and Solutes

Solvent effects and interactions of molecules with different philicity play a crucial role

not only in biological systems but also technological and medical applications. In

biological systems they are the forces that lead e.g. to membrane formation, where

the lipophilic phospholipid tail builds the inner part, avoiding the energetically less

favorable interaction with water, while exposing the hydrophilic head groups.

Systems with molecule-specific attractive interactions could be used for steered

demixing of solvents, e.g. for purification or de-salting. In pharmacological and medical

fields, applications reach from the design of drugs with their interactions tailored to e.g.

fit and block active centers to the design of transport mechanisms for drug delivery.

In nanoporous systems surface effects influence solvents at the host material inter-

face get even more strongly, in an effect called ’confinement’, as with pore diameters

of only a few nanometers the solvent ’feels’ the surface effects more strongly, leading

to changes in the guest molecules properties, influencing the microstructure, folding

characteristics in proteins, mixing behavior in mixtures and many other effects.

In this thesis, a solvated chromophore of the biliprotein phycocyanin and its in-

teractions with its surroundings has been investigated. This is on the one hand the

simplest system considered here, with only a single molecule in a pure (i.e. no mixture)

solution. The flexibility and size of the solute, however presents a challenge in both,

simulation size and needed sampling. In a project focusing more on the fundamental
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understanding of the effect of confinement on the confined substances, solvents con-

fined in different matrices on the nanometer scale have been investigated. The model

systems included water and water - alcohol mixtures confined in rigid silica pores, wa-

ter in a more flexible, biologically relevant cellulose confinement as well as aromatic

carbon confinements. An even stronger focus on the influence of different and counter-

acting philicities existed in the last project, the integration of specifically synthesized

polyphilic transmembrane molecules into DPPC membranes.

In the following the published papers are briefly summarized. The papers themselves

can be found in Chapter 4.

3.1.1 Solvent Induced Conformational Switching in Phycocyanobilin

The chromophore pycocyanobilin (PCB) can be found in various photoproteins in

plants, fungi and bacteria. The properties of these and other chromophores crucially

depend on the interaction with the immediate surrounding, e.g. by hydrogen bonds.

Previous studies(52, 53, 54, 55, 56, 57, 58) showed e.g. a strong dependence of the

quantum yield during excitation on the shape of the binding pocket. Similarly, the

color can be tuned by the protein surrounding, enabling e.g. bacteria to absorb light

over a wide range of the sunlights spectrum.

Figure 3.1: The structure of the chromophore phycocyanobilin with its four pyrrol rings

and the six screened dihedral angles

In a protein binding pocket, the conformational freedom of the PCB is highly lim-

ited. When looking at the isolated chromophore, however, the four pyrrol rings can

rotate freely. In experiments by Roben et al.(59), the isolated chromophore has been in-

vestigated by means of 2D NMR spectra (1H 15N NOESY) of each pyrrole rings amino
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group. The spectra show a strong shift upon changing the solvent from methanol to

HMPT, hinting at a conformational change in the chromophore.

Figure 3.2: Energy surface for the three dihedral pairs. Minima for the planar confor-

mations are clearly visible.

Since we assume a changed geometry of the chromphore to be the main reason for

the change in the observed NMR fingerprints, we needed to sample the conformational

degrees of freedom of the PCB molecule. The system can then be described in terms of

the 3 dihedral angle pairs connecting the rings A to D. Since the computational effort

to sample this six-dimensional conformational space with either a straight molecular

dynamics approach or a full screening of all dihedral angles with single-point NMR

calculations would be unreasonably high due to the high energy barriers or the num-

ber of calculations needed, we first performed two-dimensional metadynamics(60, 61)

simulations of the dihedral pairs.

The free energy surface obtained by the metadynamics simulations show a (local)

minimization of the energy for the different planar conformations. While for the dihe-

dral angles to the outer rings A and D differences between the minimal energies can be

seen, almost identical energies are found for the central dihedral angles. Due to this

similarity in energy, small changes in the surrounding of the molecule can lead to a new

preferred conformation and thus induce a flip around the central bonds.

In combination with ensemble averaged NMR chemical shift calculations(31, 32,

62, 63, 64) and experimental input, we could now identify the main conformations

that occur in the two solvents HMPT and methanol. They belong to very different

conformations, one with both amino groups of the rings B and C pointing towards

each other resembling a helical shape. Opposed to that, in methanol, either of the two

central dihedrals is changed by 180 degree, changing the overall shape to a linear one.
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This effect can be traced back to the different philicity of the solvents: Methanol is

hydrophilic, providing hydrogen bonding partners for the amide and carboxyle groups.

HMPT on the other hand offers no such interaction, resulting in an energy penalty,

if the hydrogen bonds are not saturated. The chromophore can compensate this by

changing to a conformation of similar energy, that in turn enables the formation of

intramolecular hydrogen bonds.

Concluding, in this chromophore, small changes in the philicity of the surround-

ing can trigger a strong structural response, that can be observed indirectly via the

chromophores NMR fingerprints.

3.1.2 Solvents in Confinement

In confinement, a solvent is confined on length scales in the nanometer range. This

confinement leads to very strong modifications of the solvents by both the geometric

confinement as well as the interactions with the confining material. Geometric con-

strains can lower the dimensionality of the system, by confining it in one (slab), two

(pore) or three (dot) dimensions.

The investigations have been performed under the scope of the research group FOR

1583; here, confinements have been synthesized and the behavior of solvents in different

confinements has been investigated experimentally and theoretically. The publications

in this section focus on systems using one and two dimensional confinement in meso-

porous amorphous silica, aromatic carbon materials and cellulose. The solvents include

water and water-alcohol mixtures.

We investigated a small model system using ab-intio molecular dynamics simulations

and computed the confined waters H2 NMR fingerprint, showing a characteristic shift

in proximity of the silica wall.

Larger classical molecular dynamics simulations were performed to assess the struc-

tural and dynamical characteristics of a water-ethanol mixture confined in silica slabs,

as well as water confined in a ”softer” cellulose confinement.

Water in Silica Confinement

In hydrophilic, mesoporous silica pores, the properties of water are strongly modified.

Experimentally, a strongly lowered freezing point is observed, the diffusion properties
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as well as spectroscopic fingerprints are modified by the interaction with the confining

material as well as the geometric confinement.

1H NMR experiments show only a small change in the proton NMR chemical shifts

for completely filled silica nanopores. When investigating partially filled pores, however,

a strong change can be observed, hinting to a strongly perturbed hydrogen bonding

next to the wall.

Figure 3.3: Calculated 1H NMR chemical shift values of water within a 3 Å distance to

the walls (blue), center of the confinement (green) and the whole system (red)

We performed ab-initio molecular dynamics simulations of a simplified silica con-

finement. The surface contained of silicid acid groups with a density tuned to match

the hydroxy group density in MCM-41 nano-pores. The amorphous silica walls have

been modeled by a repelling potential acting on the confined water molecules.

The density profile of the confined water shows three pronounced solvation layers at

the walls, until the density approaches bulk behavior towards the center. The influence

of the confinement also shows in a visible reduction of the diffusion by a factor of 3.

Our 1H NMR chemical shift calculations show a structure inverse to that of the

water density: in the three solvation layers a decreased chemical shift is found at zones

of increased water density and vice versa. In the center, higher shifts than in bulk

water can be observed, while within 2 Å of the wall, the shift starts to quickly drop

towards zero.
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Our results nicely explain the experimental results on filled as well as partially filled

pores. Our minimalistic model covers both the structural and dynamical changes the

confined water experiences. This sets the stage to investigate larger confinements as

well as more complex solvents such as mixtures and bio-molecules.

Water-Alcohol Mixtures – Demixing

After understanding the behavior of a single solvent in a hydrophilic confinement, the

next logical step is to move to more complex solvent mixtures. In the following simu-

lation we chose to use a binary mixture of two different hydrophilic solvents: Ethanol

and water.

When we analyze the properties of the mixture without differentiating between the

two solvent molecule types we see the typical behavior of a hydrophilic solvent in a

hydrophilic confinement: the density profile shows solvation layers at the surface, while

further away from the walls bulk-like behavior can be observed.

Figure 3.4: Profile of the partial densities of ethanol and water in the confinement with

the wall located at 16 Å

This picture gets more interesting, once we examine the partial densities of the two

solvents. For each individual solvent we again see a modulation of the density next

to the wall resembling the different solvation layers of the wall. In close proximity to
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the wall, however, a strongly reduced peak can be observed for the water molecules,

leading to a partial demixing at the silanol surface.

The confinement also has a crucial effect on the solvent hydrogen bond network,

leading to a strong influence on the orientation of OH groups of ethanol. In proximity

to the silanol surface, they point toward the wall, while at the center region no such

preference can be found.

Yet another effect can be found in the mixture, that has already been found ex-

perimentally in non-confined mixtures: also in the bulk region clustering of the water

molecules can be seen through the radial distribution functions. This leads to an en-

hanced hydrogen bond network among the water molecules when compared to an even

distribution of the two types of molecules, leading to an energetic advantage.

Water in Amorphous Carbon

In the scope of our investigations on confined water, we also investigated mesoporous

amorphous carbon. This class of material possesses a wide range of morphologies and

is used in the industry for adsorption, separation and catalysis. Here the material was

synthesized employing polymers and silica gels as structure directing templates. The

microscopic structure of this material also depends strongly on the carbonization tem-

perature when creating the different systems. Our collaborators Buntkowski et al. syn-

thesized carbon materials C600 and C800 at different carbonization temperatures(65)

of 600 and 800 degrees Celsius respectively. They performed 1H NMR chemical shift

measurements on water confined in the nano-pores at different filling percentages. The

resulting chemical shifts indicate a high aromaticity of the amorphous carbon especially

in the C800 material.

To gain insight into the cause of change in chemical shifts, we performed ab-initio

NMR calculations, more specifically we calculated NICS maps(66), i.e. nucleus inde-

pendent chemical shift maps. While NMR experiments require probe molecules (e.g.

1H), calculations can obtain the chemical shielding at every point in space and calculate

the chemical shift by referencing that value to a known one. As a result, we can easily

visualize the spacial distribution in two dimensional slices of the investigated system.

Our calculations support the effects of different carbonization temperatures on the

aromaticity of the resulting porous structure. The C600 material is slightly aromatic,

showing slightly changed chemical shieldings for water at the surface, while the C800
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Figure 3.5: 1H NICS maps in the proximity of hexabenzocoronene. Left: a single

molecule. Right: a periodic stack with an intermolecular distance of 15 Å

material shows a much stronger change in chemical shieldings that can only be explained

by a strongly aromatic guest material with strong π-π-stacking.

Water in a Soft Cellulose Confinement

Crystalline cellulose(67), a crystal made from infinite chains of cellobiose, i.e. 1-4 β-

linked D-glucose monomers, makes for another interesting candidate for a confinement

material(68, 69). We use cellulose as a confinement for water slabs. We created two

different hydrophilic confinement structures built from slabs of a cellulose I β crystal.

The hydrophilic surfaces are created by cutting the cellulose crystal along different

symmetry axes. In one system, the zigzag-shaped 111 surface is exposed to the solvent,

while in the other one the smoother 110 surface is used.

In contrast to the extremely rigid silica and carbon confinements, the cellulose

surface is a ”softer” confinement. The surface layers of the crystalline cellulose structure

offer a higher mobility, while they can also be partially penetrated by water molecules.

The two different surface structures influence the confined water very differently.

While the smooth 110 surface shows only a weak interaction through hydrogen bonds,

the 111 surface exhibits a stronger hydrogen bonding network with the interface water.
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Figure 3.6: Left: Structure of the cellulose polymer. Right: Two confinements built from

cutting a cellulose crystal along different axes.

This leads to the structuring of the surface water we already observed in the hydrophilic

silica confinements. Similarly, the rotational freedom of the water is reduced and the

diffusion is slowed down considerably.

3.1.3 Polyphilic Molecules in Membranes

We investigate the interplay of newly synthesized transmembrane molecules(70, 71, 72)

with membranes. Membranes are an extremely important and highly complex building

block of all living organisms. Finding new ways of modifying their structure(73, 74) or

passing through them may enable the development of new approaches e.g. for targeted

drug delivery(75).

Figure 3.7: Left: The molecular structure of the polyphilic trans-membrane molecule

B16/10. Right: Molecular structure of a dipalmitoylphosphatidylcholin (DPPC) molecule.

These transmembrane molecules are so-called polyphilic molecules(76, 77, 78, 79,

80): They combine an aromatic core and two hydrophilic headgroups with two side-

chains at the center of the core. Here, lipophilic alkyl chains and fluorophilic perfluo-

roalkanes can be attached. The structure is built in such a way, that the headgroups

are in contact with the water outside the membrane, and the side-chains interact with

the inner part of the membrane. This provides an exciting new way of modifying the
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properties of the membrane directly at it’s core.

Parametrization of Fluorocarbon Compounds

As our goal is to simulate newly synthesized polyphilic molecules in a membrane envi-

ronment by means of classical molecular dynamics simulations, new parameters needed

to be derived. We chose the widely used CHARMM force field to perform simulations

of our model membrane systems(81) with. Since there were no previous parameters

for flourinated compounds, a natural starting point was the parametrization of flu-

oroalkanes with arbitrary length. In our investigations, we followed parametrization

procedures described for the CGenFF(82), that is also applicable to the CHARMM

force field, as it used the same energy functional.

In this parametrization procedure all parameters for bond lengths, angles and tor-

sional profiles are optimized in comparison to MP2/6-32G(d)S calculations. The partial

charges are found by placing water molecules at the interaction sites and optimizing

the interaction energies.

Finally, the Lennard-Jones parameters are optimized against liquid densities of

the pure compounds. This optimization cycle is repeated until self-consistency of the

parameters is reached.

The newly derived parameters were then tested by performing a broad range of sim-

ulations comparing the miscibility with alkanes, and thermodynamic properties (heat

of vaporization, heat capacity, thermal expansion coefficient, static dielectric constant,

and viscosity) with experimantal results.

(Semi-)Perflouroalkanes in a DPPC Model Membrane

With our previously derived and tested parameters for flourinated alkanes, we now were

able to perform simulations of membrane systems with additive molecules.

We investigated a model DPPC bilayer membrane with an added non-, semi- and

perflourinated alkanes as well as a fluorotelomer by means of molecular dynamics sim-

ulations. In the temporal evolution of the system, two different behaviors can im-

mediately be seen for the flourinated and non- and semi-flourinated alkanes. For the

non-flourinated alkanes, the area per lipid stays roughly constant, while for the per-

flourinated alkanes and the flourotelomer, the area per lipid drops to a lower value

34



3.1 Effects of Different Philicity on the Properties of (Bio-) Solvents and
Solutes

in the course of the simulation. This behavior is caused by a phase transition in the

DPPC bilayer from the liquid crystalline phase into the gel phase.

Other observables calculated from the simulation confirm the changed structure and

dynamics caused by the phase transition to the gel phase: The self-diffusion coefficients

are reduced for both, DPPC and the additives. The SCD order parameter changes to

significantly lower values and the DPPC tails dihedral angles change to values corre-

sponding a more straightened chain and finally, the typical tilting of the DPPC tails in

the gel phase can also be observed in the tail vector projections.

The non- and semi-flourinated alkanes, however, show no signs of an induced phase

transition. Here, the diffusivity of the DPPC molecules slightly increases with respect

to that of a pure bilayer, while the diffusion constant of the additive molecules displays

very high values, hinting towards only weak interaction with the membrane.

Further analysis shows the cause of the induced phase transition into gel phase: the

non- and semi-flourinated alkanes reside mostly in the center between the leaflets, where

they have only a minimal interaction with the membrane molecules. The perflourinated

alkane and fluorotelomer, on the other hand, integrate into the membrane leaflets in

between the DPPC tails. Due to the stiffness of the flourinated compounds, this can also

change the average conformation of the DPPC tails, leading to a straighter orientation

and therefore inducing the transition to the gel phase.

A Polyphilic Molecule in a DPPC Model Membrane

Moving to more complex polyphilic molecules, we investigated the previously described,

recently synthezised(70, 71, 72) x-shaped polyphilic molecule. While the domain-

building properties of the molecule in membranes has been investigated experimentally,

not much is known about the behavior of the individual molecules and their sidechains

of different philicity. In a first study we placed a single molecule in a DPPC bilayer in

transmembrane orientation. We performed four individual molecular dynamics simu-

lations of two different initial conformations in two initial transmembrane orientations

each to analyze the structural and dynamical properties.

The polyphilic molecule remains in stable transmembrane orientation throughout

the simulations. The molecules phenyl backbone takes a slightly bent shape, with

angles to the membrane normal of roughly 15 to 30 (in exceptions 50) degree.
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Figure 3.8: Left: The polyphilic trans-membrane molecule embedded in a DPPC bilayer

with surrounding water. Right: Probability distribution of the side-chains terminal groups

for the non-flourinated (upper graph) and flourinated chain (lower graph).

The two sidechains of different philicity show the most interesting behavior. Both

chains tend to be mostly integrated into the leaflets, while for less than one third of the

time, the sidechains are located in between the membrane leaflets. The two different

types of sidechain behave differently: The perflourinated chain exhibits fewer changes

between the two leaflets and has a slightly higher probability to be found integrated

into a leaflet than the alkyl sidechain.

The self-diffusion for the lipids is in good agreement with experimental data. Com-

pared to the diffusion coefficient of the lipids, that of the polyphilic molecule is smaller

by a factor of about 2. This illustrates that the polyphile is almost as mobile as a regu-

lar lipid, despite its twofold anchoring at both lipid-water interfaces and its additional

side chains within the membrane.

Small Cluster of Polyphilic Molecules in a DPPC Model Membrane

In fluorescence spectroscopy experiments of the polyphilic transmembrane molecules in

membranes domains of polyphile rich and DPPC rich membrane parts can be seen. In a

next step towards understanding the formation process of these domains, we performed

1 µs long molecular dynamics simulations of a DPPC membrane with six x-shaped

polyphilic molecules (B16/10) integrated into the bilayer.
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Figure 3.9: Left: A snapshot taken from the simulation. Right: Radial distribution

functions for different parts (core, flourinated end group, non-flourinated end group) of the

transmembrane molecules.

As a starting point we chose a circular arrangement in a transmembrane configu-

ration. In the course of the simulation, movement of the B16/10 molecules through

the membrane can be observed - with phases of separation as well as clustering of the

molecules. We can observe a repeated formation of a trimer of polyphiles on a timescale

of 100 ns. This clustering can be seen clearly in the core-core radial distribution func-

tions, were two pronounced peaks at 6–7 Å and 12–13 Å can be seen. This distance

equals roughly the diameter of a single DPPC molecule,

The internal properties of the single transmembrane molecules such as bending an-

gles and side chain integration remains similar to the isolated molecule in a membrane.

The transmembrane molecules exhibit a diffusivity roughly half of the diffusion

constant of DPPC molecules in a pure membrane, while the DPPC molecules themselves

show a slightly accelerated diffusion constant in the mixed system.
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Phycocyanobilin in solution – a solvent triggered
molecular switch

Tobias Watermann,a Hossam Elgabartyb and Daniel Sebastiani*a

We present a computational investigation of the conformational response of phycocyanobilin (PCB) to the

ability of solvents to form hydrogen bonds. PCB is the chromophore of several proteins in light harvesting

complexes. We determine the conformational distributions in different solvents (methanol and

hexamethylphosphoramide HMPT) by means of ab initio molecular dynamics simulations and characterize

them via ab initio calculations of NMR chemical shift patterns. The computed trajectories and spectroscopic

fingerprints illustrate that the energy landscape is very complex and exhibits various conformations of similar

energy. We elucidate the strong influence of the solvent characteristics on the structural and spectroscopic

parameters. Specifically, we predict a cis–trans isomerization of phycocyanobilin upon switching from

the aprotic to the protic solvent, which explains an experimentally observed change in the NMR patterns.

In the context of technological molecular recognition, solvent induced conformational switching can be

considered a precursor mechanism to the recognition of single molecules.

1 Introduction

Phycocyanobilin (PCB) is an open chain tetrapyrrole chromo-
phore that can be found in the biliproteins allophycocyanin
and phycocyanin. Similar open tetrapyrroles can be found in a
vast variety of phytochrome photoreceptors as well as in phyco-
biliproteins that are found in various plants as well as in different
bacteria and fungi. The general function of those photoreceptors
is the reaction to light with the goal of collecting energy or
triggering further processes in larger biological systems. The
process is initialized by isomerization of the chromophore, which
then starts the propagation of the absorbed energy toward the
photocenter or triggers the systems’ structural response to the
excitation. While the exact microscopic processes of the latter
two steps are still under discussion, the structure of the phyto-
chromes as well as the isomerization process is well documented
by different experimental and theoretical investigations. On the
experimental side, structural analysis has been performed based
on X-ray spectroscopy and neutron scattering experiments.
Spectroscopic properties as well as the dynamics during the
photocycle have been investigated using various techniques,
among them ultrafast mid infrared spectroscopy1–3 as well as Raman
and NMR4–6 spectroscopy. Theoretical investigations have been
performed on a wide range of aspects employing various theoretical

approaches ranging from classical molecular dynamics simulations,
as well as QM/MM hybrid approaches. Additionally, various theore-
tical spectroscopic approaches have been used, including Raman,7

UV/VIS via TDDFT8–11 as well as NMR simulations,12 i.e. giving
insights into the different chromophore conformations of the single
states during the photocycle. In many cases, only the isolated
chromophore has been considered, modeling the missing protein
structure either by PCM models or ignoring it completely.

In addition to the investigations on the whole protein or photo-
system, both experimental and theoretical investigations have
also been performed on the isolated chromophore. Naturally, the
conformational distribution of the chromophore alone is difficult to
assess using diffraction techniques. However, magnetic resonance
methods, in particular NMR, are highly sensitive to small changes
in structural parameters such as dihedral angles.

The conformational space of a chromophore embedded in
the binding pocket of a protein framework is highly restricted. In
contrast to that, an isolated chromophore in solution can adopt
any configuration, which often leads to an extended distribution
of structures. Here, a computational analysis provides a thermo-
dynamically weighted ensemble of geometries from the mole-
cular phase space; this ensemble can subsequently be validated
by calculations of spectroscopic observables which can be
compared to experimental data.13–19

Previous theoretical investigations on the conformational
behavior of isolated similar chromophores have been performed
employing Monte Carlo conformational sampling methods20 as
well as direct dihedral scanning.21

In a recent experimental NMR study on the isolated chromo-
phore, performed by M. Röben et al.,22 two fully assigned spectra
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of the isolated PCB in two different solvents have been obtained.
In both 2D 1H–15N spectra, we can observe typical patterns. The
B and C rings chemical shifts are in close proximity in both
chemical shift directions, while the A and D ring shifts maintain
their relative distances of around 1 ppm in the hydrogen and
30 ppm in the nitrogen direction. When changing the solvent
from the aprotic HMPT to the protic methanol, a general small
downfield shift for the hydrogen chemical shifts can be observed.
Additionally, the B and C ring nitrogen chemical shifts are strongly
shifted downfield. At the first look, the hydrogen chemical shifts
seem to indicate stronger hydrogen bonding for the HMPT solvent,
while actually stronger hydrogen bonding can be anticipated
for methanol. The nitrogen chemical shifts suggest specific
conformational changes, which at the first look also cannot be
predicted from a solvent change.

The possible conformational changes as a response to the
presence of specific molecules in the direct environment are specific
forms of molecular recognition. In our case, it is not a specific
key-lock mechanism, but rather a modification of the average
hydrogen bonding patterns. Nevertheless, this mechanism can
be considered a special variant of molecular recognition.23–26

We investigate the said system by a combination of free energy,
molecular dynamics simulations and ab initio NMR chemical shift
calculations to gain insight into the microscopic origin of these at
the first look contradictory findings.

Since the nature of the system allows for a huge variety
of different conformations and possible hydrogen bonding
patterns, in the first step the underlying energy surface in regard
to the characteristic geometric variables of the system has to be
explored. In the next step, we will perform molecular dynamics
simulations based on the previously identified most important
conformations to finally compute ensemble averaged NMR chemical
shifts of the chromophore. Using experimental data as the bench-
mark, we will identify the preferred conformations, molecular
structure and hydrogen bonding networks depending on the local
surroundings of the chromophore.

2 Computational details

Well tempered 2D metadynamics simulations27,28 have been
employed using the 3 dihedral pairs (1,2), (3,4) and (5,6). The
simulation was based on a DFTB29 approach including dispersion
correction. The timestep was set to 0.5 fs. A canonical ensemble has
been used, utilizing the canonical velocity rescaling (CSVR) thermo-
stat.30 Gaussian hills with a width of 20 degrees and an initial height
of 0.001 Ha have been spawned every 200 timesteps. The tempera-
ture of the tempering algorithm was set to 3000 K.

The metadynamics algorithm allows the scanning of collective
variables, which is performed by modifying the underlying
potential energy while running a molecular dynamics simulation.
This modification is achieved by depositing Gaussian hills at regular
time intervals. By this, frequently visited regions of the collec-
tive variable energy surface are less likely to be visited again in
the simulation, energy basins are slowly filled, enabling the
molecular dynamics simulation to escape minima and explore

regions of the energy surface that could otherwise not be reached
in the limited simulation time and temperature. The energy
surface can then be reconstructed from the deposited Gaussians.

For the additional sampling of the various minima found, 75 ps
DFTB molecular dynamics simulations with dispersion correction31

have been performed with a timestep of 0.5 fs and employing a
canonical ensemble using the Nosé–Hoover32 thermostat. The same
settings have been used for the calculations including the explicit
solvent molecules. Here 212 methanol molecules have been added
in a fully periodic system with a box size of 25 Å.

We employed a combined gaussian plane wave method (GPW)33

using the BLYP functional34,35 with additional van der Waals
dispersion36 for performing the ab initio molecular dynamics
simulations, in order to incorporate hydrogen bonding effects
as accurately as possible. We used a time step of 0.4 fs for the
integration of the equations of motion, in combination with a
Nosé–Hoover thermostat. All MD and metadynamics simulations
have been performed using the CP2K program package.

QM/MM molecular dynamics simulations have been performed
on two selected conformations, based on a BLYP/ForceField mixed
approach. The coupling of the two regions has been done within
the gaussian expansion of the electrostatic potential (GEEP).37

NMR chemical shift averages have been calulated based on
regular snapshots (50 snapshots per trajectory) from the molecular
dynamics simulations. All calculations have been performed using
the ORCA program38 within the IGLO approach.39 The PBE040

functional as well as the optimized IGLO-III41 basis set have been
used. For the explicit solvent calculations, solvent molecules residing
within 3 Å of the chromophore have been considered.

3 Results and discussion
3.1 Free energy surface and preferred conformations

The overall structure of phycocyanobilin can be described by
means of the dihedral pairs connecting the four pyrrole rings A
to D (see Fig. 1). The determination of the equilibrium conforma-
tion for a given surrounding solvent thus requires a careful
sampling of this conformational space. Since the energy barriers
of the partly double bonded and possibly conjugated electronic

Fig. 1 Structure of the fully protonated (charge +1) phycocyanobilin with
the 4 pyrrole rings labeled A to D, connected by 6 dihedrals labeled 1 to 6.
The conformation is described by the three double (cis/trans) and three
single (syn/anti) bonds between the pyrrole rings.
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systems are considerable, the molecule will cross them only rarely.
Hence, the application of straight molecular dynamics simula-
tions would result in an insufficient sampling or even in stable
conformations for the entire simulation. A wealth of methods has
been developed to overcome such sampling problems, and have
proven to effectively escape local minima. Among them are the
parallel tempering algorithm,42 transition path sampling,43,44

various basin hopping methods,45–47 minima hopping48,49 and
different tabu search based strategies.50,51 Other algorithms have
been inspired from selective mechanisms found in nature, such
as artificial bee colony algorithms,52–54 evolutionary algorithms55

and genetic algorithms.56

Recent studies on a different hydrogenation state of the PCB
used Monte Carlo sampling,20 while others generated conforma-
tions by changing all degrees of the molecule dihedral angles21

to tackle this problem. In this work, we used the technique of
metadynamics simulations, which is an alternative approach
that allows the explicit representation of the free energy hyper-
surface with regards to selected collective variables. This in turn
enables us to detect local minima and the corresponding
energy barriers between physically meaningful conformations.

We first performed three independent 2D metadynamics simula-
tions of the chromophore in vacuo, each using one of the three
pairs of dihedral angles connecting the rings A/B, B/C and C/D as
collective variables. For all three calculations, a linear (ZEZsss)
conformation has been used to initialize the simulation. During
the simulations for each dihedral pair, all doubly bonded
dihedral angles not driven by the metadynamics remained stable
throughout the simulation. Thus, the resulting energy landscape
is only valid for the given conformation of the unbiased dihedral
angles. However, the perturbance of the energy landscape by
changes in the electronic structure in distant parts of the
chromophore will only have a minor influence.

The resulting free energy surfaces are illustrated in Fig. 2 for
the three metadynamics simulations sampling the dihedral
angles between A/B, B/C and C/D. In the resulting energy
surfaces, four minima for each dihedral pair are located at
(0,0), (0,p), (p,0) and (p,p). All four minima appear twofold
degenerate; this effect can be traced back to steric hindering
of the amide hydrogen atoms and the pyrrole ring sidegroups.

The actual depth of the energy minima however cannot be
explained as easily and delicately depending on possible steric
repulsion, hydrogen bonding and dihedral energies.

Examining the energy hypersurface of the dihedral pair (1,2)
connecting rings A and B, the previously described twofold
degenerate minima can be observed at all four conformations
leading to planar arrangement of the rings. The minima are
separated by two clearly distinguishable energy barriers, a
small barrier of approximately 10 kcal mol�1 in the direction

of 2 located at �p
2

and a larger barrier of 30 kcal mol�1 in the

direction of dihedral 1 at a similar position. This result clearly
shows the different bond characteristics, resembling a double
bond character for the central bond of dihedral 1 and single
bond characteristics for dihedral 2.

For the two central dihedral angles 3 and 4 connecting the
rings B and C, again we can see four distinctive minimum energy
conformations that again correspond to the planar conformations.
Again, the local maxima within the energy basins are caused by the
proximity of different groups and sidechains of the B and C rings.
Compared to the previous dihedral pair, however, a clear distinc-
tion in the bond character and rotational energy barriers for the
two dihedrals cannot be made. The height of the energy barriers
lies in-between those of the rigid dihedral 1 and the rotatable
dihedral 2. With a height of approximately 12 kcal mol�1, the
barrier is small enough to be overcome in the time-limit of actual
experiments, resulting in a delicate equilibrium for the two lowest
minima of similar energy ((0,0) and (0,p)) with the actual popula-
tion ratio critically depending on the exact energy difference and
external influences.

The remaining two dihedral angles behave similar to the
dihedrals connecting rings A and B. The dihedral 5 can rotate
easily, while in the direction of dihedral 6 a high rotational
barrier can be seen. However, here the energy barrier is even
higher than in the first case. Also we see a clear energetic
preference for a value of 0 deg for dihedral 6, with the lowest
possible energy being found at (0,0).

As a main result from our metadynamics simulations, we see
similar energetic properties for the different configurations of
the (3,4) dihedral pair. The (p,p) and (�p,�p) states however are

Fig. 2 Energy surface for the three dihedral pairs (1,2) to (5,6) connecting the pyrrole rings A to D. Twofold degenerate minima are visible for planar
conformations, while the overall depth of the minima and height of the energy barriers vary to a great extent.
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less favorable due to strong steric hindering. For the dihedral
pair (1,2), a preference for the (p,0) conformation can be seen,
while for the (5,6) pair the (0,0) state is energetically favorable.
This information already heavily reduces the number of needed
conformations for a sufficient sampling of the conformational
space using molecular dynamics simulations. Additionally, induced
by the delicate equilibrium between the two lowest energy minima,
the central dihedral pair (3,4) can be expected to react strongly to
small changes in the chromophore and its surroundings.

3.2 Unbiased molecular dynamics simulations

Based on the energy surfaces of our metadynamics simulations,
unbiased molecular dynamics simulations of the PCB have been
employed to allow for a sampling of the unperturbed system.
Based on the same DFTB level of theory, we performed simulations
for a broad selection of energetically favorable conformations. In
75 ps of simulation time, a good sampling of the relevant regions
in the energy surface can be achieved, i.e. positions in both sides
twofold degenerate minima are visited, while the general confor-
mation does not change during the simulation. This behavior can
be observed for all other conformations and dihedral pairs. As a
result, a multitude of differently initialized molecular dynamics
simulations is needed to calculate the properties of the system.
When evaluating the dihedral distributions during the simulation,
the bond characteristics found in the metadynamics simulations
can be confirmed (cp. Fig. 3). While the outer dihedral angles 1
and 6 show a narrow double bond like distribution, the neigh-
boring bonds 2 and 5 exhibit a broad distribution indicating a
single bond like behavior. The width of the central dihedrals 3
and 4 lies in between the previous ones, pointing towards a
conjugated electronic system. While the semi-empirical level of
theory allows for the needed sampling, intramolecular hydrogen
bonding however is underestimated; the rarely emerging hydro-
gen bonds remain stable only for parts of picoseconds.

In the next step, a proper description of the hydrogen bonds
needs to be achieved. Here a BLYP with the VdW correction level of
theory has been used, which strongly improves the description of
the intramolecular hydrogen bonds. Maximally hydrogen bonded
conformers can be found in the ZZZsas and ZEZsss conformations,
enabling the formation of 6 stable hydrogen bonds (cp. Fig. 4)

between the B and C rings carboxyl groups and the C and D
or A and B ring NH and oxygens.

3.3 Explicit solvent calculations

For the conformational distribution of a solute in an aprotic
solvent with only weak specific intermolecular interactions, the gas
phase can usually be considered a very good first approximation.
For other solvents, in particular hydrogen-bonding liquids such as
water or alcohols, an explicit representation of the solvent mole-
cules is normally the method of choice in order to reproduce the
sensitive equilibrium of intra- and intermolecular interactions.
Hence, we have considered the solvent molecules explicitly in our
unbiased molecular dynamics simulations.

The higher complexity of explicit solvent models would result in
considerably higher computational costs for metadynamics simula-
tions which require several nanoseconds of simulation time even for
an approximate convergence. An additional side effect is caused by
the inertia of the explicitly moving solvent, which slows down the
effective response time of conformational changes in the solute.
This in turn requires a more conservative choice of specific meta-
dynamics parameters (in particular either the amplitude and width
of the spawned potential energy hills or the deposition rate). Again,
this issue would result in longer simulation times.

When looking at the overall dynamical behavior of the
chromophore, again no conformational change can be observed
on the computationally accessible timescales. Judging from the
dihedral angle distribution, there are no strong changes in the
structure of the energy surface. Also the bond lengths suggest no
strong changes in the electronic structure.

When analyzing the overall potential energy, however, we
see a clear change in lower energies for the closed compared to
the open conformation. This behavior can be explained by the
formation of intermolecular hydrogen bonds between the chromo-
phore and the surrounding solvent molecules. While the closed

Fig. 3 Dihedral angle distributions during a molecular dynamics simula-
tion. All dihedral angles remain stable at the simulation time of 75 ps. The
different bond characteristics are clearly visible.

Fig. 4 Distribution of the four possible hydrogen bonds between the NH
groups and the carboxylic group lone oxygens, taken from a 10 ps BLYP-D
trajectory of the ZEZsss conformation. Top left: ring A, right: ring B;
bottom left: ring C, right: ring D.
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conformations in vacuo showed no intramolecular hydrogen
bonds during the 75 ps simulation time, we now observe an
average of two to four intermolecular bonds to the solvent for
the different conformations. In contrast, the open conformation
was able to form two to six intramolecular hydrogen bonds in the
in vacuo simulation, while in methanol the possible hydrogen
bonding sites are blocked by intermolecular hydrogen bonding
partners. Thus, in a solvent that forms strong hydrogen bonds,
the energetic advantage of the open conformation vanishes.

In a conclusion we can assume a different probability for the
open and closed classes of conformations, depending on the polarity
of the surrounding solvent molecules. The higher the polarity of the
solvent, the more intermolecular hydrogen bonds will counter the
energy advantage of intramolecular hydrogen bonds.

3.4 NMR chemical shifts

In comparison to the recent NMR chemical shift measurements
mentioned in the introduction, we perform ensemble averaged
NMR chemical shift calculations on the different low energy
conformations obtained from the metadynamics simulations.

In the experiment, a full assignment of PCB NMR chemical
shifts in the HMPT solvent has been achieved.22 Additionally, a
2D NMR spectrum of the PCB in methanol has been provided
by the group of P. Schmieder. While the spectra show a similar
shape and ordering, at the first look contradictory changes can
be identified. When taking the actual values of the changes
between the two different solvents (see Fig. 5) into account, we
see that the A and D rings dN change by 2 ppm, the dH by
0.6 ppm. For the B and C rings, we see changes of dN by 10 ppm
and dH by 1.2 ppm. Assuming that the change is mainly
induced by hydrogen bonds and exhibits a linear behavior,
i.e. upon change in hydrogen bond strength the chemical shift
values move on a straight line in the 2D spectrum, an additional
change in the dN by around 6 ppm has to be explained.

Based again on the most promising conformations taken
from our metadynamics calculations, we perform ensemble
averaged 15N as well as 1H NMR chemical shift calculations
(see Table 1). When looking at the 15N chemical shifts of the

outer rings A and D, we can see that the shifts vary only within a
range of 5 ppm for all energetically favorable conformations,
indicating only a minor distortion in the local electronic structure
upon conformational changes. Generally, the chemical shift of ring
D is the lowest, A the highest, while those of rings B and C are
always within a range of 5–10 ppm to each other. This overall
behavior already is in good agreement with experiments not only in
solvent but also with previous experiments on the whole protein.
Since the experimental nitrogen shifts are similar even for hugely
different systems or more specifically different surrounding
hydrogen bonding networks, one can suspect the main influence
on the nitrogen shifts to be the conformation of the system,
while the hydrogens on the other hand are well known to be
strongly influenced by hydrogen bonds.

When changing the conformation by moving between the two
lowest energy basins of the dihedrals 3 and 4, we see a change in
the rings B and C 15N chemical shifts by approximately 10 ppm.
When we look at changes in the chemical shifts induced by rotation
around the outer double and singlebonds, we observe a number of
small changes in the range of 5 ppm in different directions for the
chemical shifts of the central rings B and C (Fig. 6).

By a combination of all these possible permutations, a multitude
of different within the sampling accuracy not clearly distinguishable
distributions of chemical shifts arises. This quite ambiguous result
however can be refined by using the previously attained information
about the underlying energy surface and considering only the
spectra of the energetically most probable conformations,
as well as by comparing the large influence of the central
dihedrals on the experimental data.

When considering explicit methanol solvent molecules on the
same level of theory, we again see the pattern and changes upon
change in the conformation known from the in vacuo calculations.
The B and C ring nitrogen chemical shifts are in close proximity
and move by approximately 10 ppm upon change in the central
dihedrals, while the A and D ring positions remain stable. As a
result from the hydrogen bonding to the solvent, the hydrogen
chemical shifts slightly move downfield. However, on the DFTB
level of theory combined with the range cutoff in the NMR
calculations, these interactions are weakened, resulting in a lower
hydrogen chemcial shift than expected. As the main result we
notice that the influence of the surrounding explicit solvent can
mainly be seen in the hydrogen chemical shifts, while the nitrogen
shifts stay close to the in vacuo results, however, within their
usual broad distribution and thus higher possible error from
low sampling rates. In no case an influence of the same

Fig. 5 Experimental 2D 1H and 15N NMR spectral different solvents:
HMPT22 (blue dots) and methanol57 (red squares) of the amine groups of
rings A to D.

Table 1 1H and 15N NMR chemical shift values for a series of characteristic
conformations. 1H referenced to benchmark calculations of TMS, 15N
referenced to match the PCB D ring in methanol

Conformation NA NB NC ND HA HB HC HD

EZZaas 163.8 151.8 160.6 131.1 8.2 10.5 9.6 7.0
EEZsss 163.2 155.8 161.4 131.5 8.1 12.7 9.7 7.6
ZEZass 163.0 150.0 159.7 131.7 8.2 10.1 9.9 7.5
ZZZass 164.1 145.4 149.9 130.4 8.4 9.4 10.6 7.7
EZZsss 164.1 144.4 145.4 129.2 8.0 11.8 10.5 7.6
ZZZasa 162.4 142.9 148.4 139.4 8.4 8.9 9.3 7.7
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strength as that of the change in the central dihedral angles on
the nitrogen chemical shifts can be observed.

3.5 Effect of hydrogen bonding

To properly include hydrogen bonding effects in the suspected
main conformations for the HMPT case, BLYP calculations with
VdW correction have been performed. In each of those simula-
tions the system has been prepared in a maximally hydrogen
bonded state. Here, the hydrogen bonds of the carboxilic
groups of the ring B to the C and D rings and C to the A and
B rings remained stable during the simulation. While the
experimentally observed spectrum cannot be reproduced
by one of those conformations, the influences of the single
conformations can be attributed to different parts of the spectrum.
Combining all of them finally gives an explanation of the experi-
mentally observed chemical shifts.

A ‘‘sufficient’’ sampling of the dihedral energy surface would
require long trajectories in the range of 50 to 100 ps which is
not unfeasible with present-day computational resources, but
appears unnecessary in view of the required computational
cost. On the other hand, examining short trajectories of different
hydrogen bonding patterns can also give insights into the
resulting spectra and possible origins of the different character-
istics for the two solvents.

One low energy conformation is the EEEsss configuration. Here
however, for geometric reasons only one stable intramolecular
hydrogen bond can be observed. The resulting 2D NMR spectrum
shows NH positions similar to the non-hydrogen bonded case with
exception of the C ring, that is strongly hydrogen bonded to the B
ring carboxyle group. The appearance of a hydrogen bond increases
the hydrogen chemical shift to around 13 ppm, while the nitrogen
chemical shift moves to approximately 158 ppm.

For the maximally hydrogen bonded ZEZsss conformation,
we see a strong change in almost all ring positions in the
spectrum. However, with exception of the only weakly hydrogen
bonded B ring, the alignment of the chemical shifts is similar

to the non-hydrogen bonded case with only the hydrogen chemical
shifts moving downfield by approx. 2 ppm. Most importantly, the
non- or weakly hydrogen bonded B ring nitrogen chemical shift is
strongly shifted downfield. This shows clearly that the position of
the nitrogen chemical shift is not induced by the hydrogen
bonding, but has instead to be caused by conformational effects
and deviation from the energy minima of the dihedral distribu-
tions found in the metadynamics simulations.

4 Conclusions

We have quantified the dependence of the conformation of a
tetrapyrrole chromophore (phycocyanobilin) on the character of
its chemical environment, specifically the solvent type. By means
of semiempirical metadynamics simulations, we have sampled
the free energy hypersurface of the chromophore, resulting in the
identification of the geometric equilibrium structures at ambient
temperatures as a function of the solvent. In particular, our
simulations show a delicate equilibrium between helical and
linear conformations that reacts very sensitively on the solvent
characteristics. Based on ab initio molecular dynamics simula-
tions, we have computed the two-dimensional NMR pattern of
15N and 1H NMR chemical shifts at the ab initio level of theory.

The experimentally observed solvent shifts exhibit a counter-
intuitive trend (towards higher 1H NMR chemical shifts for
HMPT which is expected to form fewer hydrogen bonds than
methanol). Our ab initio molecular dynamics simulations have
resolved this puzzling situation, which could be traced back to
stronger intramolecular hydrogen bonding of the chromophore.
These hydrogen bonds are broken in methanol due to the
better electrostatic screening and the stronger intermolecular
interactions with the solvent.

A striking secondary effect of the change in hydrogen bonding
pattern is the isomerization of the chromophore which is equally
visible in experimental as well as computed chemical shift pattern.
This solvent-induced structural transition represents a mechanical
switching function on the molecular scale. With a suitable chemical
functionalization, this transition might be exploited for applications
in the field of molecular sensors, molecular recognition or even
externally triggered drug delivery.
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We investigate the anomalous structure and hydrogen bond network of water molecules confined
inside a silica nanopore (MCM-41 type). In addition to geometric data, we use proton NMR
chemical shifts as a measure for the strength of the H-bonding network. We compute the 1H NMR
shifts of confined water based on a first principle approach in the framework of density functional
perturbation theory under periodic boundary conditions. The hydrophilic character of the silica is
well manifested in the water density profile. Our calculations illustrate both the modifications of
the 1H NMR chemical shifts of the water with respect to bulk water and a considerable slowing
down of water diffusion. In the vicinity of silanols, weakly hydrogen bonded liquid water is
observed, while at the center region of the pore, the hydrogen bonding network is enhanced with
respect to bulk water.

1. Introduction
Periodically structured porous materials have evoked wide interest for various appli-
cations in recent years. Their micro-structure is observed to be composed of orderly
arranged pores with uniform size [1]. MCM-41, as one of the most studied type, is
characterized by pores less than 40 Å in diameter, within which liquids can be con-
fined. Experimental studies regarding MCM-41 and the properties of liquids confined
within it have been performed at length. Techniques such as quasi-elastic and deep elas-
tic neutron scattering [2–4], neutron diffraction with isotopic substitution [5], x-ray
spectroscopy [6], sum frequency vibration spectroscopy [7], adsorption calorimetry [8],

* Corresponding author. E-mail: daniel.sebastiani@fu-berlin.de
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and NMR spectroscopy [9–11] have provided a lot of experimental data which may be
compared to simulation data.

The silanol groups on the silica surface play a special role for its ability of supply-
ing hydrogen bonding sites for the confined solvent [14]. With respect to their density
on the MCM-41 silica surface [9,10,13], the consensus seems to be about 2 to 3 nm−2,
meaning these groups cannot form hydrogen bonds with each other as they are too far
apart. Since the average distance between them is about 5.8 Å, one water molecule can-
not be simultaneously hydrogen bonded to two silanol groups [1]. Up to three water
molecules, however, may be hydrogen bonded to a single silanol group [14]. The nature
of water differed from bulk water when it is hydrogen bonded to the hydroxyl groups on
the silica surface. Recent neutron scattering evidence suggests that the hydrogen bond
formed between a water molecule and a silanol in mesoporous silica is stronger than the
hydrogen bonds between water molecules [4].

Many simulations have been conducted focusing on the water silica interface. Since
the structure of MCM-41 is not fully known, many varying models have been pro-
posed to simulate its surface. For example, Shirono et al. [15] and Kleestorfer et al. [16]
used a block of alpha-quartz out of which they cut circular pores of various sizes.
In cases where there remained oxygens attached to only one silicon atom, hydrogen
atoms were added to create the silanol groups characteristic of the surface of MCM-41.
Gallo et al. [12] used beta-cristobalite which was melted and equilibrated at 1000 K. It
was then quenched and a cylindrical pore 15 Å in diameter was carved into it. Again,
oxygens left attached to only one silicon atom were capped with hydrogen atoms.
Sherendovich et al. [9] use different experimentally derived criteria to recommend
a model of MCM-41 based on the structure of tridymite. The model they proposed was
not in fact tridymite, but a fictitious structure created from pieces of it stuck together
in different configurations. With respect to the silica-water interface, Sulpizi et al. [29]
conducted ab initio Molecular Dynamics (AIMD) on the hydroxilated (0001) α-quartz
surface system. Two types of silanol groups were addressed in their results, so called
out-of-plane silanols with a strong acidic character and in-plane silanols with weaker
acidity.

In this work, a simplified surface model is constructed which has the virtue of con-
taining the same density of silanol groups as MCM-41. We obtain the density and
translational mobility profiles of water confined in this model by applying first princi-
ple density functional theory based molecular dynamics (AIMD) simulation. Then we
compute ensemble averages of Nuclear Magnetic Resonance (NMR) calculations on
the confined water molecules and compare the results with bulk water. Furthermore we
analyze the distribution of the water NMR shifts along the pore axis and the impact of
the geometric confinement on the bound water NMR shifts so as to increase our un-
derstanding of the influence of spatial confinement on the structure and dynamics of
water.

2. Computional details

The water-silica interface is represented by a simplified yet realistic surface model
which demonstrates the experimentally known structure of the MCM-41 pore. Figure 1
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Liquid Water at an Amorphous Silica Interface 1417

Fig. 1. Two silica-water unit cells from a snapshot of the MD simulation (xz side view). The three-
dimensional periodic cell contains six silicic acid groups at the walls and 59 water molecules in between.
Si, O and H atoms are represented in yellow, red and white respectively. The silica surface is represented
by three isolated Si(OH)4 tetrahedrons.

shows a snapshot of the model. Silicic acid Si(OH)4 is used to model the silanol groups
with the three outer hydroxy groups fixed.

Following the experimental results from the NMR spectroscopy [9,10] on the
structure of MCM-41, the density of the silanol groups is taken to be 3 nm−2. The
possible hydrogen bonding between Si-O-Si bridge and water is missing in this
model. We assume it is only of minor influence since the highly concentrated silanol
groups on the surface hamper sterically the formation of this type of hydrogen bonds.
In the next more sophisticated model, the actual amorphous pore will be consid-
ered.

The diffusion of water into the surface is prevented by a harmonic potential (Fig. 1).
The potential only acts on the water molecules to allow free Si−OH vibrations. The
simulation is carried out in a fully periodic box with a size of 28×10 ×10 Å, two flat
silanol walls are placed 22 Å apart, 6 Å space is left at either end of the potential to re-
duce periodic effects in the x direction. 59 water molecules are placed between the two
walls. In order to employ a timestep of 1 fs, we choose heavy water instead of H2O to
double the calculation speed.

We run DFT based molecular dynamics simulations in the CP2K package [30]. The
BLYP [31] exchange-correlation functional was used, as well as the TZVP basis sets
and GTH pseudopotentials [32]. The DFT-D2 Grimme [33] dispersion correction was
also used. In total, the simulation ran for over 45 ps.

The system was first equilibrated for 10 ps using the canonical ensemble, em-
ploying a Nosé–Hoover thermostat. The temperature was set to be 320 K. The
simulation was then switched to the microcanonical ensemble for the remaining
time.

The NMR chemical shifts are computed as ensemble averages from ab initio nu-
clear shielding calculations within the CP2K package [30]. A random set of 15 snap-
shots from the NVE trajectory was sampled, and chemical shifts of all atoms were
calculated. For the referencing of the nuclear shielding tensors to chemical shifts, we
utilized the method applied in Ref. [23] The NMR simulation used a Gaussian aug-
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1418 X. Y. Guo et al.

mented plane wave approach with GAPW plane wave cutoff 320 Ry, the BLYP-DFT
exchange-correlation functional and the TZV2PX-MOLOPT-GTH basis set were em-
ployed [34].

It should be noted that we do not compute the quantum propagation of the nuclear
spin state which occurs on a timescale of millisecond in a typical NMR experiment, but
instead we compute directly the energy difference of the 2 states. Hence the simulation
duration on a picosecond level is adequate to achieve the necessary sampling for the
averaged instantaneous chemical shifts [35–40].

3. Results and discussion

3.1 Translational dynamical properties

One of the most salient properties of water confined in MCM-41, discovered by ex-
periments and MD simulations [12,15,17,18] is a slower translational dynamics with
respect to bulk water. The translational dynamics of our system were measured by cal-
culating the diffusion coefficient of the system. The ratio of the diffusion coefficient of
water confined in MCM-41 to that of bulk water

q = DConfined
D2O

DBulk
D2O

has been ascertained experimentally and via simulation. Values of q range quite widely
from 0.23 to 0.64 [15,17,18,24], with the consensus showing a much slower diffusion of
water within MCM-41 pores. In this work, the reference self diffusion coefficient value
for bulk heavy water is taken to be 0.187 Å2/ps from Ref. [28]. In order to obtain the
value of q for our system, we calculated the diffusion coefficient D for our confined
water according to Einstein’s relation

D = MSD

2dt
=

〈
(RD2O(t)− RD2O(0))2

2dt

〉
D2O

with the numerator representing the mean-square displacement (MSD), t the time, and
d the number of dimensions in which the quantity is measured. For the simulation of
confined water, only diffusion in the two periodic directions (in our case the y and
z dimensions) is taken into account in order to reduce possible distortion due to the
presence of the walls [18].

The mean-square displacement (MSD) of water molecules over time in the confined
cases is presented in Fig. 2. From this graph, the diffusion coefficient for confined wa-
ter is calculated to be 0.05 Å2/ps. As 0.187 Å2/ps for bulk water, the resulting ratio q is
about 0.27 which falls into the range we obtained from literature.

As pointed out in several studies [11,12], however, taking the diffusion coefficient
of the whole system all at once fails to take adequate consideration of different effects
of the confinement at different position within the pore.
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Liquid Water at an Amorphous Silica Interface 1419

Fig. 2. Global MSD of the oxygen atoms of confined water at T = 320 K.

Fig. 3. Density Profile of Water confined between two silica slabs. The origin x = 0 Å corresponds to the
center of the pore.

3.2 Density profile

The water density profile can demonstrate the configuration of confined water and the
hydrophilic character of the silica surfaces. In the earlier empirical structure refinement
simulations by R. Mancinelli et al. [5,27], the density of confined water in a MCM-41
pore is found to be higher in the vicinity of the silanol walls; at 300 K in the interfacial
region the density was observed to be about 3 times as large as the density in the middle.
This phenomenon stems from a so-called cohesive failure between water molecules.
I. e. when water is confined between hydrophilic surfaces, voids occur in the middle
of the water layer which leads to cohesive failure [26]. As to the present experimental
results, Kocherbitov et al. [8] measured the apparent density of water in the MCM-41
pores at 298 K to be 0.88 g/cm3 using H2O and N2 sorption method.

In our simulation, the density profile of water was constructed by creating a his-
togram of the spatial locations of all atoms across the pore with bins 0.3 Å wide and
averaging over the entire NVE trajectory, as shown in Fig. 3. The position represents
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1420 X. Y. Guo et al.

Fig. 4. Calculated 1H NMR chemical shifts of water confined between silica slabs compared with bulk wa-
ter, the distribution has been symmetrized with respect to the center (x = 0 Å), the value of 1H NMR shifts
are averaged in the x direction over the length of the model and the NVE trajectory of the system. The
graph is drawn up to where the atoms in Si(OH)4 start to appear.

the distance of the oxygen atoms from the center along the pore axis perpendicular to
the silica surface. At the core region of the cell (0 Å to 2 Å) a lower density appears in
our result, and at the outer edge (7 Å to 9 Å) as well, then it gradually decays to zero at
the silica wall. Notable density oscillations are observed from Fig. 3, which reveals that
the spatial layering occurred in confined water due to the hydrophilic character of the
substrate [21]. For example, we see 2 density peaks near the silica substrate, which in-
dicates that there are 2 separate layers of water in this region. However in several other
simulations, the produced density profile showed either one [5,18] or two [12,24,25]
peaks in the interfacial region and lower density in the core region. The small bump in
the density profile near the very edge of the pore is also present in other results [12,18].
One possible reason for the minimum appearing here is the presence of the silanol
groups oxygen atoms in that area taking up space.

3.3 1H NMR chemical shift calculations

Lately the ab initio calculation of nuclear chemical shifts has become one of the most
powerful methods for structure determination on the molecular level. Not merely can
the calculation interpret the spectra returned by the experiments [23], but also it can
produce instantaneous results that are beyond experimental capability. Particularly the
instantaneous 1H NMR shifts can provide significant probe for the hydrogen bonding
network of specific chemical environments [41,42].

The NMR shifts profile we obtained, as shown in Fig. 4, substantially indicates the
configuration of water confined between the 2 silica slabs. The experimental 1H NMR
chemical shift δ = 4.79 ppm for bulk water is taken from the value given in Ref. [22].
Figure 4 displays that in the major part of the cell, within 7.6 Å away from the center,
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Liquid Water at an Amorphous Silica Interface 1421

stronger H-bonded water appears with δ varying from 4.7 ppm to 5.4 ppm. The larg-
est δ = 5.4 ppm is reached at x = 2 Å. At the core of the pore (x = 0 Å), δ = 4.86 ppm.
Due to the confining effects of silica slabs, the NMR shifts are greater than those of
bulk water. But at the core of the pore, the calculated shift approximates that of the bulk
water, reflecting the hydrogen bonding in this region resembles bulk water H-bond net-
work. While the shifts drop to upper-field as approaching the wall, in the vicinity of
silanol walls (from x = 7.6 Å to x = 10 Å), water molecules are found to form weaker
hydrogen bonds with each other or with silanols, the minimum value 2.1 ppm is found
at x = 10 Å. As discussed before, the density profile shows layering effect took place in
our cell. According to Gallo et al. [21], the interactions of the substrate atoms and thin
water layers causes a strong distortion of the H-bond network. This explains why we see
a decline of the shifts near the wall, even though it has been experimentally proven that
the single silanol-water H-bond is stronger than the water-water H-bond [4].

We analogize the water filling process inside the pore by calculating the running
average of 1H chemical shifts up to a certain distance from the wall using equation

δAvg
1H(x) = 1

NH

x∑
x ′=xwall

δ1H(x)

δAvg
1H(x) represents the average δ value of a fictitious water film with thickness x. For

each value of δAvg
1H(x), we sampled from the wall to the plane at corresponding dis-

tance and calculated all the shifts of water between the 2 planes. Taking the limitation of
sampling into account, we leave out the first averaged value from x = 0 Å to 0.5 Å. The
range of averaged NMR shifts along the x direction over the length of the cell covers
from 2 to 4.9 ppm which is in good agreement with the experimental value from 1.74
to 4.7 ppm achieved in Buntkowsky’s group [1]. Grünberg et al. obtained the chemical
shift spectra of confined water at varying hydration level using 1H solid-state NMR. In
their results for the fully hydrated pore, one single signal appears at 4.7 ppm, and with
very small water content (≤ 2.7%), one dominating peak locates at 1.74 ppm which is
ascribed to the shift of silanol groups.

Figure 5 shows that the behavior of water in our model resembles the water filling
process described in Ref. [1]. Comparing our data with the experimental findings, we
observe the same varying tendency in the chemical shifts. The minimum value of δ in
Fig. 5 was obtained by computing the shifts of water locating within 0.5 Å to the silica
substrate, so as to correspond the very low water filling factor in the experiments. In the
interfacial region,the experimental NMR shift is an approximation to the shift of silanol
groups. Therefore, it is believed that all water molecules at this region were hydrogen
bonded to the silanols. With increased water content, additional water molecules start
to form hydrogen bonds with each other which gives rise to ascending chemical shifts.
This phenomenon is also reflected in Fig. 5, but increasing distance from the wall plays
the role instead of increasing water filling factor. When the water content goes up to
3.2%, a notable peak at 2.5 ppm arises beside a weakened line at 1.74 ppm, which in-
dicates the coexistence of 2 different types of hydrogen bonds. The NMR peak shifts
consistently towards down-field upon further increasing hydration level. When there is
23% of water, the line at 2.5 ppm is broadened and shifts to 3.4 ppm. When the pore is
completely filled, a single shift appears at 4.7 ppm.
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Fig. 5. Average of the 1H NMR chemical shift values of those water molecules residing within a film of
given thickness from the wall. The film thickness axis 0 Å and 11 Å are corresponding to the wall and the
cell center respectively.

Fig. 6. Calculated 1H NMR shift distribution of confined water. The ordinate is the occurence of the shifts
for various δ values. δ = 3.65 ppm is the averaged value for the water within 3 Å proximity to the walls
(blue), δ = 4.94 ppm is the global average of the whole system (red), and δ = 5.13 ppm is the average
shift of the water at the center of the pore (green). The dashed curve represents a gaussian centered at
δ = 4.94 ppm (black).

Our averaged NMR shifts imitate this process (as shown in Fig. 5) in such a way
that the δ value continually goes up from 2 ppm to 5.5 ppm as increasing thickness of
the film which starts from the wall (0 Å). This denotes that the bonding between wa-
ter and the silanols becomes less and less dominating which leads to the the growing
of the shifts until x = 5.5 Å. A plateau arises at 5.5 Å < x < 11 Å reflecting the water
molecules at the center region are mostly bounded to each other and not influenced by
the walls.

Figure 6 illustrates the spacial distribution of the 1H NMR shifts inside the cell.
Those water molecules situated within 3 Å proximity to the silica wall are denoted as
wall water, and the rest are considered to be center water. In this way, the confined
water is divided into 3 layers, silanol-water interface (wall water), water-water (center
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Liquid Water at an Amorphous Silica Interface 1423

water) and water-silanol interface (wall water). The computed global average value of
the 1H chemical shift for all the water inside this cell is 4.94 ppm, the averaged wa-
ter shift in the close region of walls is 3.65 ppm, and that for the water in the core
area is 5.13 ppm. Comparing the whole distribution with a Gaussian centered at the
global average δ value 4.94 ppm, we can easily see that more water molecules fall into
the up field in the proximity of silanols. Most wall water resides at the left half of the
graph with δ ≤ 4.94 ppm. The overall average shift of the system moves towards lower
δ (upper field) under the effects of silica walls. This gives further evidence that the
silanol groups play a twisting role for the water-water hydrogen bonding network in the
interfacial region [21].

4. Conclusion

In this paper, DFT based molecular dynamics simulations and first principles NMR
chemical shift calculations are applied on a simplified surface model based on the struc-
tural properties of the MCM-41 pore. Our calculations demonstrate the strong influence
of spatial confinement on the structure and dynamical properties of water.

On the structural level, we see a strong influence on the 1H chemical shifts of the
confined water. While at the center of the pore a 0.5 ppm increased chemical shift com-
pared to bulk water is found, the chemical shift gradually decreases when approaching
the wall, until it reaches a value 3 ppm below bulk water reference. This implies an en-
hanced hydrogen bonding network for the water at the center, and a strongly weakened
network close to the silica-water interface. In the density profile, distinctive peaks ap-
pear next to the wall, indicating a structuring of the water by the wall geometry. By
calculating average chemical shifts for fictitious water films at the wall, we can see
a change from low chemical shifts for thin films towards bulk water like chemical shifts
for a film thickness above 4 Å. This is in good agreement with a previous experimental
model on the gradual filling of nanopores.

With respect to the dynamical behavior, we see a decrease in the diffusion rate by
a factor of 4 when comparing to bulk water values.
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ABSTRACT: The structural and diffusive properties of an
ethanol−water mixture under hydrophilic nanoscale confinement
are investigated by means of molecular dynamics simulations based
on the CHARMM force field. The resulting density profiles
illustrate that demixing of solvents occurs at the pore wall region,
which is composed of silanol molecules in our case. Ethanol
molecules are more likely to attach to the wall via hydrogen bonds
than water molecules. A noticeable O−H bond orientation is
observed for the ethanol molecules in this region, which can be
explained by the formation of two specific hydrogen bonds
between ethanol and silanol. Water, in contrast, resides mostly
outside the interfacial region and is in favor of forming small
hydrogen bonded strings and clusters with other water molecules.
This phenomenon is corroborated by both the orientation of ethanol hydroxyl groups and the radial distribution functions of the
solvent oxygen atom to the silanol hydrogen atom. Ethanol selectively attaches to the wall and forms a layer close to the wall. The
hydrophobic headgroups of these ethanol molecules lead to an internal hydrophobic interface layer, which in turn yields cluster
structures in the adjacent water. The self-diffusion of water in the confined ethanol−water mixture at the center of the pore is
faster than that of water in the bulk ethanol−water mixture; ethanol, on the other hand, diffuses slower when it is confined.

■ INTRODUCTION

Ethanol (EtOH) as one of the simplest alcohols has a lot of
applications in laboratories and industrial processes. Consid-
erable research into the nature of ethanol−water solutions at
the molecular level gives us some insight into their properties.
Already in the bulk phase, an ethanol−water mixture as a highly
polar hydrogen-bonding liquid offers a great richness of
structural diversity and physical−chemical phenomena.1−3

Also, it has been discovered that, when ethanol is mixed with
water, the entropy of the solution increases far less than
expected. Experimental evidence indicates that the hydrophobic
part of alcohol molecules gives rise to the existence of
heterogeneous structure at the molecular level in aqueous
solutions.4−10

Understanding the properties of ethanol−water at interfaces
on the molecular level is very important for many chemical and
physical processes.11−14 It has been proved by many studies
that surface-directed phase separation appears in confined
binary mixtures while one component is preferentially attracted
to the walls.15−18 However, with regard to the interaction of
ethanol−water mixtures with silica surfaces, our atomistic
understanding is far from satisfactory. Water molecules can
interact with the surface through hydrophobic or hydrophilic
interactions and hydrogen bonding. This leads to the partial
ordering of water molecules in the vicinity of the confining
surface.19 To date, numerous studies focusing on water
confined in porous frameworks have been carried out via
simulations and experiments.20−27

Previously, we have reported an ab initio study of pure water
under silica confinement by using a surface model that
resembles the pore structural feature of MCM-41.28 We
concluded that the presence of the silica walls has a strong
effect on the structure and dynamical properties of pure water.
At the center of the pore, the calculated 1H chemical shifts of
the confined water are found to be higher than bulk water,
which implies an enhanced hydrogen bonding network in this
region. In the vicinity of the wall, a strongly weakened
hydrogen bonding and distinctive layering of the water density
appeared. Furthermore, a decrease in the diffusion coefficient of
the confined water rate by a factor of 4 was observed when
comparing to bulk water values. The recognition of the
confinement effect stimulated us to carry on the investigation to
a new aspect, namely, the simulations of liquid mixtures under
silica confinement.
Rodriguez et al.29 studied equimolar mixtures of water and

acetonitrile confined between two silica walls using MD
simulations. Their result on the hydrophilic confinement
shows a net increment of water in the interplate region with
a highly inhomogeneous local distribution. This stable water
layer is found to be fully coordinated to the silanol groups due
to the optimal geometrical arrangement of the wall surfaces. B.
Ratajska-Gadomska and W. Gadomski30 reported the solvation
of ethanol in water confined by gelatin gel studied by Raman
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spectroscopy. Their work indicates that, when an ethanol-rich
solution is confined in gelatin gel, so-called ethanol sandwich
clusters exist with a layer of water molecules inside. In order to
provide further atomistic insight into alcohol solutions under
confinement, we present here a study of ethanol−water
mixtures confined within silica surfaces. The silanol groups
on the silica surface have a hydrophilic character. This yields a
certain competition of hydrogen bonds between silanol−
solvent and solvent−solvent. Therefore, the conformation and
the donor−acceptor preferences in the ethanol−water mixture
are even more complicated than water−silica and ethanol−
water bulk mixtures. In this work, we perform classical MD
simulations on ethanol−water mixtures at the presence of two
silanol walls. We compute the density profiles and self-diffusion
coefficients for both ethanol and water, and the results are
compared with bulk solvents. The radial distribution functions
and orientations of ethanol molecules are calculated as well.
Furthermore, we analyze the hydrogen bonding in the ethanol
+ water/silanol system so as to increase our understanding of
the influence of spatial confinement on the structure and
dynamics of alcohol mixtures.

■ COMPUTATIONAL DETAILS
The NAMD software package31 was used throughout this work
to perform the molecular dynamic simulations. The CHARMM
force field parameter files32−34 were applied for both solvent
molecules and silanol groups. The TIP3P water model was
used. The particle-mesh Ewald (PME) algorithm was used for
long-range electrostatics interactions, and a switching function
with a cutoff of 12 Å and a switchdist of 10 Å was employed for
the Lennard-Jones interactions. Diffusion simulations were
carried out at six different temperatures from 298 to 348 K. A
microcanonical (NVT) ensemble and canonical (NVE)
ensemble were used, and the Langevin dynamics has been
employed to keep the system at the desired temperature during
NVT simulations. The simulation outcomes were analyzed
through our own programs and VMD plugins.35−37

A snapshot of the unit cell during one simulation is presented
in Figure 1. Two flat silanol walls consisting of 24 Si(OH)4 are

placed along the x direction on both sides of an ethanol−water
solution box with a size of 30 × 20 × 20 Å3. The unit cell
contains 148 water, 87 ethanol, and 24 silicic acids. The total
number of atoms is 1443. This corresponds to a molar
composition of xH2O = 0.63 and xEtOH = 0.37. Three hydroxyl
groups facing outside the unit cell are fixed in space. In case
molecules enter the vacuum region between the periodic boxes,

a force is applied on both sides of the wall to keep them in the
solvent region.
To permit full electrostatic calculations via PME summation,

the systems were made periodic in all directions with the
elementary cell extended to accommodate a vacuum outside
the silica surfaces along the x direction. The introduction of a
vacuum gap between the unit cells is sufficiently large that
adjacent images of the surface do not interact across the
vacuum, which enables a surface to be modeled within the
constraints of 3-D periodic boundary conditions. The resulting
dimension of a simulation cell is 65 × 20 × 20 Å3. In order to
better manifest the effect of confinement, simulations of bulk
water, bulk ethanol, and bulk ethanol−water mixture under the
same conditions were carried out to enable comparisons with a
confined system. The periodic unit cell of the bulk ethanol−
water mixture is the same as the solution box between the slabs,
also with a size of 30 × 20 × 20 Å3.

■ RESULTS AND DISCUSSION
Diffusion. Self-diffusion is the simplest yet most funda-

mental form of transport at the molecular level which describes
the translational motion of the individual component in a
mixture.38 The self-diffusion motion of molecules is charac-
terized by a self-diffusion coefficient Ds. At 298.15 K, the Ds of
bulk water and bulk ethanol has been experimentally
determined to be 2.299 × 109 39 and 1.09 × 109 m2 s−1,
respectively.40 The mobility of pure water in silica confinement
is known to be slower than that in the pure bulk state due to
the interactions with the hydrophilic pore walls. Experimental
and computational reports indicate that Ds of confined water
ranges from 23 to 64% of the value of bulk water.22,28,41−43

Nevertheless, in our system, water interacts not only with the
silanol wall but also with ethanol, and the mutual diffusion of
the two components leads to altering of individual self-
diffusion. Figure 2 displays the values of Ds for water and

ethanol confined in our hydrophilic slabs, along with the values
of the corresponding unconfined (bulk) mixture under the
same conditions. The temperature of the simulations varies
from 298 to 348 K. All the diffusion coefficients Ds are
determined from the time dependence of the mean squared
displacement (MSD) via the Einstein relationship

= = −
D

dt
R t R

dt
MSD
2

( ( ) (0))
2s

2

(1)

Figure 1. Picture of the silanol wall model normal to the wall surface
(left) and a snapshot of an equilibrated ethanol−water/silanol system
during a simulation at 338 K (right). Two silanol walls contain 24
Si(OH)4, with 87 ethanol molecules and 148 water molecules confined
in between.

Figure 2. Self-diffusion coefficients of water and ethanol in confined
alcohol solution at different temperatures compared with the
corresponding bulk mixture.
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with t representing the time and d the number of dimensions in
which the diffusion is measured. For the simulations of
confined water and ethanol, only diffusion in the two directions
parallel to the surface is taken into account.42

Our simulations show (Figure 2) that ethanol has a slower
diffusion under confinement than in the bulk mixture at all
temperatures. At 298 K, ethanol in the confined and bulk
mixture exhibits diffusion constants of Ds

EtOH mix = 0.53 × 109 and
0.67 × 109 m2 s−1, respectively. In both cases, the self-diffusion
of ethanol is slower than that in pure liquid, which corresponds
to Ds

EtOH pure = 1.08 × 109 m2 s−1 obtained by our simulation.
Water in the confined mixture, on the other hand, behaves
differently. Surprisingly, the self-diffusion of confined water in
the alcohol water mixture has almost the same rate as in the
bulk mixture. At some temperatures, we see a slightly
accelerated diffusion for water in the confined state. This
anomalous dynamics of water under confinement is closely
related to the solvent structure between slabs, as described in
the following sections.
Intraliquid Layer Formation. The mixture density (Figure

3a) illustrates the overall spatial distribution of the water−
ethanol solution inside the cell, which is similar to that in other
hydrophilic confinement reported in the literature.20,24,44 The
average density of the confined mixture is about ρmix = 0.84 g/
cm3. Inspection of Figure 3a reveals the presence of a well-
defined adsorption layer from x = 12.5 Å to the wall. The
highest density of the mixture is reached right next to the wall

with an amplitude of around 1.30 g/cm3. The intermediate
layer (8−12.5 Å) represents the boundary between the
structured interfacial liquid and the ordinary bulk liquid, since
no further structuring is evident beyond this layer. The density
reaches a constant value around 0.92 g/cm3 at the center (x ≤
6.0 Å).
The partial densities (Figure 3b) illustrate, in more detail, the

contributions of the individual solvents to the total density
profile. In the interfacial region, a surge in EtOH density is
observed starting from 12.0 Å, which also reaches its maximum
in close vicinity to the wall at 14.0 Å. The amplitude for the
highest peak at 328 K is ρEtOH = 0.96 g/cm3, which is around
twice as high as the EtOH density at the center region. The
high density at the first peak indicates strong hydrogen bonding
between ethanol molecules and silanol groups. Then, a diffuse
layer from 7.7 to 10.7 Å follows with amplitude around 0.6 g/
cm3. For 0 ≤ x ≤ 7.0 Å, the density approaches a plateau with a
value of the cell average of 0.5 g/cm3. In contrast to ethanol,
the water density is found to exhibit a rapid decrease in the
proximity of the wall. After a narrow adsorption layer at 14.0 Å,
the water density falls rapidly under the bulk value and reaches
a minimum at 13.0 Å. Another layer of water is found located at
8−11 Å. At the center of the cell (0 ≤ x ≤ 7), the water density
is distinctively higher than in the interfacial region with a value
around 0.4 g/cm3, which is also higher than the water density in
the bulk mixture. Comparing the two graphs, we note that, in
the proximity of the wall, we observe a surprisingly pronounced
demixing: ethanol is concentrated at the wall, while water
disseminates to the cell center.
The increased partial density of ethanol at the confinement

silanol groups gives rise to the formation of a hydrophobic layer
inside the liquid. This very interesting phenomenon results in
an apparent competition of the hydrophilicity of the pore walls
from the point of view of the water phase. Hence, the water
which is located toward the center of the pore effectively sees a
hydrophobic interface.
Regarding the temperature dependence of the density profile,

we observe only a small variation in position and amplitude of
the peaks. The highest EtOH density is obtained at the lowest
temperature 328 K where the lowest water density is reached.
This indicates that the demixing of ethanol and water tends to
increase upon lowering the temperature, illustrating the
reduction of entropic effects in favor of enthalpic aspects.

Internal Liquid Structure. The radial distribution
functions (RDFs) between silanol hydrogen atoms and solvent
oxygen atoms are presented in Figure 4 for water and ethanol
confined in the silica slabs. The RDF in Figure 4 gives the
probability of finding a solvent oxygen atom at distance r from a
hydrogen atom of the silanols. Only those hydrogen atoms
from the silanol hydroxyl group facing toward the center are
included. The position of the first peak on both graphs is
located at 1.97 Å, which is very close to the value of a typical
H−O hydrogen bond length.45 This means that both water and
ethanol molecules are acting as hydrogen bond acceptors for
the silanols. On the other hand, the area under the first peak in
both graphs (Figure 4) shows that the probability of finding an
ethanol oxygen is much higher than finding a water oxygen.
Besides, most of the curve for ethanol is above 1, which
corresponds to the partial demixing phenomenon observed in
the vicinity of the wall. The oxygen atoms of the ethanol are
much more likely to form hydrogen bonds with silanol.
Integrating the RDF over r, we find that, at the wall region, the
numbers of water and ethanol are almost the same, despite the

Figure 3. Density of the water/ethanol mixture (a) and partial
densities of ethanol and water (b), all between silanol slabs at various
T as a function of the perpendicular distance to the center (yz) plane
at x = 0; the silica wall starts from 15 Å. All densities are averaged over
the NVT trajectory and symmetrized to the center plane. The densities
are compared to the corresponding densities for the bulk mixture,
which is 0.48 g/cm3 for EtOH, 0.37 g/cm3 for water, and 0.85 g/cm3

for the mixture.
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fact that in the system there are many more water molecules.
However, the numbers of two components start to differ from
each other with increasing r from the wall; the number of water
molecules goes up much faster when r ≥ 6 Å.
As mentioned before, the solution becomes more structured

as T decreases, and the change in temperature only affects the
amplitudes of the peaks, not the positions. By comparing
graphs in Figure 4a and b, the different impact of temperature
on ethanol and water is demonstrated. In graph a, the growth of
the height of the first peak with decreasing temperature
corresponds to the fact that more ethanols are hydrogen
bonded by the silanols at lower temperature. In comparison,
the first peak in graph b for water does not vary much with
temperature, but the height of the second peak goes up with the
rising of temperature, whereas the second peak for g(r) of H−
O (EtOH) is not influenced by T. These results indicate the
number of ethanol molecules at the wall region increases as the
temperature decreases, but this influence becomes weaker with
increasing distance from the wall. The number of water
molecules at the adsorption layer, on the other hand, is not
affected by the temperature, when the distance to the silanol
oxygen is larger than 3.5 Å, the number of water molecules
grows when temperature increases.
It is worth mentioning that, even without the presence of

silanol walls, molecular segregation can still be observed in the
bulk ethanol−water mixture. From the O−O RDF obtained
form our simulation on bulk liquids at 298 K (Figure 5), the
intrawater (Ow−Ow) RDF in pure water is compared with the
Ow−Ow RDF in the bulk ethanol−water mixture. The first
peak amplitude of the Ow−Ow RDF for the ethanol−water
solution is obviously larger than that of the corresponding peak
for pure water, but their shapes and positions are very similar.
The second peaks of both Ow−Ow RDFs have close values in
height and position. The Oe−Ow RDF has a different shape

compared with the Ow−Ow RDF; especially its second peak at
5 Å is more apparent than that of the Ow−Ow RDFs. On the
other hand, the first peak of the Oe−Oe RDF (Figure 6) for the

mixture shrinks in size compared to pure ethanol and the
second peak has a larger amplitude and radius. This is in very
good agreement with the experimental results reported by Dixit
et al.4 on methanol−water solutions using the neutron
diffraction method. Their research suggests that the methanol
hydroxyl group enhances tetrahedral structure in the
surrounding water; most water molecules form small clusters
and serve as a bridge between hydroxyl groups of methanol
molecules. Upon addition of water, the methanol hydroxyl
groups were pushing apart while the methyl headgroups were
getting closer. In conclusion, the partial microphase separation
which is detectable already in unconfined water−alcohol
mixtures is amplified under hydrophilic geometric confinement.
In our system, ethanol as the less hydrophilic species has a
higher possibility to form hydrogen bonds with silanol groups
compared to water. Hence, the water clustering is significantly
enhanced at the center of the cell when the ethanol hydroxyl
group attaches to the wall and the hydrophobic alkyl parts face
toward the center. Also, we notice that the decrease of
temperature strengthens this demixing behavior of confined
solvents.

Angular Distribution of Ethanol Molecules. The results
discussed above suggest that the ethanol molecules form a layer
in the wall region. It is also interesting to probe the orientation

Figure 4. RDFs of silanol hydrogen atoms to solvent oxygen atoms:
(a) H(si)−O(EtOH) and (b) H(si)−O(water) at three different
temperatures.

Figure 5. Oxygen−oxygen RDFs of bulk pure water compared with
the bulk ethanol−water mixture. The RDFs are referenced to the
molar fraction of water.

Figure 6. Oxygen−oxygen RDFs of bulk pure ethanol (black)
compared with the bulk ethanol−water mixture (red).
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of these ethanol molecules and the influence of the wall on this
orientation. Conversely, the arrangement of ethanol at the
interface also reflects the dynamically fluctuating H-bonding
network between ethanol and silanol. We define α, γ, and θ as
the angles between the normal vector of the wall surface
pointing toward the cell center, i.e., surface vector (1, 0, 0) and
O−H, CH3−CH2, and CH2−OH bonds of the ethanol
molecule.
We computed the occurrence of all possible angles over the

whole trajectory. The ethanol angular distribution recorded in
the simulation at 328 K is illustrated by Figures 7 and 8. The

“wall” and “center” denote the ethanol located within 5 Å to the
silica wall or 5 Å cell center, respectively. The angle α is
normalized by 1/sin(α); the same normalization was applied to
γ and θ.
Figure 7 shows that the occurrence of ethanol at the wall

region is generally much higher than that at the center region.
Notably, there is no apparent orientation for the ethanol at the
cell center and the OH bonds are evenly distributed in all
possible angles from 0 to 180°. In contrast, at the interfacial
region, the ethanol O−H bond is more likely to be found
pointing to the wall with α ranging from 60 to 180°. Two
maximal values are visible at around 60 and 180°, respectively,
which suggests two forms of hydrogen bonding between silanol

and ethanol, namely, O(EtOH)−H(Si) and O(Si)−H(EtOH).
The CH3−CH2 and CH2−OH bonds of the ethanol molecule
at the wall region tend to have a broad distribution over all
possible angles (Figure 8). A peak at 90° is observed, which
corresponds to an orientation of the bonds parallel to the silica
surfaces. This information confirms the qualitative observations
from the simulation that more ethanol can be found hydrogen
bonded to silanol groups.

Hydrogen Bonding Network. There are in total five
possible hydrogen bond (H-bond) species inside the system,
namely, ethanol−ethanol (e−e), ethanol−water (w−e), water−
water (w−w), silanol−ethanol (e−si), and silanol−water (w-si)
hydrogen bonds. The competitive interplay between those
hydrogen bonds and the combination of hydrogen bonds with
van der Waals interactions between the ethanol alkyl chains
with silanol groups are responsible for the peculiar behavior of
the confined solution.
We calculated the average hydrogen bond numbers of

ethanol and water confined between the slabs for the trajectory
at 328 and 338 K (Table 1). In a H-bond, an electropositive

hydrogen atom is shared between two electronegative atoms,
e.g., the oxygens in ethanol, water, and silanol molecules. A H-
bond is announced when the distance between a donor and an
acceptor is less than 3.5 Å and when the angle between the
bond vector and the O−O vector is less than a threshold angle
30°.
First, we notice that the number of water−silanol H-bonds is

close to that of ethanol−silanol H-bonds. This reflects the fact
that the number of ethanol and water molecules at the wall
region is similar even though there are many more water
molecules in the mixture. We can also see that the walls have a
significant effect on the spatial distribution of all three solvent
hydrogen bond species in the mixture. Solvent molecules are
more structured in the intermediate region. At the wall region,
the solvent−solvent H-bond number reaches the smallest value
due to the hydrogen bonding capability of silanols. The number

Figure 7. Angular distribution of the ethanol O−H bonds relative to
the wall surface normal at the wall region (black) and at the cell center
(red).

Figure 8. Angular distribution of ethanol CH3−CH2 bonds (blue) and
CH2−OH bonds (green) at the wall region.

Table 1. Average Numbers of Hydrogen Bonds in Our
Geometrically Confined Water−Ethanol Mixtures

Solvent−Silanol

w-si e-si

328 K 9.5 9.2
338 K 9.2 8.9

Solvent−Solvent at 328 K

w-w w-e e-e

total numbera 110 92.4 18.1
wall regionb 14.7 17.5 4.5
intermediateb 36.2 27.8 5.1
center regionb 36.0 27.0 4.4

Solvent−Solvent at 338 K

w-w w-e e-e

total numbera 106 89.2 18.5
wall regionb 14.3 16.6 4.8
intermediateb 34.4 26.6 5.2
center regionb 35.9 26.5 4.4

a“Total number” denotes the average overall number of H-bonds
inside the unit cell. bThe solvent molecules located within 5 Å to the
silanol walls and the center of the confinement are denoted as “wall
region” and “center region”, respectively, while the remaining solvent
molecules are denoted by “intermediate”.
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of e−e hydrogen bonds is significantly smaller compared with
w−w and w−e hydrogen bonds. This indicates that ethanol
molecules were not clustering together like water; hence, their
conformation can be distorted easier by silanol groups. This in
turn is directly responsible for the high ethanol density at the
wall region. We also note that this tendency does not change
with temperature.

■ CONCLUSION
In this work, a binary mixture (water−ethanol) confined
between silanol slabs was investigated by MD simulations based
on the CHARMM force field. Our analysis of the trajectories
revealed that, in the vicinity of silanols, a partial demixing of
ethanol and water occurs. Water is more likely to form stable
clusters, while ethanol is in contrast more flexible and therefore
has a higher possibility to hydrogen bond with a silanol group.
This, in return, enhances the water clustering structure; thus,
demixing is most pronounced at the wall region. The molecular
separation occurs due to the phenomenon of adsorption
preference of silanol between water and ethanol. The results
could also be important for better understanding the behavior
of fluids in subsurface environments. Moreover, the self-
diffusion coefficients of water and ethanol with and without
confinement were calculated; the enhancement of the self-
diffusion coefficients of water and the reduction of that of
ethanol and the cause of this phenomenon are well manifested.
Special attention is paid to hydrogen bonding network and

its influence on the anomalous diffusion behavior and
molecular structure. Our simulations indicate that a significant
restructuring of the hydrogen bond network between water and
ethanol occurs as well as changes in the water−water hydrogen
bonds due to the presence of the silanol walls. The
hydrophobic environment generated by a layer structure of
the ethanol alkyl groups further supports the stabilization of
these water clusters as compared to the unconfined case.

■ AUTHOR INFORMATION
Corresponding Author
*E-mail: daniel.sebastiani@chemie.uni-halle.de.
Notes
The authors declare no competing financial interest.

■ ACKNOWLEDGMENTS
This work has been supported by the German Research
Foundation (DFG) within the DFG-Forschergruppe 1583
(TP8). The computing infrastructure was provided by the
ZEDAT high-performance cluster in Freie Universitaẗ Berlin.
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Water and small organic molecules as probes for
geometric confinement in well-ordered
mesoporous carbon materials

Yeping Xu,a Tobias Watermann,b Hans-Heinrich Limbach,c Torsten Gutmann,a

Daniel Sebastianib and Gerd Buntkowsky*a

Mesoporous carbon materials were synthesized employing polymers and silica gels as structure directing

templates. The basic physico-chemical properties of the synthetic mesoporous materials were characterized

by 1H and 13C MAS solid-state NMR, X-ray diffraction, transmission electron microscopy (TEM) and nitrogen

adsorption measurements. The confinement effects on small guest molecules such as water, benzene and

pyridine and their interactions with the pore surface were probed by a combination of variable temperature
1H-MAS NMR and quantum chemical calculations of the magnetic shielding effect of the surface on the

solvent molecules. The interactions of the guest molecules depend strongly on the carbonization

temperature and the pathway of the synthesis. All the guest-molecules, water, benzene and pyridine,

exhibited high-field shifts by the interaction with the surface of carbon materials. The geometric

confinement imposed by the surface causes a strong depression of the melting point of the surface phase

of water and benzene. The theoretical calculation of 1H NICS maps shows that the observed proton

chemical shifts towards high-field values can be explained as the result of electronic ring currents

localized in aromatic groups on the surface. The dependence on the distance between the proton and

the aromatic surface can be exploited to estimate the average diameter of the confinement structures.

Introduction

Porous carbon materials are widely used in industry for adsorp-
tion, separation and catalysis.1,2 Due to the binding versatility
of the carbon atom, these materials exhibit an unprecedented
wealth of morphologies. They depend not only on the starting
material but also on the conditions of preparation, such as the
carbonization temperature which strongly influences the amount
of oxygen-containing surface functional groups. Activated carbon
is a material with high porosity, broad pore size range and
localized microcrystalline structure.3 The broad pore size distribu-
tion4–8 results in a fairly large number of different local structures
and thus different microenvironments for the molecules adsorbed
on the surface. This difficult to control nature of activated carbon
gave rise to develop well-ordered mesoporous carbon materials
with regular properties. The well-ordered mesoporous carbon
(CMK-1) was firstly synthesized by using ordered silica as a

template in 1999.9 It has a narrow distribution of pore sizes
and an ordered pore structure which simplify the surface and
pore conditions.

In the last two decades, several systems of activated carbon,10–14

carbon nanotubes15–18 and graphite19–21 have been studied by
X-ray11,17,18,22–24 and neutron diffraction25 as well as thermal
analysis.26,27 Most of these studies focused on activated carbon28–30

and carbon black31 which lack a regular pore structure, and detailed
solid-state NMR studies have been very rare up to now.30,32,33 This
fact motivates us to investigate well-ordered carbon materials
employing a combination of solid-state NMR, quantum chemical
calculations and thermodynamic methods.

Quantum chemical calculations of the chemical shifts are
indispensable for the structural interpretation of NMR-data.
Within electronic structure theory, NMR chemical shifts arise
from quantum-mechanically induced electronic ring currents.
There are two main contributors to a given NMR chemical shift:
the intramolecular electrons and the electrons from other
molecules. The intramolecular contribution depends on the
molecular geometry (bond lengths and angles), whereas the
intermolecular part is a function of the relative position
and orientation of the considered nuclear spin relative to
the molecular fragment or the other molecule which creates
these ring currents. This second contribution can be modeled
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quantum-chemically by means of the so-called nucleus indepen-
dent chemical shift (NICS) maps.34–43

In the present work we are studying hexagonally ordered
mesoporous carbon with a narrow pore size distribution, both
experimentally and theoretically, employing guest molecules
with characteristic interactions. In the first step, three types of
carbon materials are synthesized and their basic properties are
characterized by TEM, BET and solid-state NMR. In the second
step, small molecules such as water, benzene and pyridine are
employed as probes for the surface properties. These systems
are characterized employing solid-state NMR experiments at
variable temperature. Finally, the interpretation of experimental
results is approved by employing theoretical calculations of
NICS maps.

Theoretical section
NICS fields

The values of NICS fields at a particular coordinate quantify the
relative offset in terms of the NMR chemical shift that a given
nuclear spin would experience if it is located at this coordinate.
It can be seen as an additive displacement of the actual NMR
chemical shift value, which is independent of the species of the
nucleus. In other words, the NMR resonance of a proton
(or carbon) atom with a NMR chemical shift of X ppm, located
in a region with a NICS value of �2 ppm, will appear in the
spectrum at X � 2 ppm. It should be noted that these NICS
fields are computed in all points of space, and not only at the
coordinates of actual atoms/spins.

Formally, the induced magnetic field Bind is well defined at
any given point R in space without the need for the actual
nucleus at that position. Bind(R) is obtained from a DFT response
calculation. The chemical shielding s(R) is then calculated by

sðRÞ ¼ �@B
indðRÞ
@Bext

(1)

where Bext is the strength of the external magnetic field. The
isotropic chemical shift can be calculated from the trace of this
tensor according to

d(R) = �1
3Tr[s(R)] (2)

Unlike in the case of regular NMR chemical shifts, there
is no need for a reference atom per molecule for converting
the nuclear shielding into chemical shift values (e.g. TMS). The
value of the NICS maps gives the change in the chemical shift
for arbitrary protons, e.g. two protons with chemical shifts of
5 and 6 ppm in a NICS map region with�2 ppm will be modified
to 3 and 4 ppm, respectively.

Computational details

Calculations of the optimized geometries and nucleus independent
chemical shift (NICS) maps have been performed using the CPMD
program package. The response calculations were performed
using the density functional perturbation (DFPT)44,45 module.
The BLYP exchange and correlation functional46,47 with

additional van der Waals correction and pseudopotentials
of Martins–Trouiller type were used employing a plane-wave
cutoff of 100 Ry.48,49 The visualizations of the NICS maps have
been performed using the JMOL program as well as the GIMP
image manipulation package for post-processing purposes.

Experimental section
Synthesis of mesoporous carbon

Three different types of mesoporous carbon materials were
synthesized for this study. The first two mesoporous carbon
materials with ordered pore sizes were directly prepared using
Pluronic F-127 as the template, employing a method derived from
the procedure described in ref. 50. In a 200 ml polypropylene
bottle (PP bottle), 6.61 g of resorcinol was added to a solution
composed of 17.4 g of distilled water, 23 g of ethanol and 0.6 ml
of hydrochloric acid (5.0 mol l�1). 3.78 g of Pluronic F-127 was
added. After stirring for one hour, 10 g of formaldehyde was
added to the pellucid solution and continued to stir for 2 hours
at 333 K in the sealed PP bottle. To stabilize the gel, the entire
system was warmed at 363 K and opened to air for 5 h. The
resulting gel was heated under N2 gas in a home-built tubular
oven starting at a carbonization temperature of 300 1C. This
temperature was raised in steps of 100 1C every 30 minutes until
the final carbonization temperatures of 600 1C or 800 1C were
reached. At these temperatures the materials were tempered for
4 hours. According to the final carbonization temperature the
materials are denoted as C600 and C800.

The third porous carbon material was synthesized in replica
from silica gel and carbonized at 800 1C similar to the description
in ref. 51. In this preparation, 1.8 g of sucrose was added into a
silica solution containing 4.2 g of tetraethyl orthosilicate (TEOS) in
the ratio TEOS : H2O : EtOH : HCl = 1 : 6 : 6 : 0.01 at 60 1C to form a
carbon/silica gel. The composite was carbonized at 800 1C under
argon for 4 hours. The silica was removed from the composite by
HF solution. This porous carbon material is denoted as C_SiO2.

Characterization of ordered carbon materials

The pore textures were investigated through physical adsorp-
tion of nitrogen at 77 K on an automatic volumetric sorption
analyzer, Quantachrome Nova 1200. The surface area was
calculated by the Brunauer–Emmett–Teller (BET)52 method in
the relative pressure range from 0.05 to 0.2. The pore size
distributions were calculated by the Barrett–Joyner–Halenda
(BJH) method53,54 from desorption branch.

TEM was carried out using a Tecnai F20 (FEI Company,
Oregon, USA) equipped with a field emission gun. Images were
taken at an accelerating voltage of 160 kV.

All NMR experiments were performed on a 14 T Varian
Infinity plus solid state NMR spectrometer equipped with
4 mm and 3.2 mm probes, respectively, corresponding to a
frequency of 600.0 MHz for 1H and 150.9 MHz for 13C. All
1H MAS spectra were recorded at 10 kHz spinning with the
spin-echo pulse sequence with a repetition delay of 3 s. 16 scans
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were performed for the proton spectra of host materials, and 4
scans for the spectra when guest molecules were added.

1H and 13C signals were referenced employing the proton,
respectively carbon, signals of the trimethylsilyl group of TSP
(trimethylsilyl-propionate) set as 0 ppm.

Adsorption of small molecules

To investigate the behavior of small guest molecules in these
ordered carbon materials, water as well as benzene and pyr-
idine were chosen as probes. In these adsorption studies,
defined amounts of the liquid guest compounds were directly
added to the NMR rotor containing weighted amounts of the
carbon materials.

To determine the adsorption state of the guest molecules
(monolayer or multilayer), the total area of the adsorbate
Stotal area is needed, which is calculated from:

Stotal area ¼ Scross-section area �
V � r
M

�NA; (3)

where Scross-section area is the cross-section of a single adsorbate
molecule, V the volume of the adsorbate, r the density of the
adsorbate, M the molar mass and NA the Avogadro constant. The
total area of 2 ml of monolayered benzene (the area of a single
benzene molecule is 108 Å2)55 is ca. 14.5 m2. If the cross-sectional
area of the benzene molecule (42.3 Å2)56 is employed, the total
area of 2 ml of monolayered benzene is estimated to be 5.7 m2.
In the same way, the total area of 1 ml of pyridine is estimated to
be 1.9 m2 (cross-sectional area of pyridine is 26 Å2).57

Results and discussion
N2 isotherms and pore size distributions of the carbon
materials

The N2 isotherms and pore size distributions are shown in
Fig. 1. Structural information on the mesoporous materials is
collected in Table 1. According to the IUPAC convention,58 both

the C600 and C800 materials possess type IV isotherms with
type H2 hysteresis loops. Their pore size distribution plots
calculated from the desorption branch using the BJH method
practically coincide. The similar pore structure characteristics
of these two materials show that the difference in carbonization
temperature has no influence on the textural structures or pore
morphologies.

In contrast, the C_SiO2 material possesses a type I isotherm
according to the IUPAC convention.58 Moreover, the pore size
distribution is broader compared to the C600 and C800 materials,
which is attributed to the absence of the surfactant as a structural
template during preparation.

Both the C600 and C800 materials have similar specific
surface areas and pore volumes as well as the same narrowly
centered pore diameter of 3.85 nm. The C_SiO2 material has nearly
three times larger specific surface area above 1500 m2 g�1, owing to
the large number of micropores. Finally, a wider pore size distribu-
tion with a slightly smaller median of 3.57 nm is found.

TEM of mesoporous carbon

High resolution TEM images and the corresponding hexagonal
diffraction pattern of C600 (Fig. 2) reveal the highly ordered

Fig. 1 N2 isotherms (left) and pore size distributions (right) of the meso-
porous carbon materials, C600, C800 and C_SiO2.

Table 1 Pore properties of mesoporous carbon materials

SBET (m2 g�1) Total pore volume (ml g�1) Pore size (BJH) (nm)

C600 526 0.39 3.85
C800 507 0.37 3.85
C_SiO2 1556 1.05 3.57

Fig. 2 TEM images (a, b) and electron diffraction pattern (c) of meso-
porous carbon C600.
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structure of the material. The hexagonal structure of the material
is confirmed by the electron diffraction image.

The TEM image of C800 (not shown) shows similarity compared
to that of C600 which corroborates the results of the adsorption
measurements shown above. In contrast, TEM images of C_SiO2

related carbon materials (see ref. 51) showed an amorphous
structure with a worm-like pore system. Thus, for C_SiO2 in
this work, for which no TEM data were available, similar pore
structure properties are expected.

NMR experiments of bulk materials

The 1H spin-echo MAS and the single-pulse 13C MAS NMR
spectra of the three samples are shown in Fig. 3. All proton
spectra showed a very low signal to noise ratio, which indicates
that the three materials are all proton-poor. In all spectra a
broad signal in the region at 7 ppm is visible indicating the
aromatic character of these protons. This hypothesis is also
corroborated by the 13C MAS NMR spectra which display weak
signals in the range of sp2 carbons.

Next to these aromatic signals in the 1H spin-echo MAS a
second high-field shifted signal is visible which dominates
in the spectrum of C800 at �7 ppm. For organic compounds
this unusual chemical shift value is a clear indication of the
presence of interactions with the inside of aromatic rings
(see the discussion below).

No signal could be obtained by CPMAS from the two samples
carbonized at 800 1C (C800 and C_SiO2). This is a clear indica-
tion of the low concentration of protons in these systems, which
prevents cross polarization. In contrast, a CP-MAS signal is
found for the C600 sample after 20k scans, which shows that
the concentration of protons in C600 is higher than those in the
other two samples. A comparison of this signal to the signal of
the single pulse spectrum (Fig. 3, right panel) shows that both
experiments reveal the same line shape. This is a clear indica-
tion that no local areas containing only carbon are present in
the sample and thus the material is well ordered.

Water adsorption in neat carbon materials

Fig. 4 displays the 1H MAS-NMR spectra of water adsorbed on
the surface of C600 as a function of various amounts of water.
The sample containing no water displays only a very weak
broad proton background signal centered on the aromatic
region. This signal is clearly separated from the signal of the
adsorbed water. With 1 ml of water loading, three high-field
shifted signals appear at 1.1, 0.8 and 0.4 ppm. The absence of a
bulk-water peak at ca. 5 ppm shows that all water molecules are
in contact with the carbon surface. The high-field shifts are
attributed to the aromatic structure of the carbon material
surface where ring currents from the surface shield the external
magnetic field. This situation is similar to results found for
monomeric water molecules dissolved in deuterated benzene,
where a chemical shift of 0.4 ppm was observed.59

Since the pore size distribution is narrowly centered at
3.8 nm, as shown above, a pore size effect as the origin of the
three different signals can be ruled out. Thus, one can conclude
that all water molecules are adsorbed at primary and secondary
sites60,61 and the three signals are an indication of the diversity
of the surface functional group.

Upon increasing the water content to 3 ml, the signal becomes
strongly broadened and now consists mainly of two broad lines
centered at ca. 1.5 ppm and 4 ppm. The line at 1.5 ppm has a
shoulder at 1 ppm. While the high-field shift of the first line is
again indicative of surface water, the more low-field shifted line at
4 ppm for small water clusters (H2O)n, n = 2 to 4, exhibiting a
similar number of free and hydrogen bonded OH groups.62 The
strong line broadening is a clear indication of dynamic processes
inside these water clusters or phases, e.g. hydrogen bonding and
proton exchange. The strong line broadening is a clear indication
of dynamic processes inside these water phases which cause the
exchange of proton or water molecules.

As shown in Fig. 5 the line shape of the spectra changes as a
function of time. Shortly (3 min) after water is injected into the
pores the low-field phase contains a strong contribution

Fig. 3 (a) 1H MAS NMR spectra (asterisks mark spinning sidebands) and
(b) 13C (right) MAS NMR spectra of carbon materials (see discussion in
the text).

Fig. 4 Room temperature 1H MAS NMR spectra of water in C600 for
various amounts of water between 1 ml and 5 ml.
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centered at ca. 5 ppm. 39 min after the injection the relative
intensity of this component decreased and the line shifted
towards a slightly higher field. This development of the line
shape continues until the final line shape is obtained in the
spectrum at 111 min. Since the chemical shift of ca. 5 ppm is
indicative of bulk water one can conclude that after 3 min part
of the water is still in the form of small droplets, and not the
whole surface is wetted completely with hydrogen bonded water
molecules. The water from these small droplets then continues
to wet the surface, which causes the shift to a higher field and
the intensity changes.

With 5 ml of water content, the spectrum changes consider-
ably. It now shows a strong narrow peak at 4.8 ppm, two
additional and relatively narrow peaks at 1 ppm and 1.5 ppm,
and a weaker broad peak between 2 ppm and 4 ppm. The peak
at 4.8 ppm can be attributed to the confined bulk water phase.
The value is similar to the one of 5.2 ppm found for larger water
clusters in benzene.59 The broad peak is typical again for small
water clusters (H2O)n, n = 2 to 4, which are located in different
slowly exchanging environments.62 The two relatively narrow
lines at 1 ppm and 1.5 ppm are from water molecules which are not
hydrogen bonded to other water molecules. Since the preparation
time of the sample was long enough to ensure an equilibrium
distribution of water inside the pores, this is indicative of the
presence of special water adsorption sites in micropores or
similarly separated positions.

Fig. 6 shows the 1H MAS NMR spectra of the C800 sample
as a function of water loading. There are clear differences
compared to the C600 material. With 1 ml of water loading,
the water signal is strongly shifted to high field and two lines
centered at �3 ppm and �4 ppm are observable. This shift is a
clear indication of the surface effect of the aromatic rings.
Similar high-field shifts were calculated by Marques63 and some
of us43 for carbon nanotubes. Increasing the water content to
3 ml causes a shift of the high-field signal at �4 ppm to �2 ppm.
In addition a new line at 5 ppm appears. This is an indication of
the presence of large water clusters in the sample, which

exhibit a bulk-like chemical shift. Upon further increase of
the water content the high-field shifted part of the spectrum
remains constant and only the intensity of the bulk-like water
in the sample increases. In particular both lines stay well
separated, which means that there is no exchange between
bulk-like water and the strong surface interacting water.

Fig. 7 compares the evolution of the spectra when water is
entering the pores of the carbon materials, C600 and C800. For
both samples the first spectrum was recorded 3 minutes after
injection of water into the carbon material. While the bulk
water peak disappears very fast in the case of the C600 sample
(in less than 3 minutes), showing a fast intake of the water into
the pores, there is a much slower dynamics in the case of the
C800 sample, where it takes more than two hours to adsorb the
major amount of water onto the pores.

This result is again a clear indication of the strong
hydrophobicity of the C800 sample, where the low density of

Fig. 5 Evolution of the 1H MAS NMR spectra of the C600 sample containing
3 ml of water (room temperature, spin-echo spectrum, 10 kHz spinning speed). Fig. 6 1H MAS NMR spectra of water in C800 sample (room temperature,

spin-echo spectrum, 10 kHz spinning speed).

Fig. 7 (a) Evolution of 1 ml of water in C600, and (b) evolution of 1 ml of
water in C800 at RT.
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terminal oxygen containing groups causes a stronger aromati-
city of the material.

The difference in the NMR chemical shift value of mono-
meric water in C600 (0.4 ppm) and in C800 (�4 ppm) can be
explained by a lower degree of aromaticity in the C600 pore
walls, which results in the absence of magnetic shielding
effects with respect to water molecules confined inside. This
would yield proton NMR resonances of about the value of a
monomeric water molecule in vacuo (of precisely +0.4 ppm).64

In turn, a stronger aromatic character of the C800 sample
can shift the proton NMR signal by several ppm further down
to �4 ppm, in good agreement with our quantum-chemical
calculations (see below, Fig. 12).

Water adsorption in C_SiO2

The RT 1H MAS NMR spectra of the C_SiO2 sample containing
1 ml of water are shown at the top of Fig. 8 (marked as ‘‘Fresh’’).
Directly after filling the pores the signal has its main intensity at
3.3 ppm. After 40 minutes the main intensity is shifted to 2.9 ppm.
This shift is accompanied by a line narrowing. The line-shape
after two hours coincides with the one after 40 minutes.

Cooling the sample to �15 1C causes a low field shift of the
signal to 3.6 ppm and a further cooling to �40 1C increases the
low-field shift of the signal to 3.8 ppm. This temperature depen-
dent shift is most probably the result of a complex interplay of the
relatively broad distribution of pore-diameters of the C_SiO2

sample, which was already visible in the BJH-results (Fig. 1) and
in different silanol group densities on the pore surfaces: (i) porous
media in general cause a strong reduction of the melting,
respectively glass-transition temperatures, of fluids inside the
pores; (ii) the surface induced chemical shifts of the carbon
part of the pore surfaces are also expected to depend on the
pore diameter; (iii) the density of silanol-groups and thus
the number of possible water–silanol hydrogen bonds changes
the observed chemical shift. Since all three effects can influence

the chemical shift of the water inside the pores a detailed
theoretical modeling of the pore surfaces and the water inside
the pores is necessary to model the experiments in Fig. 8.

The freezing process of water and non-freezable water

Due to the capillary effect65 the freezing process and the melting
process can exhibit a temperature hysteresis, which is visible in
DSC.66 Moreover the interaction with the surface can lead to the
formation of non-freezable water phases, similar to the situation
found in silica pores67 or water–protein solutions.68

To search for such a hysteresis or the presence of non-freezable
water we recorded the 1H MAS NMR spectra for decreasing and
increasing temperatures. Upon lowering the temperature a
disappearance of the signal from bulk water is observed in
the temperature range of �14.5 to �15.8 1C (Fig. 9a). This
disappearance is caused by the formation of ice inside the
pores, which has a very broad NMR-line, which disappears in
the baseline of the spectrum.69

Upon further lowering the temperature (not shown) the peak
at �3.8 ppm almost remains constant during the entire
temperature range down to�50 1C. The latter is a clear indication
that the interactions with the surface cause the formation of a
phase of non-freezable surface water. Moreover, also a strong
temperature hysteresis is observed. Upon increasing the tempera-
ture the reappearance of the signal from bulk water occurs at a
temperature close to 0 1C, as shown in Fig. 9b.

Benzene in C600

The interaction of guest molecules with pore surfaces depends
strongly on the type of the guest molecules.70 As shown in the
previous paragraphs, in the case of water as the guest, the
molecule can act both as a donor or an acceptor of a hydrogen
bond. Thus, the interactions among the molecules and of the
molecules and the surface are dominated by hydrogen bonding
interactions, in particular with silanol groups in the case of
silica supports. In the case of an aromatic guest molecule like
benzene, however, the main intermolecular interaction is the

Fig. 8 Temperature dependent 1H MAS-NMR spectra at 10 kHz spinning
speed of 1 ml of water in C_SiO2 depending on the evolution time at room
temperature and on the sample temperature.

Fig. 9 Variable temperature 1H MAS spectra of 3 ml of water in C800
measured at 10 kHz spinning speed. (a) The process of temperature
decrease between �14.5 and �15.8 1C is displayed. Spectra were recorded
every 3 minutes for two hours. (b) Evolution during temperature increase
between �16 1C and room temperature.
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p–p stacking interaction.28,71 Owing to these various types of
possible interactions, different guest molecules can probe the
properties of the material surfaces. For benzene in C600 one can
assume that the main interaction is with the graphitic parts of the
carbon surface, which also has an aromatic structure. In addition,
there may also be weak hydrogen bonding like interactions of the
silanol groups with the ring center of the benzene molecules.

Fig. 10 shows the 1H NMR spectra of various amounts of
benzene (2 ml, 7 ml, 12 ml) adsorbed on C600. As the lowest filling
volume, a value of 2 ml was chosen. Comparing the total area of
2 ml of monolayered benzene (5.7 m2, respectively 14.5 m2,
depending on the cross-sectional area used for the benzene) with
the specific area of 24 mg of C600 (12.6 m2) calculated from BET it
can be considered that just a monolayer is formed by this
adsorption. At this filling level a relatively broad signal in the
range from 6 ppm to 3 ppm is visible in the spectrum. Compared
to the standard value for bulk benzene (7.3 ppm), this corre-
sponds to a high-field shift of 1–4 ppm of the benzene molecules
inside the pores. This observation clearly shows that the benzene
molecule experiences a similar ring current effect from the carbon
surface as the water molecules discussed above. To explain the
equivalence of the ring current for all protons a rotation of the
benzene molecules parallel to the graphite layer is assumed.
Such rotation is well known for bulk benzene72 and benzene in
other porous media,73 and was discussed by Ueno et al.30 who
calculated the motion of benzene molecules over the microporous
activated carbon.

The large line width of the signal may result from two
different effects: (i) inhomogeneities of the carbon surface
which yield a distribution of chemical shifts and (ii) inter-
actions of the benzene with the surface which lead to a partial
anisotropy of the motion of the benzene molecules that creates
intramolecular residual dipolar couplings among the protons
of the benzene molecule.

When the amount of benzene is increased to 7 ml or 12 ml a
strong asymmetric signal of bulk benzene at ca. 7 ppm is observed
in addition to the broad monolayer signal at 1–4 ppm. Both
signals are broad, which indicates an exchange effect with an
intermediate rate between bulk and surface species.

At �45 1C (note: melting point of bulk benzene is 5 1C), the
intensity of the signal from surface benzene molecules is kept
the same and the intensity of bulk benzene large-scale dropped
and shifted to a higher field as seen in Fig. 10. This spectrum
also shows a broad signal at 4.4 ppm indicating the presence of
non-freezable species on the surface. The mechanism of the
freezing process of benzene in carbon pores seems to be similar
to the freezing–melting process of benzene inside the silica
material as measured by 2H NMR.73 The benzene molecules were
almost divided into two groups during the freezing–melting
process: the ordered molecules on the surface and the amorphous
ones in the pore center. Herein, the interaction of benzene with the
carbon surface is stronger than that of benzene with silica since
silica materials are strongly hydrophilic. Therefore, it is reasonable
that the surface layer of benzene molecules is better ordered on the
carbon surface according to the surface properties.

Pyridine in C600

Pyridine, which is similar in structure to benzene, has two
different possibilities to interact with the surface. On the one
hand, owing to its aromatic character it can form p–p stacking
interactions with the surface, which cause it to lie flat on the
aromatic carbon surfaces. On the other hand, pyridine is an
acceptor for hydrogen bonding and can form hydrogen bonds
with surface hydrogen donors.74,75

Fig. 11 shows the 1H NMR spectra of various amounts of
pyridine (1 ml, 3 ml, 6 ml and 10 ml) adsorbed on C600. As the
lowest filling volume, a value of 1 ml was chosen. Comparing the
total area of 1 ml of monolayered pyridine (1.9 m2, mentioned
above) with the specific area of 27 mg of C600 (14 m2) calculated

Fig. 10 1H MAS NMR spectra at 10 kHz spinning speed of benzene in
C600 (a) at room temperature (RT) with different loadings between 2 and
12 ml, and (b) at variable temperature.

Fig. 11 1H NMR spectra recorded at 10 kHz spinning speed of pyridine in
C600 for different loadings between 1 ml and 10 ml.
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from BET it can be assumed that just a monolayer is formed by
this adsorption.

With 1 ml of loading, the spectrum of pyridine adsorbed on
C600 (Fig. 11) shows one broad signal including the signals
from all non-equivalent protons. This observation is very simi-
lar to the former one where benzene was adsorbed. This
behavior is also supported by previous simulations.28 In addi-
tion the reduced motion of the pyridine caused by hydrogen
bonding interactions contributes to the large chemical shift
distribution of the protons from 10 ppm to 2 ppm.

With increasing loading of the sample two signal groups in the
aromatic region between 7 and 9 ppm appear which are assigned
to bulk pyridine which is present next to the adsorbed pyridine.

Aromaticity of carbon materials

To characterize the aromaticity of the mesoporous carbon surface,
the chemical shift difference Dd between the molecule in the bulk
phase dbulk and the molecule adsorbed on the carbon material dC

can be used as an indication as shown in ref. 10.
The results regarding water and benzene are summarized in

Table 2. The largest Dd value is found for water molecules in the
C800 sample. This observation refers to the large graphitic
surface unit and a low concentration of surface functional
groups in the C800 sample. Both of them result in stronger
ring current effects which increase the aromaticity.

In the C600 material, the protons in benzene had a less
high-field shift, 2.1 ppm, compared to that of the proton in the
surface water molecule (3.9 ppm). This could be caused by the
difference in the distance of the protons in the two molecules,
which means that the water molecule is closer to the surface
than the benzene molecule. A detailed analysis of this result
would necessitate molecular dynamics simulations, which are
beyond the scope of the present paper.

Computational results

We calculated 1H Nucleus Independent Chemical Shift (NICS)
maps for hexabenzocoronene, an aromatic graphene like struc-
ture, as an example of structures that might be found in an
aromatic amorphous carbon. One calculation (Fig. 12, left) has
been performed in a large cell to avoid artifacts stemming from
the periodic boundary conditions that are employed during the
calculations. This situation resembles an isolated structure.

The second calculation (Fig. 12, right) used a smaller periodi-
city of 1.5 nm perpendicular to the surface, resembling an
infinite stack of molecules. This situation would be closer to
the structures found in an aromatic confinement, resulting in
an increased high-field shift between the molecules compared
to the isolated case. The NICS maps show a strong influence of
the aromatic structure, namely a high-field shift of 4�1 ppm
between the stacked molecules and up to �4 ppm in 2 Å
distance to the molecule.

Bulk water exhibits a 1H chemical shift of 4.8 ppm. It was
shown before that this value strongly decreases in the proximity
of the surface of, e.g., a silica confinement.76,77 For the extreme
case of an isolated water molecule, water vapor, experiments
show proton chemical shifts of ca. 1.0 ppm.78 In the proximity
of the aromatic surface this would then, depending on the
actual distance to the surface, be high-field shifted by 2–4 ppm.
Even in the center between the periodic surfaces, a shift by more
than �1 ppm can be observed. This results in (isolated) water
proton chemical shifts of �0.5 (center) to �2.5 ppm (2 Å to the
wall) depending on the distance to the surface, and do 0.5 ppm
even in the center between two aromatic molecules.

Summary and conclusion

Mesoporous carbon materials were synthesized employing
polymers and silica gels as structure directing templates. Their
basic properties were probed by electron microscopy, nitrogen
adsorption, and 1H and 13C MAS solid-state NMR spectroscopy.
They were used as host-materials for the investigation of
carbon–guest molecule interactions. For this, small guest mole-
cules, such as water, benzene and pyridine, were adsorbed
inside the pores and their properties monitored by solid state
MAS NMR spectroscopy. The interactions of the guest mole-
cules were found to be strongly dependent on the carbonization
temperature and the pathway of the synthesis. In particular the
interaction of water with the inner pore surface was very
interesting. At low water concentrations a layer of non-freezable
water was formed. All water molecules in this layer exhibited
relatively high chemical shift values, indicating that basically
all water molecules are bound at the primary and secondary

Table 2 Dd of 1H of water and benzene in carbon materialsa

Sample Guest molecule dbulk dC Dd Average

C600 Water 4.7 1.1 3.6 3.9
0.8 3.9
0.4 4.3

C800 Water 4.7 �2.8 7.5 8.1
�4.0 8.7

C_SiO2 Water 4.7 3.0 1.7 1.7
C600 Benzene 6.9 4.4 2.1 2.1

a Dd = dbulk � dC is an indication of aromaticity of the mesoporous
carbon surface.10 dbulk is the proton chemical shift of the guest
molecule in the bulk phase. dC is the proton chemical shift of the guest
molecule in carbon materials.

Fig. 12 Left panel: 1H NICS maps of a hexabenzocoronene molecule.
Right panel: 1H NICS maps of a periodic stack of hexabenzocoronene
molecules with an intermolecular distance of 15 Å.
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adsorption sites60,61 of the carbon materials. Similar results
were found for the proton shifts of benzene and pyridine
molecules, which revealed that they are adsorbed on the carbon
surface mainly via p–p-stacking interactions, which cause them
to lay flat on the surface. The pore structure strongly influences
the surface properties of carbon materials when the materials
were carbonized at the same temperature by comparison of the
adsorption properties of water in the C800 and C_SiO2 samples.
For the carbon materials prepared by the same method, the surface
properties depend on the carbonization temperature, although they
have the same pore size distributions. The theoretical calculation
shows that the high-field shift of the proton over the aromatic
surface depends on the distance between the proton and
the surface.
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Abstract: We investigate liquid water confined within nanoscale cellulose slabs 
by means of molecular dynamics simulations. Depending on the construction 
of the cellulose–water interface, two different surface structures with distinct 
levels of hydrophilicity are exposed to the water. The different philicities are 
reflected in the response of the water phase to this geometric confinement, 
both in terms of the density profile and in the strength of the aqueous hydrogen 
bonding network. At the smooth surface cut along the (010) axis of the cellulose 
crystal, water shows typical properties of a hydrophilic confinement: the density 
shows fluctuations that disappear further away from the wall, the water mole-
cules orient themselves and the coordination numbers increases at the interface. 
As a consequence, the water becomes “harder” at the interface, with a consider-
ably increased local ordering. At the zigzag-shaped surface along the (111) axis, 
the degree of hydrophilicity is reduced, and only small effects can be seen: the 
density shows weak fluctuations, and the orientation of the water molecules is 
closer to that of bulk water than to the smooth surface. The local coordination 
numbers remains constant over the whole confinement. Our work shows that 
the nature of the exposed cellulose interface has a strong influence on how the 
structure of adjacent water is modified. The different ways of surface construc-
tion yield distinct degrees of hydrophilicity and spatial accessibility regarding 
the hydrogen bond network, resulting in a notably different interfacial water 
structure.
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simulations; water.

*Corresponding author: Daniel Sebastiani, Institute of Chemistry, Martin-Luther University 
Halle-Wittenberg, von-Danckelmann-Platz 4, 06120 Halle, Germany,  
e-mail: daniel.sebastiani@chemie.uni-halle.de
Tobias Watermann: Institute of Chemistry, Martin-Luther University Halle-Wittenberg, 06120 
Halle, Germany

Bereitgestellt von | provisional account
Unangemeldet

Heruntergeladen am | 03.01.20 13:30

4. PUBLICATIONS

76



990      T. Watermann and D. Sebastiani

1   Introduction
In nature, cellulose appears abundantly in plants, where it contributes to approx-
imately 50% of their mass, making it the most common organic material on earth. 
It is used in products with an extremely wide range of applications, ranging from 
writing paper we use every day to cotton and viscose in clothing as well as e.g. in 
cellophan or bank notes.

Cellulose is a homopolymeric material that consists of infinitely repeated 
units of cellobiose, i.e. 1-4 β-linked D-glucose monomers (see Figure 1). It can 
appear in different degrees of crystallinity, as well as different crystal patterns. 
Between the different forms, the crystal structures differ only in the hydrogen-
bonding pattern between the polymer strands. Both the I α and I β structures 
occur naturally, the I β being the most common structure [1, 2]. Both can be trans-
formed to another stable structure named cellulose II [3–5]. Using special pro-
cedures, further cellulose structures (III and IV) can be created [6, 7]. Numerous 
studies exist in literature which reflect the efforts to elucidate the structure of 
cellulose in its different forms and the interaction with liquid water [8–11].

In the context of biological matter, cellulose is almost always within an envi-
ronment of high humidity, where it provides the mechanical stability required for 
plant cells [12–14]. This function as a framework for quest systems has inspired 
us to use cellulose as an interface system for aqueous solutions, where it acts as 
a “soft” confinement. Here, “soft” means that the interface may partially respond 
to structural fores from the quest system. We use pure liquid water as a first step 
to establish the fundamental structural and dynamical effects of this type of con-
finement [15]. Our work is in line with recent studies of water and other aqueous 
systems confined in hydrophilic and hydrophobic confinements [16–21]; in this 
context, cellulose could also be used as a confining or crowding material. Already 
the normal writing paper that we use every day exhibits a structure with pores of 
different sizes. A recent study showed an average pore diameter in high quality 
writing paper of 1.7 nm [22].

Fig. 1: Structure of the cellulose polymer.
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We perform atomistic molecular dynamics simulations on two different sur-
faces of the cellulose. In both simulations, water is confined on two sides by the 
cellulose in cellulose I β structure. In this type of confined system, an interface 
between the two materials is created, which modifies both the cellulose crystal 
and water structure at the same time.

We will first investigate the induced changes in the structural and dynamic 
properties of the cellulose crystal, especially the outer layers, that are exposed 
to the water. Secondly, we will show the effects of the confinement on the water 
properties, ranging from local density profiles to changes in the hydrogen 
bonding network.

2   Computational details
We perform molecular dynamics simulations using the NAMD 2.9 program 
package [23], utilizing the CHARMM [24, 25] force field. Equilibration runs of the 
systems are performed at ambient temperature (320 K) using the NPT ensemble, 
while the production runs use the NVE ensemble. Visualizations have been real-
ized in the VMD program [26].

Liquid water was confined between two different cellulose interfaces built 
from a cellulose crystal. By cutting along two different crystal axes, two hydro-
philic surfaces with a highly different surface structure are created. The flat 
surface structure corresponds to a (010) surface (left), while the zigzag inter-
face has a (111) orientation (right) (Figure 2). The cellulose crystal has first been 

Fig. 2: Confinements built from a cellulose crystal. By cutting along two different crystal axes, 
two hydrophilic surfaces with a highly different surface structure are created. The flat surface 
structure corresponds to a (010) surface (left), while the zigzag interface has a (111) orientation 
(right).
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created using the cellulose maker tool [27] and then cut and solvated to reach the 
desired confining structures. The simulation boxes contain 4758 atoms in total. 
The total simulation time was 30 ns for each surface type.

Angular distributions are calculated by averaging the angle θ between the 
surface normal vector vnorm and the relevant molecular vector vmol. The distribu-
tions are normalized with the average vector population density:

norm mol 2
1=

sin
θ

θ
⋅v v

We determine localized coordination numbers of the water by calculating the 
number of hydrogen bonding partners for each water molecule.

In our calculations, the hydrogen bond is characterized by a “soft” definition 
utilizing a Fermi-like function:

∆

−
+

1( )=
exp 1HB

S d
d d

which contains two parameters which quantify the strength of a hydrogen bond: 
The distance between a hydrogen donor atoms and the corresponding oxygen 
acceptor atom, here dHB = 2.2 Å, and the width of the distance window for a 
“partial hydrogen bond”, here Δ = 0.1 Å. The profile of this hydrogen bond coordi-
nation number as function of the location of the underlying water molecule and 
averaging over the entire trajectory, we obtain a hydrogen bond profile across the 
confining water slab between the cellulose interfaces. This definition has been 
used before [28–30] and suitably characterizes the strength of a hydrogen bond 
by means of a fractional number [31].

We calculate a localized hydrogen bond autocorrelation functions as the 
scalar product of a vector characterizing the instantaneous hydrogen bond 
network with itself at two different times. All hydrogen bond acceptor and donor 
pairs are checked: if a hydrogen bond exists at t0, a value of one is assigned, oth-
erwise a zero is stored in a vector. In this context, a step function is used instead 
of the fermi-like S(d), but using the same dHB. Upon breaking, the value of the 
broken bond is set to zero. Reformation of the same hydrogen bond is allowed, 
new hydrogen bonds, however, are ignored.

The hydrogen bonding accessibility has been calculated by counting the 
average number of hydrogen bonding donors/acceptors in proximity of the 
surface hydroxyl groups. The cutoff has been set to a oxygen-oxygen distance of 
3.1 Å.

Bereitgestellt von | provisional account
Unangemeldet

Heruntergeladen am | 03.01.20 13:30

79



Liquid Water Confined in Cellulose      993

3   Results and discussion

3.1   Cellulose properties

We have started our simulations of cellulose-water slabs from the cellulose I β 
structure. The internal structure of the cellulose bulk remains stable, while the 
interfacial layer shows a characteristic response to the adjacent water slab. The 
overall crystal structure of the two cellulose I β crystals remain stable throughout 
the molecular dynamics simulations, i.e. no dissolving of cellulose crystal can be 
observed. The individual atom positions, however, can fluctuate strongly depend-
ing on their position in the crystal. We have computed the amplitude of the confor-
mational fluctuation of the cellulose carbon atoms during the molecular dynamics 
simulations in terms of their mean displacements (MSD). The color coded MSD of 
the zigzag (111) structure is shown in Figure 3. We observe that cellulose sheets in 
the center of the crystal remain very rigid while the outer layers of cellulose that 
are directly exposed to water are much more mobile. Also differences in the mobil-
ity of the atoms can be seen already by visually inspecting the trajectories.

Since the cellulose crystal remains stable, the average MSD converges 
to a stable value as opposed to diffusion calculations in liquids. Overall, the 
MSD reaches up to 6 Å, with an overall average of 0.4 Å. While naturally the 
heavier atoms show a lower MSD than the lighter hydrogen atoms, also a strong 

Fig. 3: Structure of the simulated cellulose crystal used to confine the liquid water slab. 
Average mean square displacements of the individual atoms in the cellulose wall are color 
coded. The central part of the wall remains rigid (blue), while the wall surface exhibits a higher 
mobility (white) with the surface hydrogens reaching the highest MSD (red).
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dependence on the location within the cellulose crystal can be seen. The carbon 
atoms of the central region show only a low mobility with an average mean 
square displacement, the carbons of the outer layers show much higher MSD 
values. The effect is even stronger for the light hydrogen atoms. While the hydro-
gens are strongly and stably hydrogen bonded within the inner part of the crystal 
structure, they can move more freely between the more flexible outer layers and 
show an even higher MSD when exposed to the solvent.

One of the prevalent motions visible when visually inspecting the simula-
tion data is a tilting motion of the infinite cellulose polymers. To quantify this 
motion, we calculate the angular distributions of the outer layers by means of a 
characteristic vector, namely the carbon-oxygen vector between atoms C2 and O1, 
taken relative to the polymerization direction of the cellulose. In the bulk, this 
characteristic vector is oriented approximately perpendicular to the infinite cel-
lulose polymer. In the case of the outer layer of the zigzag surface, this angle (cf. 
Figure 4) shows a broad distribution with a width (FWHM) of approximately 12°. 
The width of the distribution decreases visibly for the second outer layer and even 
further for the inner layers, that are not exposed to the water. This shows that the 
outer layers are still strongly incorporated into the cellulose crystal with a slightly 
increased flexibility at the water surface.

The direct contact with the water molecules takes place in form of hydrogen 
bonds to the cellulose. Within an infinite cellulose crystal, all of those hydrogens 
are stably bound to other cellulose layers. At a cellulose-water surface, however, 
these bonds can be broken either due to missing cellulose bond partners or more 
favorable hydrogen bonding to the liquid.

Fig. 4: Angular distribution of the C–O angles for the zigzag cellulose interface. The outer layer 
(solid line) shows a broader distribution than the second and inner layers (dashed line).
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The hydrogen bonding can be characterized by evaluating the angular dis-
tributions of the oxygen – hydrogen angles of the cellulose. We choose the bond 
between the O1 and H1 atoms as one characteristic vector, again taken relative to 
the cellulose polymerization axis. Here, we differentiate between oxygens point-
ing towards the surface or away from it for the outer (A and B) layer for both 
surfaces, and second layer (C and D) for the zigzag surface (cf. Figure 5). The 
hydrogen bonds pointing inwards (A and C) are strongly bound in a configuration 
very similar to that of the inner layers (corresponding to a quantitative overlap 
of the filled area and the dashed lines in Figure 6). The hydrogen bond of the 
outer cellulose layer pointing towards the water (D) is very flexible, giving rise to 
a broad angular distribution from 40° to 130°. The OH orientation of the second 

Fig. 5: Sketch of the two investigated surfaces types. The outer layer (i.e. those which are in 
contact with water) of the zigzag surface (left) features four distinct hydrogen bonding sites (A, B, 
C, D) with different accessibility to the water, while the smooth surface (right) has only a single 
type of cellulose monomer with two distinct hydrogen bonding sites (A and B). At all sites (A · · · D), 
a hydrogen-bonded OH group is located. The sites at B and D (left) as well as B (right) are in contact 
with water, while A and C (left) as well as A (right) are in contact with adjacent cellulose monomers.

Fig. 6: Angular distributions of different OH groups of the outer cellulose layers (lines) as well 
as the inner layers (filled) for the zigzag cellulose–water interface. The letter codes refer to the 
distinct hydrogen bond sites (see Figure 5).
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outer cellulose layer (B) also strongly deviates from the corresponding bulk 
behavior, as it is able to form hydrogen bonds to both the neighboring cellulose 
polymers and the adjacent liquid water.

For the smooth surface, we have only two distinct bond orientations, one 
pointing outwards (B), while the other points towards the water (A). We can see a 
broader distribution for the outer bond (B), while the inner one (A) is more tightly 
bound to the adjacent cellulose layers. This behavior somewhat resembles that of 
the cased C and D of the zigzag surface, with the difference of a slightly broader 
distribution for the inner hydrogen angle (data not shown).

3.2   Water properties

One of the central intentions behind the confinement strategy is that the physical 
and chemical properties of water as a solvent are considerably modified com-
pared to the unconfined bulk state. In this context, both the structural aspects 
and the dynamical properties of water are of high relevance, as their combina-
tion determines the macroscopically visible functional behavior of water as a 
solvent or in liquid mixtures [32, 33]. Our main focus in this section is thus the 
density profile of liquid water in our soft cellulose confinements, complemented 
by angular distributions of the water dipoles and the hydrogen bond vectors.

The water density as function of the distance to the confining wall in the (111) 
cellulose surface (cf. Figure 2) is given in Figure 7. The region directly adjacent to 
the confinement (2–4 Å) shows an intermediate density of around half the bulk 

Fig. 7: Density profile of water confined by the (111) surface perpendicular to the wall direction. 
A region with intermediate density (about 50% of the bulk value) at a distance of about 2 Å to 
the cellulose is visible, while from about 6 Å on, a bulk-like is obtained.
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value, and beyond 7 Å distance, the density is uniformly bulk-like. The plateau 
around 2–4 Å illustrates the intermediate behavior of the meander-like interface, 
which can accomodate a reduced amount of water. The region around 6 Å dis-
tance exhibits a significant increase of the water density beyond the bulk value, 
which is a common phenomenon that has already been observed for hard hydro-
philic confinements [17, 18].

In comparison, water density profile confined by the smooth (010) surface is 
shown in Figure 8. The first high-density peak is located at about 4 Å, and a less 
pronounced minimum and second maximum follow at 5.5 Å and 6.5 Å, respec-
tively. Very interestingly, the increase of the density in direct vicinity to the con-
finement is very smooth and resembles a quadratic function up to a distance of 
about 3 Å. This relatively broad transition from zero-density to bulk-density is 
uncommon for hard interfaces, which would normally exhibit a steeper density 
profile [17–19, 34, 35]. Here, it illustrates the more flexible nature of the cellulose 
confinement. It is interesting to notice that the initial rise is smoother for the 
(010) surface than for the (111) counterpart, which illustrates a somewhat higher 
flexibility of the (010) cellulose interface.

While the profiles of the densities at the two different surfaces show a local 
structure, they give no information on the source of this structuring. To eluci-
date the origin of this structuring and also the differences of the two surfaces, we 
need to find the preferred hydrogen bonding patterns and ordering motifs at the 
wall. To this end, we investigate the orientation of the water hydrogen bonds and 
dipoles. In Figure 9, the angular distributions of the water dipole relative to the 
surface normal vector are shown. A value of 180° corresponds to an orientation 

Fig. 8: Density profile of water confined by the (010) surface perpendicular to the wall 
direction.
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with the oxygen pointing towards the cellulose interface with both hydrogens 
pointing away. An angle of 90° describes a water molecule coplanar with the 
interface or with one hydrogen pointing up and down, respectively. The maximal 
value of 180° is reached when both hydrogens point towards the surface. The dis-
tribution is weighted by the angular density of states 1/sin(θ).

Both surfaces exhibit a characteristic shape in the angular distributions. In 
the case of the sawtooth-like (111) surface, we see a preference for angles higher 
than 90°, i.e. on average the water oxygen is pointing towards the surface. With 
increasing distance to the wall this effect is weakened. For the smoother (010) 
surface, the distribution shows a clear preference for an orientation of 90°. Inter-
estingly, angles of close to 180°, in contrast to the (111) surface, are observed less 
frequently. This effect indicates that the (010) cellulose interface has a higher 
hydrogen bond donor charateristics than the (111) counterpart.

Fig. 9: Orientation of the water dipole relative to the surface normal vector for the (111) 
 interface (top) and the (010) interface (bottom), averaged over 3 Å.
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The peak at 90° for the (010) interface needs a closer analysis, as it can cor-
respond to both a rather hydrophobic surface (water coplanar with the surface) 
and a strong hydrogen bond acceptor site (with one hydrogen pointing towards 
one away from the surface).

To this end, we investigate the orientation of the water OH vectors pointing 
to the wall, i.e. for each water molecule we consider only the hydrogen closest to 
the wall. In this case, the angular distribution can not be normalized as before, so 
that we show the orientation of the water molecules in the center of the confine-
ment as reference for the unperturbed distribution (see Figure 10).

When comparing the distributions at the different surfaces with the central 
unordered water, we see a clear decrease in probability for low angles, i.e. hydro-
gens pointing directly towards the surface appear less often. The probability for 
high angles, on the other hand, is increased for both surfaces. This shows that the 
cellulose surfaces are rather hydrogen bond donors than acceptors.

A complementary aspect is contributed by the spatially resolved hydrogen 
bond network strength, which we characterize by hydrogen bond coordination 
numbers (i.e. the numbers hydrogen bonding partners of a water molecule at a 
certain position along the axis perpendicular to the confining surface). Bulk liquid 
water typically has a value of 3.5 for this quantity, the coordination of crystalline 
ice equals exactly 4. The spatially resolved hydrogen bond coordination profile 
for the water molecules confined within the smooth (010) cellulose sheets is 
shown in Figure 11. For the zigzag surface, we see a quite constant value with only 
minimal spatial fluctuations at any given position in the confinement (data not 
shown). In the case of the smooth surface, however, we see considerable fluctua-
tions of the hydrogen bond number next to the confining wall. These oscillations 

Fig. 10: Angle of the water OH (H closer to surface) vector to the surface normal vector, aver-
aged over 2 Å from the (111) and (010) surface. Distribution of the central waters as reference.

Bereitgestellt von | provisional account
Unangemeldet

Heruntergeladen am | 03.01.20 13:30

4. PUBLICATIONS

86



1000      T. Watermann and D. Sebastiani

clearly illustrate the reduced degree of hydrophilicity in the latter situation. From 
an alternative point of view, this effect can be interpreted as a considerably lower 
hydrogen bonding donor/acceptor capacity of the smooth cellulose surface com-
pared to the corresponding capacity of bulk liquid water. Again, the effect of the 
confining interface reaches about 4–5 Å into the liquid water film, corresponding 
to a layer with a thickness of about two water molecules.

4   Conclusions
The cellulose surface is a very versatile system and can serve as a flexible hydro-
philic confinement for aqueous systems. Its properties change significantly 
without any functionalization just by varying the exposed surface. Here, we 
investigated two confinement structures built from a cellulose I β crystal with dif-
ferent degrees of hydrophilicity. In one case, the zigzag-shaped (111) surface is 
exposed to water, while in the other one the smoother (010) surface is used. We 
see a change in the structure of the cellulose molecules of the outer layers that are 
directly exposed to the water. In addition, we observe modifications of the angular 
distributions of the CO and OH bonds of the outer cellulose layer, as well as strong 
changes in the hydrogen bonding pattern of the cellulose hydrogen atoms. While 
the second outer layer of the zigzag surface shows almost no change, the outer 
layers show broad distributions for the hydrogens directly exposed to the water.

The modification of the local ordering of the interfacial water depends 
strongly on the nature of the surface to which the water is exposed to. Our 

Fig. 11: Spatially resolved hydrogen bond coordination number of the water molecules in the 
smooth cellulose confinement.
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computed density profiles indicate an increased ordering in the water structure 
at the wall. The average orientation of the surface waters is changed strongly for 
the different surfaces: the water dipoles are oriented towards the cellulose walls 
for the (111) surface but parallel to the wall for the (010) surface. Complemen-
tarily, the strength of the hydrogen bonding network in the vicinity of the sur-
faces exhibits a characteristic fingerprint for the degree of hydrophilicity of the 
surfaces.
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‡Institute of Chemistry, Martin-Luther-Universitaẗ Halle-Wittenberg, von-Danckelmann-Platz 4, 06120 Halle, Germany

*S Supporting Information

ABSTRACT: In this work, we present atomic parameters of perfluor-
oalkanes for use within the CHARMM force field. Perfluorinated alkanes
represent a special class of molecules. On the one hand, they are
considerably more hydrophobic than lipids, but on the other hand, they are
not lipophilic either. Instead, they represent an independent class of
philicity, enabling a whole portfolio of applications within both materials
science and biochemistry. We performed a thorough parametrization of all
bonded and nonbonded parameters with a particular focus on van der
Waals parameters. Here, the general framework of the CHARMM and
CGenFF force fields has been followed. The van der Waals parameters have
been fitted to experimental densities over a wide range of temperatures and pressures. This newly parametrized class of molecules
will open the gate for a variety of simulations of biologically relevant systems within the CHARMM force field. A particular
perspective for the present work is the influence of polyphilic transmembrane molecules on membrane properties, aggregation
phenomena, and transmembrane channels.

■ INTRODUCTION
Despite their structural similarity to hydrocarbons, fluorocar-
bons have highly different properties and applications. They are
useful for medical purposes as gas-carrier fluids,1,2 can aid
purification or polymerization,1 and have further applications as
lubricant.3 Perfluoroalkanes are especially interesting due to
their phase separation behavior in hydrocarbon environ-
ments.4−7 Together with hydrophilic and hydrophobic seg-
ments, fluorocarbons can help building polyphilic molecules.
Some of these molecules and their behavior have been
investigated by experiment recently8−11 and were found to
exhibit a phase ordering pattern similar to liquid crystals.12

Molecules containing (per-)fluorinated alkane chains and
conjugated oligomers influence the channel formation when
being added to a membrane environment13,14 as well as the
overall stability15 and surface properties16 of a lipid membrane.
Although synthesis is possible for a whole family of polyphilic
compounds containing fluorinated side chains, the aggregation
mechanisms are not fully understood on an atomistic scale. On
the way to membrane environments, perfluoro-n-alkanes have
to be parametrized for lipid bilayer simulations to prepare
elucidating the physical processes and mechanisms that are
responsible for the macroscopic behavior that has been
observed so far.
Among the many force fields available, there are some that

have been either specialized to treat fluorocarbons1,17,18 and
some that include parameters for fluorocarbons among
others.19 In the beginning of force field development, united-
atom force fields have been extended more quickly, mainly due
to the reduced computational effort necessary to actually
perform simulations using these force fields. As hardware
became more powerful, a tendency toward all-atom force fields

emerged due to the alleged higher accuracy of all-atom force
fields. This reasoning is reflected in the history of force field
development for fluorocarbons as well. The earliest force fields
were based on a united-atom approach and yielded comparably
poorer results.1

We have screened the literature for an all-atom force field for
perfluoroalkanes which is adequate for a phospholipid
membrane environment. However, no parametrization for
perfluorinated chains was found to allow a broad application to
biochemical problems, which led us to developing a suitable
force field ourselves. To our knowledge, there is no force field
which comes with support for both perfluoroalkanes and lipids.
Regarding the integration of the new set of parameters for
perfluorinated chains, we chose the CHARMM force field
package,20,21 which has been extensively benchmarked in
literature to a broad range of lipids. An additional plus is the
clear parametrization procedure defined for this force field type,
which ensures compatibility with the other parameters within
the force field. As van der Waals interactions are known to be
very prominent in membrane environments, we have put
particular emphasis on carefully tuning the Lennard-Jones
parameters.

■ COMPUTATIONAL METHODS

CHARMM Force Field. Model interactions and parameter
usage for the total energy function of the CHARMM force field
are provided in Figure 1.
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The total energy function of the CHARMM force field20 and
its extensions21 is given as
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with the terms in the first three lines being referred to as
bonded parameters, leaving the last line to contain the
nonbonded parameters (see Figure 1).
Besides the element of an atom, the chemical environment of

every atom contributes to the partial charge, the bonded
parameters, and effective van der Waals radius.22 Therefore, the
CHARMM force field defines so-called atom types for atoms of
a similar chemical environment in order to decrease the
parametrization effort necessary to extend the force field while
retaining comparable accuracy. Atom types which are not part
of the force field yet have to be fully parametrized.
While most of the free parameters in this equation have to be

determined for every atom type, there are two groups of
parameters that are calculated individually for every simulation:
the Lennard-Jones parameters ε and σ which are employed for
modeling the van der Waals interaction in eq 1. The parameter
σ relates to the minimum Rmin of the distance-dependent
Lennard-Jones potential as given in eq 4, while the parameter ε
scales the overall potential energy surface. For each pair (i,j) of
atom types, the potentially different values for the two atom
types have to be combined into one. The combination rule for
the distance-controlling parameter σ is given23 by

σ
σ σ

=
+
2ij

ii jj

(2)

and the Berthelot rule24 for ε

ε ε ε=ij ii jj (3)

In the CHARMM file format, the parameters for the van der
Waals interactions are defined by specifying Rmin/2 which
relates to σ as follows

σ = ×
R

2
2min 5/6

(4)

Due to the single on-site point charges used in its definition,
the CHARMM force field (and many others) cannot properly
include polarization effects, which have a high influence on the
potential energy surface of the van der Waals interaction. In any

case, the van der Waals interaction is only modeled by the
Lennard-Jones potential. Although a repulsive exponential and
an attractive r−6 would be more realistic, one typically employs
a repulsive r−12 expression for easier computation. Naturally,
this model cannot be optimal for all combinations of atoms
with their different interactions. It has been shown25,26 that for
interactions of atoms of highly different van der Waals radii, the
Lorentz−Berthelot combination rules may yield an effective
potential energy surface which considerably deviates from the
results of molecular beam experiments. While the most
prominent van der Waals interaction of perfluoroalkanes with
membranes will be the one between fluorine and hydrogen, we
stick to the Lorentz−Berthelot definition to allow for seamless
integration of the parameters presented in this work into
CHARMM-based setups.

Optimization Procedure for Bonded Parameters and
Charges. Although there is a procedure (see Figure 2) how to

derive the parameters for completely new atom types in a way
that is compatible with the CHARMM force field from both
experimental and theoretical quantum chemical data,20 it
contains some vague definitions. For example, the rescaling of
the vibrational frequencies when using MP2/6-31G(d) as
reference values is either determined by comparison to
undisclosed data or by using an arbitrary factor. There is,

Figure 1. Model interactions and parameter usage for the total energy
function of the CHARMM force field (see eq 1).

Figure 2. Parametrization schema for the CHARMM force field as
applied in this work.
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however, a similar force field, CGenFF,27 which employs the
same energy function as the CHARMM force field21 but comes
with a clearly defined method how to obtain new parameters
while maintaining consistency with the existent parameters.
The central ideas of the two force field parametrization
processes are essentially the same; they only differ in the level
of detail provided by the authors. Hence, we used the CGenFF
parametrization procedure to obtain the necessary force field
parameters for the CHARMM force field. In order to have a
better manual control, we have not used recently proposed
automated approaches like extrapolating parameters.28

Although CGenFF contains some parameters for fluorinated
compounds, they are not fully compatible to the CHARMM
force field.29 This is especially true for bond and angle
definitions, as their reference values (b0 or θ0, respectively) do
not reproduce the ground state conformation by themselves
but include straining effects from all the spring forces in the
molecule. For van der Waals parameters, this is not an issue as
they mostly depend on the combination rules, which are
identical for both the CHARMM force field and CGenFF.
Using CGenFF alone is no option either, as the authors
themselves discourage the use of CGenFF for lipid layers which
happens to be one of the most prominent-use cases of the
CHARMM force field.30

As target compounds for the parametrization procedure, we
used n-alkanes, perfluoro-n-alkanes up to perfluoro-n-octane,
and partially fluorinated n-alkanes. We use the following
shorthand notation: H3CCH2(CF2)iCF3 is denoted as n(i+1) and
F3C(CF2)iCF3 is abbreviated as f(i+2).
First of all, we define atom types for all uncovered atoms in

the model compound set. Then the geometrical structure of the
model compounds is optimized at the MP2/6-31G(d) level.
This optimized geometry yields equilibrium values for bond
lengths, angles, dihedral angles together with their phases and
their multiplicity. As this initial estimate neglects any spring
forces on the conformations, it has to be subject to further
refinement.
The second step is to estimate the partial charges on all atom

types by probing the interaction energy and the interaction
distance along the bond axes with a TIP3P water molecule and
comparing the results to quantum chemical calculations at the
HF/6-31G(d) level of theory. As the interaction energy and
distances depend on the underlying geometry, which has to be
a local minimum to conform to the CHARMM parametrization
procedure, and the previous step changes this minimum energy
conformation, the charge optimization has to be performed in
every iteration cycle.
Afterward, under the assumption that the normal modes can

be approximated by a harmonic potential in mass-weighted
coordinates, the eigenvalues of the Hessian matrix for the
conformation of the model compounds give the vibrational
frequencies while the corresponding eigenvectors give the
associated normal mode movement. From these frequencies,
the force constants can be calculated. However, this would yield
systematically shifted force constants, as even for small systems,
the harmonic approximation may not reflect the critical region
well enough and does not incorporate electron correlation.
Therefore, empirical scaling factors have been introduced in
order to account for the anharmonicity.31 The scaling factor
depends on the level of theory and is 0.94327,32,33 for MP2/6-
31G(d).
The method the force constants are derived from suffers

from two major issues when applied to physical systems. In

general, the normal modes do not affect isolated bonds or
single angles only but denote a collective movement instead.
Additionally, the parameters themselves are not fully
independent but form a delicate balance of interacting
parameters, ensuring the stability of the molecule conformation.
The force constants of angles and bonds alone play a very
important role but are unable to model the whole potential
energy surface of the molecule. As the normal modes denote
collective movements, there is an interdependence of the
resulting frequencies. Therefore, all missing force constants for
a given molecule have to be optimized at once. For example,
dividing the missing parameters into two sections (CF3 group
and CF2 group) yields inferior results for the overall molecule
geometry that is expected to reproduce the ab initio geometry
as good as possible. Taking this mutual influence into account
makes the overall optimization process harder than it may seem
at first glance. Usually, the high-dimensional and nonlinear
optimization problem is solved using manual iterative
schemes27 or by using heuristic algorithms with both energy-
based and conformational sanity checks.33 In this work, we used
the latter approach together with some manual enforced sanity
constraints.
In the next step, the energy profiles of the torsional angles

are to be analyzed27 using a relaxed surface scan. The central
idea is to distort a molecular minimum energy conformation by
setting a torsional angle to a specific value and constrain this
internal coordinate while the rest of the molecule remains
unconstrained. A consecutive energy minimization will relax all
remaining internal degrees of freedom and yields a new local
minimum under the constraint of the fixed dihedral angle.
Afterward, the free parameters in the dihedral energy term are
fitted to reproduce the MP2/6-31G(d) energy profile as good
as possible.

Optimization of van der Waals Parameters. The
determination of optimal parameter values for the van der
Waals interaction represents a special challenge in our context.
Both regular aliphatic carbon chains and perfluorinated chains
are almost nonpolar but exhibit a highly subtle thermodynamic
behavior in terms of mixing/demixing properties. We optimized
the parameters in question to reproduce liquid densities for
both perfluoro-n-alkanes and mixtures of perfluoro-n-alkanes
and n-alkanes. The general procedure to obtain liquid densities
from simulations is as follows. The geometry resulting from an
initial energy minimization of a single molecule is the basis for
all further steps. For each perfluoro-n-alkane, there is a
maximum distance dmax between two atoms of the molecule.
A cubic box with box vector lengths of 10dmax is initialized and
randomly filled with copies of the molecule in question until
the average density of this box is around 20% of the target value
at 300 K and 1 atm. We observed that it turns out to be more
efficient to compress the simulation box by pressure coupling
than to try to start from a box with nearly desired density, as in
the former case the equilibration phase can be distinguished
clearly and the random placement for the initial box is much
quicker. This geometry is subsequently minimized until the
NPT simulation can be started.
Due to the interdependence of the parameters, this whole

procedure is repeated until the resulting parameters converge.
In each iteration, the results from the previous cycle are used as
input for further refinement. In this article, we report the results
from the last iteration only.

Technical Details. All quantum chemical calculations have
been performed using Gaussian 09.34 The classical geometry
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minimization and MD simulations have been calculated with
namd 2.9.35 Parts of the analysis were done with the help of
VMD36 and its Force Field Toolkit33 together with
MDAnalysis37 and its RMSD alignment code.38 For simulation
preparation, a few tools from the GROMACS suite39 have been
used, as well.

■ RESULTS AND DISCUSSION
The newly introduced atom types are shown in Figure 3 and
are listed in Table 1 together with their (standard) atomic
masses.

Bonded Parameters. Starting from the MP2/6-31G(d)
optimized geometries of n1, n2, and n3, the equilibrium values
are to be determined using the atom types CC33A, CC32A,
HCA3A, and HCA2A for n-alkanes from CHARMM35.40 We
chose them for compatibility, despite CGenFF defining
separate atom types for linear alkyl groups.
Generally speaking, the influence in terms of variation of the

values for bonded parameters of the nonfluorinated part of the
n-alkanes on the fluorinated part is negligible for ni and, hence,
neither of the conformational parameters varies with increasing
chain length i. For MP2/6-31G(d) geometries, we have
observed that for ni, the carbon−carbon bond lengths and
angles in the semifluorinated part do not depend on their
distance from the nonfluorinated part of the molecule (Δ <
0.01 Å or Δ < 3°, respectively). Together with hints from
previous studies,1 this gives rise to the belief that the
simplification to use only four different atom types in two
different chemical groups is justified for perfluoro-n-alkanes,
and additional atom types at the connection between the
fluorinated and nonfluorinated parts are not necessary to
simulate our selection of n-alkane model compounds. This
follows the typical approach for alkanes in CHARMM and
CGenFF.
In this work, we used the same convergence threshold as the

one used for parametrization of the CHARMM force field.27 In
particular, this requires calculating the rotational matrix that

minimizes the RMSD for the MP2/6-31G(d) reference
structure and the force field (local) minimum. After applying
this rotation, the bond lengths have to differ by less than 0.03 Å
and the angles have to be reproduced with an error of three
degrees at most. It is less surprising that the resulting
parameters yield sufficiently good geometries for unconstrained
MD optimization for each of the small compounds, n1−n3, but
perfect agreement of the conformations for longer compounds
f2−f8 supports our approach.
The final values for the bond parameters are given in Table

2; the data for angles is listed in Table 3.

Charges. When optimizing the charges such that the HF/6-
31(d) interaction energies and distances get reproduced by
classical molecular dynamics, a conflict between two target
quantities arises. For perfluoro-n-alkanes, one can either
optimize for matching interaction distances or for matching
interaction energies. Although the HF/6-31(d) energies are
rescaled in order to reproduce bulk properties,27 this rescaling
is not the reason for the mismatch.
In Figure 4, one can see that there is no way to fulfill the

fitting procedure’s requirement to reproduce both interaction
distances di and interaction energies Ei. In order to define a
mathematical weighting W with physical justification as a single
parameter fitting target, we chose the geometric mean of the
relative errors.

Figure 3. Atom types used for parametrization as annotation to one of
the sample compounds. FCF2, FCF3, CCF2, and CCF3 are the newly
introduced atom types.

Table 1. Introduced Atom Types with Both Their
CHARMM-Style Label and Their Chemical Environmenta

atom type label mass (amu) description

CCF3 12.01 carbon in CF3 group
FCF3 19.00 fluorine in CF3 group
CCF2 12.01 carbon in CF2 group
FCF2 19.00 fluorine in CF2 group

aSee also Figure 3.

Table 2. Newly Determined Bond Lengths b0 in Angstroms
and Force Constants kb in kcal/mol/Å2

atom types kb b0

CCF3 CC32A 222.5 1.51
FCF3 CCF3 322 1.34
FCF2 CCF2 322 1.37
CCF2 CC32A 222.5 1.51
CCF3 CCF2 222.5 1.53
CCF2 CCF2 270.134 1.5328
CCF3 CCF3 277.058 1.5308

Table 3. Newly Determined Angles θ0 in Degrees and Force
Constants kθ in kcal/mol/rad2a

atom types kθ θ0

CC33A CC32A CCF3 37.3227 112.397
HCA2A CC32A CCF3 34.600 106.820
CC32A CCF3 FCF3 48.248 111.733
FCF3 CCF3 FCF3 35.500 107.100
CC33A CC32A CCF2 64 111.54
CC32A CCF2 FCF2 52 110.66
CC32A CCF2 CCF3 53 114.91
CC32A CCF2 CCF2 53 114.91
CCF2 CCF3 FCF3 95 111.05
CCF3 CCF2 FCF2 55 106.36
CCF2 CC32A HCA2A 52 107.54
FCF2 CCF2 FCF2 35 107.53
CCF2 CCF2 FCF2 21.50 107.73
CCF2 CCF2 CCF3 52.08 116.99
CCF3 CCF3 FCF3 47.149 109.724
CCF3 CCF2 CCF3 91.0318 116.620
CCF2 CCF2 CCF2 45.7428 107.626

aAll Urey-Bradley terms are set to zero.
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In general, only the net charges on the fluorines were
optimized, as a CF2 or CF3 group has to be neutral in total and,
hence, the partial charge of the carbons is directly related to the
charge of the fluorines. We used f2 for charge fitting for the CF3
group and f8 for the CF2 group. For example, if CF2 would
come with a net charge, the total net charge of f2 and f8 would
be different, and, more important, nonzero. Charge fitting data
as shown in the Supporting Information for MP2/6-31G(d)
and in literature1 for a higher level of theory shows that each
group is approximately neutral.
The resulting charges, which are given in Table 4, are quite

similar to values used in different force fields.1,41

Dihedral Angles. For perfluoro-n-alkanes, our simulations
confirm the reported1,42 observation that the dihedral for the
carbon chain does not have its minimum at zero degrees as for
n-alkanes, but instead, there is a slight tilt of approximately
seven degrees with MP2/6-31G(d) optimizations carried out
for f2−f8, where each of which started from the all-trans n-
alkane conformation. This effect is modeled accordingly by

defining a nonzero phase shift for the appropriate dihedral
parameter. For the rather short chains, n1 through n3, the tilted
chain angle is not clearly visible. Hence, this dihedral is
parametrized by using MP2/6-31G(d) geometries for f2
through f6. As the overall target is to simulate comparably
long perfluorinated chains, this approach is clearly justified.
However, the actual conformations of short partially fluorinated
compounds have to be used with care. While the overall
torsional profile does not vary significantly when using a higher
level of theory, the minimum conformation does: MP2/cc-
pVTZ(-f)//HF/6-31G(d) calculations give a tilt angle of about
ten degrees.1

The resulting parameters are given in Table 5, while the
dihedral scans are to be found in the Supporting Information.

van der Waals Radii. As we are particularly interested in
reproducing the intermolecular interaction, the van der Waals
parameters are very important. One way to do so for
nonbonded parameters is to calculate liquid densities26,27 and
compare the results to experimental values. As interaction
energies are most sensible to charges and the force constants
can be derived from the Hessian matrix,27 the van der Waals
parameters can be considered separately from the other
parameters. The separation of the bonded and nonbonded
parameters is not as strict as the name suggests it to be, hence,
the small remaining mutual influence can contribute signifi-
cantly to torsional angles, even for fluoroalkanes.1 However, the
calculations showed that for the compounds involved, this
effect can be neglected, in particular due to the iterative
parametrization procedure.
Although the perfluoro-n-alkanes have been of interest to

experimentalists for more than 80 years,43,44 there are little
reference values for densities available. Some species as f2 are
difficult to use in an experiment, as both the melting and

Figure 4. Top: Interaction energy (MD) normalized by the MP2/6-
31G(d) results (■) and interaction distances normalized the same way
(●) over the FCF2 net charge for f2 together with the ideal target
value (/). The CCF2 net charge has been set such that the overall CF2
group is neutral. It is clearly visible that there is no optimum that fits
both the interaction energies and the interaction distances. Bottom:
Given the weighting in eq 5, the deviation from the target values
depending on the charges of FCF2 and FCF3 has been rasterized. The
optimal value is highlighted (○).

Table 4. Lennard-Jones Parameter ε in kcal/mol and Rmin in
Angstroms Along with Charges in ea

atom type q ε Rmin ε′ R′min

FCF3 −0.12 −0.0240 1.3400 − −
CCF3 0.36 −0.0780 2.0400 −0.01 1.9
FCF2 −0.185 −0.1050 1.6300 − −
CCF2 0.37 −0.0420 2.0500 − −

aIn one case, a correction (ε′ and R′min) for 1,4 atoms is suggested by
CGenFF.

Table 5. Newly Determined Dihedrals and Their offset δ in
Degrees and Force Constants kχ in Kilocalories Per Mol
Together with the Multiplicity n

atom types kχ n δ

CC33A CC32A CCF3 FCF3 0.164 3 0.0
CCF3 CC32A CC33A HCA3A 0.121 3 0.0
FCF3 CCF3 CC32A HCA2A 0.262 3 0.0
CC33A CC32A CCF2 CCF3 0.16 1 0.0
CC32A CCF2 CCF3 FCF3 0.16 3 0.0
CCF3 CCF2 CC32A HCA2A 0.16 2 0.0
CC32A CCF2 CCF2 CCF3 1.875 1 0.0
CC32A CCF2 CCF2 FCF2 0.530 1 0.0
CC33A CC32A CCF2 CCF2 1.481 1 0.0
CC33A CC32A CCF2 FCF2 0.510 3 0.0
CCF2 CC32A CC33A HCA3A 0.341 3 0.0
CCF2 CCF2 CCF3 FCF3 0.515 1 180.0
FCF2 CCF2 CCF2 CCF3 0.529 1 0.0
FCF2 CCF2 CCF2 FCF2 2.505 1 0.0
FCF3 CCF3 CCF2 FCF2 0.207 3 0.0
HCA2A CC32A CCF2 CCF2 0.316 1 0.0
HCA2A CC32A CCF2 FCF2 0.034 2 0.0
FCF3 CCF3 CCF3 FCF3 0.218 3 0.0
CCF3 CCF2 CCF3 FCF3 0.082 3 0.0
CCF3 CCF2 CCF2 CCF3 1.164 1 180.0
CCF3 CCF2 CCF2 CCF2 2.508 1 180.0
CCF2 CCF2 CCF2 FCF2 0.040 3 0.0
CCF2 CCF2 CCF2 CCF2 3.000 1 180.0
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boiling points are quite low.43 In fact, many of the experimental
results appear contradicting both in terms of different
temperature dependencies and different densities for the
same combination of pressure and temperature. This variation
of experimental results may come from advances in
experimental techniques and different grades of purity. Most
of the older publications do not even specify the purity of the
sample that has been used for the measurements which already
lead44 to wrong numbers being published, although many very
old measurements43,44 are in excellent agreement with more
recent studies.45 We only used data points that are not
contradicting other reported values from numerous stud-
ies.44−51

As an initial guess, we used the van der Waals parameters for
FGA2, FGA3, CG312 and CG302 from CGenFF.27 Mostly
independent from the pressure coupling parameters of the
modified52 Nose−́Hoover barostat53,54 of namd2, the liquid
densities exhibit a similar behavior in a NPT simulation. In the
beginning of the simulation, the box has to be compressed as it
is too large for the number of molecules defined as content.
The liquid phase of f8 ranges from 250 K55 up to 373 K,56

depending on the pressure. Independent simulation runs for
many points in the pressure−temperature phase diagram show
the same behavior during their equilibration phase of
approximately 80 ps (see Supporting Information).
Due to the delayed response of pressure coupling, even the

rather large system size (2394 molecules, 19152 atoms for f2,
and 701 molecules, 18226 atoms for f8) does not fully suppress
fluctuations. Hence, averaging the density is necessary. For the
further evaluation, averaging over 150 ps after a 150 ps
equilibration phase seems to be safe from the data in Figure 7
of the Supporting Information. The box size as the only
observable for density calculation is recorded every 0.1 ps while
being averaged over this interval.
In order to check whether this equilibration phase is long

enough, the autocorrelation has been monitored for the density
information after equilibration has finished (see Figure 7 of the
Supporting Information). The standard deviation of the
fluctuations in density determines the statistical error of the
resulting densities. For the described setup, the statistical error
is in the order of 8 g/m3.
As shown in Figure 5, the density over temperature curve is

very sensitive to changes to the van der Waals parameters. For
example, for f8, a mild change of the parameters used in
CHARMM parameter format (Rmin and ε) of 10% has a
particularly strong effect for Rmin and a less prominent one for
ε. The relative impact of the two parameters matches reported
results.25

ε, which is responsible for the absolute energy of the LJ
potential, mostly shifts the densities for all temperatures
equally, while a change in σ affects low temperatures more
severely than high ones. A larger ε enlargens the density,
whereas the density decreases with increasing σ. This qualitative
behavior matches the expectations, as the van der Waals
contribution to the total energy in classical molecular dynamics
simulations of f8 is negative. Hence, increasing ε reduces the
total energy such that the molecules can be forced to come a bit
closer, resulting in increasing Coulomb repulsion until the
effect of the increased ε is compensated. With larger values for
σ, the volume a single molecule occupies is increased cubically.
Figure 6 shows the densities resulting for f2 from the use of

different parameter sets for 20 experimental data points. The
initial guess consisted of CGenFF parameters for all four

introduced atom types, chosen by similarity. The corresponding
densities differ from the experimental reference values by 38%
on average. For high pressures, the CGenFF parameters lead to
gas phase simulations, although liquid phase is still expected for
this regime. Adjusting only FCF3 parameters and leaving CCF3
as recommended in CGenFF yields appropriate densities with
an average error of one percent.
We have also determined the force field parameters for CF2

groups, using the same method as for CF3 just for f8 as target. f8
has been chosen as there is sufficient experimental data to
compare to and as it is long enough in order to diminish the
influence of the CF3 group. Figure 7 shows the resulting
densities along with the data for the CGenFF parameters that
have been chosen by similarity. Again, varying only the
parameters of FCF2 is enough to reproduce the densities
over a broad range of points in the phase diagram with an
average relative error of two percent, whereas the CGenFF
analogy parameters are off by five percent. In both cases, we

Figure 5. Influence of the van der Waals parameters (εFCF2, Rmin) on
the temperature dependency of the density of f8. Density over
temperature for f8 with default CGenFF parameters (green ●),
modified default CGenFF parameters where Rmin/2(FCF2) is scaled
by 1.1 (blue ●), and modified default CGenFF parameters where
ε(FCF2) is scaled by 1.1 (green ■). The upper panel shows absolute
calculated densities together with experimental densities (/), whereas
the lower panel shows the relative deviation ρcomp − ρexp from the
experimental densities.

Figure 6. Computed densities for f2 and different combinations of
pressure and temperature. The optimized parameters found in this
work (●) reproduce the experimental values (/) better than the
original CGenFF parameters (■). The underlying data and the sources
for experimental data are given in Table 6.
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used the results for the CF3 groups that have been found for f2.
This is the reason why the difference in terms of the relative
average error of the densities calculated from CGenFF
parameters and our suggestion is not that large.
All resulting Lennard-Jones parameters are given in Table 4.

For liquid perfluoroalkanes, we have excellent agreement with
experimental densities, as shown in Tables 6 and 7. The mean
absolute relative error for all entries is 0.6%.

In order to provide an impression for the predictive power of
molecular dynamics simulations in terms of thermodynamic
quantities, we have performed miscibility simulations of
perfluoroalkane f6 with alkanes using different mole fractions
for f6. The findings are reported in Table 8 and illustrate that
our new force field parameters can give a nearly quantitative

description of the lipophilicity/lipophobicity of perfluorinated
chains. This is even more remarkable as all four systems in
Table 8 represent thermodynamic states close to the cloud
point.
Besides the liquid densities and the miscibility with alkanes,

which are of crucial importance for the interaction of
perfluoroalkanes with the membrane lipids, it is reasonable to
check for collective properties of pure liquid perfluoroalkanes
which gain importance for higher concentrations of perfluor-
oalkanes in membranes. Table 9 shows thermodynamic
properties which are energetics and charge-related. The heat
of vaporization depends on all contributions to the total
potential energy, the heat capacity is checks on the force
constants as a subset thereof. The energy scaling ε is evaluated
by checking the thermal expansion coefficient, while the
charges and bond lengths are the main contributor to the static
dielectric constant. The viscosity is governed by the overall
dynamics of the liquid. From Table 9, one can see that some
properties are overestimated and some are underestimated by
the force field definition and our parameters, but none of these

Figure 7. Computed densities for f8 and different combinations of
pressure and temperature. The optimized parameters found in this
work (●) reproduce the experimental values (/) better than the
original CGenFF parameters (■). The underlying data and the sources
for experimental data are given in Table 7.

Table 6. Computed (ρt,ρc) and Experimental43−45 Densities
(ρe) for f2 and Different Combinations of Pressure and
Temperaturea

p (bar) T (K) ρe ρt ρc δρt (%) δρc (%)

0.08 157 1762.844 1765.9 2153.7 0.2 22.2
0.11 161 1745.344 1746.4 2108.6 0.1 20.8
0.19 168.2 1716.144 1719.7 2076.2 0.2 21.0
1.01 172.5 1693.844 1696.5 2066.7 0.2 22.0
0.28 173.7 1680.044 1681.2 2035.3 0.1 21.2
0.36 177.1 1671.044 1675.1 2024.0 0.2 21.1
0.42 179.3 1658.144 1656.0 2000.0 −0.1 20.6
0.5 182.5 1645.544 1644.4 1975.3 −0.1 20.0
0.6 185.6 1633.744 1627.7 1946.7 −0.4 19.2
0.71 188.5 1622.744 1621.6 1925.1 −0.1 18.6
0.83 191.2 1607.044 1600.4 1892.9 −0.4 17.8
1.01 194.9 1590.044 1597.9 1885.6 0.5 18.6
1.01 195.05 1589.545 1596.3 1882.6 0.4 18.4
1.05 195.5 1605.344 1596.2 1885.3 −0.6 17.4
3.94 225.15 1468.943,44 1444.9 1256.9 −1.6 −14.4
9.08 248.65 1344.043,44 1299.9 105.5 −3.3 −92.2
18.57 273.15 1143.943,44 1107.1 133.5 −3.2 −88.3
24.01 283.15 1012.943,44 991.5 165.4 −2.1 −83.7
27.11 288.15 929.743,44 911.8 183.5 −1.9 −80.3
28.77 290.65 824.843,44 867.2 192.1 5.1 −76.7
29.66 291.95 802.043,44 829.9 199.0 3.5 −75.2

aFor both the densities calculated using our parameters (ρt) and the
densities using the CGenFF parameters (ρc), their relative error is
given as δρ. All densities are in grams per meter cubed.

Table 7. Computed (ρt,ρc) and Experimental42,49−51

Densities (ρe) for f8 and Different Combinations of Pressure
and Temperaturea

p (bar) T (K) ρe ρt ρc δρt (%) δρc (%)

1.01 278.15 1806.342 1811.7 1820.3 0.3 0.8
1.01 283.15 1793.842 1798.6 1807.5 0.3 0.8
1.01 288.15 1781.242 1787.1 1794.4 0.3 0.7
1.01 293.15 1768.542 1773.3 1785.7 0.3 1.0
1.01 298.15 1755.742 1760.9 1774.0 0.3 1.0
1.01 303.15 1742.842 1746.6 1764.3 0.2 1.2
1.01 308.15 1729.842 1735.2 1754.0 0.3 1.4
1.01 313.15 1716.742 1722.5 1743.0 0.3 1.5
1.01 318.15 1703.442 1711.6 1733.3 0.5 1.8
1.01 323.15 1690.042 1699.5 1720.9 0.6 1.8
1.01 328.15 1676.442 1688.4 1712.8 0.7 2.2
1.01 333.15 1662.742 1676.0 1701.9 0.8 2.4
1.01 338.15 1648.842 1663.6 1692.1 0.9 2.6
1.01 343.15 1634.742 1652.9 1681.9 1.1 2.9
1.01 348.15 1620.442 1639.2 1672.1 1.2 3.2
1.01 353.15 1605.942 1629.7 1662.5 1.5 3.5
1.42 363.15 1602.49−51 1605.1 1641.3 0.2 2.5
3.31 393.15 1507.49−51 1537.1 1584.6 2.0 5.1
6.83 423.15 1400.49−51 1461.7 1527.5 4.4 9.1
12.80 453.15 1265.49−51 1389.6 1469.5 9.8 16.2
22.19 483.15 1072.49−51 1315.1 1410.3 22.7 31.6

aFor both the densities calculated using our parameters (ρt) and the
densities using the CGenFF parameters (ρc), their relative error is
given as δρ. All densities are in grams per meters cubed.

Table 8. Experimental (exp) and Computed (comp)
Miscibility of Perfluorohexane (f6) with Alkanes for
Different Temperatures T and f6 Mole Fractions x1 near the
Cloud Pointa

mixture T (K) x1 exp comp

perfluorohexane−octane 300 0.9 yes57 yes
perfluorohexane−octane 300 0.8 no57 no
perfluorohexane−hexane 295 0.8 yes57 yes
perfluorohexane−hexane 295 0.3 yes57 yes

aIn all cases, the experimental observation of whether the mixture is
miscible or immiscible is reproduced by our simulations.
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thermodynamic properties are highly different from the
corresponding experimental result. The significant errors are
no surprise, as not all physical effect relevant, for example the
static dielectric constant, are incorporated in the force field
energy function. As a final check, we have increased all force
constants for bonded and angle terms by 10%. We got a heat
capacity of 66 cal/(mol K) which is only eight percent above
the experimental value (improvement), but the thermal
expansion coefficient is 1.009 × 10−3/K which is 46% smaller
than the experimental value.

■ CONCLUSION
We derived computational parameters for fluoroalkanes of
arbitrary length for use within the CHARMM force field.
Bonded parameters and charges have been calculated from
quantum chemical calculations, whereas van der Waals
interaction parameters have been determined in order to
reproduce experimental liquid densities of perfluoroalkanes.
Having tested interaction energies with water, conforma-

tional properties (bond lengths, angles, torsional profiles) when
compared to MP2/6−32G(d) calculations, pure liquid densities
over a broad pressure and temperature range for perfluor-
oalkanes of different chain length, the miscibility with alkanes,
and thermodynamic properties (heat of vaporization, heat
capacity, thermal expansion coefficient, static dielectric
constant, and viscosity), we believe that the parameters
presented in this work adequately model the behavior of
perfluoroalkanes in pure liquids and membrane environments.
Our results are in excellent agreement with experimental

data. The average relative error of liquid perfluoroalkane
densities over a broad range of both pressure and temperature
is 0.6%. Benchmark molecular dynamics simulations using our
new set of force field parameters show that the mixing behavior
of different combinations of perfluoroalkanes and alkanes is
reproduced.
Our extension of the CHARMM parameter set toward

perfluorinated organic molecules considerably enlarges the
applicability of this (already very versatile) force field to
challenging applications, in particular, in view of the structural
and dynamical properties of polyphilic systems embedded in
lipid membranes.
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Dipalmitoylphosphatidylcholine Bilayers
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ABSTRACT: In this study, we investigate the effect of a series
of additive molecules with different types of philicities on the
structure and dynamics of dipalmitoylphosphatidylcholine
(DPPC) bilayers. To this aim, we performed extensive force
field molecular dynamics simulations of the systems, using our
recently developed perfluoroalkane force field. We found that
addition of perfluoro-n-decane and fluorotelomer alcohol at
323 K leads to a phase transition of the membrane from liquid
crystalline to the gel phase, whereas the addition of n-decane
and partially fluorinated n-decane leaves the liquid crystalline
phase intact. The systems in the gel phase show a significantly
reduced diffusivity for both DPPC and additive molecules. The
addition of nonfluorinated and partially fluorinated n-decane
even leads to an increased DPPC diffusivity. While nonfluorinated n-decane and partially fluorinated n-decane are found mainly
in the middle of the bilayer, perfluoro-n-decane penetrates significantly deeper into the membrane leaflet. Fluorotelomer alcohol
is found almost exclusively inside the leaflet, with its hydroxyl groups forming a strong hydrogen bond network to the ester
oxygen atoms in the head group of DPPC. A slight increase in temperature by only 10 K is already sufficient to dynamically
overcome this hydrogen bond network, such that no phase transition occurs in that case.

■ INTRODUCTION
Perfluorinated n-alkanes represent an interesting and special
class of molecules due to their specific and unusual properties.
As a result of the special nature of the C−F bond, they are
considerably more hydrophobic than lipids, but they are not
lipophilic either, which allows for interesting applications both
in materials science and in biochemistry. Despite their
structural similarity to hydrocarbons, these fluorocarbons have
high thermal stability and chemical inactivity.1 Although strong
intramolecular forces are present due to the C−F bond, the
weak polarizability of the fluorinated chains results in low
intermolecular or van der Waals interactions.2 Minimal
intermolecular interactions, coupled with the bulkiness and
rigidity of the C−F chains, lead to higher density, higher
melting points, lower surface tension, low refractive indices,
lower boiling points, and surface spreading of fluorocarbon
compounds in comparison with hydrocarbons.3 Perfluorinated
compounds (PFCs) have numerous applications for medical
purposes as oxygen-carrier fluids,4,5 in purification or polymer-
ization,4 and as lubricants.6 PFCs are especially interesting due
to their phase separation behavior in hydrocarbon environ-
ments.7 The versatility of their applications can be attributed to
the strength of the C−F covalent bond, which results in
physicochemical properties that are distinct from those of
traditional hydrocarbon-based systems.8,9

Fluorinated amphiphiles are attractive due to their unique
properties, such as combined hydrophobicity and lipophobic-
ity10 and high gas-dissolving capacity, chemical and biological

inertness, and high fluidity.10,11 The fundamental properties
and potential applications of fluorinated amphiphiles have been
reviewed in the literature.5,6 It is generally perceived that
fluorine exerts only a moderate steric influence relative to
hydrogen in organic compounds,12 but the electronegativity of
fluorine can have significant electronic influences. Amphiphiles
with short fluorinated chains (n(CF2) ⩽ 8) are considered to be
acceptable in clinical applications. In addition, highly
fluorinated amphiphiles have multiple applications in materials
science5,13,14 as well as in the biomedical field, often involving
colloidal systems stabilized by monomolecular films of
fluorinated amphiphiles. They could potentially find applica-
tions as blood substitutes13,15−18 and lung surfactant replace-
ments.19−22

As examples, fluorinated alcohols such as hexafluoro-2-
propanol (HFIP) and trifluoroethanol (TFE) are not
considered sensu stricto as fluorous media.23 However, the
presence of one or more fluoroalkyl groups introduces specific
properties to fluorinated alcohols compared to those that are
nonfluorinated. They have high ionizing power24 and an acidic
character.25 They are strong hydrogen bond donors26 and poor
nucleophiles.27 The properties of fluorinated alcohols have
been exploited in physical organic chemistry,27 in the
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stabilization of radical cations,28 and for their effect on the
conformation of proteins and peptides.29

Among fluorinated alcohols, fluorotelomer alcohols
(FTOHs) play a significant role in studies of atmospheric
chemistry. FTOHs are linear fluorinated alcohols with the
formula CnF2n+1C2H4OH (n = 2, 4, 6, ...).30,31

FTOH molecules have physicochemical properties similar to
those of perfluoro-n-alkanes. For this reason, this study
investigates the fluorotelomer alcohol CF3(CF2)7(CH2)2OH,
which possesses a hydroxyl group of weak acidity in a normal
aqueous environment and is not strongly affected by pH.
The choice of phospholipids as a constituent in model

membranes is important in describing the partitioning in a real
biological system. A prominent phospholipid is the dipalmi-
toylphosphatidylcholine (DPPC) bilayer, for which a phase
transition at 41 °C has been reported.32 DPPC is one of the
constituents of the pulmonary surfactant found in lung
alveoli.33 DPPC bilayers are well characterized,34,35 and are
often used as models of the outer cell membrane leaflet. A
characteristic feature of the DPPC is the gel−liquid crystalline
phase transition, which occurs at a temperature Tm (melting
temperature) that is dependent on the bilayer properties and
solution conditions.36 In the gel phase (<Tm), the lipid chains
are tightly packed with strong van der Waals interactions. The
chains possess restricted lateral and rotational freedom of
motion, with perpendicular alignment to the head group plane
(trans conformation) and parallel alignment to each other.37,38

Above Tm, in the liquid crystalline phase, the bilayer is
characterized by a less organized arrangement with a trans−
gauche conformation of the hydrocarbon chains, increased
lateral expansion, and rotational motion. The phase transition
involves the melting of hydrocarbon tails, which is therefore
dependent on the cohesion of the hydrocarbon chains.
The gel phase is rigid with high microviscosity, which

decreases with increasing temperature, and a transition to the
more fluid liquid crystalline state eventually occurs. Typically,
for a well-ordered bilayer, the change from the gel to the fluid
phase is a quick transition, occurring over a very narrow
temperature range. This is due to conformational restrictions of

the ordered chains and excluded volume interactions between
the terminal methyl groups in the bilayer.38 As a result of these
packing constraints, the chains in the bilayer become
disordered by a cooperative event. Studies have demonstrated
significant improvement in liposome stability with the
incorporation of fluorinated chains. Vesicles formed from
partially fluorinated DPPC lipids displayed a 50-fold higher
stability than pure DPPC liposomes, with additional resistance
to heat sterilization.39

Studies have found that PFCs cause alterations in cell
membrane properties.40 Molecules containing perfluorinated
alkyl chains and conjugated oligomers influence channel
formation when they are added to a membrane environment,41

and also affect the overall stability42 and surface properties43 of
a lipid membrane. Due to the limited solubility of therapeutic
agents in fluorocarbon fluids, the incorporation of fluorinated
or partially fluorinated surfactants is often a prerequisite for
effective solubilization. In the context of membrane environ-
ments, perfluoro-n-alkanes have been parametrized for lipid
bilayer simulations to investigate the physical processes and
mechanisms that are responsible for their macroscopic
behavior.3 The factors affecting solute incorporation in bilayers
include the solute charge and structure.44 Temperature causes
variations in the bilayer organization45 and in the chain order at
the center of the bilayer in densely packed acyl regions.46 The
incorporation of fluorinated surfactants in lipid bilayers greatly
influences the chain order and permeability of liposomes.47

Another interesting effect of the incorporation of fluorinated
chains is their impact on liposome gel to fluid phase transition
temperatures, Tm. Although incorporation of fluorinated chains
in liposome bilayers can increase the characteristic gel to fluid
phase transition temperature (Tm), this effect is highly
dependent on other structural features that include the length,
relative proportions, and symmetry of the fluorinated segments
in the bilayer.48,49 The transition temperature of the lipid
bilayers increases with the degree of fluorination if both lipid
chains are uniformly fluorinated. However, chain asymmetry
and partially fluorinated lipids where one of the two acyl chains
was fully a hydrocarbon (similar to a jointed F/H chain)

Table 1. Systems Studied

system composition mixing ratio simulation temp (K) simulation time (ns)

pure 72 DPPC 323 69.3
2189 H2O

H10 72 DPPC 6:1 323 311.2
2189 H2O
12 CH3(CH2)8CH3

H5F5 72 DPPC 6:1 323 301.0
2189 H2O
12 CH3(CH2)4(CF2)4CF3

F10 72 DPPC 6:1 323 301.5
2189 H2O
12 CF3(CF2)8CF3

FTOH 72 DPPC 6:1 323 268.9
2189 H2O
12 CF3(CF2)7(CH2)2OH

FTOH 333 K 72 DPPC 6:1 333 301.9
2189 H2O
12 CF3(CF2)7(CH2)2OH

FTOH 4:1 72 DPPC 4:1 323 279.4
2189 H2O
18 CF3(CF2)7(CH2)2OH
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resulted in fluid bilayers. Structural effects that reduced
fluorinated chain interactions resulted in less cohesive packing
in the bilayers.49

■ COMPUTATIONAL DETAILS
To investigate the influence of additive molecules on DPPC
bilayers, seven molecular dynamics simulations have been
performed. One of them contains a pure DPPC bilayer without
additive molecules as a reference; the six other simulations
comprise some additive molecules within the membrane. An
overview of the systems investigated within this study as well as
the labels used to refer to the systems is given in Table 1. For
the molecular structures of the molecules involved in this study,
see Figure 1.

The simulated systems contain a bilayer of 72 DPPC
molecules and 2189 water molecules in a periodic box. The
lipid bilayer slabs are separated by water layers of about 4 nm
diameter. Orientation was chosen such that the normal vector
of the bilayer pointed in the Z direction. Additive molecules
were inserted into the X−Y plane directly in the middle of the
DPPC bilayer. The total system size was initially 4.742 × 4.742
× 6.833 nm in all cases. The simulations have been performed
with the program package NAMD 2.9,50 within the NpT
ensemble, using a Langevin thermostat with a damping

parameter of 1.0 ps to control the temperature. The pressure
was kept at 1.013 bar by the Langevin piston Nose−́Hoover
method (oscillating period 200 fs, damping time 100 fs), which
allowed the three cell vectors to vary independently of each
other. The time step was chosen to be 1.5 fs, and all rigid bond
lengths were constrained by using the Shake algorithm. The
cutoff distance for the nonbonded interactions was set to 1.5
nm, with a switching distance of 1.2 nm. It is known that
electrostatic long-range interactions are of particular impor-
tance for this kind of system,51 so we applied the particle mesh
Ewald (PME) method to handle long-range interactions. The
initial atomic velocities have been randomly generated from a
Maxwell−Boltzmann distribution centered at the respective
simulation temperature. The production run was performed
over a physical time between 250 and 300 ns in all cases.
Simulations were performed with recently developed force

field parameters for organic additive molecules in DPPC
membranes,1 which are based on the CHARMM force
field.52,53 For water, the TIP3P model54,55 was applied. All
analyses presented within this work have been performed with
our freeware program package TRAVIS.56 The plots in this
paper have been created with xmgrace57 and Gnuplot.58

■ RESULTS AND DISCUSSION

Area per Lipid. It has been extensively discussed in the
literature that the lateral area per lipid can be a good measure of
the order in DPPC bilayers, and that a significant change in the
area per lipid can be an indication of phase transitions.59−63

Therefore, we start our analysis by investigating the temporal
development of the area per lipid in our simulation trajectories.
The lateral area per lipid in a DPPC double layer can simply be
computed by

≔A
xy

N
2

lipid
DPPC (1)

where x and y are the simulation cell edge lengths in the X and
Y directions (assuming that the membrane normal vector is
oriented in the Z direction), and NDPPC is the total number of
DPPC molecules in the simulation. In the NpT ensemble, the
cell edge lengths change over time, and therefore, the area per
lipid is nonconstant over time.
The resulting temporal developments of the area per lipid are

shown in Figure 2. The gray line indicates the average value
from the simulation of the pure membrane without additive
molecules; it has a value of 59.6 Å2. It can be seen that the
trajectories H10 and H5F5 remain at the area per lipid value of
the pure DPPC membrane, and therefore probably do not
undergo a phase transition during the simulation time. The
systems F10, FTOH, and FTOH 4:1 show a significant
decrease in area per lipid after 10−50 ns of simulation time, and
therefore are likely to experience a phase transition in the first
part of the trajectories. The decrease occurs much faster for
FTOH and FTOH 4:1 than for F10. The FTOH 333 K
simulation remains at the starting value, but shows some
movement toward the decreased area per lipid value, which
might indicate that this system is very close to a phase
transition. The nature of this phase transition will be
characterized in the next section.

Lipid Tail Structure. Collective Tail Tilting. As found from
analyzing the area per lipid developments, some of the
simulated systems are assumed to undergo a phase transition
during the simulation. One might claim that this transition is

Figure 1. Upper panel: snapshot of the H10 unit cell (gray, DPPC C/
H/O atoms; yellow, DPPC N/P atoms; red, n-decane; blue, water).
Lower panel: molecular structures of the molecules involved in this
study.
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from the liquid crystalline phase to a gel phase, as commonly
happens when certain compounds are added to DPPC bilayers.
This claim will be substantiated in the following. A DPPC gel
phase is characterized by the collective tilting of the carboxylic
acid tails;64 i.e., the alkyl chains should all be significantly tilted
with respect to the membrane normal vector, and the tilt
vectors of the chains should all point in the same direction
within each leaflet of the bilayer. To investigate this, we defined
the vector from the α carbon atom to the ω carbon atom of the
DPPC carboxylic acids as the tail tilt vector, and projected all
these vectors into the X−Y plane. This was performed
separately for each of the two leaflets of the bilayer. Only the
last 5 ns of each trajectory have been considered for this
analysis.
As an example, the tilting vector projections of the H10

system (left two panels) and the F10 system (right two panels)
are shown in Figure 3. The upper and lower panels represent
the two leaflets of the bilayer in each trajectory, respectively. It
can be clearly seen that, in the H10 trajectory, the tilting vectors
are distributed over a wide range and possess no preferred
direction. The maximum of the distribution is found in the
coordinate origin, which corresponds to no tilting of the tails
on average. This behavior is characteristic for the liquid
crystalline phase of DPPC. In the F10 trajectory, on the other
hand, the distribution of the tilting vectors is very narrow and
pronounced for both leaflets. The maximum of the distribution
is far from the origin, which indicates that all tails are
significantly tilted in the same direction. The distributions for
both leaflets are found at opposite Y coordinates. On the basis
of the definition of the tilting vector above (the vectors in both
leaflets point to the inside of the membrane per definition), this
means that the tilting vectors within both leaflets are almost
collinear. This is another characteristic of the DPPC gel phase.
Furthermore, the tilting direction does not vary significantly
during 5 ns of the trajectory, which is in line with the
significantly decreased chain dynamics in the gel phase.
This analysis has also been performed for the remaining

trajectories. While the results from the pure membrane and the
H5F5 system are very similar to those for the H10 system, the
projections of the FTOH and FTOH 4:1 systems closely
resemble that of the F10 system. The FTOH 333 K system
yielded a result which is between these two cases, as already
assumed from the area of lipid development above. On the

basis of these findings, we can now clearly state that the F10,
FTOH, and FTOH 4:1 systems undergo a phase transition into
the gel phase during the simulations, whereas the other systems
remain in the initial liquid crystalline state.

Tail Order Parameter. Another class of quantities which are
commonly used in the literature to characterize lipid bilayers
are order parameters. The SCD order parameter is of particular
interest, because it can be determined by NMR experiments.65

It characterizes how C−H bonds are oriented with respect to
the membrane normal vector. As this strongly depends on the
chain position, we compute this order parameter separately for
each carbon atom in the chain, as was done in studies of DPPC
bilayers before.65−67 Again, only the last 5 ns of each trajectory
have been considered. The definition of SCD

k is given in eq 2 ,

where k depicts the position in the alkyl chain, N is the number
of DPPC molecules, T is the total number of time steps,
ri
C−H(t) is one of the C−H bond vectors of the kth carbon atom
in time step t, and n is the membrane normal vector. SCD can
take values between −0.5 and 1, where 0 corresponds to
statistical distribution (i.e., no ordering) and −0.5 indicates that
the bond vectors are strictly within the membrane plane. Our
results are shown in Figure 4. The values on the X axis describe
the position of the carbon atom within the alkyl chain in
IUPAC nomenclature (2 is the α carbon atom of palmitic acid,
and 16 the ω carbon atom, i.e., the methyl group).
It can be seen that the values of SCD start at values around

−0.2 near the carboxylic group, then drop to lower values in the
middle of the chains, and finally increase to around 0 when the
terminal methyl group is reached. This behavior can be
explained by the fact that the methyl group may rotate freely at

Figure 2. Temporal development of the lateral area per lipid during
simulation runs. The gray line depicts the average value of the pure
membrane.

Figure 3. Projection of the DPPC chain tilting vectors (from the α to
ω carbon atom of carboxylic acids) into the X−Y plane for the H10
(left) and F10 (right) systems during the last 5 ns of the trajectories.
Collective tail tilting (as on the right side) indicates the gel phase.
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the simulation temperature, and therefore, the C−H vectors in
the methyl group possess a statistical distribution of orientation.
In the middle of the chains, the order parameter drops below
−0.3 for the systems in the gel phase (F10, FTOH, FTOH
4:1), indicating a strict alignment of the chains. The remaining
systems in the liquid crystalline phase do not possess such a
strict chain alignment, as already discussed before. The systems
H5F5 and FTOH 333 K are found to be still in the liquid
crystalline phase, but probably very close to the phase
transition, as the SCD values in the middle of the chains are
already significantly lower than in the pure membrane.
Tail gauche Ratio. Another useful property for the

characterization of DPPC bilayers is the distribution of dihedral
angles within the tails. This can be a measure for the rigidity of
the chains, which could be affected by the additives. Dihedral
angles within alkyl chains possess two different kinds of energy
minima, which are known as the anti configuration (C−C−C−
C dihedral angle around 180°) and the gauche configuration
(C−C−C−C dihedral angle around 60°). As already shown in
the literature before,66 we studied the average gauche
percentage in the tails in dependence on the position within
the chain. We consider a dihedral angle as gauche if it is smaller
than 120°, which is roughly the position of the energy barrier
between gauche and anti. Only the last 5 ns of each trajectory
were taken into account for this analysis. The results are
presented in Figure 5. Please note that an alkyl chain with 15
carbon atoms only possesses 12 C−C−C−C dihedral angles, so
the counting ranges from 1 to 12. We use the convention that
dihedral angle 1 is close to the carboxylic group, whereas
dihedral angle 12 is close to the terminal methyl group.
Similarly to the discussion of the SCD order parameter, it is

seen that the gauche percentage is relatively high at the
beginning and end of the tails, and low in the middle. Again, the
systems in the gel phase (F10, FTOH, FTOH 4:1) are found to
possess very ordered chains with gauche percentages of only
10% in the middle of the chain, whereas the systems in the
liquid crystalline phase are characterized by significantly larger
gauche percentages of around 25% in the middle of the tails. As
seen before, the FTOH 333 K system shows smaller
percentages with respect to the other liquid crystalline systems.
To conclude this part of the study, we present the average

count of gauche dihedral angles within each chain in Table 2.
The values are given as percentages, such that 0% corresponds

to a tail with all dihedral angles in the anti position, and 100%
indicates that all dihedrals are in the gauche position. Also, here,
the difference between the systems in different phases is
significant. The systems pure, H10, and H5F5 in the liquid
crystalline phase possess around 27% gauche dihedral angles in
their tails on average, whereas this number is only around 12%
for the systems F10, FTOH, and FTOH 4:1. The system
FTOH 333 K was found to have an average gauche percentage
of 23%, which is between the two categories described before.
The standard deviation of the gauche percentage is around 12%
for all systems, independently of the phase. This relatively large
value of the standard deviation indicates that, even in the gel
phase, chains with significantly more (or less) gauche dihedral
angles are found frequently, thus slightly attenuating the picture
of a strict ordering of the chains in the gel phase.

Diffusion. Another important measure for the phase
behavior of lipid bilayers is the diffusion of the molecules,
which can be expressed by the diffusion constant D. If diffusion
is the dominating process in a system, the diffusion constant
can be put in relation with the mean square displacement
(MSD) ⟨r2(τ)⟩ of the molecules:

τ τ⟨ ⟩ =r dD( ) 22
(3)

where τ is the correlation depth and d depicts the number of
degrees of freedom in which diffusion occurs. In a lipid bilayer,
the molecules are constrained to the lipid plane, and therefore,
the diffusion can only take place within two spatial directions
(i.e., lateral diffusion), resulting in d = 2 in this case. The MSD,
on the other hand, can be obtained from the trajectories by

Figure 4. Order parameter SCD for C−H bonds in DPPC tails at
different chain positions (2 = α carbon and 16 = ω carbon of palmitic
acid).

Figure 5. Average gauche percentage for each C−C−C−C dihedral
angle in the DPPC tails.

Table 2. Average Percentage of gauche Dihedral Angles per
Alkyl Chain and Standard Deviation of This Quantity

system av gauche count (%) std dev (%)

pure 26.97 13.45
H10 28.46 12.83
H5F5 26.63 13.09
F10 13.50 12.45
FTOH 11.66 11.39
FTOH 333 K 22.75 13.76
FTOH 4:1 10.67 10.80
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where N depicts the total number of molecules, T the total
number of time steps, and ri⃗(t) the center of mass position of
molecule i at time step t. Equation 3 states that the MSD
should depend linearly on the correlation depth τ in the case of
normal diffusion. It is therefore a good idea to check if this
linear relation holds to rule out anomalies in the diffusion
behavior. Figure 6 shows the MSD plots of the simulated

systems up to a correlation depth of 30 ns. At small correlation
depths, the MSD is known to possess a nonlinear behavior due
to transient phenomena, such that only the range of higher
correlation times should be considered for the analysis. In the
range of 15−30 ns, the curves of the systems with additives
obey a linear behavior in a good approximation. Deviations
from perfect linear behavior are due to insufficient sampling.
Using these relations from eqs 3 and 4, the diffusion

constants of DPPC and additive molecules within the simulated
systems have been determined by performing a linear fit to the
MSD curves, and are presented in Table 3. As mentioned
before, only the range of higher correlation times of the MSD
curves was considered for the fit to account for the transient
behavior at low correlation times. Due to possible changes in
the diffusion behavior due to phase transitions in the beginning
of the simulations, the first 75 ns of simulation time have been
omitted.

The numbers from Table 3 show significant differences
between the systems. In the case of H10 and H5F5, the DPPC
molecules possess a very high diffusivity, almost double the
value from the pure membrane. The systems F10, FTOH, and
FTOH 4:1 show very slow diffusion, which is around 1 order of
magnitude slower than in the pure bilayer. This further
substantiates the claim from the last section, suggesting that
indeed a phase transition to the gel phase occurred in these
three systems. The FTOH 333 K trajectory is found between
these cases, with a diffusion constant close to that of the pure
system. Concerning the additive molecules, we find impres-
sively high diffusion speeds in H10 and H5F5, which are almost
1 order of magnitude larger than those of the DPPC molecules
in the respective systems. This indicates that the additive
molecules move almost freely between the DPPC molecules,
and do not show significant interactions with them. In the
remaining four systems F10, FTOH, FTOH 4:1, and FTOH
333 K, the additive molecules diffuse at approximately the same
rate as the DPPC molecules, which leads to the claim that there
exist significant interactions between DPPC and additive in
these cases.

Particle Density Profiles. It is tempting to relate the
influence of the polyphilic additives on the properties of the
DPPC membrane to specific interactions with particular parts
of the lipids. Therefore, it is interesting to investigate if (and
how far) the additive molecules penetrate the bilayer. A suitable
tool for this question is a particle density profile, which depicts
the probability density of finding a certain atom in a given X−Y
plane, characterized by its Z coordinate value. In the following,
a value of Z = 0 always refers to the center of the bilayer per
convention. As the bilayer slightly moves during the simulation,
the center position is re-evaluated in every time step. As in the
last section, the first 75 ns of simulation time have been omitted
from analysis for all systems containing additives to account for
phase transitions in the beginning of the simulations.
Figure 7 shows the density profiles of DPPC in the simulated

systems. The dashed lines correspond to all DPPC atoms,

whereas the solid lines depict only the phosphorus atoms (at
the outside) and the terminal tail carbon atoms (at the inside
close to Z = 0). The systems H10, H5F5, and FTOH 333 K
behave very similarly to the pure DPPC bilayer in this plot. In
contrast, the remaining systems F10, FTOH, and FTOH 4:1
show a significantly different behavior. The DPPC head groups

Figure 6. Mean square displacement of the DPPC center of mass,
leaving out the first 75 ns in systems with additive.

Table 3. Self-Diffusion Coefficients of DPPC and Additive
Moleculesa

system DDPPC (pm2/ps) Dadditive (pm
2/ps)

pure 5.571 ± 0.219
H10 11.983 ± 0.553 90.718 ± 6.702
H5F5 11.374 ± 0.267 48.369 ± 2.869
F10 1.116 ± 0.035 1.428 ± 0.136
FTOH 0.758 ± 0.032 0.739 ± 0.079
FTOH 333 K 7.091 ± 0.223 10.605 ± 0.757
FTOH 4:1 0.489 ± 0.022 0.480 ± 0.046

aAssuming 2D diffusion, all simulations performed at 323 K and a
mixing ratio of 4:1 unless specified otherwise. Uncertainty given as 3σ,
i.e., 99.7% confidence interval.

Figure 7. Density profiles of all DPPC atoms (dashed) and DPPC
head/tail atoms (solid).
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are shifted further to the outside; i.e., the diameter of the bilayer
is increased. This corresponds to the reduced area per lipid
found for these three systems in Figure 2, indicating that the
molecular volume of DPPC approximately remains constant
during the phase transition. This is also supported by the
decreased particle density in the bulk of the membrane, at Z
values of approximately ±10 Å.
Complementarily to the density profiles of the DPPC

molecules, we have analyzed the distribution of the additive
molecules. Figure 8 shows density profiles of additive molecules

in the systems H10, H5F5, and F10, including both information
on all atoms from the molecules (upper panel) and information
on the terminal carbon atoms of the chains (lower panel). The
gray curve depicts the density profile of all atoms from DPPC
in the pure bilayer as a reference. First, it has to be noted that
the asymmetry of the curves is a consequence of finite sampling
time; for an infinite simulation time, the distribution should be
symmetric to Z = 0. The residual asymmetry illustrates that the
interleaflet transfer time of the considered additives exceeds our
300 ns simulation time.
In the H10 system, the probability of finding additive

molecules has its largest value in the center of the bilayer, and
monotonously decreases to the outside (black curve in the
upper panel). This is nicely in line with the finding of the very
high diffusivity from the last section, and the assumption of very
weak interactions with the DPPC molecules. The terminal
carbon atoms of the additive (solid black curve in the lower
panel) show peaks both at Z = 0 and at around Z = ±10 Å,
indicating that the additive chains penetrate the membrane for
a few angstroms. A similar picture arises in the case of H5F5.
Concerning all additive atoms (red line in the upper panel), the
maximum at Z = 0 has split into a doublet at Z = ±5 Å,
indicating slightly stronger interactions with DPPC. The
terminal atoms of F5H5 possess their maximum at slightly
larger distance from the center, therefore penetrating the
membrane slightly deeper. Interestingly, the terminal carbon

atoms of the flourinated half of the chain (solid red line in the
lower panel) show a small preference for the center of the
bilayer, whereas the carbon atoms at the nonfluorinated
terminus (dashed red line in the lower panel) are slightly
enriched at ±13 Å. This does not support the concept of
stronger interaction to DPPC due to fluorination. Finally, the
additive molecules in the F10 system are mainly found within
the apolar bulk of the membrane, indicated by the minimum in
the bilayer center (blue curve in the upper panel) and by the
position of the terminal carbon atoms at almost ±15 Å. This
corresponds to a strong interaction with the DPPC tails, which
is also the reason for the reduced diffusivity of both DPPC and
additive in this system.
Now the systems which contain FTOH as an additive will be

considered; the corresponding curves can be found in Figure 9.

The gray curve, again, depicts the density profile of all atoms
from DPPC in the pure membrane as a reference. We find that
the systems FTOH and FTOH 4:1 show qualitatively the same
behavior, which is expected, as changing the additive ratio
should not influence the membrane penetration behavior
significantly. The additive molecules are found almost
exclusively between the DPPC chains, indicated by the distinct
minimum in the center of the bilayer (green/purple curves in
the upper panel). A majority of FTOH molecules are oriented
in a way such that the hydroxyl group points to the outside,
toward the polar head groups of the bilayer (dashed green/
purple curves in the lower panel). The carbon terminus of the
FTOH molecules is mainly found in the center of the bilayer, in
a range of −7 to +7 Å, but there is also a small contribution at
±14 Å (solid green/purple curves in the lower panel). The
FTOH 333 K system shows some minor differences. The
carbon terminus is now exclusively found in the middle of the
bilayer; the contribution at ±14 Å has vanished (solid orange
curve in the lower panel). The hydroxyl groups, on the other
hand, are now exclusively found at ±17 Å, close to the polar
head groups of DPPC.

Figure 8. Density profiles of all additive atoms (upper panel) and only
terminal additive atoms (lower panel) within the membrane. The gray
curve depicts all atoms of DPPC from the pure system as a reference.

Figure 9. Density profiles of all additive atoms (upper panel) and only
terminal additive atoms (lower panel) within the membrane. The gray
curve depicts all atoms of DPPC from the pure system as a reference.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.7b06520
J. Phys. Chem. B 2017, 121, 8311−8321

8317

4. PUBLICATIONS

106



Radial Distribution Functions. In the last section, it was
found that the hydroxyl groups of the FTOH molecules are
primarily (or even exclusively in the case of FTOH 333 K)
located close to the polar head groups of DPPC. This leads to
the assumption of a strong directed interaction behind this
structural motif, most probably a hydrogen bond. To
investigate this claim, radial pair distribution functions
(RDFs) between the oxygen atom of the FTOH hydroxyl
group and several hydrogen bond acceptors in DPPC have
been computed. Again, the first 75 ns of simulation time have
been omitted from analysis to account for phase transitions in
the beginning of the simulations. The results are shown in
Figure 10. All curves except the orange one in this figure
correspond to the FTOH system, whereas the orange curve
results from the FTOH 333 K system as a comparison.

A first possible hydrogen bond acceptor in DPPC would be
each of the four phosphate oxygen atoms. The RDF between
the hydroxyl oxygen in FTOH and the phosphate oxygen
atoms is given by the red curve in Figure 10. From the very
weak first maximum, it can be concluded that this hydrogen
bond does not play a significant role in the FTOH system.
Next, the bridging oxygen atoms of the ester groups (i.e., those
which originally stem from glycerol) will be considered (blue
curve). This curve does not show a maximum at all at
reasonably low distances, such that also this hydrogen bond is
probably not present. Finally, the double-bonded oxygen atoms
from the ester groups are investigated. The corresponding RDF
(green curve) possesses a very distinct first maximum, which
reaches a value of around 15 (relative to uniform density). This
indicates a very strong hydrogen bond with a strong population.
Many of the FTOH molecules are therefore tightly bound to
the DPPC polar head group via their hydroxyl groups, which is
in line with the previous findings of a very slow diffusion of
both FTOH and additive molecules in the FTOH system. It
can be assumed that the hydroxyl groups of FTOH form an
extended hydrogen bond network with the DPPC ester groups,
virtually chaining all of the DPPC head groups together and
blocking lateral diffusion. The claim of a hydrogen bond
network is substantiated by the black curve, which depicts the
intermolecular RDF between different FTOH hydroxyl oxygen
atoms: The distinct first maximum indicates that there exist

many hydrogen bonds between neighboring FTOH molecules.
For comparison, the orange curve shows the RDF between the
FTOH hydroxyl oxygen and DPPC ester double-bonded
oxygen in the FTOH 333 K system. Despite having a slightly
lower first maximum due to the higher thermal movement of
the atoms, the picture is qualitatively the same as in the 323 K
system. Interestingly, it seems that an increase in temperature
of only 10 K helps to effectively overcome the hydrogen bond
network (see the signif icantly increased dif fusion constant), albeit
the hydrogen-bonding patterns are similar in the RDFs.
An additional structural question is if the chains of the

additive molecules are found mostly in an all-trans
conformation, or if other conformers are significantly
populated. A simple method of judging the conformation of
an alkyl chain is to measure the distance between the two
terminal carbon atoms within a certain molecule. All additives
in this study possess a chain of 10 carbon atoms, such that these
values can be directly compared. The intramolecular distance
histograms between the terminal carbon atoms of the six
systems which contain additives are shown in Figure 11.

As in most other analyses discussed before, the three systems
F10, FTOH, and FTOH 4:1 behave very similar in this plot, all
showing a distinct maximum at around 12 Å, which
corresponds to an all-trans conformation. There is a minor
contribution at 11 Å, indicating a few twists in the chain, but
this only concerns a few percent of all additive molecules over
time. In the FTOH 333 K system (orange curve), the
contribution at 11 Å is slightly increased, which can be easily
understood due to the higher thermal energy of the atoms. A
completely different picture arises for the remaining two
systems. In H5F5, there is a maximum at around 11.6 Å, which
corresponds to an almost untwisted chain, but the main
contribution is found in the lower distance region, down to
approximately 9 Å, depicting already a twisted chain. In the case
of H10, the maximum at large distances has almost vanished,
and the histogram shows that all possible conformers are
populated, down to very small distances of around 6 Å, which
would be best described as a random coil configuration. This
finding nicely agrees with the results from above, where it was
stated that n-decane possesses very weak interactions with

Figure 10. Radial pair distribution functions of possible hydrogen
bonds in the FTOH systems. All curves except the orange one are
from the system FTOH.

Figure 11. Intramolecular distance histograms between both terminal
carbon atoms in the additive chains.
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DPPC: A random coil configuration as found here is also
predominant in liquid bulk n-decane (without any membrane).

■ CONCLUSION
In this study, we used our recently developed perfluoroalkane
force field1 to perform molecular dynamics simulations of a
series of additive molecules with different types of philicities
inside a DPPC bilayer. On the basis of these simulations, we
investigate the effect of the additives on the structure and
dynamics of the membrane. To elucidate the effect of the
additives, we compare the simulations to a system with a pure
DPPC bilayer, without additive molecules.
On the basis of the temporal development of the area per

lipid values, we found that addition of perfluoro-n-decane and
fluorotelomer alcohol at 323 K leads to a phase transition of the
membrane (i.e., from liquid crystalline to the gel phase),
whereas the addition of n-decane and partially fluorinated n-
decane leaves the liquid crystalline phase intact. Addition of
fluorotelomer alcohol at a slightly increased temperature of 333
K prevents the phase transition from happening. The same
picture also emerges from analysis of the SCD order parameter
and the dihedral angle distribution in the tails. The gel phase is
characterized by the collective tilting of the lipid tails, which we
clearly observed in the tail vector projections. These results are
substantiated by the diffusion constants, which we calculated
from the mean square displacements: The systems in the gel
phase show a significantly reduced diffusivity for both DPPC
and additive molecules. The addition of nonfluorinated and
partially fluorinated n-decane, on the other hand, even led to an
increased DPPC diffusivity with respect to the pure bilayer. In
these two systems, the additive molecules possess a very high
diffusion constant, leading to the conclusion that they show
almost no interactions with DPPC, and move freely in the
center of the bilayer (like a lubricant between the layers).
From investigating the density profiles, we found that the

phase transition of the membrane not only reduces the area per
lipid, but increases the diameter of the membrane at the same
time, such that the molecular volume of DPPC remains almost
constant. While nonfluorinated n-decane and partially fluori-
nated n-decane ire found mainly in the middle of the bilayer,
perfluoro-n-decane penetrates significantly deeper into the
membrane leaflet, which triggers a phase transition. Fluo-
rotelomer alcohol is found almost exclusively inside the leaflet.
The hydroxyl groups of fluorotelomer alcohol point to the
outside of the bilayer in almost all cases. This is due to a very
strong hydrogen bond between the hydroxyl group and the
double-bonded ester oxygen atoms in the head group of DPPC.
The hydroxyl groups of the alcohol form an extended hydrogen
bond network with the DPPC ester groups, which chains these
molecules together and significantly hinders the lateral diffusion
of both DPPC and alcohol molecules. Interestingly, a slight
increase in temperature by only 10 K is already sufficient to
dynamically overcome this hydrogen bond network (as shown
by the increase of dif fusion constants), despite the hydrogen
bonds still being strongly populated.
Concerning the conformations of the additive molecules,

fluorotelomer alcohol is almost only present in all-trans
conformation with maximal spatial chain length (with the
hydroxyl groups pointing toward the polar head groups of the
membrane and the alkyl chains pointing inside the membrane).
Perfluoro-n-decane also prefers the all-trans configuration. This
effect reduces with partially fluorinated n-decane, which also
assumes other configurations over some time. Finally, non-

fluorinated n-decane has no preference for the all-trans
configuration and assumes all possible conformations, best
described as a random coil configuration. This is nicely in line
with the finding of very weak interactions between n-decane
and DPPC, because liquid bulk n-decane (without the influence
of a membrane) also prefers a random coil configuration.
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Marrink, S.-J. Methodological Issues in Lipid Bilayer Simulations. J.
Phys. Chem. B 2003, 107, 9424−9433.
(52) Brooks, B. R.; Bruccoleri, R. E.; Olafson, B. D.; States, D. J.;
Swaminathan, S.; Karplus, M. CHARMM: A Program for Macro-
molecular Energy, Minimization, and Dynamics Calculations. J.
Comput. Chem. 1983, 4, 187−217.
(53) Brooks, B. R.; Brooks, C. L.; Mackerell, A. D.; Nilsson, L.;
Petrella, R. J.; Roux, B.; Won, Y.; Archontis, G.; Bartels, C.; Boresch,

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.7b06520
J. Phys. Chem. B 2017, 121, 8311−8321

8320

109



S.; et al. CHARMM: The Biomolecular Simulation Program. J.
Comput. Chem. 2009, 30, 1545−1614.
(54) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R.
W.; Klein, M. L. Comparison of Simple Potential Functions for
Simulating Liquid Water. J. Chem. Phys. 1983, 79, 926−935.
(55) Jorgensen, W. L.; Madura, J. D. Temperature and Size
Dependence for Monte Carlo Simulations of TIP4P Water. Mol.
Phys. 1985, 56, 1381−1392.
(56) Brehm, M.; Kirchner, B. TRAVIS - A Free Analyzer and
Visualizer for Monte Carlo and Molecular Dynamics Trajectories. J.
Chem. Inf. Model. 2011, 51 (8), 2007−2023.
(57) Grace Development Team. Grace, 1996−2008. http://plasma-
gate.weizmann.ac.il/Grace/ (accessed June 2017).
(58) Williams, T.; Kelley, C.; et al. Gnuplot 4.6: An Interactive
Plotting Program, 2013. http://gnuplot.sourceforge.net/.
(59) Hartkamp, R.; Moore, T. C.; Iacovella, C. R.; Thompson, M. A.;
Bulsara, P. A.; Moore, D. J.; McCabe, C. Investigating the Structure of
Multicomponent Gel-Phase Lipid Bilayers. Biophys. J. 2016, 111, 813−
823.
(60) Wang, Y.; Gkeka, P.; Fuchs, J. E.; Liedl, K. R.; Cournia, Z.
DPPC-Cholesterol Phase Diagram Using Coarse-Grained Molecular
Dynamics Simulations. Biochim. Biophys. Acta, Biomembr. 2016, 1858,
2846−2857.
(61) Arnarez, C.; Webb, A.; Rouviere, E.; Lyman, E. Hysteresis and
the Cholesterol Dependent Phase Transition in Binary Lipid Mixtures
with the Martini Model. J. Phys. Chem. B 2016, 120, 13086−13093.
(62) Hianik, T.; Opstad, C. L.; Sandorova, J.; Garaiova, Z.; Partali, V.;
Sliwka, H.-R. Surface Properties of Polyene Glycol Phospholipid
Monolayers. Chem. Phys. Lipids 2017, 202, 13−20.
(63) Gobrogge, C. A.; Blanchard, H. S.; Walker, R. A. Temperature-
Dependent Partitioning of Coumarin 152 in Phosphatidylcholine
Lipid Bilayers. J. Phys. Chem. B 2017, 121, 4061−4070.
(64) Uppulury, K.; Coppock, P. S.; Kindt, J. T. Molecular Simulation
of the DPPE Lipid Bilayer Gel Phase: Coupling between Molecular
Packing Order and Tail Tilt Angle. J. Phys. Chem. B 2015, 119 (28),
8725−8733.
(65) Vermeer, L. S.; de Groot, L. B.; Reát, V.; Milon, A.; Czaplicki, J.
Acyl Chain Order Parameter Profiles in Phospholipid Bilayers:
Computation from Molecular Dynamics Simulations and Comparison
with 2H NMR Experiments. Eur. Biophys. J. 2007, 36, 919−931.
(66) Hofsas̈s, C.; Lindahl, E.; Edholm, O. Molecular Dynamics
Simulations of Phospholipid Bilayers with Cholesterol. Biophys. J.
2003, 84 (4), 2192−2206.
(67) Leekumjorn, S.; Sum, A. K. Molecular Simulation Study of
Structural and Dynamic Properties of Mixed DPPC/DPPE Bilayers.
Biophys. J. 2006, 90 (11), 3951−3965.

The Journal of Physical Chemistry B Article

DOI: 10.1021/acs.jpcb.7b06520
J. Phys. Chem. B 2017, 121, 8311−8321

8321

4. PUBLICATIONS

110



Conformational Space of a Polyphilic Molecule with a
Fluorophilic Side Chain Integrated in a DPPC Bilayer

Guido F. von Rudorff,[a,b] Tobias Watermann,[b] Xiang-Yang Guo,[b] and Daniel Sebastiani*[b]

We investigate the conformational space of a polyphilic mole-

cule with hydrophilic, lipophilic and fluorophilic parts inserted

as a transmembrane agent into a dipalmitoylphosphatidylcho-

line bilayer by means of all-atom molecular dynamics simula-

tions. Special focus is put on the competing structural driving

forces arising from the hydrophilic, lipophilic and fluorophilic

side chains and the aromatic backbone of the polyphile. We

observe a significant difference between the lipophilic and the

fluorophilic side chains regarding their intramembrane distri-

bution. While the lipophilic groups remain membrane-

centered, the fluorophilic parts tend to orient toward the

phosphate headgroups. This trend is important for under-

standing the influence of polyphile agents on the properties

of phospholipid membranes. From a fundamental point of

view, our computed distribution functions of the side chains

are related to the interplay of sterical, enthalpic and entropic

driving forces. Our findings illustrate the potential of rationally

designed membrane additives which can be exploited to tune

the properties of phospholipid membranes. VC 2017 Wiley Peri-

odicals, Inc.

DOI: 10.1002/jcc.24711

Introduction

Modifying the behavior of membranes formed from lipid

bilayers is of utmost importance for the development of medi-

cal applications. These modifications can range from small

changes affecting membrane flexibility to larger modifications

modifying the transport through membranes up to the forma-

tion of channels in the membrane. One way of modification is

the introduction of trans-membrane molecules into the lipid

bilayer. In our case, we use a special type of recently synthe-

sized polyphilic trans-membrane molecules.[1–3]

Polyphilic molecules[4–9] are compounds that consist of frag-

ments of different philicity. The molecules used here feature

many possibilities of functionalization to tailor the interactions

with the membranes toward different goals. The molecule we

use has a phenylene ring backbone which is terminated with a

glycerol group at either ends (see Fig. 1). In the middle of the

backbone, two side chains are attached—one of which is a

perfluoro-n-alkane, while the other one is a regular n-alkane.

This molecular structure ensures a transmembrane orientation

of the backbone, yielding an anchor point for the alkane/per-

fluoroalkane chains at the center of the membrane (Fig. 2).

The use of perfluoroalkanes is particularly interesting, as

they are of interest in a wide range of applications in biologi-

cal systems. Studies on fluorocarbons and fluorinated amphi-

philes[10] included the use for in vitro protein synthesis and

protein suluabilization,[11] pulminary drug delivery,[12] and also

induced changes in vesicle properties such as permeability

and interaction in biological systems.[13,14]

Several variations of the hydrophilic end groups and side

chains of the polyphile have been synthesized and inserted

into phospholipid bilayers, to tune aggregation behavior and

order parameters of these additives.[1,2,5,15] In our work, we

focus on a simple yet representative molecule (see Fig. 1) to

reduce the computational cost of our simulations, and in turn

allow for an adequate equilibration of the system. The used

molecule features small hydrophilic end groups and two side

chains of similar length.

In our simulations, we want to elucidate the structural driv-

ing forces which arise from the molecular interactions between

a single polyphilic molecule (see Fig. 1) and a phospholipid

membrane. This includes the orientation of the polyphile with-

in the membrane and the conformational preferences of its

side chains of different philicities.

Experimentally, polyphilic molecules are known to integrate

inbetween a lipid bilayer membrane, even though perfluoro-n-

alkanes are not miscible with n-alkanes.[16–19] As the model

membrane environment is particularly well-understood, and

offers a controlled separation of lipophilic and hydrophilic

phases while consisting of only two simple kinds of molecules,

we consider them to be an ideal candidate family for our set-

up. As dipalmitoylphosphatidylcholine (DPPC) is used in our

collaborating experimental groups[3] and well-covered in force-

field support, we decided to use DPPC as a first membrane

system. Parameters for the fluorophilic parts of the polyphiles

have been developed and tested in a previous paper[20] and

will be extended to cover the full polyphilic molecule.
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Methodology

System

In our simulations, we use the molecule shown in Figure 1, a

triphilic molecule in a DPPC bilayer environment. This mole-

cule has been used in recent investigations within and outside

of membranes. It offers a phenyl backbone with a length that

allows for a transmembrane arrangement of the hydrophilic

headgroups. In this transmembrane orientation, the two side

chains, one alkyle and one perfluoroalkyle are fixed in the

membrane center by their connection to the central phenyl

ring. We perform simulations starting from two different start-

ing conformations in two different orientations. We chose the

two low energy conformations of the side chains that offer a

strong change in the overall conformation of the molecule: all-

trans (x-shaped) and all-trans with the first dihedral at the cen-

tral phenyl ring turned by 180 degree (cross). Additionally, we

started from two different orientations of the phenyl back-

bone: either directly perpendicular to the membrane plane or

tilted by an angle of about 15 degrees. This is a typical angle

found in experiments. As the polyphilic molecule is slightly

longer than the membrane thickness, this angle also allows for

the hydrophilic headgroups to arrange next to the DPPC head-

groups. A more detailed description of the four starting points

of our simulations can be found in the Supporting

Information.

Computational details

All calculations are performed at atmospheric pressure, while

the temperature has been set to 330 K. This temperature is

just above the transition temperature of the membrane lipids

from the gel state to the liquid state,[21,22] which is reproduced

by the classical force field.[23] Simulations below this transition

temperature are expected to be less insightful, as the mobility

of the lipids is highly reduced, which means that very little to

no movement is to be seen on the timescales accessible with

our setup. With 330 K, we have chosen a temperature that is

as near to room temperature as possible, that is also still in

the experimentally relevant temperature range for pattern for-

mation of the polyphilic molecules within the membranes.

We perform NPT calculations with a timestep of 1 fs in all

cases, the trajectories have been equilibrated for 5 ns and run

for a total of 50 ns each or 200 ns total. Additionally, one sim-

ulation with rigid bonds and a timestep of 2 fs for 400 ns is

performed to assess the diffusion. Mean square displacements

show a diffusion in good agreement with experimental

Figure 1. Chemical structure of the polyphilic molecule considered in this work.

Figure 2. Single polyphile (all-atom representation) in a DPPC environment.

The phosphorus atoms of the lipid head groups are denoted by orange

spheres, the green layer is the volume occupied by the hydrocarbon tails

of the lipids and the gray blocks show the volume occupied by the water

layer. In simulations, the system was treated with periodic boundary condi-

tions, effectively representing an infinite stack of infinite layers. [Color fig-

ure can be viewed at wileyonlinelibrary.com]

FULL PAPERWWW.C-CHEM.ORG

Journal of Computational Chemistry 2017, 38, 576–583 577

4. PUBLICATIONS

112



values[24] for the DPPC molecules. The diffusion constant of

the polyphile slower than the DPPC molecules by roughly a

factor of 2. The vdW cutoff follows the force field specifica-

tions[23] for lipid membranes, the electrostatics are treated

with PME. The simulation setup consists of a pre-equilibrat-

ed[23] DPPC bilayer of 288 lipids enclosed by a water layer of

roughly 10Å which sums up to a simulation box of

95395368 Å
3
. For our calculations, we chose the CHARMM

force field,[25,26] which comes with both an extensively tested

support[23] for a broad range of lipids and a clear parametriza-

tion procedure. For the glycerol end groups there are parame-

ters available.[27,28] Recently, we have presented parameters for

perfluoroalkanes.[20] As these parameters already cover the

side chains of the polyphilic molecule in Figure 1, only some

additional parameters were needed for proper coverage of the

molecule. For them, we strictly followed the CHARMM parame-

trization procedure,[26] as discussed in the Supporting Informa-

tion, where the resulting parameters as well as technical

details[29–41] are listed. For all calculations, SHAKE constraints

have been used for the water molecules only. While Lennard-

Jones radii of 1.47 Å[42,43] and well above 3 Å[44] are common

in literature, we have used the Lennard-Jones radius of 1.37 Å

from our previous work. This value, along with the matching

dihedral and angular potentials, has been shown to reproduce

the helical structure of long perfluoro-n-alkanes as well as liq-

uid densities over a wide pressure and temperature range.

The quantum chemical reference data (geometries, Hessians,

charges) required for parametrization has been calculated by

Gaussian 09.[45] All classical simulations were done by namd

2.9.[46] For analysis, we used VMD[47] and its Force Field Tool-

kit[34] together with MDAnalysis[48] and its RMSD alignment

code.[49] For simulation preparation, a few tools from the GRO-

MACS suite[50] have been used, as well.

Membrane insertion protocol

Simulating any molecules within membrane environments

requires a “soft” procedure to embed the (smaller) molecules

into these membrane snapshots. There are several established

methods[51,52] to achieve a smooth insertion. A frequently

applied protocol consists of shrinking the molecule drastically,

then put it into the membrane at the desired location and

scale it back to its original size. Simultaneously, energy minimi-

zations are performed and all those molecules are removed

which overlap with the inserted molecule. It turns out that in

our context, the removal of lipids eventually leads to large

holes in the membrane bilayer.

Therefore, we have somewhat modified this approach.

Instead of removing any lipids, we create a repulsive force

between them and the atomic centers of the molecule to be

inserted. The size of the area where these forces are applied is

slowly increased during a thermostatted molecular dynamics

simulation, until the lipids have moved apart, creating suffi-

cient space for the new molecule with the conventional force

field interactions. Finally, the membrane and the new molecule

can be added together without any clashs or collisions.

Results and Discussion

Intramolecular bending

The overlap of the intramolecular conformational space of the

polyphile between the four independent trajectories repre-

sents an indicator of the convergence of our conformational

sampling. To this end and also to characterize the conforma-

tional behavior of the polyphile in the membrane, we analyze

two representative angles which characterize the orientation if

the polyphile within the DPPC membrane.

The first angle is the smallest angle between the backbone

of the polyphilic molecule and the normal vector of the mem-

brane. This means that if the backbone is perpendicular to a

single membrane layer, the angle a is zero, otherwise it is the

minimum angle regardless of the rotation of the polyphilic

molecule around the normal vector of the membrane layer. As

there are two lipid layers in the bilayer membrane, we have

two angles, a1 and a2 which are the angle a for the top and

for the bottom layer of the membrane. Technically, this angle

is calculated from the vector between the center of mass of

the middle phenylene ring of the backbone and the center of

mass of the last one and the membrane normal vector.

The second angle b is the bending angle of the phenylene

ring backbone of the polyphilic molecule. A straight polyphile

corresponds to an angle of b5180�. The specific angle defini-

tion is visualized in Figure 3 (top).

Figure 3 shows that the distribution of the angles ai is quite

similar for the trajectories and that the initial configurations

have only little influence on the actual distribution. This means

that the overlap between the conformations of the backbone

is very high, hinting toward correct sampling of the system.

Figure 3 also shows that the reorganization of the lipid

head groups on insertion of the polyphilic molecule into the

membrane happens very fast. This can be deduced from the

fact that none of the four trajectories has a hot spot around

the angles the respective setup has been initialized with. As

stated in the methods section, the initial conformations were

perpendicular to the membrane plane (ai 5 0) or tilted by 15

degrees (ai 5 15). For no trajectory, there is a hot spot at that

position. The highest density in the histogram is around

a1 5 35 a2 5 45 which is considerably off the initial value. Fig-

ure 3 clearly shows that there is practically no probability of

finding the polyphilic molecule somewhere near to the fifteen

degrees. This means that the local ordering of the head group

lipids should be observable within the timescale of 50 ns.

From the data in Figure 3, it is also clearly visible, that those

orientations are preferred where the two angles ai are not

equal. This means that the backbone is bent most of the time.

This bending can be further investigated by having a look at

the angle b which is defined in Figure 3 and the distributions

of which are shown in Figure 4.

Figure 4 shows the distribution functions of the backbone

bending angle b of the polyphilic molecule for each of the four

independent trajectories. The distribution maxima vary between

1508 and 1658, the tails extend up to 1308 and 1458. The variance

observed for the different trajectories shows that full phase
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space convergence has not yet been reached. Nevertheless, the

similarity between the distribution functions indicates that the

characteristics of the distribution functions are most probably

realistic. A feature common to all trajectories is the absence of

conformations with angles b close to 1808 (despite the normali-

zation with 1=sinb. This indicates that the polyphiles are always

bent when inserted in the lipid membrane. This bending is

indicative of a slight mismatch between the length of the lipo-

philic core of the polyphile and the thickness of the DPPC mem-

brane. This result might have implications on experiments

where the backbone is assumed to be straight in the analysis

and interpretation of measurement results.[53]

Side chain localization within the membrane

The most important yet open question regarding the side

chains of the polyphilic molecule is about their orientation

within the membrane. As they are connected to the same

phenylene ring in the middle of the backbone of the poly-

philic molecule which happens to be in the middle of the

membrane layer at all times in the simulation setup, the posi-

tion of the terminal CH3 or CF3 groups of the side chains is a

simple yet effective measure for describing the alignment of

the side chains. If these terminal groups are near to the mid-

dle of the membrane, the side chains are located between the

two lipid layers, making use of the low density at that part of

Figure 3. Top, centered: Definition of the membrane surface contact angles a1, a2 of the polyphile (only the phenylene ring backbone is shown). Red dots

denote the center of mass of the carbons of the respective ring. Bottom: Twodimensional histograms of (a1, a2) for each independent trajectory. [Color fig-

ure can be viewed at wileyonlinelibrary.com]
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the system. If the terminal groups are far away from the mid-

dle of the membrane, that is, near to the head group region

of the lipids, then they have to be aligned parallel to the alkyl

strands of the lipid molecules due to the geometric con-

straints. For the rest of the analysis, we have considered the

middle 10 Å of the membrane layer to qualify for a orientation

of the side chains in the middle of the membrane, that is the

first case described above. Therefore, if the distance of the ter-

minal group of each side chain from the middle of the lipid

bilayer is more than 5 Å, then the side chain is considered to

be aligned along the alkyl strands of the lipids. While we

exspect the alkyle side chain to be very compatible with the

lipid chains of the DPPC, the prevalent interaction of the per-

fluorinated parts can be influenced by both, the stiffness of

the side chain and the low miscibility of alkane and perfluor-

oalkane chains.

Using namd2, we calculated the interaction energies for the

following pairs along 550 equidistant snapshots over the

whole trajectory.

� DPPC lipid—all other DPPC lipids

� polyphile—all other DPPC lipids

� DPPC headgroups—non-fluorinated side chain of the

polyphile

� DPPC headgroups—fluorinated side chain of the

polyphile

From the calculations, it is clearly visible that the single

polyphile is well-stabilized in the membrane by the interaction

with the other DPPC lipids, with the largest contribution com-

ing from the van der Waals interactions. For the two side

chains, we observe a stabilizing electrostatic interaction with

the lipid headgroups only for the fluorinated side chain. This is

not observed for the non-fluorinated side chain.

During the molecular dynamics simulation, the instanta-

neous interaction energy between the DPPC lipids and the

polyphile varies both for the van der Waals and for the Cou-

lomb contribution. Insight into the flip-flop dynamics could be

gained in future work by evaluating this difference in the

intermediate state, but is at this time unfeasable due to the

limited sampling caused by both, the rarity and speed of the

flip-flop events. Histograms and further analysis of the interac-

tion energies can be found in the Supporting Information.

However, over the course of the trajectory, a distribution of

energies is sampled. This distribution has a large variance for

either components. During flip-flop events, one would expect

the distribution to be different, as the intermediate states are

not energetically stable. In theory, knowing the difference in

distribution of the interaction energies for flip-flop events as

compared to the stable side-chain orientation would allow to

assess the energetics of the flip-flop process. However, this

process is seen very rarely in the trajectory and—due to its

unstable intermediate states—completes fast, which drastically

affects sampling to an extend that the distribution of interac-

tion energies does not seem to be converged even for the

length of our trajectories. Obtaining the interaction energy

during such flip-flop events would require even longer trajec-

tories or biasing methods confining the system to consecutive

snapshots along a reaction coordinate.

Figure 5 shows that both cases can be observed with com-

parable probability. Switching between these two states is fast

and typically takes less than 1 ns. This feature makes this sam-

ple system even more interesting, because the energy barrier

between the three possible metastable conformations of any

side chain seems to be rather small. Still, is is more likely to

observe the side chains parallel to the alkyl strands than in the

middle of the membrane (see Table 1).

For the case where the side chains of the polyphilic mole-

cule are oriented along the alkyl strands of the lipids, there

are two sides of the membrane the side chains can point to.

This side does not necessarily stay the same in our simulations,

as in total, there are some 15 changes in total. Again, this

whole side chain layer switch process happens very fast (typi-

cally, between 5 ns and 10 ns for the alkyl side chain and

about 15 ns for the perfluorinated side chain). This flip flop,

that is, a full transition from pointing to one lipid layer to

pointing to the other lipid layer without any stable intermedi-

ate third state is very fast compared to the times expected for

a flip flop of a complete molecule—for model membranes,

fast flip flops happen within seconds and slow ones are to be

observed within minutes.[54] Most likely, this is a result of the

chemical compatibility between the fluorinated side chains

and the fatty environment within the membrane. This assump-

tion is supported by higher flip flop durations for the chemi-

cally less compatible semifluorinated side chain.

Figure 5 shows the temporal evolution and the time-

averaged spatial distribution functions of the terminal CH3/CF3

groups of the side chains of the polyphile within the mem-

brane. The four independent trajectories are shown separately.

The characteristic shape of the temporal evolution varies con-

siderably among the independent runs: The first and last

Figure 4. Top: Definition of the backbone bending angle b. Bottom: Distri-

bution functions (histogram renormalized with 1/sinb for each of the four

trajectories. [Color figure can be viewed at wileyonlinelibrary.com]
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trajectory show both CF3 and CH3 groups at stable localiza-

tions near the hydrophilic head groups (whose phosphorous

atoms have an average coordinate of 620 Å), with a single

crossover event from the “upper” to the “lower” head group

region. In contrast to this, the second and third trajectory

exhibits a less stable motional pattern of the CH3/CF3

endgroups, with a considerable probability in the center

region of the bilayer (0 6 5 Å, gray shaded area). This variabili-

ty indicates that our phase space sampling cannot yet be con-

sidered as converged. Nevertheless, a clear trend is visible in

the distribution functions toward a higher presence probability

of the side chain endgroups in the vicinity of the lipid head-

group region, that is, around 615 Å. This trend is visualized

even more concisely in Figure 6, where all four trajectories are

shown in symmetrized and averaged form.

Figure 6 also shows that the tendency of localizing the CH3/

CF3 endgroups toward the lipid headgroups is stronger for the

perfluorinated chains than for the conventional alkane chains.

To formulate characteristic parameters for the distributions

(Fig. 6) extracted from our simulations, we have fitted the dis-

tribution functions to a Poisson-type function:

PkðkÞ5
kk

k!
e2k

We see that this assumed probability distribution of the loca-

tion of the side chains closely fits the simulation data for both

side chain types. In the Supporting Information, we have

shown that this Poisson-Gaussian fit works equally well for

simulations at higher temperatures alongside a detailed

description of the fitting process.

From the fit in Figure 6, we can obtain a relative weight for

the terminal groups being at the center of the membrane

(modeled by the Gaussian component of the fit) and for them

being found in the outer part of which near the lipid head

groups (modeled by the Poisson component). The compo-

nents are shown in Figure 6, as well. According to them, the

alkyl side chain is found in the center of the membrane 56%

of the time, whereas the fluorinated side chain is found there

26% of the time. This clearly shows a tendency for the fluori-

nated side chain to avoid the center of the membrane.

Table 1. Probability (%) of the side chain integration combinations where

the perfluorinated side chain and the alkyl side chain are on the same

side, the opposite lipid layer, or neither of these two options.

Trajectory Same Opposite Undefined

Cross shaped initial geometries 38 36 27

x-shaped initial geometries 9 61 30

Overall average 23 48 28

Figure 6. Histogram of the terminal group positions along the membrane

normal vector and the alkyl side chain (top) and the perfluorinated side

chain (bottom). The histogram from the simulation (circles) can be suitably

explained by a Poisson-Gaussian fit (thick) which consists of three contribu-

tions (thin). The histogram from the simulation has been symmetrized.

[Color figure can be viewed at wileyonlinelibrary.com]

Figure 5. Trajectory (left) and distribution (right) of the terminal CF3/CH3

groups (green/blue) of the side chains of the side chains of the x-shaped

polyphile relative to the membrane center. The shaded bar is considered

as the center region. All four trajectories are shown independently. [Color

figure can be viewed at wileyonlinelibrary.com]
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Conclusions

We have determined the transmembrane orientation and intra-

molecular conformational distribution of a polyphilic molecule

within a DPPC bilayer by means of all-atom molecular dynam-

ics simulations of a total duration of 0.6 ls. The polyphile was

structurally designed to introduce short perfluorinated and

regular alkane chains into the center of the membrane, in

view of modifying the membrane properties by its partially flu-

orophilic character.

Our simulations show that the polyphile is indeed commen-

surate with the membrane, albeit a certain intramolecular

bending and an inclination with respect to the membrane

plane is observed, which is assigned to a slight size mismatch

between the membrane and the lipophilic backbone of the

molecule. We find an interesting difference in the orientational

preferences between the perfluorinated side chain and the

conventional alkane chain. The perflourinated side chain ori-

ents along the lipophilic chains and toward the phosphate

headgroups of the DPPC molecules, while the alkane side

chain remains mostly in the center of the bilayer.

The self-diffusion for the lipids is in good agreement with

experimental data. The diffusion constant of the polyphilic

molecule is smaller by a factor of about 2. This illustrates that

the polyphile is almost as mobile as a regular lipid, despite its

twofold anchoring at both lipid-water interfaces and its addi-

tional side chains within the membrane.

Our simulations are a first step toward the understanding of

intramembrane structure of polyphilic molecules with specifi-

cally designed side chains of different philicity. These mole-

cules have the potential to enable a controlled modification of

membrane properties such as water and ion permeability. In

this context, the conformational space of the side chains is the

key to the understanding of their structure–function

relationships.

Keywords: polyphilic molecule � transmembrane � DPPC � per-

flourinated side chain � molecular dynamics
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Abstract: We analyse the initial stages of cluster formation of polyphilic additive molecules which
are solvated in a dipalmitoylphosphatidylcholine (DPPC) lipid bilayer. Our polyphilic molecules
comprise an aromatic (trans-bilayer) core domain with (out-of-bilayer) glycerol terminations,
complemented with a fluorophilic and an alkyl side chain, both of which are confined within the
aliphatic segment of the bilayer. Large-scale molecular dynamics simulations (1µs total duration) of
a set of six of such polyphilic additives reveal the initial steps towards supramolecular aggregation
induced by the specific philicity properties of the molecules. For our intermediate system size
of six polyphiles, the transient but recurrent formation of a trimer is observed on a characteristic
timescale of about 100 ns. The alkane/perfluoroalkane side chains show a very distinct conformational
distribution inside the bilayer thanks to their different philicity, despite their identical anchoring
in the trans-bilayer segment of the polyphile. The diffusive mobility of the polyphilic additives is
about the same as that of the surrounding lipids, although it crosses both bilayer leaflets and tends
to self-associate.

Keywords: lipid bilayer; DPPC; bolapolyphile; diffusion coefficient; perfluorinated;
molecular dynamics (MD)

1. Introduction

Molecules which have the ability of self-assembling are of huge interest for biochemical
(lipid bilayers), and nanosized materials [1]. To understand such behavior is crucial for the rational
design of model and advanced systems. Many molecule types have been inserted into lipid bilayers
in experiment and in simulations to understand their behavior. This ranges from early attempts by
inserting alkanes into a lipid bilayer system to see where they are located inside the system [2], up to
the latest investigations of fluorinated alkanes and alcohols [3]. In extend to those publications we
investigated a very complex compound combining many philicities in one molecule. These so called
polyphilic molecules, as the name suggests, are compounds consisting of fragments with different
philicities. Special attention is paid here to polyphiles that contain a rigid rod-shaped aromatic core
with opposing end groups and lateral groups with different philicities. The two end groups are
typically highly polar, allowing the formation of multiple hydrogen bonds, which is only possible
in the headgroup region of the bilayer and in the aqueous phase, whilst the lateral groups are alkyl,
partially fluorinated or perfluorinated chains [4]. This novel class of molecules have received significant
attention in recent years [5–10]. Polyphilic molecules can be used to modify the phase transitions
temperature of a lipid bilayer [11] and also serve as a drug delivery agent [12,13]. Furthermore, they
cause effects like compression or stretching of bilayer systems which was recently shown [11,14–18].
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Fluorocarbon compounds are also studied for influencing the metabolism of rats [19,20] and for in vitro
synthesis of lipid bilayer proteins [21].

To fully understand why this type of molecules influences the bilayer properties, the polyphilic
molecules themselves have to be studied on a molecular scale. The molecule (B16/10) being
investigated in this work possesses three philicities, namely fluorophilic, hydrophilic and lipophilic
parts [6–10,22]. The rigid aromatic phenylene–ethynylene-backbone forms its frame structure, and two
hydrophilic groups are terminating this backbone chain. In the middle of the backbone, two side
chains are attached, one of which is a perfluoro-n-alkane, the other is a regular n-alkane (see Figure 1).
The length of the side chains can be derived from the name (16 carbon atoms for the alkyl chain and
10 carbon atoms for the perfluorinated alkyl groups). This molecular structure ensures a trans-bilayer
orientation of the backbone, yielding an anchor point for the alkyl/perfluoroalkyl chains at the
center of the bilayer. Mobile aliphatic side chains and polar end groups offer many possibilities of
functionalization to tailor the interactions with the bilayers. As the fundamental building blocks of
cellular membranes, phospholipid bilayers play a decisive role in many of their biological functions.
The modification of lipid bilayer functions via interactions with biomolecules such as proteins or
peptides has been widely investigated [23–26]. Due to experimental investigations of the influence
of purely synthetic molecules on DPPC bilayers [14,15,27], it serves perfectly as a model system
for thorough investigation of the influence of our polyphilic molecules on the bilayer properties.
The concept of polyphilicity was even recently used for directly modifying the lipid bilayer itself by
perfluorinating the end of the lipid tails [28].

B16/10B16/10

Figure 1. Molecular structure of the polyphilic molecule B16/10 and dipalmitoylphosphatidylcholine
(DPPC) molecule studied in this report.

The available experimental results show that, when bolapolyphile molecules (BP) are incorporated
into gel phase lipid (DPPC) bilayers, the formation of large BP domains within the bilayer and a
separation into different lamellar species can be observed [16,17]. The thermal behavior of the lipid
bilayers was drastically altered upon BP incorporation and several endothermic transitions above Tm

of pure DPPC bilayer occurred [11]. In the liquid phase, the BPs were homogeneously distributed in
the lipid bilayer plane [11,16].

Lipid bilayer simulations have reached an exciting point, where the time and length scales of
simulations are approaching experimental resolutions and can be used to interpret experiments on
increasingly complex model bilayers. Within molecular dynamics (MD) of hybrid-bilayer systems,
one is able to get an insight into the dynamical behavior on a molecular scale. Therefore, these
simulations provide complementary information to experiments [25,29–34]. Furthermore, they
can yield molecular-level insight into the structure and dynamics of these systems with a spatial
resolution and time-scale that may not be feasible experimentally. Summarized, they serve as rich
sources of quantitative data on molecular flexibility, lipid diffusion, ordering and atomic interactions.
A detailed understanding of lipid bilayer properties is necessary to fully understand their important
biophysical characteristics.

Previously, we have reported a MD study of one single B16/10 molecule inserted as a trans-bilayer
agent into a dipalmitoylphosphatidylcholine (DPPC) bilayer [35]. The results showed that B16/10
is commensurate with the bilayer, and at the same time, a certain intramolecular bending and
an inclination with respect to the bilayer plane is observed. While the lipophilic groups remain
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bilayer-centered, the fluorophilic parts tend to orient towards the phosphate headgroups, which is due
to a slight size mismatch between the bilayer and the lipophilic backbone of the molecule.

In the present work, MD simulations with full atomic detail were carried out for a small
trans-bilayer cluster containing six B16/10 molecules embedded into a DPPC bilayer on a large
time scale. The difference of the dynamical and structural properties of the DPPC bilayer between
pure bilayer system and the mixture of the lipid bilayer with B16/10 molecules is illustrated.
The configurations and dynamics of incorporated B16/10 are studied. The results are compared
with available experimental and literature data.

2. System Setup and Computational Details

A small cluster of six B16/10 molecules was embedded into a DPPC bilayer consisting 288 lipid
molecules (144 per leaflet). The mixed molecular system was hydrated using 8756 TIP3 water molecules.
The resulting periodic box has a dimension of 98× 98× 68 Å

3
. A snapshot of the system is shown

in Figure 2.

Figure 2. A snapshot of the simulated system containing six B16/10 molecules, 288 DPPC molecules
and 8756 water molecules. Periodic boundary conditions were used in all directions. Atoms of B16/10
molecules and Phosphorus atoms of DPPC headgroups are represented by solid spheres. Phosphorus
atoms are green, Fluorine atom of B16/10 side chains are pink, carbon atoms are cyan. All the lipid tails
of DPPC are represented by cyan lines. One can see, that the backbone of the polyphile (cyan spheres)
is bent and not straight.

The initial configurations of B16/10 molecules was selected based on the experimentally observed
phase formation of similar structured molecules. According to the experimental results, similar
structured B12 molecules spontaneously self-organize in lipid bilayers (DPPC), forming ordered
snowflake like structures with 6-fold symmetry in giant unilamellar vesicles [16,17]. Furthermore,
the initial structure completely vanished after an equilibration time of 20 ns. The first 20 ns have been
omitted in all analyses. The structure after the equilibration is shown in Figure 3 as a top view onto
the system.

All MD simulations in this work were performed by software package namd 2.9 using the
CHARMM force field [32,36,37]. The detailed parameters for B16/10 are presented in a previous work
of our group [38]. Three dimensional periodic boundary conditions were used. The system is kept at a
constant pressure of 1 bar and a constant specified temperature (isobaric-isothermal NpT ensemble)
using a modified Nose–Hoover method in which Langevin dynamics is used to control fluctuations
in the barostat. The semi-isotropic pressure coupling was applied separately for the bilayer plane
and bilayer normal with a coupling constant of 1 bar. Experimentally measured phase transition
temperature of a DPPC bilayer is between 313 and 315 K [16,17]. It is experimentally observed that
the presence of polyphile molecules increases this phase transition temperature. In order to avoid a
simulation in a gel phase, we set the simulation temperature to 335 K in this work.
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Figure 3. A snapshot of the simulated system as a top view after an equilibration time of 20 ns.
The polyphiles are colored and a clustering can be observed for some of the molecules. The simulation
cell dimensions are shown as blue rectangle.

The system was simulated for 1µs with a time step of 2 fs. The bond lengths were constrained
using the SHAKE algorithm. The vdW cutoff follows the force field specifications for lipid bilayers.
A particle mesh Ewald summation was used to calculate the electrostatic interactions. Cutoff radius
for van der Waals interactions was set to 1.0 nm. Particle mesh Ewald (PME) summations were applied
for long-range electrostatic interactions with a grid spacing of 0.12 nm and a cutoff radius of 1.0 nm
was employed for real space summation. For the purpose of comparison, simulations of a pure DPPC
bilayer was carried out under same conditions. The TIP3P water model was used to solvate the
system. Data analysis of the trajectories were done by using VMD plugins [39], the python module
MDAnalysis [40], the freeware program package TRAVIS [41] and our own codes.

3. Results and Discussion

Statistical analysis was carried out to characterize the dynamical and structural properties of
B16/10 trans-bilayer molecules inside a DPPC bilayer. In particular, we (i) calculated the lateral
diffusion coefficients of DPPC and B16/10 molecules and (ii) investigated the axial location and
orientation of B16/10 molecules and internal structure of B16/10 cluster. The results are compared
with a pure DPPC bilayer system, available experimental data and former results of our group.

3.1. Lateral Diffusion

Investigation of DPPC and B16/10 molecules lateral mobility in a planar lipid bilayer are carried
out and the results are compared with the pure bilayer system. The averaged self-diffusion coefficients
of B16/10 and DPPC molecules are calculated from the mean squared displacement (MSD) 〈r2(t)〉
using the Einstein relation:

MSD(t) = 〈r2(t)〉 = 〈[r(t)− r(0)]2〉 (1)

D =
1

2d
lim
t→∞

d
dt
〈[r(t)− r(0)]2〉, (2)

where d is the number of dimension which is 2 for our calculation. The MSD is calculated with respect
to the center of mass (COM) of all lipid molecules to avoid artifacts from water layer movement.
The averaged MSD for DPPC and B16/10 molecules are shown in Figure 4.
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Figure 4. Mean square displacement of lipids in a pure DPPC bilayer (red), the lipids (blue) and B16/10
molecules (green) in the mixed system (lipids/B16/10).

The calculated self-diffusion coefficient of pure DPPC at 335K as presented in Table 1 is in
very good agreement with the experimentally determined value of 14.2 ± 1.2 ×10−12 m2/s [42].
The diffusion coefficient of B16/10 molecules is slightly lower than the diffusion coefficient of the
lipids in a pure bilayer. For the mixed system, we find high diffusivity values for the lipid molecules,
which is unexpected.

Table 1. Lateral self-diffusion coefficients (D) at 335 K obtained from MD simulation (MD)
and experimental data from literature (exp) [42]. Uncertainties are given as three times the
standard deviation.

D/(10−12 m2/s) Lipids (Pure DPPC) Lipids (mix) B16/10 (mix)

MD 13.9 ± 0.3 24 ± 0.6 10.7 ± 0.3
exp 14.2 ± 1.2

3.2. B16/10 Radial Distribution Functions

We calculated the pair correlation function, g(r), as the probability of finding a pair of B16/10
molecules at distance r apart, relative to the probability expected for a completely random distribution
at the same density [43]. The g(r) of the center of mass for each central phenylene ring of a B16/10
molecule (COR-COR) and of its terminal groups (CH3 and CF3) is shown in Figure 5.
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Figure 5. Radial distribution functions of the center of the central phenylene ring (COR), CF3 and CH3

terminal groups of B16/10 molecules within the DPPC bilayer.

We observe a clustering effect documented by the two peak nature in the radial distribution
function. The first peak at 7 Å distance shows that two B16/10 molecules are directly adjacent to
each other, as there is no space for interlaced molecules. Nevertheless the lipid molecules force the
B16/10 molecules to tilt a little away from a coplanar orientation and causing this distance of 7 Å.
Due to the tilt and high distance, pi–pi stacking does not frequently occur. Nevertheless, the radial
distribution function has also non-zero values below 7 Å, which at least can be interpreted as possible
pi–pi stacking. As there are only six B16/10 molecules in the system, effects of a big ensemble like
in experiment [11,17] cannot be captured and therefore a strong pi–pi stacking behavior cannot be
excluded even though it is unfavorable in our simulation. The second peak at 12 Å shows that a third
B16/10 molecule is forming a little cluster with the other two. As the second peak is not double of the
first one it can be seen that they are not completely aligned but forming a triangle. The clustering can
be seen in Figure 6. Comparing Figures 3 and 6, one can see that the molecules inside the cluster are
exchanging within the simulation.

Figure 6. Snapshot of the top view onto the system showing the clustering of the B16/10 molecules.
Namely the red, yellow and black colored molecules form a cluster, whereas the green and orange
molecules are surrounding the cluster. Compared to Figure 3 (same coloring of the molecules), one can
see that the cluster exchanges the molecules within the simulation. The simulation cell dimensions are
shown as blue rectangle.
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Having this in mind it is even more surprising that the diffusion coefficient discussed in the
previous section of 11× 10−12 m2

s for B16/10 (see Table 1) is rather high. This clustering behavior of
x-shaped molecules like the non-perfluorinated B12 molecule was also observed experimentally [11,17].
Therefore it can be assumed that by perfluorinating one side chain, the clustering behavior is
maintained. For the terminal groups CH3 and CF3 there is only one well defined peak at around 3 Å
for CH3 and at 5 Å for CF3. Beyond this there is a smooth decay to unity apart from residual structure
but with no recognizable pattern. All in all this shows that there is a correlation of the backbones of
the B16/10 molecules forming a little cluster whereas there is no correlation of the side chains aside
from pairwise orientation.

3.3. B16/10 Backbone Angles Distribution

We use three angels α1, α2 and β to characterize the orientation of B16/10 backbone within the
bilayer as shown in Figure 7. The distributions of the three angels are displayed in Figure 8.

Figure 7. Angels between the bilayer normal and B16/10 backbone (α1 and α2) and backbone bending
angle β.
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Figure 8. Probability distribution of backbone angles α1, α2 and β.

The calculated angular distributions of the B16/10 backbone are in very good agreement with our
former results of a single B16/10 molecule inside a DPPC bilayer [35]. The B16/10 molecules are well
incorporated into the lipid bilayer, cross the whole bilayer with their well-matched hydrophobic core
length and adapting into the bilayer by a slight tilt.

3.4. B16/10 Terminal Group Integration and Side Chain Orientations

In Figure 9 the averaged position distribution of CF3 and CH3 terminal groups of B16/10
molecules relative to the center of mass of the system is shown. For avoiding artifacts, the center of
mass movement of the whole system has been subtracted. The center of the lipid bilayer is denoted

125
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by z = 0 and z is the axis along the normal of the bilayer plane. The bilayer itself has a thickness
of approximately 40 ± 2.5 Å. As one can see in Figure 9, both side chains approach the head group
region of the bilayer. Nevertheless the CF side chain tends to stay more in the headgroup region than
the CH chain. The combination of higher solubility inside the leaflets (which was recently shown by
Brehm et al. [3]) and sterical issues force the CF3 terminal group to stay in the headgroup region as
in direct comparison the CF side chain is nearly inflexible whereas the CH side is more flexible and
thinner which makes it easier for the CH chain to find its way through the lipid bilayer. Not surprising
is, that the CH3 terminal group has a high occurrence in the middle of the bilayer, as this the most non
polar region of the bilayer which has been observed in experiment before for alkanes [2]. Of course
sterical issues are more dominant because not every polyphile can arrange like this when incorporated
into a cluster and therefore it also stays frequently inside the leaflets. On first sight the occurrence of
the CF3 terminal group in the middle of the bilayer seems astonishing. It is easy explained by attempts
to flip the sides of the bilayer. As it is only ninth of the occurrence of the highest peak this rarely
happens and is never a stationary state. By closer inspection we found that the flipping of the CF side
chain happens on a nanosecond time scale.
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Figure 9. Position of the CF3 and CH3 terminal groups along the z-axis relative to the center of mass of
the whole system.

The distribution of the side chain angles can be used to confirm these statements as seen in
Figure 10. The angles are defined as the angle of the vector from the terminal groups to the center of the
phenylene ring in the middle of the backbone and the bilayer normal. Therefore 90◦ denotes directly
aligned between the leaflets in the bilayer plane. The prominent angles around 30◦ and 150◦ for the
CF3 terminal group confirms that it mostly stays in head group region of the bilayer. The very slight
occurrence around 90◦ also shows the behavior to flip rather than staying between the leaflets. More or
less Figure 9 and 10 resemble each other in appearance and therefore also confirm the statements for
CH terminal head group mentioned above.
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4. Conclusions

In this paper, we report a study of six polyphilic molecules embedded in a lipid bilayer/water
system. Our results give insights not only into the the conformational preference of the B16/10
molecules inside the DPPC bilayer, but also on the dynamics of the B16/10 molecules in the DPPC
bilayer environment. Within 1 ms of simulation the stability of the bilayer maintained upon insertion
of the additive B16/10 molecules. The diffusion of the lipid molecules is increased compared to the
pure lipid bilayer and B16/10 molecules move only slightly slower than the lipids in the pure bilayer.
For the intermolecular structure of the B16/10 molecules a clustering effect can be observed in the
RDFs. The difference in the side chain orientation and configuration is also in good agreement with
the simulation results we obtained before [35]. In general, the conclusions drawn from simulations
are consistent with experimentally observed effects [16,17,42]. We anticipate that these findings
will be important for understanding the role of polyphilic molecules in modulating and modifying
bilayer properties.
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Conclusion

In this thesis, a range of hydrogen bonded systems have been investigated by means

of molecular dynamics simulations at different levels of theory and ensemble averaged

observables such as ab-initio NMR chemical shift calculations.

• In a solvated chromophore, we could show a solvent-induced conformational

switching behavior through a combination of molecular dynamics simulations,

free energy methods and ab-initio NMR spectroscopy.

• In water confined on the nanoscale in a rigid silica structure and a softer cellulose

environment, we demonstrated the anomalous behavior of water in the surface

region. Here the dynamics becomes subdiffusive, while the structure of the water

hydrogen bond network also changes drastically as indicated by NMR chemical

shifts as well as hydrogen bond orientations and coordination numbers.

• A binary ethanol-water mixture under hydrophilic silica confinement shows a

similar behavior in the confinement with pure water. When examining the two

solvents individually, however, additional effects can be seen. In the surface

region, a partial demixing between the two solvents occurs with an increased

partial density for the ethanol and a reduced one for the water molecules.

• In the last class of systems, phospholipid bilayers under addition of (semi-) per-

flourinated alkanes and polyphilic transmembrane molecules, we could demon-

strate an induced phase transition in the membrane in the case of perflourinated

alkanes. The large polyphilic transmembrane molecules show a surprisingly high

diffusivity that is comparable to that of DPPC molecules in a pure membrane.

We could also show their clustering behavior, which leads to macroscopic domain

building into polyphilic rich and pure phospholipid regions in experiments.
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5. CONCLUSION

In interplay with experimental results, our theoretical approaches were able to in-

vestigate the underlying microscopic origins for a wide range of phenomena.

The investigated polyphilic systems will remain of relevance in upcoming experimen-

tal and theoretical investigations. Here our insights into the domain formation process

could be of importance e.g. as reference point for coarse grained simulations, while the

confinement created from a cellulose crystal is currently under further investigation as

a confinement of ionic liquids(83).
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