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1 | Introduction

1.1 Crystallization in polymer systems

Synthetic polymers are built from numerous monomer units linked by covalent
bonds to organic long-chain molecules [1]. The first man-made plastic material,
nitrocellulose, was produced by Alexander Parkes as early as 1856 [2]. However,
the commercial production of polymer systems began only 50 years later with
the development of Bakelite (polyoxybenzylmethylenglycolanhydride) in 1907 and
the start of technical production in 19103, 4] as well as the manufacturing of
polyvinylchlorid (late 1920s), polystyrene (1930) and polyethylene (1933). The
discovery of polyethylenterephtalate (PET) in 1941 [5] initiated the mass production
of synthetic polymers in the 1940s to 1950s [6]. During that time-period Hermann
Staudinger reported that the properties of synthetic macromolecules strongly depend
on their molecular weight, chemical structure [1, 7] and their ability to crystallize [§].
The understanding on a microscopic level of the structure formation, crystallization
and the dynamics of the various polymeric systems is crucial to tune the material
properties as well as the processability, a possible biodegradability [9, 10] and thus
the end-use application [11].

The monomeric unit and the microstructure of the polymer chain is an important
point regarding the final properties of the product. A polymer constituted by only
one repeat unit is called homopolymer. If two different repeat units are covalently
joined to form a single polymer chain one speaks of copolymers.[12] Depending on
the chemical composition of each monomer unit as well as the sequence in which
the building blocks are bonded, the properties of the final copolymer morphology
diverge [13, 14]. Another important feature to tune the properties of either homo-
or heteropolymers is the polymer architecture, e.g linear, star or comb-like [15].
Randomly branched chains, as in the case of low density polyethylene, are important
for the manufacturing of bottles and packaging material [15]. For repeat units with non-
symmetric substitution patterns, e.g. CH-CHj in polypropylene, the tacticity, which
means the stereochemical connectivity of the groups, can influence a potential polymer
crystallization process [15, 16]. Depending on the flexibility of the polymer chain one
also distinguishes flexible and stiff macromolecules. In the former, the building blocks

of the polymer chain can have conformations with bond angles diverging from 180° and



Chapter 1 Introduction

are therefore capable of forming entanglements in the melt. When crystallized from
the isotropic melt, the entanglements hinder the complete crystallization of the flexible
polymers, resulting in a semicrystalline morphology.[17, 18] Stiff macromolecules
are characterized by a collinear connection of the stiff monomeric units, with less
entanglements in the melt, but capable of forming ordered liquid-crystalline solutions
above their melting temperature [19-21]. Appending flexible side chains of various
lengths to the otherwise stiff chain increases the flexibility, enhances the processability
and results in a reduction of the melting point [17]. The final structure of these comb-
like polymers, for example poly(1,4-phenylene 2 5-dialkoxyterephtalate), can often
be described by a layered two-phase system [22].

The ability of polymers to crystallize depends on the regularity of the chemical
composition as well as the configuration along the chain and the presence of long
sequences of monomeric units [23]. Branched polymers, or polymers with side-chains
as well as heteropolymers, especially with random sequence configuration, have a
decreased ability to crystallize [24-26]. The properties, which influence the structure
formation of crystallizable macromolecules into a two-phase system of rigid and
amorphous regions, are not yet fully understood. In this work the structure formation,
crystallization and the relevant dynamics will be investigated for several polymeric

systems.

The structure formation of the semicrystalline morphology of flexible polymers
crystallized from the entangled melt is one main research focus in this thesis. The
semicrystalline structure, when crystallized from the coiled conformation in the melt,
can be described on a mm-to-um- scale by the formation of spherulites, which grow
radially from a nucleation point and reach diameters from several ~ 100 ym up to cm.
On a sub-p-scale the structure is characterized by ordered crystalline lamellae, with
polymer chains in a helical conformation, which are separated by disordered, more
mobile amorphous regions.[18] The crystallization process is depicted schematically
in Figure 1.1.

Several crystallization theories attempt to explain the microscopic processes which
cause the formation of the observed semicrystalline morphologies with a certain
crystal and amorphous thickness. The established Hoffman-Lauritzen theory [27],
the rate-theory model by Sadler and Gilmer [28] or the intramolecular nucleation
model [29] focus in their explanations on the derivation of a growth rate equation
and the resulting formation of ordered lamellae with a defined crystal thickness.
The growth kinetics are limited by either an entropic or enthalpic barrier caused
by secondary nucleation.[30] Other approaches attempt to explain the formation
of a certain lamellae thickness as a step-wise process, as a result of reorganization
processes, such as intracrystalline dynamics or the formation of a mesophase during

crystallization [31-37]. However, in most models the influence of the topological
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1.1 Crystallization in polymer systems

Figure 1.1: Schematic representation of a the macroscopic, microscopic and crystalline
structure of a flexible polymer crystallized from the melt. Adapted from reference [18].

constraints, given by the entanglements in the amorphous phase are, with a few
exceptions [32, 34, 36], not taken into account. More recent theoretical and exper-
imental studies indicate that entanglements influence the growth process [36] and
structure [34, 38] of the crystalline lamellae and are also considered as a limiting
factor for the final crystal thickness [39]. Especially the density of entanglements in
the amorphous phase and melt is regarded as a controlling factor of the structure
formation [40] and the early stages of the crystallization process [41]. According to
molecular dynamics simulations, regions with less entanglements crystallize faster

and form thicker lamellae [42].

Another crucial point that influences the semicrystalline morphology, is the existence
or absence of an intracrystalline mobility and a related crystalline-amorphous large-
scale diffusion in so-called crystal-mobile polymers [16, 43, 44]. The presence of this
acrelaxation in semicrystalline polymers leads to a higher crystallinity [45] and
a morphology with a well-defined amorphous thickness[44]. In contrast, crystal-
fixed polymers form stable crystals with a defined thickness undergoing steady
reorganization during heating [46]. It is assumed that the morphology of the model
crystal-mobile polymer poly(ethylene oxide) (PEO) is controlled by the amorphous
phase rather than the preselected crystal thickness, the role of the entanglement
density in the melt prior to crystallization and in the amorphous phase is not yet
clear [44].

In more complex polymeric systems, such as copolymers with a random comonomer
distribution, additional factors influencing the formation of a semicrystalline mor-
phology are present. The crystal formation is potentially hindered by the random
occurrence of minority co-units, often resulting in a reduction in the overall crys-
tallinity and crystal thickness with increasing comonomer content. Thus, the structure
formation strongly depends on a possible inclusion of co-units from one comonomer
into the crystal structure of the other. One distinguishes between isomorphism,
isodimorphism and total exclusion of the minority component form the crystal.[47]
All three crystallization scenarios are depicted in Figure 1.2. In isomorphic copoly-
mers both comonomers are capable of forming one joint crystal structure for the

complete composition case, but only if strict molecular requirements, such as similar
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for complete away from the in the for low comonomer
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Figure 1.2: Schematic representation of the semicrystalline morphology in random
copolymers with isomorphic and isodimorphic behavior and for total exclusion. For
isodimorphism the different morphologies for compositions close to and away from
the pseudoeutectic range are shown. Isomorphism and exclusion are depicted with
copolymers having a low comonomer content. Increasing the comonomer content
would subsequently lead to an amorphous polymer in case of total exclusion.

and compatible chain conformations, lattice symmetry, unit cell parameters, total
miscibility in the melt and a similar rate of crystallization, are fulfilled. The final
semicrystalline properties can be described by a linear extrapolation of the properties
of the pure homopolymers.[13, 14] In most copolymers these strict requirements
are not fulfilled and either a complete exclusion of one component from the crystal
of the second comonomer or only a limited inclusion (isodimorphism) is observed.
In the first case the copolymer will not be able to crystallize for nearly equimolar
compositions and the thermal properties will be strongly depressed for compositions
with a low comonomer content. In the isodimorphic case, where the comonomer
structures are sufficiently similar, the copolymers are capable of crystallizing in the
complete composition range, but the final properties are correlated with the amount
of included co-units.[13, 25] For isodimorphic copolymers with compositions close
to the pseudo-eutectic range, most often around equimolar compositions, both co-
units are capable of forming their own separate crystallites. The amount of included
co-units in copolymers can also be tuned by changing the thermal history of the

copolymer, by e.g. non-isothermal and isothermal crystallization from the melt.[26]

Another class of polymer system is represented by comb-like polymers with long
side-chains attached to the backbone chain. These polymers, which are neither
branched nor linear, often have stiff backbones with ring-like units which tend to
form stacks, resulting in a layered, nanophase-separated structure, where the long
side chains (often methylene sequences) aggregate and form nanodomains.[17, 48]
One differentiates between four different nanophase-separated systems [49] which are
shown schematically in Figure 1.3; if both main- and side-chains are crystalline one
speaks of a fully crystalline (FC) system, as for example in modification B in the

polymorphic system PPAOT [50]. Model systems where either the side-chains or the
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Figure 1.3: Schematic representation of comb-like polymers in the four known model
systems: Fully crystalline, sub-units crystalline, crystalline methylene sequences and
liquid crystalline. Redrawn from reference [49].

ring-like sub units of the main-chains are in a disordered state are referred to as sub-
unit crystalline (SUC) and crystalline methylene sequences (MC), respectively. The
liquid-crystalline state (LC) is characterized by a long-range order of the nanophase-
separated layers, but without any crystalline order.[49] The formation of these
model systems depends on the chemical structure of the rigid backbone [51], the side
chain length [17, 22, 52, 53], the molecular weight [54] and the thermal history in
polymorphic systems [17, 50].

1.2 Structural and dynamical analysis

Nuclear magnetic resonance (NMR) spectroscopy utilizes the intrinsic property of
a spin which most atomic nuclei possess. Isotopes are NMR active if they have
a nonzero ground state nuclear spin. Atoms with a nuclear spin of 1/2, such as
hydrogen, phosphorus and the rare carbon isotope *C are of major relevance in the
investigation of organic materials. NMR spectroscopy allows to obtain information
about the chemical structure as well as constraints and molecular or segmental
dynamic processes of the samples. The range of available NMR methods is a wide
field with different experimental approaches for solutions as well as solid-state
materials. In solid-state materials dynamical processes with correlation times in the
range from nanoseconds to seconds can be analyzed. To investigate the amplitude
of reorientations, the number of interchanging sites and the correlation function of
motion, anisotropic NMR interactions such as dipole-dipole interactions or anisotropic
chemical shifts are utilized.[55] However, the dipole-dipole couplings in solid-state
materials also cause a loss of one major advantage of NMR: the chemical selectivity
and thus also molecular resolution. Therefore, it is advisable to additionally detect
information of organic solids with regard to their structure with high-resolution
obtained under magic-angle spinning (MAS).[56]

In semicrystalline polymers the investigation of the two-phase system with a rigid

and mobile phase, as well as the coiled entangled structure in the melt or the liquid-
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crystalline state in comb-like polymers, requires the combination of solid-state as
well as solution-state NMR experiments. With dynamical filters the rigid and mobile
phases can be selectively detected and analyzed. Solution-state NMR experiments
allows for the detection of highly mobile dynamics by taking advantage of the
J-coupling. The possibility to selectively analyze the structure and dynamics in solid
as well as solution states, with a dynamical range that spans more than 10 orders of
magnitude, makes NMR spectroscopy a powerful tool. It allows to analyze microscopic
properties of polymers on a molecular level which is otherwise inaccessible by any
other current method for the given combination.[55] Additional information regarding
the dynamics of crystallization are obtained via optical polarization microscopy, small-

and wide-angle X-ray scattering and differential scanning calorimetry (DSC).

1.3 Aim and outline

The aim of the work presented in this thesis is to deepen the understanding of the dy-
namics in the polymer systems, the structure formation and crystallization—especially
for flexible, semicrystalline polymers. A strong focus lies on the effect of entanglements
and the accompanying topological restrictions, both in the melt and amorphous
phase of semicrystalline homopolymers with and without intracrystalline dynamics.
Furthermore, this research also focuses also on the heterogeneity along the polymer
chain and the influence of the thermal history on structure formation. In the sec-
ond chapter the basic concepts of the relevant polymer physics with focus on the
crystallization theories and the role of entanglements are presented. The chapter
starts with a description of a single polymer chain, followed by the dynamics and
relaxation mechanism in an entangled, multi-chain ensemble in a polymer melt. The
complex crystallization process of a supercooled polymer melt and its competing
dynamics during nucleation and crystal growth, focusing also on the underestimated
role of entanglements which are rarely taken into account in standard crystallization
models, are discussed. Another focus lies on more complex polymeric systems with a
bimodal M,,-distribution and the crystallization of statistical copolymers. In both
cases the presence of another possible crystallizable counit has a strong influence
on the final morphology. The influence of heterogeneity along the chain is further
highlighted on comb-like polymers. By changing the main and/or side chain mi-
crostructure, the final morphology can be adjusted. Chapter 3 explains the basic
solid-state NMR concepts in time-domain and *C structural MAS NMR as well
as the complementary methodological concept. The publications and experimental
results are summarized in chapter 4, followed by the discussion and summary in
chapter 5. Paper I presents the role of entanglements on the semicrystalline structure

formation in the model crystal-mobile polymer poly(ethylene oxide) (PEO). The

8



1.3 Aim and outline

influence of the entanglement density in the melt and amorphous phase is investi-
gated by the addition of short, noncrystallizeable chains of the same species prior to
crystallization. The dilution in its own oligomer reduces the entanglement density
in the melt and allows to analyze the topological restrictions of entanglements and
the influence of the intracrystalline dynamics on the structure formation, while all
other parameters are kept constant. Thus far unpublished work on the crystallization
of temperature-dependent simultaneous and co-crystallization in oligomer-diluted
poly(e-caprolactone) (PCL) is presented in the appendix. The second paper focuses
on isodimorphic random butanediol-succinate/adipate copolymers (PBSAs) and the
asymmetric incorporation of monomers of the minority component into the crystals
of the majority component. The main investigation centers on two PBSA copolymers
with compositions on either side of the pseudo-eutectic range by utilizing several
dynamical *C NMR filter experiments. Furthermore, additional results demonstrate
the influence of the thermal history on the two-step melting behavior for PBSA
copolymers in the pseudo-eutectic range. These results can be found in the appendix.
The third publication reports on the dynamics and polymorphic structure formation
of the stiff comb-like polymer PPDOT into a nanophase-separated layered mor-
phology with long-range order. It is shown that a layered morphology exists for all
polymorphs, but the conformational statistic as well as backbone structure and the

side-chain dynamic differs for all modifications.



2 | Scientific Background

In the following the formation of a semicrystalline morphology of polymers crystallized
from an entangled melt and the relevant parameters for crystallization are discussed.
The crystallization from the melt is described on a system consisting of homopolymers.
After a brief description of the polymer chain, its possible conformations and models
of an ideal or real chain are explained, as well as the dynamics in an entangled
polymer system. These motions are relevant for the relaxation processes of polymers
in the melt prior to crystallization and also influence the structure of the amorphous
phase once the polymer is crystallized. The crystallization of homopolymers from
the melt is subdivided into chapters focusing on nucleation of polymer crystallites,
crystal growth and the formation of the semicrystalline structure. The effect of
topological constraints on the final morphology is discussed separately and is followed
by a summary, which brings the relevant parameters influencing the semicrystalline
morphology into context. The structure formation of bimodal M,,-distributed systems,
copolymers and comb-like polymers are discussed in more detail in separate chapters,

as they are subject to the experimental findings presented in this thesis.

2.1 Description of a polymer chain

Polymers are long-chain molecules which are built of numerous covalently bonded
monomers [1]. The chain length is characterized by the number of monomers in the
chain N and their monomer molar mass M,,,, in units of &/mol. The molecular weight
My = N - M,,,, is used to refer to the length of a polymer chain. In a polymer
sample, the molecular weights of the chains are usually not completely uniform but
show a certain polydispersity PDI, which describes the distribution of molecular
weights in the sample.[15] The PDI is calculated via [15]

M,
PDI =" 2.1
i (21)

with the number and weight average molecular weight, M, = > ny - My and
N
M, = > wy - My, respectively. ny and wy = n~'N/s>(ny-N) are the number and
N N

weight fractions of polymer chains, having a certain molar mass My. An ensemble
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2.1 Description of a polymer chain

of polymer chains with a high distribution of molecular weight is characterized by a
high polydispersity, whereas a monodisperse sample has a PDI = 1.[15]

In thermal equilibrium the polymer chains can acquire different chain conformations,
which are described by the the torsion angle ¢ and the bond angle 6 between
neighboring chains. The torsion angle, which is the angle between the bond vectors
7; and 7,75 of the successive atoms in the chain, has three energetic minima for
sp3-hybridized carbons. The lowest energy state is the trans-conformation (t) for
¢ = 0° where r; and r;7o are parallel. Two other local minima are the gauche-
plus (g*) and gauche-minus (g~) state at ¢ = +£120°. The end-to-end distance of
a polymer chain, with n main chain bonds of length [, reaches its maximal value
Ripae = n -1+ cos(9/2) for an all-trans conformation. Additional gauche-conformations
along the chain lead to a higher flexibility, since they break the rod-like all-trans
chain into smaller sections. A measure for the stiffness of a polymer is the so-called
Kuhn length b. It is a theoretical concept where the polymer chain is subdivided into
Nj stiff segments, also called Kuhn segments, of length b = BEmaz/n,. On length scales
larger than the Kuhn length, the polymer is regarded as flexible, for smaller length
scales the chain is best described as a rigid rod. In this approach the simplest model
for an ideal polymer, the freely jointed chain model, is used. It assumes a random
walk of Ny segments, which become independent of each other when separated by a
sufficiently high number of bonds.[15]

Other models describing an ideal chain take the chemical structure of a polymer
into account and consider fixed bond angles or assume an energy potential which
hinders the torsion angle rotation. Nonetheless, all ideal chain models neglect the
monomer-monomer interaction and assume that the polymer chains can overlap
with each other. In real chains, the polymer chain can not simultaneously occupy
the same space, resulting in a reduction of the conformational probabilities. This
excluded volume interaction v can be divided into three subgroups, depending on
whether the monomer-monomer interaction is attractive with v > 0, repulsive v < 0
or balanced v = 0. There is no energetic net penalty if the excluded volume is
zero and no monomer-monomer interactions are present. In a good or athermal
solvent (v > 0), the polymer coil is expanded. In a poor or non-solvent the excluded
volume interaction is negative and the chain collapses. At a specific temperature,
the so-called #-temperature, the excluded volume interaction is zero and the chain
can be described by a nearly ideal conformation.[15] In the absence of a solvent
and above the glass and melting temperature an ensemble of polymer chains form a
polymer melt, which can be described by an ideal chain with the root mean-square
end-to-end distance Ry = b- N5 [18].

11



Chapter 2 Scientific Background

2.2 Dynamics in an entangled polymer systems

Several theories and models are used to describe the dynamics and the relaxation of
a polymer melt. One common model to characterize the dynamics in an unentangled
polymer melt is the Rouse model. It assumes beads connected by harmonic springs
to represent the dynamics and interactions along the chain without excluded volume
effects. The model also neglects hydrodynamic interactions between the beads.[15]

An important characteristic parameter is the Rouse time 75 [15]

R* R?

TR
defining the time the chain needs to diffuse over a distance in the order of its own
size R, with the diffusion coefficient of the Rouse chain Dy = ¥T/¢ and the friction
coefficient £ for N beads. The dynamic response of the polymer chain is dependent
on the relevant time scale. Elastic behavior is observed for time scales shorter than
the Kuhn monomer relaxation time 79 & &¥°/kr. For 79 < t < 7 the chain exhibits a
viscoelastic behavior. On time scales longer than the Rouse time the chain dynamics

is described by a viscous motion.[15]

If the polymer chain exceeds a certain entanglement molecular weight M., it becomes
subject to topological constraints caused by the surrounding chains, the so-called
entanglements. In a concentrated solution or in a polymer melt the restrictions
can be described by the popular Edwards tube model (schematically depicted in
Figure 2.1). The molecules surrounding a certain segment of another polymer restrict
the transverse fluctuations of the chain in question into a virtual tube with the
diameter a = b- N>, with the entanglement strand end-to-end distance N,. The
fluctuating thermal motions within this tube are unhindered and independent of
the topological restrictions, but the chain remains close to its primitive path (L),
which is the shortest connection between the chain ends along the tube. On length
scales smaller than the tube diameter the dynamics of the chains are described by
the Rouse model of an unentangled polymer chain. The time the polymer chain
needs to diffuse along its primitive path to leave its tube is defined by the reptation
time Typ.[15]

The reptation model was first proposed by de Gennes [57] in 1971 using a mean-field
approach, describing the motion of long polymer chains in a network, assuming that
all chains behave similar to the observed chain in its tube. A further development of
the model allows to describe the diffusive motion of polymer chains in an entangled
melt. The reptation is predicted to be proportional to the cube of the molecular
weight. Though, the experimentally observed exponent is 3.4.[58, 59] This stronger

dependence of the molecular weight is caused by additional relaxation mechanisms [60],
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Figure 2.1: Schematic representation of the Edwards tube model: A polymer chain
with topological restriction caused by entanglements induced by surrounding chains
is represented by confined motion in a tube. The dynamics are restricted to a virtual
tube with diameter a along a primitive part of the tube. Adapted from reference [15].

caused by primitive path or contour length fluctuations (CLF) of a single polymer
chain and was first introduced by Doi [58, 59] as a modification of de Gennes reptation
model. These fluctuating motions of a polymer chain at the tube end cause a reduction
of the contour length (L) by a distance (AL) [15]. According to Doi [58, 59] the time a
chain needs to reptate along the reduced contour length is likewise reduced, resulting
in a higher molecular weight dependency of the reptation time 7., for medium sized
chains with Mw/n. < 100. The correction factor for the contour length fluctuation is
inversely proportional to the square root of the number of entanglements in the melt.
Therefore, the dynamics in an entangled melt of long chains is in better agreement
with the reptation model, since the effects of CLF are reduced.[15]

In an entangled polymer melt composed of shorter chains the constraint release, a
many-body problem, becomes relevant. In the reptation model it is assumed that all
tubes behave similarly. Therefore, not only the tube under observation is in motion,
but also the surrounding chains, which causes topological constraints on the observed
tube. While moving, the constraints imposed on the observed tube are partially lifted
and fluctuate with time, allowing the observed chain to undergo large scale motions
resulting in modifications of the confining tube for a given polymer chain.[15, 61]
The effect of constraint release is relevant for branched polymers [62] and for long
chains within a matrix of short chains [15]. For very long polymers the chain relaxes
via constraint release before it can diffuse with the reptation time 7,¢,. If the chains
within the matrix become shorter the reptation is the faster process and defines the
terminal relaxation. In polymer melts or in concentrated solutions the latter is the
dominating process.[15]

In a linear entangled polymer melt the time dependence of the mean square monomer
displacement ([7“65) - 7"(6)]2) can be subdivided into three regimes with different

relaxation time dependencies [15]:
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for o <t < (free Rouse)  (2.3)

t
Regime I: (—
70

1/4
t
—) for 7. <t < 1p (constrained Rouse)  (2.4)

Regmie II:
Te
t\ "
Regmie I1I: (— for TR <t < Trep (reptation)  (2.5)
TR
N
Regmie IV: ( ) for 7., <t (free diffusion)  (2.6)
Trep

On time scales shorter than the relaxation time of an entanglement strand 7,
polymer segments exhibit coherent Rouse-like motions on a length scale shorter than
an entanglement strand. This relaxation time dependence is classified by regime I as
free Rouse motion. Constrained Rouse motion is observed on time scales between 7,
and the Rouse time 7. Here the motion is restricted by the topological constraints of
the surrounding chains. The theoretically predicted /4 power law is a characteristic
value describing a constrained chain undergoing Rouse motion within a tube.[15]
Reptation is observed on time scales above the Rouse time and below 7,¢,, above

which the polymer chains undergo free diffusion [62].

2.3 Crystallization of semicrystalline polymers from the melt

2.3.1 Nucleation of polymer crystallites

Polymer crystals grow from a nucleation point when crystallizable polymers, com-
posed of chains with long sequences of monomeric units, which have a regularity in
their chemical constitution, are cooled from the melt below their melting tempera-
ture T5,,.[63] During the nucleation process molecules are attached and detached from
the surface of the nuclei. According to classical nucleation theory, the nucleation

formation rate I, which is given by [63]:

I =1Iy-exp (_kATG ) (2.7)

is an activated process with a free energy barrier AG* at the crystallization temper-
ature T, and describes the number of nucleating events per volume and time.[63]
The prefactor I is dependent on the probability that stable nuclei with a critical
size are formed, as well as on the diffusive process of the monomers and the related

attachment on the nucleus-melt surface. Nuclei with or below the critical size can
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polymer melt supercooled melt semicrystalline state
T = Tmelt T = Tc < Tmelt

. . »
critical nucleus size
nucleus size

@

Figure 2.2: Schematic representation of the nucleation process of an entangled melt
cooled from the melting temperature, T,,.;, to the crystallization temperature 7T,
at which crystallization and crystal growth takes place. The nucleation process is
described by the change in the free energy AG with its opposing contributions of the
surface and volume free energy. Once the nuclei exceed a critical size the spherulites
grow radially until the volume is filled and the primary crystallization is completed.
Central diagram adapted from reference [63].

either lose attached monomers and dissolve or become a stable growing nucleus.
One differentiates between heterogeneous and homogeneous nucleation. In the latter
case small crystalline phases are formed directly in the supercooled melt without
the formation being triggered by any foreign particles (impurities) as in the case of
heterogeneous nucleation. The formation of nuclei without any impurities present
only occurs for very strong supercooling, a situation that can be studied by confining
the melt to small droplets that can not contain any impurities or thin films. The ma-
jority of nucleation processes are initiated by impurities in the supercooled polymer
melt.[63]

Nonetheless, in both cases the formation of stable nuclei depends on changes of the
free energy AG upon crystallization, with a positive contribution arising from the

surface free energy G, which is opposed by the volume free energy G, [64]

AG =Gy + Gy = ~VoiAGre + Y Aio; (2.8)

The volume free energy G, is given by the product of the volume of the nucleus V,,
and the difference of the free energy in the molten and crystallized state AG,,e; =
Gmett — Gerystal = DH ey — TASperr. AH e and AS,,q; are the changes in enthalpy
and entropy, respectively. The surface free energy Gy is calculated by the product of
the lateral surface free energy o;, and the corresponding surface area A;.[64]

Figure 2.2 illustrates the nucleation process from an entangled polymer melt at a
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crystallization temperature T,.. For small nuclei the energy penalty for the surface
exceeds the energy gain from the ordered crystalline structure and a part of the
already formed nuclei will dissolve again. Nuclei above a critical size which have
overcome the energy barrier AG*, given by the maximum of the free energy AG,
grow radially to spherulites, where they impinge upon each other until the complete
volume is filled and the primary crystallization process is completed. The change in
free energy, which needs to be overcome in order to attach a secondary nucleus to the
surface of the primary crystals, is lower due to the reduced surface free energy Gi.
Thus, the process of secondary nucleation is easier than the formation of a new
nuclei.[63, 64]

The growth rate of isothermally crystallized spherulites depends on the crystallization
temperature and is assumed to be constant at a given temperature. Its temperature-
dependence can be described by a bell-shaped curve with a maximum between the
glass (7,) and melting (7},¢;) temperatures. During the secondary crystallization the
overall crystallinity of the system can increase further. This increase is associated
with an insertion of smaller crystalline lamellae into the already existing amorphous-
crystalline two-phase system or also with lamellae thickening.[64] The formation of the
semicrystalline morphology, together with the description of selected crystallization

theories, will be discussed in chapter 2.3.2.

2.3.2 Crystal growth and structure formation

The primary step for the structure formation of a semicrystalline morphology is either
the homogeneous or heterogeneous crystal nucleation, as described in chapter 2.3.1,
followed by the growth of the crystals with a specific rate. Several models try to
explain the growth kinetics and structure formation of a specific semicrystalline
morphology. The established surface nucleation theory of Hoffman and Lauritzen [27],
the Sadler-Gilmer [28] and the intramolecular nucleation [29] models derive growth
rate equations that are all based on the counterbalance of the driving force for
the crystal formation and another entropic or enthalpic barrier term associated
with secondary nucleation.[30] Other models assume that crystal reorganization
processes during the growth are responsible for the formation of a certain lamellae
thickness d.. [31-37]. An additional factor relevant for the growth rate of the crystals
is the reptation motion of the entangled chain in the polymer melt, which is the only
way to dissolve topological constraints that limits crystal formation. Consequently
the growth rate is also dependent on the molecular weight M,,.[64]

The final semicrystalline morphology is described by a nanoscopic two-phase structure
composed of stacked crystalline lamellae which are separated by disordered amorphous

regions. The crystalline lamellae, with a certain thickness d,., are composed of parallel
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Figure 2.3: Schematic representation of a lamellae stack, separated by a disordered,
entangled amorphous layer, displaying also the different types of topological con-
straints. Knots and twists of higher order or between two chains are harder to resolve
than a simple twist of single chain. Linked chains which are already incorporated
into the crystalline lamellae cannot be resolved. Adapted from reference [63].

chains in a helical conformation, the simplest being a 2;-helix for an all-trans

conformation.[18]

Fritzsching et al. [65] proposed a modification of the structural textbook model
picture: in order to minimize a potential density anomaly at the crystalline-amorphous
interphase the polymer chains should exhibit a certain chain tilt in the crystallites,
as reported for PE as early as the 1980s [66-69]. Furthermore, a reasonable amount
of chains need to terminate at the crystal surface. Both modifications are necessary
to obtain a semicrystalline morphology with adjacent reentry, which does not contain
any density anomalies [65]. Sequences of the polymer chains which can not be
incorporated into the crystalline lamellae during the crystallization process, e.g.
entanglements, are shifted to the amorphous phase [70]. A sufficiently long polymer
chain can pass through several neighboring lamellae, and as a consequence, generates
tie chains which also become part of the amorphous phase [18, 64]. Figure 2.3 shows
a schematic representation of two lamellae stacks separated by an amorphous layer.
Additionally, different classes of entanglements, which will be discussed in chapter
2.3.3, are highlighted.

It is assumed, that the semicrystalline morphology is a nonequilibrium structure,
obtaining a minimal crystalline thickness at a given crystallization temperature 7..
Smaller crystallites have a lower thermal stability. The Gibbs-Thomson equation
describes this melting point depression for a certain crystalline thickness formed at
a specific T,.[18, 44, 46] In polymers with intracrystalline dynamics and a related
crystalline-amorphous large-scale diffusion, such as poly(ethylene oxide) (PEO) or

polyethylene (PE), the crystals can reorganize during the growth process, which
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results in a lamellae thickening during primary crystallization [44, 71]. The absence
or existence of intracrystalline dynamics allows for the classification semicrystalline
polymers into crystal-fixed or crystal-mobile, respectively [16]. Boyd [45] reported
that the crystallinity in crystal-mobile polymers is in generally higher.

In a comparison of the model crystal-mobile polymer poly(ethylene oxide) (PEO)
and the crystal-fixed polymer poly (e-caprolactone) (PCL), Schulz et al. [44] stated,
that the final semicrystalline morphology differs in both cases and is thus strongly
affected by the presence of the so-called a.-relaxation. The intracrystalline dynamics
in PEO allows a thickening of the crystalline lamellae during the growth until
a minimum amorphous layer thickness is reached, since both processes—growth
and reorganization-happen on a similar timescale. The resulting morphology is
characterized by a wide variation in lamellae thickness and a well-defined amorphous
thickness. It is assumed that the amorphous phase in crystal-mobile polymers is a
crucial parameter for the final morphology. The morphology of PCL follows the more
classical view of polymer crystallization, where a certain, well-defined crystalline
thickness is selected. The amorphous thickness in PCL displays a wider distribution. In
contrast to PEO, the crystalline lamellae of poly(e-caprolactone) are only marginally
stable and reorganize during heating.[44, 46]

In both model polymers the topological constraints in the melt and amorphous
phase seem to play an important role in the structure formation, but the effect
of entanglements are often not considered. The experimental findings presented
by Kurz et al. [72] suggest that the entanglements in the melt and amorphous phase
control the thickness of the amorphous layer in the crystal-fixed polymer PCL, and,
thus, the final semicrystalline morphology.

The important role of entanglements on the nucleation and subsequent structure
formation, both in the amorphous phase and, prior to the crystallization, in the melt,

will be discussed in the following chapter.

2.3.3 Role of entanglements

The topological constraints imposed by the entanglements in the molten state and
after crystallization in the amorphous phase influence not only the structure forma-
tion [34, 38, 40] of the semicrystalline polymer, but are another factor determining
the nucleation rate of a supercooled entangled melt. This impact is not accounted for
in the classical nucleation theory. The topological constraints can act as a “pinning”
effect, limiting or preventing the formation and growth of a nuclei.[63]

Once the polymers are in the molten state topological constraints of different com-
plexity will form—provided that the molecular weight is high enough—even if the

sample is completely disentangled prior to melting. The complexity of the topological
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2.3 Crystallization of semicrystalline polymers from the melt

constraints depend on the form and the number of involved chains. One may distin-
guish between twists, knots or links, which are multichain knots (see Figure 2.3). A
twist of a single chain is one of the simplest entanglements and requires little time
and topological movement to form or to resolve again. Higher order or multichain
twists are more complicated and take longer times to develop. Twists can form at
any point within the chain, independent of their complexity. In contrast, a chain
end or a tip of a loop is required for the formation of knots, which are characterized
by a chain end that passed trough a loop of the same chain. In general, the higher
the complexity the more time and larger topological movements are required to
form or resolve the entanglements again.[63] As a consequence, the entanglements,
especially complicated multichain entanglements, will suppress the nucleation and
crystal growth since they can only be incorporated into the crystal if they resolve on

a timescale faster than the crystal growth [31, 73].

The comparison of these timescale allows to divide the crystallization into a fast
and a slow regime, as suggested by Robelin-Souffaché, and Rault [32]: to resolve a
topological constraint such as a knot during crystallization, a topological movement
along the polymer chain is needed, which requires a comparably long time. In the
regime of slow crystallization the chains can relax on a timescale shorter than the
crystal growth and the entanglements can dissolve completely or at least partially.
In the fast regime the crystallization is too fast to allow for relaxation of entangled
chains. The time it takes for a entangled chain to reptate and disentangle is dependent
on the molecular weight.[32, 63]

Anwar et al. [74] find, from molecular dynamics simulation on short polymer chains
slightly above and below the entanglement length, that the nucleation rate is not
affected by the entangled chains. In contrast. experimental findings on highly en-
tangled chains reveal that an increasing entanglement density results in a decreased
nucleation rate [63]. This indicates that the nucleation rate of an entangled polymer

melt is also dependent on the molecular weight.

Entanglements in the amorphous phase and melt are also suspected to a limiting
reason for the detected crystallinity a the lamellae thickness and to influence the
final semicrystalline morphology, i.e. by chain folding [34, 38, 40, 67, 70, 75-79]. In
1967, Fischer [76] found that the thickness of the amorphous phase is temperature-
dependent and increases with increasing temperature. Later, this temperature-
dependence of the amorphous thickness d, and consequently also of the crystallinity

X, was associated with the presence of entanglements [70, 77-79].

A recent simulation series on a coarse-grained model of the crystal-mobile polymer
PVA using molecular dynamics simulations with a primitive path analysis, performed
by Luo and Sommer [39, 41, 42, 80-82] showed, that the entanglement length directly

influences the thickness selection of a crystalline lamellae. The authors conclude that
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entanglements are an important factor for the crystallization process which affect
the nucleation in the early stages of crystallization and the growth rate: In regions
with a lower entanglement density the crystallization is faster and thicker crystalline
lamellae are formed. The temperature-dependence of d. is suspected to be correlated
with the temperature-dependence of the entanglement length.

A molecular weight dependent investigation of entanglement effects in the crystal-
fixed polymer PCL, performed by Kurz et al. [72], revealed that not the crystalline
lamellae, but the amorphous layer thickness increases for increasing molecular weights
and higher crystallization temperatures. A difference arising from the two crystal-
lization regimes is only detected as a slightly steeper increase of d, for the lower
molecular weights. The authors find a two-fold enhancement of the entanglement
density in the amorphous phase in comparison to the melt state and assume that the
entanglement density determines the final amorphous, but not the lamellae thickness.
The findings are explained by the hypothesis that a growing lamellae stops or limits
the unknotting of entanglements, which are then accumulated in the amorphous
phase close to the lamellae.[72] This effect was also invoked by Mandelkern [67] who
proposed that a chain trapped in a growing crystal hinders or prevents its entan-
glements from unknotting, which ultimately limits the crystallinity. The enhanced
entanglement density around the growing lamellae acts as a entropic barrier for a
second lamella, which therefore can only grow within a certain distance such that a
critical, temperature-dependent entanglement density is not exceeded. This latter
model also allows for the growth of secondary lamellae as insertion within the already

existing ones, once the temperature and thus the entropy barrier is lowered.|72]

2.3.4 Parameters influencing the semicrystalline morphology

All polymer crystallization models strive to explain the formation of a semicrystalline
structure with certain crystalline and amorphous layer thicknesses and their thickness
distributions, as well as the overall crystallinity. Often the experimental findings
cannot be explained by the standard models. Other approaches describe the structure
formation of a specific polymer or polymer class, e.g. crystal-mobile polymers, rather
well, but fail to explain the morphology of others.

Important parameters for the structure formation that recurrently appear in crystal-
lization models or explanations of certain experimental findings are the competing
polymer-dynamic processes during crystallization at a specific crystallization temper-
ature T.. Entanglements that cannot be resolved may hinder the crystallization and
are thus related to the limitation or the stop of the crystal growth. Disentanglement
is described by reptation or also arm retraction processes and is therefore molecular

weight dependent.[57, 61] Depending on the crystallization temperature and hence on
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Figure 2.4: Schematic illustration of the competing dynamics during crystallization.
For clarity the polymer chains are only partially shown. Top: Growing nuclei above
the critical size which grows with a certain, temperature-dependent rate I. The purple
chain can align at the growth front without any problems, whereas the green chain
is knotted and needs to be disentangled in order to contribute to the crystallization
by adding another layer to the lamellae. If disentanglement occurs on the same
timescale or faster than the lamellae growth, another layer is added to the crystal
(slow crystallization; left column). If the unknotting is too slow in comparison to the
growth rate, only partial growth is possible and the crystal may not be thermally
stable (fast crystallization; right column). If a-relaxation is present, sliding diffusion
processes allow for crystal thickening directly at the growth front, provided that the
intracrystalline dynamics are fast enough. In case of slow crystallization (left column),
where disentanglement is possible, the lamellae thickening is not hindered by the
entangled chains (bottom, outer left). In case of fast crystallization (right column),
the a.-relaxation may allow the lamellae to grow even if disentanglement does not
occur or is too slow, as shown by the green entangled chain (bottom, outer right).
For low crystallization temperatures the intracrystalline dynamics is too slow and
the structure formation is similar to the crystal-fixed case, with competing dynamics
of crystal growth and disentanglement (bottom, middle left and right).
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the crystallization rate, the entanglements can resolve faster, on a similar timescale
or slower than the growth of another lamellae stem [44]. In the absence of intracrys-
talline dynamics the competing dynamics of both processes influence the structure
formation. The morphology is characterized by a well-defined crystalline thickness
and a distributed amorphous layer thickness, which is assumed to be governed by the
entanglement density. In crystal-mobile polymers the additional thermally activated
a-relaxation and the associated “sliding diffusion” process in the crystals allows the
crystalline lamellae to thicken directly at the growth front until a critical amorphous
thickness or entanglement density in the amorphous phase is reached. This, of course,
takes into account, that the relevant dynamics, which are dependent on the crystal-
lization temperature 7., act on a similar timescale. For rather low crystallization
temperatures, a crystal-mobile polymer such as PEO can form a morphology that is
similar to one observed in crystal-fixed polymers. This is a consequence of the strong
dependence of the intracrystalline dynamics on temperature.[44, 72]

Concluding from all the findings discussed above, the competing dynamics of crystal
growth, disentanglement and intracrystalline dynamics at the growth front of one
crystalline lamellae is schematically illustrated in Figure 2.4.

Changes in the structure of a semicrystalline morphology, formed at a certain crys-
tallization temperature, upon heating depend strongly on the prevailing isothermally
crystallized morphology. In a crystal-mobile morphology with extended crystalline
lamella and a minimized amorphous thickness, the crystalline lamellae are stable
upon heating. In contrast, structures formed in the crystal-mobile polymer PEO
at low T, and in the crystal-fixed polymer PCL, have marginally stable crystallites
which undergo continuous melting and recrystallization during heating.[46] This
independent finding lends strong support to the scheme presented in Figure 2.4.

In both polymer classes the crystalline thickness is dependent on the crystallization
temperature, but the underlying process governing how the specific lamellae thickness

are formed, is still under discussion.

2.4 Structure formation in bimodal M, -distributed systems

In polymer blends the structure formation depends strongly on the miscibility, which
describes the phase behavior of both polymers in a mixture. The free energy of
mixing for binary polymer systems is the thermodynamic parameter which describes
the temperature and volume fraction dependence of the entropy and enthalpy change,
respectively, associated with mixing. In a miscible blend, both components form one
single phase and the properties describing this phase are often a combination of the
pure polymer components.[83]

Bimodal molecular weight distributed systems, which are polymer blends where both
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components have the same monomer units but have a different molecular weight,
are supposed to be miscible, as shown by experimental and molecular dynamics
simulation results [84-87]. An important parameter in the bimodal M,-distributed
systems is the molecular weight of the short chains. If the length of the short
chain polymer exceeds the entanglement length both components contribute to the
entangled system. In cases with short chain polymers with a molecular weight smaller
than M, one could speak of a oligomer-diluted polymer matrix, where the entangled
structure is given by the long chain polymers and the oligomers (short chains) act as
solvent. Both the reptation time 7,., and the entanglement time 7. depend on the
concentration of the long chain polymers ®.[15] The reptation time decreases, while
the entanglement time increases with decreasing amount of long chain polymers

according to [15]:

N3 ®162  good solvent

- (2.9)
Ne(®=1) | 75 ¢ solvent

, ®-231  g00d solvent
To(®) = 79 - NI (P =1) (2.10)
®~°/* g solvent

with the entanglement strand end-to-end distance N (® = 1) of the pure long chain
polymer. The entanglement strand end-to-end distance decreases for higher oligomer
dilutions with N (®) ~ \/7.(P) and thus also the entanglement density is reduced,
which may affect the nucleation, crystallization, lamellar thickness and in general
the complete semicrystalline morphology, once the oligomer-diluted polymer system
is cooled to its crystallization temperature.[15]

Two systems have to be distinguished, dependent on whether the short chain polymers
can crystallize in the relevant temperature range or not. In the latter case one speaks of
a crystalline/amorphous blend, where the oligomers would decrease the entanglement
density in the melt prior to crystallization, but do not contribute in the crystallization
and are thus either incorporated into the amorphous phase of the semicrystalline
polymer or a partial phase separation occurs during the lamellae formation. The
resulting semicrystalline phase consists of amorphous layers of oligomers in a polymer-
matrix and a potential, phase separated phase that only contains the low molecular
weight chains. In crystalline/crystalline blends, both polymer and oligomer can
crystallize at the relevant temperature. It can be distinguished between separate,
simultaneous and co-crystallization. In separate and simultaneous crystallization
both components form their own crystals either time-separated or simultaneously. In
co-crystallization both components have a isomorphic behavior and are capable of
forming one single crystal phase that contains contributions from both high and low

molecular weight chains.[83]
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According to molecular dynamics simulations performed by Zhai et al. [87], the
nucleation in long chain polymers is intermolecular, meaning that tight loops are
formed. In contrast, short-chain polymers nucleate as extended chains without loops.
In mixtures of long and short chains, the ratio of tight loops and tie segments
increases with increasing amount of long chains. Thus, additionally to the effect of a
decreased entanglement density in the melt, the structure formation in mixtures of
long and short chain polymers differs, is ratio-dependent and also influences the final
topological features of the amorphous phase.[87]

These considerations are the basis of the findings discussed in chapter 4.1, which re-
vealed that the semicrystalline structure changes only little if long-chain poly(ethylene
oxide) is diluted with its non-crystallizable oligomer. Upon dilution faster intracrys-
talline dynamics and slightly smaller crystalline lamellae are detected. The findings are
in good agreement with the dependence of the correlation time on the lamellae thick-
ness, reported by Kurz et al. [72], and indicate only little changes in the fold surface
for higher oligomer-dilutions. In this so far unpublished work, the oligomer-dilution
of the crystal-fixed polymer PCL is investigated, focusing on the simultaneous and
co-crystallization of oligomer and long-chain polymer. These findings are presented

in the appendix A.2.

2.5 Crystallization of statistical copolymers

Two or more chemically distinct monomers which are covalently joined to form one
polymer chain are called copolymers [12]. The composition mixture and sequence
distribution are essential for the final semicrystalline structure. Both comonomer
units can be joined to form either block or random statistical copolymers [13, 14]. In
the following the focus lies on the description of statistical copolymers, where the
sequence distribution is Markovian [47]. Similar to polymer blends one distinguishes
between copolymers with two crystallizable or one amorphous and one crystallizable
comonomer [88]. The random comonomer distribution usually interferes with the
structure formation of extended crystalline lamellae and often results in a decreased
lamellae thickness, reduced crystallinity and a melting point depression of the
copolymeric material in comparison to the homopolymer [47].

Copolymers can form organized spherulitic superstructures, which was experimentally
proven on ethylene- and propylene-based copolymers. However, the ordering within
the spherulites worsens with increasing co-unit content and molecular weight.[88]
Additionally, a reduction of the final lamellae thickness and a unit cell expansion
is observed with increasing concentration of co-units. Changes in the unit cell are
associated either with co-unit inclusion or with surface stresses which are caused by

the reduced lamellae thickness and the associated increase of the surface-to-volume
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ratio. The effect of the first can be reduced by slow crystallization.[89, 90]

The first model to describe the crystallization in statistical copolymers with one
crystallizable unit was proposed by Flory [91]. The observed melting point depression
is explained by an additional entropy gain during melting, once A units of the
crystallite melt into an A/B mixture of both comonomers. Experimental data is in
qualitative agreement with the expected trend, but the melting point depression
observed in experiment is lower than the values predicted from Florys equilibrium
model. This is a consequence of the assumption that thick crystallites are formed and
no B comonomers can be included into the A crystals. Other empirical or theoretical
models, which assume a finite crystal thickness and allow for inclusion of co-units,
describe the experimental findings better than Florys model.[88, 91]

In the special case that both comonomers are crystallizable, the resulting semicrys-
talline morphology depends strongly on whether or not both monomers can form a
joint crystalline phase over the complete crystallization range, if co-unit inclusion
is possible or if one monomer is completely excluded from the crystalline phase of
the second. The rare first case is known as isomorphism. For the occurrence of co-
crystallization of both monomer units along the chain, strict molecular requirements
of both monomers, such as a similar volume, shape and chain conformation, total
miscibility and similar crystallization rate of the homopolymers, must be fulfilled.
The resulting semicrystalline properties, such as the crystallinity or melting point,
depend on the composition and can be linearly extrapolated between the properties
of both homopolymers, as shown in Figure 2.5. The crystallites and the amorphous

phase are composed of both comonomers.[13, 14, 25, 92]

A very common case for the crystallization of random copolymers is the complete
exclusion of one comonomer from the crystal of the second co-unit. A crystalline
structure is only formed for low comonomer concentration, where only the majority
component contributes to the crystalline phase. For more symmetric mixtures the
copolymer will not form a crystalline structure and remains completely amorphous.
A special case is the isodimorphic behavior of copolymers which occurs if both
monomers do not fulfill the strict molecular requirements for isomorphism, but still
have similar repeating units. The formation of a semicrystalline morphology is possible
over the complete composition range. Depending on the amount of included co-units
in the crystalline phase of the second comonomer (usually the majority component),
the behavior is either closer to isomorphic, with a high amount of included co-units,
or, for a small fraction of included or completely excluded comonomers, closer to
complete exclusion. The pseudoeutectic range, which occurs most often at equimolar
mixtures, describes a composition range where both comonomers form their own

crystallites, each with a distinct melting temperature.[25]

The crystallization of statistical copolymers is subject of chapter 4.2, where it is show

25



Chapter 2 Scientific Background

that the co-unit inclusion in the random isodimorphic copolymer, poly(butanediol-
succinate/adipate) (PBSA), is asymmetric. For PBA-rich compositions, the minority
BS-units are included in the crystalline structure of BA-bulk crystal, whereas for PBS-
rich compositions a complete exclusion of the minority component is observed. The

effect of the crystallization condition on the structure formation of PBSA copolymer

in the pseudoeutectic range are discussed in the appendix A.3.
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Figure 2.5: Schematic representation of the possible semicrystalline morphologies
of statistical copolymers with two crystallizable units. In the upper left and right
corner the semicrystalline structures of the homopolymers A and B are shown.
The morphology in case of an isomorphic behavior is centered at the top with
an approximately symmetric comonomer content. The isodimorphic behavior is
represented in the central row. On the left, an exemplary morphology of A-rich
composition away from the pseudoeutectic region is shown. In the majority A crystal
B comonomeric units are incorporated. In the pseudoeutectic range (central row,
right), often at approximately equimolar composition, A as well as B crystals are
formed. The morphology in case of complete exclusion (lower left and right) with a
A-rich and B-rich crystal, respectively, and a completely amorphous phase for higher
comonomer contents in the middle. The central diagram is partially adapted from
reference [25].
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2.6 Structure formation of comb-like polymers

Polymers which are built from monomeric units having linear aromatic ester groups
are often described as “rods”. This class of aromatic polyesters is characterized by a
very high melting temperature, often above 400 °C, and the formation of a liquid
crystalline phase in the melt, which was first described in the late 1970s. The late
discovery can be attributed to the high melting temperature, limiting both experi-
mental research and possible applications of this polymer class. In order to reduce
the melting temperature several modifications of the structure, e.g. the attachment
of substituents on the mesogenic units, or flexible spacers as well as the copolymer-
ization with either another mesogenic or non-mesogenic unit, were proposed.[93] The
addition of lateral substituents results in a considerable reduction of the melting

temperature [94].

In a series of studies conducted by Ballauff et al.[17, 22, 95-100] the structure
formation of rigid-rod polymers (in the following also called main chain or backbone)
with flexible side chains was investigated. The focus laid on the influence of the
length of the side chains, the chemical structure, the position of the side on the main
chain and the temperature-dependence: above a certain length of the side chains the
rigid-rod polymers form a layered mesophase. The long side chains, which are often
methylene sequences, aggregate and form nanodomains. The distance between the
layers, composed of the rigid-rod polymers, increases proportionally to the length of
the side chains. Depending on the side chain length, thermal history and preparation
of the sample, additional structural modifications can be found, which differ in the
packing of the side chains in the nanophases and the layer spacings. The length of
the side chains, which is necessary to form a layered mesophase, depends on the
position and amount of the side chains that are attached to the backbone and also

on the microstructure of the main chains.

For comb-like polymers with aromatic backbones the formation of a layered structure
is a common feature [96]. Several experimental studies, e.g. on polyester PPTE-16,
polyimide PPPI-16 or polyamide PPA-16 [51], were performed to better understand
the final morphology of the layered morphology and the side chain packing in the nan-
odomains. The influence on temperature and side chain length will now be considered
in more detail on the example of poly(1,4-phenylene-2,5-n-dialkyloxy terephthalate)s
(PPAOTSs) with n alkyl carbon atoms per side chain. For side chains having six or
more carbon atoms, a layered nanophase separated morphology is observed. Depend-
ing on the side chain length and preparation method two polymorphic structures
develop. Polymorph A is produced by either melt cooling for side chains with n > 6
or for solution crystallized samples with side chains having n < 8 carbon atoms. A

sample crystallized from solution with ten or more carbons per side chains results in
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modification B. PPAOT in modification B undergoes a solid-solid phase transition to
modification A during heating. Once the sample is in modification A the structure
will slowly convert back into polymorph B under ambient conditions, indicating
that B is the thermodynamically more stable phase at lower temperatures, while
modification A is stable at higher temperatures.[50] For PPAOTs with 10 carbon
atoms per side chain a second transition from modification A to liquid crystalline
state is reported before the final melting [49]. The spacing between the layers is larger
in modification A and increases for both polymorphs with the number of side chain
carbons, whereas the distance between the m — m-stacks is larger in B and changes
only little with the side chain length. Overall the volume density of each CHy group
is lower in modification B, suggesting crystalline packing in the nanophases, whereas
for A a disordered packing is assumed.[50] The four model systems for comb-like
polymers, as suggested by Danke et al. [49], are shown in the introductory chapter
in Figure 1.3: modification B of PPAOTs can be described by a fully crystalline
system, while modification A can be referred to a model with crystalline sub-units.
For PPAOTSs with 10 carbon atoms per side chain a liquid crystalline state is detected.
The fourth model with a disordered main chain and crystalline side chains is not
found for PPAOTs.[49]

The structure and dynamics of the polymorphs in PPAOTs with 10 carbons per
side chain (PPDOT) are discussed in chapter 4.3 of this thesis. The well-ordered
backbones in m — m-stacks in both modifications differ in their conformation, but in
both polymorphs no indication of a backbone-amorphous phase is detected, which
suggests a complete ordering of the sample in a layered morphology. The observed
liquid-crystalline phase, which acts as a precurser to the crystal phase formation, is

suspected to minimize the formation of a backbone-amorphous phase.
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In this chapter the experimental methods, primarily the nuclear magnetic resonance
(NMR) spectroscopy, will be discussed. At first an introduction to the basic concepts
of NMR, the nuclar spin and its interactions in a multispin system, as well as the
resulting effects of coupled (interacting) spins on the detected signal is given. This
is followed by the description of the important influence of external and internal
motions within the sample, which can vary over a wide range of timescales, and the
related relaxation effects. Afterwards the utilization of the spin-spin interactions, such
as the direct dipole-dipole coupling and the chemical shift anisotropy, is described
for several NMR pulse sequences. These interactions can be used for the structural
and dynamical characterization of the polymer systems that are presented in this
thesis. The complementary method, polarization optical microscopy, was used to
study the growth rate of spherulites and will also be briefly addressed in this chapter.
Much of the following explanations and theoretical descriptions of fundamental NMR

concepts are based on the book of M. Levitt [55], unless otherwise stated.

3.1 Fundamentals of nuclear magnetic resonance (NMR)

3.1.1 Nuclear spin

The spin of a nucleus can be understood as a form of (spin) angular momentum
and is an intrinsic property of each material. Nuclear magnetic resonance (NMR)
spectroscopy utilizes this intrinsic property of a nuclear spin, which has the nuclear
spin quantum number I, as well as the resulting nuclear magnetism. The ground
state nuclear spin I has the lowest energy state and can be regarded as an empirical
property of each nucleus. In general, the energy difference between the ground and
excited spin states is large and therefore the excited states will be ignored in the
following discussions.

Once the material is brought into a magnetic field, the degeneracy of the ground
state nuclear spin is broken. The resulting splitting of the energy level is referred to
as nuclear Zeeman splitting and increases with increasing magnetic field strength,
but is still much smaller than the thermal energy at ambient temperatures. NMR

spectroscopy is based on the Zeeman splitting of the ground state nuclear spin [ in
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the presence of a magnetic field and therefore cannot be applied to atoms or isotopes
having a ground state I = 0, such as the common carbon isotope 2C in organic
matter. Representatives for spin-1/2 nuclei, that are relevant for the investigation of
organic matter, are the most common hydrogen isotope 'H and the rare *C isotope.
In this work the focus lies solely on the investigation of spin-1/2 nuclei.

In quantum mechanics the wavefunction describing the spin state under the influence
of a time-dependent interaction is given by the solution of the time dependent

Schrodinger equation [101]

d A
S 10) (1) = —if 1) (0 (3.1)

The Hamiltonian of an unperturbed spin-1/2 nuclei in an external magnetic field B,
is H = i - B with the magnetic moment p, which is closely linked to the nuclear
spin angular momentum [ via i = ’yf , where v is the gyromagnetic ratio of the
nuclei.[101] With the assumption that the external magnetic field is aligned along

the z-direction, the Hamiltonian of an unperturbed spin-!/2 nuclei is [101]

H=p-B=~hl,B (3.2)

0 1
with the energy eigenstates |a) = (1) and |) = (0>, which are both eigenstates

of the operator I, and have the eigenvalues +0.5vBy. By is the magnetic field at the
site of the nuclei. The energy difference between both states is equal to the Zeeman
splitting and to the so-called Larmor frequency wy = —yBy.[101]

The population of the eigenstates are given by the Boltzmann distribution for an
ensemble of noninteracting spins-1/2 in thermal equilibrium. At a given temperature T’
the lower energy state |«) is more populated than the higher-energy eigenstate |3),
resulting in a net polarization along the external magnetic field. The net polarization
can be represented as a magnetization vector M , that points along the z-axis as
shown in Figure 3.1. This magnetization can be manipulated by an irradiation with
a radio frequency (RF) pulse, which oscillates with the Larmor frequency wy and
is therefore on-resonance with the precession of the spins. Thus, the oscillating
field Brp, generated by the RF-pulse, can change the spin polarization, even though
the field is many magnitudes smaller than the static magnetic field. Once a RF-field

is applied to the magnetization is rotated by an angle

T (3.3)

1
5¢> = WnutT = ‘§'YBRF

The flip angle depends on the so-called nutation frequency wy,;, which is proportional
to the strength of the applied RF-field Brp ~ cos(woT + ¢o) and its duration 7. The
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longitgdinal RF-pulse transyersg ' precession .
magnetization magnetization without relaxation
1 (2) .
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E frame frame
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~essssse |01) = <0> 3
! = wo=—7Bo Q= wo—Wres

RF-field ~ cos(wot)

Figure 3.1: First column: An ensemble of noninteracting spin-1/2 in a strong, static
magnetic field, which reached a state of thermal equilibrium, has a longitudinal
magnetization M arising from the population difference of the energy eigenstates
|a) and |B). The magnetization can be represented as a vector pointing along the
direction of the external magnetic field z. Second column: A (7/2), -pulse flips the mag-

netization M along the z-axis in the transverse plane and thus, generates transverse
magnetization. Third column: The spin state |z) is described by a superposition of |a)
and |5). The arrows represent quantum coherence. Fourth column: The transverse
magnetization precesses in the lab frame with the Larmor frequency wy. In the
rotating frame the magnetization is static if wy =~ wyes. Adapted from reference [55].

phase ¢ describes the axis (£, £y) at which the RF-pulse is applied. A (7/2),-pulse
flips the magnetization by an angle of (7/2), or 90°, to the z-axis into the transverse
x-y plane, as shown in Figure 3.1. The magnetization in the transverse plane, pointing
along x, can be described by a superposition state |x) = 1/vz|a) + 1/vz|3). Arrows
between the states |a) and |3) represent the presence of quantum coherences, or in
other words the presence of transverse magnetization. The transverse magnetization
is time-dependent and precesses with the Larmor frequency wy around the axis of
the external magnetic field. In order to spare the unnecessary time dependence of
the magnetization in theory and also for illustrations in the vector model, one uses
the framework of a so-called rotating frame. An observer rotates with a reference
frequency wyer which is similar to wy and therefore the magnetization appears to
be static. Not all spins in real systems have the exact same or theoretical predicted
Larmor frequency and thus an offset frequency €2y = wy — wyes is needed to describe
the system. The effects of the offset and the related chemical shift are further
described in chapter 3.1.2.

One of the simplest NMR experiments is called a free induction decay (FID) and
consists of one 7/2-pulse (in Figure 3.2 applied along the y-axis). The detection of the

transverse magnetization starts, with a short delay, directly after applying the pulse.

31



Chapter 3 Experimental Methods
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Figure 3.2: A (7/2),-pulse is applied to an ensemble of noninteracting spins in a static
magnetic field and generates transverse magnetization. The FID intensity decays
exponentially with the transverse relaxation time 75. In the lab frame the signal also
oscillates with the Larmor frequency wy. The Fourier transformation of a exponential
decaying function yields a Lorentzian peak with the peak with at half height equal
to 1/=1,. Adapted from reference [55].

This delay, which is called dead time, is caused by the time needed to turn the receiver
on after the end of the strong RF-pulse. The NMR signal is detected, utilizing the
same coil that is used to apply the RF-pulse, for a specific acquisition time ¢,., and
decays proportional to exp(—teau/1;), where T; is the transverse relaxation time. In
the lab frame the decaying signal oscillates with the Larmor frequency wg, whereas
in the rotating frame the signal can be described by an exponential decay that
oscillates with €2y. For a pulse that is applied exactly on-resonance, € is equal to
zero. A Fourier transformation of the time-dependent signal yields a Lorentzian peak
with the center frequency wp in the lab frame or 2y = wy — wyes in the rotating
frame. The peakwidth at half height is equal to 1/x7,. A fast exponential decay in
the time-domain is characterized by a low T)-value, resulting in a broad peak in the
frequency domain and vice versa. Note, that the described signal shown in Figure 3.2
arises from the model case of an ensemble of noninteracting spins, which all have the
exact same Larmor frequency. The detection of an FID in a multiphase system with
coupled spin will be discussed in chapter 3.2.1. Spin interactions and the concept of

relaxation will be discussed in the following chapters.

3.1.2 Spin interactions

The solution of the time-dependent Schrodinger equation yields the description
of all interactions in the sample. In order to simplify and solve the equation, the
contributions of the electrons in the system are neglected and only the nuclear spin
states appear in the Hamilitonian 7:[spm. The time-dependent Schrodinger equation

is then given by

d o
it |Wspin) (£) = —1Hspin [Vspin) (t) (3.4)
with the wave function |t¢)sp,) (), describing the spin state of a nucleus. The nuclear
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spin Hamiltonian f[spm includes contributions of external and internal spin interac-
tions. External interactions are caused by the interaction of the nucleus with external
electric or magnetic fields. A spin-1/2 nuclei has a spherically symmetric charge distri-
bution and therefore does not interact with the electronic environment, resulting in
an electron spin Hamiltonian He, equal to zero. The magnetic spin Hamiltonian ﬂmag
is composed of three contributions. The homogeneous, strong, static magnetic field,
the radio-frequency (RF) field generated by a RF pulse and a gradient field, which is
used in diffusion experiments. Internal interactions are caused by electric or magnetic
fields that originate from the nuclei and its surrounding electrons. The internal spin

interactions will now be discussed in the following paragraphs.

Chemical shift and chemical shift anisotropy The magnetic field at the
site of the nuclei By is given by the sum of the static magnetic field B and a
comparably small local field Bj,.. The local field experienced by two nuclei differs, if
their electronic environment or also the conformation in a polymer chain is different,
e.g. for a CH-group in comparison to a CHs-group or an all-trans chain compared
to a gauche-rich conformation. These local fields are caused by the static magnetic
field, which induces currents in the electrons clouds. These currents also generate a
small magnetic field that is—for protons—three to five orders of magnitude smaller
than the static field. The superposition of the static and the induced (local) field
yields the field at the site of a nuclei By. The difference in the experienced field B,
is described by the chemical shift ¢ in parts per million (ppm) and is calculated via
Qo wWo — Wref

§= - — (3.5)

Wref Wref

with the apparent Larmor frequency of a nuclei wy = v - By and a reference fre-
quency wyes. The chemical shift is a universal parameter in NMR, since it is inde-
pendent of the strength of the static magnetic field. The induced field in a molecule
can often be described as anisotropic, since the electronic environment around the
nuclei is—in most cases—not spherical. The experienced field By and consequently
also the chemical shifts are anisotropic and depend on the orientation of the molecule
with respect to the static magnetic field. One speaks of chemical shift anisotropy
(CSA). In isotropic liquids, the fast molecular motions average the anisotropy and
one observes NMR spectra with one sharp peak at the isotropic chemical shift wjg,.
In a solid powder sample the molecules exhibit all possible orientations in respect to
the static magnetic field. All crystal orientations have a distinct Larmor frequency
and thus, a distinct chemical shift that depends on the alignment towards the static
field. The observed spectra, so-called powder patterns, are a superposition of all

individual peaks arising from each crystal in its orientation. The broadening effect of
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the CSA on the spectra is an example for inhomogenous broadening. In such spectra,
the peak width at half-height exceeds the expected value of /=1, and consequently

the corresponding transverse relaxation time 75 is apparently shortened.

Direct dipole-dipole coupling The direct dipole-dipole coupling (DD-coupling)
is a through space interaction of a spin with the magnetic field that is generated
by another spin and vice versa. The magnitude of the DD-coupling constant D is

inversly proportional to the cube of the spin-spin-distance rj-’k; it is given by

~ih
D= _Ho. %Zk
4 Tk

(3.6)

where 19 is the magnetic constant and + the gyromagnetic ratio of the spins j and k.
In the presence of the large external magnetic field some internal spin interactions
are masked by the strong interaction of the spins with the external field. Thus, one
can use the secular approximation of the internal spin Hamiltonian. The secular
dipole-dipole Hamiltonian describing the DD-coupling of two spins j and k for the

homonuclear or heteronucelar cases are,

7:[;%[) = d; (31,1, — 1, - 1) (homonuclear case) (3.7)
7:[jDkD = 2djkszsz (heteronuclear case) (3.8)
with  dj, = D - Py(cos(0j)) (secular DD-coupling) (3.9)
and ij‘ik:jjx'ka+ij'jky+jjz‘jkz (3.10)

where ij -1, is the product of the spin angular momentums ij and I, with its
three components; I, I, and I.. Py(cos(f;x)) = 0.5(3cos(6;,) — 1) is the second
Legendre polynomial. 65, describes the angle between the static magnetic field and
the connecting vector of the spins j and k. Therefore, the secular DD-coupling
constant d;, and consequently both dipolar couplings are dependent on the molecular
orientation. At the magic angle 0,4 = arctan(v/2) the secular dipolar coupling is
zero. In an isotropic liquid intramolecular and short-range intermolecular dipole-
dipole couplings average to zero, whereas long-range intermolecular couplings remain,
but are often very small and may be ignored. In a solid sample one spin is coupled
to every other spin in the immediate vicinity and both inter- and intramolecular

dipole-dipole couplings can be present.

J-coupling The indirect spin-spin coupling or J-coupling arises from the interaction
of the nuclei with the surrounding electrons of the second spin, with which they

are chemically bonded. The detected chemical shift allows to investigate the local
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environment in an isotropic liquid where the direct dipole-dipole coupling is—to a
good approximation—averaged to zero. The J-coupling is present in a solid, but is

often overpowered by the much larger DD-coupling and is therefore often ignored.

Spin-rotation The positive and negative electric charges of the molecule, caused
by the nuclei and the electrons respectively, are in motion if the molecule rotates or
tumbles. These motions of the electric charges and therefore of their electric currents
result in a fluctuating magnetic field, which can interact with the spin magnetic
moment. For spin-1/2 nuclei, this interaction is much smaller than the dipole-dipole

coupling and the chemical shift anisotropy and is only important for small molecules.

Quadrupole coupling A nuclei with [ > 1/2 has an electric quadrupole moment
which interacts with the electric field gradient that is generated by the surrounding
electron clouds. The investigated nuclei in this work are solely spin-1/2 nuclei and

thus the quadrupolar coupling is not discussed further.

Coupled spin-1/2 pair In a spin-1/2-pair the interactions can either be homonuclear

or heteronuclear. In both cases, the spin state of a coupled spin pair is described by

V) = Caa |) + cap |aB) + cpa |Bar) + ¢ |B) (3.11)

with 1= [caal® + [casl® + csal® + |css]?

with the so-called Zeeman products states of the coupled spin-t/2-pair, |aq), |af),
|far) and |55). The secular spin Hamiltonian of a spin-1/2-pair describing the internal

spin interactions is given by
/f:[mt = wo,jflz + wO7k[A22 + 7:[‘3]]4 + ?:[;jkD (312)

wo,; and wyy are the Larmor frequencies of the spin j and k. ?:[jk and 7:[]%[’ are the
Hamilton operators for the J- and DD-coupling, respectively, which can be both
either homo- or heteronuclear. The dipolar Hamiltonians are given in equation 3.7
and 3.8. The quadrupolar coupling is zero for spin-1/2 nuclei and therefore not taken

into account.

3.1.3 Relaxation

Relaxation describes the behavior of the spins in a static, strong external magnetic
field once they have been disturbed, e.g. by a radio-frequency pulse. The time-
dependent decay of the coherences in the z-y plane is called spin-spin relaxation,

described by the transverse relaxation time 7,. The spin-lattice relaxation time
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constant 7} is proportional to the time, which is necessary to reach their thermal
equilibrium in the external magnetic field. The time between subsequent scans, the
recycle delay, is given by ~ 5-T7. In spin-1/2 nuclei, the relaxations are a consequence
of fluctuating magnetic fields experienced by the nuclei and are caused by thermal
motions, dipole-dipole couplings and chemical shift anisotropy. In solid state the

effect of spin rotations can be neglected.

Random field relaxation The transverse magnetization B, , of an ensemble of
non-interacting spins in a static, strong external magnetic, which has been generated
by an 7/2-pulse, fluctuates with time. These fluctuations arise independent of spin
interactions or orientation dependence and their time-average is zero. A description

takes place through an autocorrelation function,

assumption

G(r) = (Boy(D)Bay(t +7)) =~ (Bz,) - exp (=7/r) (3.13)

that describes the fluctuating field at a time ¢t compared to a later time ¢+ 7. For long
times 7, G(7) decays to zero. The decay is often assumed to be a single exponential
function, with the correlation time 7.. Rapid fluctuations cause a fast decay of
the autocorrelation function and have a small 7.-value, and vice versa. A related
quantity is the spectral density J(w), which is defined as the Fourier transform of

G(7) multiplied by two. Hence, J(w) is proportional to an absorptive Lorentzian

Te

Trwi (3.14)

‘Z.?y

J(w)=2- /000 G(7) exp(iwt) dr = 2(B2 )

Slow fluctuations of B, , result in a long correlation time and a narrow spectral density.
The longitudinal relaxation in an ensemble of noninteracting spins depends on the
transition probabilities between the eigenstates |«) and |3). The eigenstates underlie
the Boltzmann distribution, as shown in Figure 3.1. The transition probability from
state |a) to |5), W_, and |3) to |a), W, can be calculated via
We=W <1 + lm—B) with W = 0.59*(B2 ) J(w) (3.15)
2 kgT Y
with the Boltzmann constant kg, the temperature T and the spectral density at the
Larmor frequency J(wp). The magnetization M, along the external magnetic field in
thermal equilibrium is given by the difference of the spin state populations. Once
the system has been perturbed, e.g. by an RF-pulse, the magnetization along z at a

time point ¢ is given by
M, (t) = Mg° - (1 —exp (—t/1)) (3.16)
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Figure 3.3: The motions of a fluctuating hydrogen atom are increasing with higher
temperatures T, resulting in a decreasing correlation time 7.. Accordingly, the auto-
correlation function G(7) decays faster at higher temperatures. For small correlation
times the spectral density J(w) is very broad. With increasing 7, the spectra becomes
more narrow. The value of the spectral density at the Larmor frequency J(wy) is
highlighted with the colored circles in the upper right graph. The dependence of the
longitudinal relaxation time T} on 7, and T is shown below. The inverse proportion-
ality of T} on spectral density at the Larmor frequency results in a first decrease of
T with increasing correlation times until a minimum value is reached and is then
followed by an increase. Adapted from reference [55].

with the spin-lattice relaxation time 7} = (2W)~! = (’yQ<B§,y>J(wo))_1. Thus, the
longitudinal relaxation time depends on the correlation time of motion, according to
equation 3.14, and reaches a minimum value at a specific 7.

In Figure 3.3 the change of the correlation times with increasing temperatures are
shown exemplarily on a fluctuation hydrogen atom. For increasing temperatures T’
the correlation time of motion 7, decreases, which results in a faster decay of the
autocorrelation function G(7). The spectral density, calculated according to equation
3.14, is broad for small correlation times (high 7") and becomes narrower for larger
values of 7.. Thus, for fast motions the spectral density at the Larmor frequency J(wyp)
is small. With increasing values of 7, (decrease of T') the spectral density becomes
more narrow and the value of J(wp) rises and reaches a maximum at a specific
correlation time. For even slower motions J(wp) decreases again. The longitudinal

relaxation time T} is inversely proportional to J(wp), resulting in a 7} minimum.

Dipole-dipole relaxation In a real sample, the interaction between spins influ-
ences the relaxation behavior. In a solid sample the direct dipole-dipole coupling
is the strongest interaction between two 1/2-spins. The transition probabilities and

thus also the longitudinal relaxation time are strongly influenced by these interac-
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tions. Two homonuclear coupled spin-1/2 have twelve transitions between the four
eigenstates; with two zero, eight single and two double quantum transitions. The

transition probabilities are given by

1 3 3
Wy = ED2J(O) Wy = %DZJ(WO) Wy = 5D2J(2Wo) (3.17)

- >y
Vv Vv NV
zero quantum coherence  single quantum coherence  double quantum coherence

Thus, the influence of the dipole-dipole coupling on the transition probabilities
depends on the internuclear distance (D ~ rj_,f) with an inverse power of six. The
spin-lattice relaxation for the intramolecular dipole-dipole relaxation of a two-spin
system can be calculated to

-1

Ty = | 2D% (J(un) + 47 (20) (3.18)
and its T;-7.~-dependence is qualitative similar to the one for random field fluctuations
shown in Figure 3.3. The transverse relaxation time 75 describes the decay of the
coherences in a spin ensemble and is caused by the loss of synchronization of the
precessing spins. The fluctuating fields that are experienced by each spins vary over
time and this results in a gradual loss of the coherences. The transverse relaxation
time 75 of intramolecular dipolar coupled spins is given by
3 -1

=5 D?* (3J(0) + 5J (wo) + 2.J(2wy)) (3.19)
A larger dipolar coupling constant D results in a faster decay of the coherences. The
differences in the transverse relaxation times can be used to differentiate between
mobile and rigid regions in a two-phase system and allows to quantify the volume
fractions in a given system in terms of the amplitude of the relaxation contributions.
A Ty-filter can be used to selectively polarize the mobile phase in a sample. These
applications are further described in chapter 3.2.1 and 3.3.4. The effect of motions

on relaxation is subject of the following section.

T;, relaxation The transverse magnetization, obtained by a 7/2-pulse, can be
“locked” at a specific direction in the rotating frame by applying a resonant RF field,
a so-called “spin-locking” pulse, along this direction. The transverse magnetization
cannot precess if the spin-lock pulse is strong enough and thus the free evolution
of the transverse magnetization is suppressed. The spin-locked magnetization will
decay to zero with the characteristic T} , relaxation time, the longitudinal relaxation

in the rotating frame. This methods allows to study slow molecular dynamics.
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3.1.4 Motions

Motional processes Internal or external motions can strongly influence the
detected NMR spectra. An external motion can be applied to the sample by magic-
angle spinning, where the complete sample is mechanically rotated at the magic
angle 0,4 = arctan (\/5) The fast rotation averages anisotropic spin interactions,
such as the chemical shift anisotropy and dipole-dipole interactions (see chapter 3.3).
Internal motions in the sample can be probed by NMR spectroscopy over a wide range
of timescales. The detection is possible once the molecular motions have changed
the nuclear spin Hamiltonian. The characteristic time-scales of motions in NMR
are the Larmor timescale in the range of nanoseconds, defined by: 7o ~ wy'; the
spectral timescale 7y, in the range of micro to milliseconds: ~ |wp 1 — w072]_1 and the
relaxation timescale given by the spin-lattice relaxation time 7. Molecular vibrations
of light atoms, such as hydrogen, and often also local rotations, for example of a
methyl group, are very fast motions in the range of femto to picoseconds and are
thus faster then the Larmor timescale. Molecular motions, e.g. rotations, in a liquid
and also segmental motions in a polymer are often in the same time range as the
inverse Larmor frequency. Chemical exchange, which influences the chemical shift
and the J-coupling, can vary from nanoseconds to seconds. The effect of the exchange
rate k on the NMR lineshape is discussed below. Macroscopic diffusion and flow
are also in the range of seconds and can change the nuclear spin interactions in an

inhomogenous magnetic field. This effect is utilized in diffusion experiments.

Motional effects Motions with different timescales influence the nuclear spin
dynamics differently and the effects can be seen in changes of relaxation processes or
in the NMR lineshape. Motions that are faster than the Larmor timescale will average
the nuclear spin Hamiltonian before the secular approximation. This non-secular
Hamiltonian will strongly affect relaxation processes, whereas the secular Hamiltonian
influences the NMR lineshape. Motions described by the inverse Larmor frequency
are responsible for and influence the spin-lattice relaxation. Processes at the spectral
timescale have a strong influence on the form of the NMR spectrum. These effects are
further discussed below. Slower motions normally do not influence the NMR lineshape

or relaxation processes, but can be detected with e.g. exchange experiments.[102]

Motional Lineshapes Motions in the range of the spectral lineshape have a strong
influence on the appearance of the NMR spectra and thus, may also affect the trans-
verse relaxation time T5. According to equation 3.19, T, decreases with increasing
correlation times. Thus, for intermediate towards faster motions a motional narrow-
ing of the spectra takes place, resulting in an increase of T,. However, as opposed to

equation 3.19, the 75 measured in an echo experiment, where the main interaction
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is refocused, displays a minimum and increases again towards slower motions. This
effect is exemplarily shown in Figure 3.4 on a symmetric two-site exchange of an
isolated spin, that exchanges between two chemical sites. The Larmor frequencies at
cach site differ and are given by wp; and wps. The comparison of the exchange
rate k with the chemical shift difference of both sides allows to distinguish between
two regimes: slow intermediate motions characterized by a slow exchange rate with
k < 0.5-|wp1 —wp2| and a high exchange rate with £ > 0.5|wp1 — wo2|. Even though
the exchange rate may vary, the transitions between both sites are extremely fast.
For a slow exchange rate two distinct resonances at wp; and wy o are detected. The
narrow peaks correspond to a long spin-spin relaxation time T5. For faster exchange
rates the peaks coalesce, resulting in a broadening of the peak and consequently in a
decrease of T;. However, even faster motions yield one sharp, single resonance at an
averaged chemical shift @ and one speaks of motional narrowing. Since a narrow peak

is synonymous to a long transverse relaxation time, one detects an increase of T5.

W01 w02 w01 w02 w01 w02 I,
Aw
k < 0.5Aw k ~ 0.5Aw k> 0.5Aw
exchange rate k >
refocused 75 relaxation time
(L(\('l'(‘ﬂ‘\'(\ ill('l'(‘ZIN(‘
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Figure 3.4: Schematic NMR spectra for a two-site exchange of a non-interacting
spin. For exchange rates k < 0.5 - |wp1 — wp2| = 0.5Aw two resonances with the
chemical shifts at each site, wy; and wp o, are detected. Increasing motions (higher
exchange rate) will at first results in a coalesce of the two peaks and finally in a
motional narrowed peaks for k > 0.5 - |wp1 — wp2|. The transverse relaxation time
will at first decrease until the peaks are coalesced. Once the peak, at the average
chemical shift @, becomes narrow, the transverse relaxation time increases again. In
the bottom plot the correlation time dependence of the longitudinal relaxation time
Ty, the transverse relaxation time T, according to equation 3.19 and the effect of
intermediate motions are shown. Adapted from reference [55].
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3.2 Static 'H time-domain NMR

3.2.1 FID experiment in a multi-phase system

A proton (*H) free induction decay of a multi-phase system, for example a semicrys-
talline polymer with a rigid and mobile phase, allows to quantify the molar fractions
of each phase. The different dipole-dipole couplings in the amorphous and rigid phase
of a semicrystalline polymer result in a different transverse relaxation time T, for
regions with a different mobility. A high DD-coupling causes a faster loss of coherence,
characterized by a fast relaxation, whereas 75 is long in regions with faster motions
having lower residual dipolar couplings. In Figure 3.5 a FID and the contributions of
its amorphous, intermediate and crystalline fractions are shown. A deconvolution in
the frequency domain is impractical for a static powder sample, since the correspond-
ing peaks of the crystalline and intermediate (rigid-amorphous) phase are broad and
all three signal contributions overlap, which inhibits a deconvolution.[103] For the

analysis of the detected FID the following equation is used [103]

Irip = fa- 6_(tacq/T2*’a)"a s e_(tacq/Tii)Vi e e_(a%ZCq/z) . Sin(b'tacq)/(btacq) (3.20)

J/ .

-~

amorphous intermediate crystalline

The amorphous and intermediate components are fitted with a stretched exponential
function, where T3, and 75, are the apparent transverse relaxation times and the
shape parameters v, and v;. In regions with a higher mobility the exponents v
are in the range of 0.8 and 2. In the crystalline phase a Gaussian distribution
with v = 2, is assumed. The signal arising from the crystalline phase can be
described by an Abragam function. The second moment M;, a measure for the
dipolar coupling of the crystalline phase, can be calculated from the parameters a
and b via My = a* + ¥°/3 = 9/20 - D?. The prefactors f,, f; and f, yield the molar
fractions of each phase.[103, 104]

MAPE-filter The magic and polarization echo is a dipolar filter, which is able to
selectively detect the mobile component of the investigated system and is applied
before the FID pulse sequence. This filter experiment utilizes the different mobilities
in the rigid and mobile components of the sample. For sufficiently long filter times,
the coherences of regions with a high dipolar coupling cannot be refocused, which
allows to solely detect the signal arising from the mobile region. The detected signal
can be fitted with a stretched exponential function, yielding the parameters 773,

and v,. These parameters are used in equation 3.20 to stabilize the fit.[103, 105]
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Figure 3.5: The free induction decay in the time domain (solid gray line) and its
three components: amorphous (dashed orange), intermediate (dotted purple) and
crystalline (blue dash-dotted). The analysis in the frequency domain would be more
complicated since the signals of all three phases overlap and no good analytical
approximation is available for the spectral shapes.

Anderson-Weiss approximation The broad spectral width of the rigid compo-
nents in a semicrystalline polymer is caused by the orientation dependence of the
homonuclear dipolar interactions. Fast intracrystalline dynamics in crystal-mobile
polymers can cause a spectral narrowing, which corresponds to an increase of the
transverse relaxation time and a decrease of the linewidth. Dynamics with correla-
tion times faster or on the same timescale as ¢, are detectable with 'H FIDs. The
Anderson-Weiss approximation is used to analyze the motions responsible for motional
narrowing, assuming a Gaussian distribution of the varying (Larmor) frequencies
and an exponential decay of the autocorrelation function G(t) with the correlation
time 7..[106, 107] The approximation for the dipolar FID is given by [106, 107]

tac t _ stat 242
I?%@acq) = exp l_AMQ . 7—02 ( q 1+ eacQ/Tc>:| e 0.5M5t 5?2 (321>

C

with AM, = M (1 — §2) = Mgtet — Mg

with the static and dynamic second moment, M5 and Mg Y" and the order pa-
rameter S = \/M""/mstet.[106, 107] The intracrystalline dynamics (also referred to
as “ac-relaxation”), e.g. in PEO, are temperature-dependent and the corresponding
correlation time of motion decreases with higher temperatures. Figure 3.6 shows the
temperature-dependence of the second moment M, in a PEO sample. The static
second moment is detected for low temperatures. For high enough temperatures, and
thus faster intracrystalline dynamics, the calculated second moment decreases and
reaches M{Y". The normalized crystalline FID signal contributions of a PEO sample
display an increase of the transverse relaxation times with increasing temperatures.

The correlation time of the intracrystalline dynamic 7, and the order parameter S

42



3.2 Static 'H time-domain NMR

15 T T g 1.0 y — 1.0
]\/[ésta,t §
< 12+ - S 08¢
s 12 . fl £ 0.9
§ 9t . . § 0.6
2 =S 04l Jos
\ 6 n <k "g
3 gl 5 02 o7
———————————————— =gy g 0.0
0 - S e e NI X
—-30 0 30 60 0 20 40 60 8 100 4 8 12 16 20
T/°C tacg | 1S tacq /| 118

Figure 3.6: Left: the temperature-dependence of the calculated second moment M,
of a isothermally crystallized PEO sample. For low temperatures and thus slow
intracrystalline dynamics the second moment has its static value M3, Increasing
the temperature gradually decreases the second moment to M;l Y™ Right: normalized
crystalline FID signal contribution for various temperatures. The increase of the
transverse relaxation time is caused by the thermally activated a.-relaxation. The
first 40 % of the signal can be fitted using equation 3.21, yielding the correlation
time 7, and the order parameter S.

can be derived by a simultaneous fit of the first 40 % of the temperature-dependent
crystalline FID signals with equation 3.21.[72, 106, 107]
The correlation time 7. of the reorientation process, related with the intracrystalline

dynamics, is given by an Arrhenius temperature-dependence [72]

E
T, = Tp * €XP (ﬁ) (3.22)

with the activation energy F, and the prefactor 7y [72]. The proton FID analy-
sis together with the Anderson-Weiss approximation was used to determine the
temperature-dependent amorphous, intermediate and crystalline fractions and to
quantify the intracrystalline dynamics in oligomer-diluted poly(ethylene oxide). The
results are presented in chapter 4.1. Additionally, the 'H FID experiment was used
for the signal fraction analysis in PBSA copolymers, presented in chapter 4.2 and
oligomer-diluted poly (e-caprolactone) (chapter A.2). The obtained signal fractions
yield only a average value over all components in the mixtures and the copolymer.

Therefore other additional methods may be used to analyze the systems.

3.2.2 Saturation recovery

One method to detect the longitudinal relaxation time 77 is the saturation recovery
pulse sequence, shown in Figure 3.7. A first 7/2-pulse generates transverse magne-
tization Mxy. Directly after the pulse the longitudinal magnetization M, is zero.

During a waiting time 7 longitudinal magnetization is gradually built up with the
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Figure 3.7: The saturation recovery sequence is an arrayed experiment, with an
FID detection after increasing waiting times 7 between the two 7/2-pulses. The first
pulse generates transverse magnetization Mxy. During the waiting time 7 a certain
amount of the z-magnetization M, is build-up again. The second 7/2-pulse is used
to “read-out” this build-up z-magnetization. After a waiting time of 7 =5 - T} the
complete longitudinal magnetization is restored after the perturbation with the first
7/2-pulse.

characteristic relaxation time 77. To detect this longitudinal magnetization a second
m/o-pulse is used to rotate Mz into the transverse plane. The saturation recovery
is an arrayed experiment, where the pulse sequence is repeated for several time
points 7. The intensity build up curve can be fitted with equation 3.16.[55] After a
perturbation, for example by an radio-frequency pulse, the spin system needs at least
five times T} to reach equilibrium. This time interval, also called recycle delay, defines
the waiting time between subsequent scans.[55] The saturation recovery experiment

was used in all NMR experiments to determine the necessary recycle delay.

3.2.3 Proton multiple quantum (MQ) NMR

The proton dipolar coupling depends, according to equation 3.9, on the angle of
the internuclear axis with respect to the external magnetic field 6;;. Fast segmental
dynamics can change the angle 6;; resulting in an averaging of dipolar coupling if
the motions are on the timescale of the inverse residual dipolar coupling constant.
The time-averaged dipolar coupling in liquids or in samples with isotropic dynamics
is zero. In an entangled melt or amorphous phase the segmental dynamics are
weakly anisotropic due to the presence of topological constraints and yield a residual
dipole-dipole coupling D,..,.[108]

The dynamic order parameter 5, given by time-average of the second Legendre
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Figure 3.8: Schematic representation of the time dependence of the mean square

—

displacement ([rGﬁ) —r(0)]?) (solid brown line) and the orientation autocorrelation
function C'(t) (dashed orange line) according to the tube/reptation model. The regime
boarders are given by the monomer relaxation time 7y, the entanglement time 7.,
the Rouse time 75 and the reptation time 7,p.[15, 61] Adapted from reference [111].

polynomial, can also be calculated from the ratio of the residual and static dipolar
coupling (Pres/Dy.,) multiplied with a prefactor k, which represents the averaging of
fast motions within the segments. The value of S, depends on the ratio of the end-to-
end vector r between the chains segments and the entanglement strand end-to-end
distance N,. This allows to analyze the entanglement density in an amorphous phase
or polymer melt as well as the crosslinks in an elastomer [108]

Dyes 377

51 = (Paleos(b))), = k™ = 557 (3.23)

The MQ NMR enables the measurement of weak residual dipolar couplings also
allows to access the intermediate motional regime. The motion of the segments of
a polymer chain are described in terms of the orientation autocorrelation function
(OACF) of the second Legendre polynomial [109, 110]

C(t) ~ (Py(cosO(t + 7)Py(cosO(T)), ~t " (3.24)

which can be assumed to follow a power law, with the time-scaling exponent k. The
dynamic regimes of C'(¢) are in agreement with the regimes of the tube/reptation
model discussed in chapter 2.2 [109]. Figure 3.8 shows the time-dependence of the

—

dynamic regimes for the mean square displacement ([r(¢) — r(0)]?) and the OACF.

For the analysis of the polymer systems in this work, an optimized Baum-Pines
sequence, as shown in Figure 3.9 A, was used. The sequence is based on the evolution

of a spin pair under a dipolar Hamiltonian and involves the excitation of multiple
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quantum (MQ) coherences. Double quantum (DQ) and also MQ coherences cannot
be directly detected, but are accessed by an excitation and a reconversion pulse block
into detectable (transverse) magnetization. Both the excitation and reconversion
block are built up from several 7/2- and 7-pulses (for details see Figure 3.9A).
The filter time 7pg can be varied by changing the cycle time ¢. and/or the cycle
number n.. The intensity of the DQ quantum coherences Ipg are dependent on the
filter time 7pg and can be detected by using the carrier phase ¢, in the excitation
block and ¢g + A¢ for the reconversion. A¢p underlies a four step phase cylce of
A¢ = x,y,—x,—y. Together with the receiver phase ¢pg = =, —z, —x,x the DQ
intensity can be detected. A change of the receiver phase to ¢,y = z,z, x,z allows
to detect the reference intensity I,.r, which includes all magnetization that has not
been excited to MQ coherences.[111, 112] The addition of the DQ and reference
intensity yields the sum intensity Isnpg:[111, 112]

Isng = (sin ¢isin ¢) + (cos ¢1cos ¢z) (3.25)
Ino Loy

TDQ 27pQ
with ¢ = Dstat/k/ Py(cosO(t))dt and ¢ = Dstat/lc/ Py(cosO(t))dt
0

™DQ

The reference, sum and DQ signal intensities of an entangled polymer in the melt
are shown in Figure 3.9 B. The intensity of I,.; arises from the entangled chains,
as well as from dangling chain (ends), solvent or oligomers, which often display an
isotropic motion without any remaining DD-coupling. These signal contributions,
so-called “defects”, are detected in the reference experiment as a slowly decaying
exponential function (“tail”), which has to be subtracted before the subsequent
analysis.[108] An analytical fitting approach, based on the power-law model of the
OACF (equation 3.24), allows to determine the effective power-law scaling exponent
x and the amplitude of the OACF. Hereby, the DQ intensity, Ipg, and the sum
intensity with subtracted tail, Ixpq — tail, are simultaneously fitted with [113]

[EMQ — tail = e*QTDQ/TQ . e[—a~((N—KQ)tg—ﬁ-(QmQ—4&)TDQto+27'§)E;t8)]
-sinh [0.5a - ((* — K)tG + (2°7° — )15 "6) ] (3.26)

L«ef _ 6727DQ/T2 . e[—a.(1.5(&—/@2)153—&-(2&2—4H)TDQt0+(4—22’“)7'§)E;t8>] (327)

with a = 0.2- D2, -[(k—2)(k—1)] 7" and k > 0 as well as x # 1, 2. The fit is performed
in the time interval ranging from the first data point ¢y until the time point, which
corresponds to the maximum value of the build-up curve of Ipg. The residual dipolar

coupling D,.., describes the plateau of the OACF for time points up to to. The fitting
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Figure 3.9: A) Optimized Baum-Pines sequence with excitation and reconversion
pulse block. Each block consists of several /2 (gray narrow rectangles) and m-pulses
(black broad rectangles). In the reconversion block the carrier phase ¢ is shifted by
an four-phase cycle with A¢ = z,y, —z, —y. The DQ and reference signals can be
detected using different phase cycles. Adapted from reference [111]. B) Detected DQ
(Ipg, green diamonds) and reference signal (I,.r, purple circles) with tail (orange
fit) and sum intensity (Inaq, blue upside down triangle). C) Simultaneous fit of Ipg
and Isyq — tail (blue, open upside down triangle) until the maximum Ipg-value.

approach also considers fast molecular motions with correlation times less than ¢y by
adding the term exp(—27pe/1,). Ty describes the transverse relaxation of these fast
motions. In Figure 3.9 C the fitting range and the corresponding fit of Isyq — tail
and I,.; are shown.[113, 114]

The Baum-Pines sequence was used to analyze the effect of the entanglement density
on the semicrystalline structure of oligomer-diluted poly (e-caprolactone) (PCL). The
so far unpublished results are presented in chapter A.2 in the Appendix, Additionally,
DQ-results of high-M,, PCL melts were used for a back-extrapolation of the OACF
to obtain an universal reference residual dipolar coupling at the entanglement time 7,.

Details are given in chapter A.1 in the appendix.
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3.3 BC structural NMR

The orientation dependent spin interactions in a static sample cause an inhomoge-
neously broadened spectrum, as explained in chapter 3.1.2. In a magic angle spinning
(MAS) experiment the sample is within a cylindrical rotor, which is spun rapidly
around its own axis. The angle between the spinning axis and the static magnetic
field, the so-called magic angle, is 34 = arctan(v/2) = 54.74°. Under MAS the
orientation dependence of the chemical shift frequency is time averaged, resulting in
a narrow resonance at the isotropic chemical shift w;,. The fast rotation removes the
broadening effect caused by anisotropic interactions, e.g. chemical shift anisotropy,
and can also assists to remove the effect of dipolar couplings, provided that the
spinning frequencies are fast in comparison to the DD-coupling. If this condition
cannot be fulfilled, decoupling sequences can be used to remove the effect of homo-
or heteronuclear dipolar coupling.[115] One of the first NMR pulse programs for
homonuclear decoupling was proposed by Lee and Goldburg [116] in 1965 and is based
on the removal of the dipolar coupling of the average Hamilitonian to the zeroth
order. Other homonuclear decoupling sequences are variations of the Lee-Goldburg
decoupling experiment or are based on solid echo pulse trains, magic-echo sandwich
pulses or numerically optimized pulse schemes. The frequency-switched and phase
modulated Lee-Goldburg sequences are most commonly used.[117] The detection of
the weak signal of dilute spins, for example 3C, is additionally complicated by the
broadening effect of heteronuclear coupling. The removal of the 'H-13C coupling can
be achieved by applying a high power radio frequency (RF) pulse with the proton

Larmor frequency during the 3C signal acquisition.[115]

3.3.1 Polarization transfer

One advantage of NMR is the analysis of structural information via the chemical
shift. However, the spectra of protons in a solid-state sample are often too unselective.
Molecular resolution can be obtained in spectra of other, often dilute nuclei, for
example 3C. The detection of the signal of a dilute spin system X often results
in a very low signal-to-noise ratio even under magic angle spinning and with high
power decoupling during detection. An additional problem arises from the long
Ti-relaxation time that is caused by the absence of homonuclear coupling. Thus,
the detection of a spectrum of X nuclei with a decent signal-to-noise ratio would
require a large amount of scans separated by a long recycle delay. A solution to this
problem is the polarization transfer via cross polarization (CP) or by insensitive
nuclei enhanced by polarization transfer (INEPT). In both techniques, the dilute

spins receive polarization from abundant spins (e.g.'H), which also have a faster
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Figure 3.10: Schematic representation of the cross polarization (CP) pulse sequence for
a polarization transfer from 'H to 3C. Transverse polarization of 'H is obtained after
the application of a (7/2),-pulse. The *C channel has no transverse magnetization at
the beginning of the CP experiment. The polarization transfer from the proton to
carbon channel occurs during the application of an on-resonance spin lock pulse on
each channel. The spin lock fields, B;(* H) and B;(**C), have to be equal (Hartmann-
Hahn match) and 'H and 3C must be coupled. During the experiment the net energy
and polarization of the spin system have to be conserved. Thus, transitions from the
rotating frame spin states |a)1, to |8)1, during the contact time are compensated
by transitions from |3)7s. to |a)is.. For long enough contact times a transverse
magnetization in the carbon channel is generated. Adapted from reference [115].

Ti-relaxation. The dipolar and J-couplings between the abundant and dilute nuclei
is mandatory for the polarization transfer. In the following explanations *C is used
for the X and 'H for the abundant nuclei.[115]

Cross polarization The pulse sequence for the cross polarization (CP) experiment
is shown in Figure 3.10. In the vector model a rotating frame for both channels is
assumed. The spin states in the rotating frames are denoted as |«)7, and |3)7}; as
well as |a)1; and |8)1s, respectively.

In the CP sequence a (7/2),-pulse on the proton channel generates transverse magne-
tization along the z-axis. An on-resonance contact pulse along x locks this transverse
magnetization. The effect of the external magnetic field vanishes during the applica-
tion of the spin lock field By (* H), since the field is applied on-resonance and parallel
to the magnetization. Simultaneously, an on-resonance spin lock field B;(**C) is
applied on the ¥C channel. For the occurrence of a polarization transfer, the proton

and '3C nuclei must be coupled and the so-called Hartmann-Hahn match [115]

yisc - Bi(PC) =y - Bi('H) (3.28)
w1 (130) 1 (1 H)

needs to be fulfilled. The Hamilton operator describing the heteronuclear dipolar
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coupling (equation 3.8) contains only operators along z, whereas the 'H and '3C
spin states are aligned in the transverse z-y-plane. Thus, the net energy and angular
momentum of the spin system cannot be affected by the dipolar Hamiltonian.
Nonetheless, both properties must be conserved. Therefore, a redistribution of the
energy between both nuclei is possible, provided that the Hartmann-Hahn condition
is fulfilled: the proton spin states at the beginning of the contact pulses cannot
be sustained during the contact, due to the much smaller spin lock field B;(*H),
(small in comparison to the static magnetic field). The resulting transitions from
|)T to |B)1 are compensated by transition from |8)1s, to |a)is,, resulting in a
polarization of 3C nuclei. The polarization transfer depends on the contact time.
In case of a short contact only the closest protons can transfer their polarization.
Additionally, the polarization transfer rate increases for stronger dipolar couplings.
The spin-locked polarization relaxes with the T} ,-relaxation time, as described in
chapter 3.1.3. Fast molecular motions, which average the dipolar coupling in the
system, also reduce the CP efficiency. Additionally, the averaging of the dipolar
coupling under magic-angle spinning results in a further reduction of the CP efficiency:
the Hartmann-Hahn match is dependent on the MAS frequency wg if the spinning
rates are on the order of the dipolar coupling. The matching condition under MAS
is given by w;(13C) — w;(*H) = dwpg. In order to maintain a suitable matching
condition during the experiment a ramped-amplitude CP (RAMP) is used. In this
pulse sequence the spin lock field strength of either the *H or the X channel is changed
linearly while the second field strength is kept constant.[115, 118] CP is often used for
the signal enhancement of dilute nuclei. But the intensities of the obtained spectra
are not quantitative due to the dependence of the polarization transfer on the dipolar
coupling, contact time and the matching of the Hartmann-Hahn condition.[115]

The cross polarization technique was used to detect *C spectra in the comb-like
polymer PPDOT and the copolymer PBSA. Additionally, CP is used in nearly all
NMR experiments with 3C detection (Torchia, DIPSHIFT and Spin Diffusion) for
signal enhancement. All measurements were performed under magic-angle spinning

to obtain narrow resonances.

Insensitive nuclei enhanced by polarization transfer INEPT is a technique
to enhance the intensity of dilute nuclei. In contrast to CP, the INEPT pulse sequence
utilizes the heteronuclear J-coupling between an abundant and dilute spin and can
thus also be applied to highly mobile systems, where the dipole-dipole coupling is
averaged to zero. Transverse proton magnetization evolves under J-coupling with
the longitudinal *C magnetization and is manipulated by a spin echo to transfer the
refocused transverse magnetization to the *C nuclei.[119] This technique is used in

this work to analyze the liquid-crystalline state of PPDOT, as shown in chapter 4.3.
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3.3.2 Torchia method for 7]} measurement

In dilute spin systems the absence of homonuclear decoupling results in a very long
T, relaxation time. This and the low-signal to noise ratio makes the saturation
recovery sequence, as explained in chapter 3.2.2, not feasible. Nonetheless, the
13C Ty relaxation time is an important parameter since it yields information about the
molecular motions. The pulse sequence introduced by Torchia allows the measurement
of the 13C longitudinal relaxation time utilizing the cross polarization transfer from
protons to carbons with the advantages of an enhanced signal-to-noise ratio and a
short 'H recycle delay [115].

The Torchia pulse sequence (shown in Figure 3.11) consists of two nearly identical
pulse sequences, which differ only in the phase of the first (7/2)-pulse. After an
initial (7/2),-pulse on the proton channel the transverse magnetization is transfered
to the carbon via a CP contact pulse. Once enough polarization has been transferred,
the transverse 1¥C magnetization Mcp is rotated along the z-axes by applying a
(7/2)_,~pulse. The “stored” magnetization relaxes exponentially with the *C relax-
ation time 7T to My, the Boltzmann value of the *C spin states in a static magnetic
field at a given temperature T'. After a waiting time 7 the remaining magnetization
is rotated into the x — y-plane in order to detect the FID. The second step of the
phase cycle differs in the phase of the first (7/2)-pulse applied to the carbon channel.
The phase (y) is chosen such that the transfered magnetization M¢p is then aligned

along —z.[120] The waiting time-dependencies of M_, and M, are given by [120]:

M_y(7) = (Mep — My) - exp (—7/1) + My (3.29)
M,(7) = (=Mcp — Mp) - exp (—=7/1) + M, (3.30)

The subtraction of the detected magnetization of both phase cycle steps yields an

exponential function, which decays to zero with the '3C T} relaxation time [120):
Mtorchia<7—> = M_y(T) — My<7') = 2MCP - exp (—T/T1> (331)

With an arrayed experiment, the 7-dependence of the magnetization and thus the
relaxation time can be detected. The 7-dependent signals are shown on the right in
Figure 3.11. In a multiphase system, the Torchia pulse sequence can be used as a
filter experiment. With a fixed 7y value, mobile signals with 5 - T} ,,0pie < T can be
completely filtered and only the rigid phase will be detected.[120]

The longitudinal relaxation times of carbons can be used to analyze and selectively
detect immobilized polymer segments. This was used in the experimental distinction
between crystalline and immobilized regions in both components of the copolymer

PBSA. The results are shown in chapter 4.2 and in the appendix chapter A.3
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Figure 3.11: Left: schematic illustration of the Torchia experiment. It consists of two
sequences, that differ in the phase (—y and y) of the first 7/2-pulse applied to the
carbon channel. Adapted from reference [120] Right: T-dependent signals detected
for the two pulse sequences M_, (green, dotted line) and M, (orange, dashed line).
The subtraction of M, from M_, yields a magnetization M, chia(7) (purple, solid
line) described by an exponential decay that is proportional to 77.

QY

3.3.3 DIPSHIFT

The dipolar chemical shift correlation sequence (DIPSHIFT), as shown in Figure 3.12,
is a MAS 2D experiment which separates the structural information given by the
chemical shift in the form of a 1D spectra, from the dynamic information (the 3C-'H
dipolar coupling) in the indirect dimension. The technique allows to measure the
motionally averaged 3C-'H heteronuclear dipolar coupling. After the polarization
transfer from 'H to ¥C and an optional rotor-directed exchange of orientations
(RODEQO) part can be implemented. It removes anisotropic effects which arise
under short CP times.[121, 122]. In either way, the magnetization evolves under
heteronuclear coupling (using homonuclear dipolar decoupling on protons for cleaner
evolution) for a duration ¢; ranging from zero to the time necessary for one rotor
period 7r. The remaining part of the rotor period is completed under heteronuclear
dipolar decoupling. After on complete rotor period a m-pulse on the *C is applied.
This allows the detection of a chemical shift refocused signal under heteronuclear
decoupling after another rotor period.[123, 124]

Intensity modulation curves in the indirect dimension are detected, by incrementing
the duration of the homonuclear dipolar decoupling. The modulation curves are
periodic with the MAS period, with a pronounced reduction of the intensity value
for t; = 0.57g. The reduction of the intensity is more pronounced for stronger
couplings. A fit of the modulation curves yields the residual dipolar coupling. The
order parameter S is given by ratio of the fitted value and the static reference dipolar
coupling [121]. In Figure 3.12 spectra of an alanin-glycin blend detected for various

t; increments are shown. The intensity modulation curves are highlighted with a
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Figure 3.12: Left: schematic illustration of the DIPSHIFT pulse sequence with the
optional RODEO part. The incrementation of the homonuclear dipolar decoupling
with 0 < ¢; < 75 results in intensity modulation curves, shown on the right. Adapted
from reference [122]. Right: 2D DIPSHIFT results of a alanin-glycin blend with
focus on the CH, CHy and CHj resonance. The ¢; incrementation lies in the indirect
dimension. The intensity loss at t; = 0.5-7x depends on the dipolar coupling strength
and is less pronounced for the methyl group due to its higher mobility.

solid purple line in the indirect dimension. For slow and fast molecular motions
with correlation times either much slower or larger than the inverse dipolar coupling
constant, the intensity of the resonances detected for t; = 0 and t; = 75 are equal.
In the intermediate motion regime, defined by correlation times that are in the range
of the inverse dipolar coupling constant, a signal loss for t; = 7 is detected. In
this regime, the spin pairs lose their orientation correlation during the experiment,
resulting in a loss of intensity, which allows to estimate the rate constant of the
molecular motion.[124, 125]

The DIPSHIFT pulse sequence was used to analyze the 'H-13C dipolar coupling
of the side chains and the backbone of the comb-like polymer PPDOT in its two

polymorphs. The results are shown in chapter 4.3.

3.3.4 Spin Diffusion

Spin diffusion describes the quasi-random exchange of polarization, which attains a
diffusive character in a large spin system. This effect is used to study domain sizes
and heterogeneities in (co-)polymer samples. The diffusion of magnetization takes
place for abundant spins, e.g. 'H, which are dipolar coupled. The elementary step of
spin diffusion is a flip-flop process, where a spin pair with opposite spin orientation
changes the spin state simultaneously, whereby the net magnetization of the spin
system is conserved. In a multispin system this process can be repeated with the
same pair or one spin of the original pair together with a new spin. This results in a

diffusive process of the polarization.[126]
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Figure 3.13: A) Schematic illustration of a pulse sequence with proton spin diffusion
and a '3C detection. Several 7/2-pulses on the '*C channel delete the initial carbon
polarization. A Ty-filter (with filter time 74) is used for the selection of the proton
magnetization. A m-pulse after 7a/2 refocuses chemical shift and field inhomogeneities.
After the spin diffusion time 75p, the magnetization is transfered to the carbon
channel via cross polarization. Signal detection occurs after an optional T;-filter. B)
[lustration of the selection, spin diffusion and Ti-filtering of the spin diffusion pulse
sequence with ¥*C detection on a two-phase system: a semicrystalline polymer with a
mobile (orange) and rigid (blue) phase. The T-filter selects the signals of the mobile
regions. Thus, the crystalline phase is shown colorless after the selection. During
Tsp polarization diffused from the mobile to the rigid regions, here represented with
a color gradient. The optional T}-filter removes all signals arising from the mobile
regions. The detected crystalline signal M.,,s; shows an increase for higher 7¢p until
the diffusion process equilibrates the polarization in both phases.
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3.4 Polarized optical microscopy

The spin diffusion experiment is based on the Goldman-Shen dipolar filter experi-
ment. After a first 7/2-pulse the magnetization is selected, based on their transverse
relaxation, during the time interval 7,. A second 90° pulse, applied after 74, stores the
magnetization along z for the spin diffusion time 7gp, followed by a third 7/2-pulse
with subsequent detection of the proton signal.[127] The pulse sequence shown in
Figure 3.13 A is based on the Goldman-Shen experiment, but with a 3C signal acqui-
sition, which has the advantage of spectral resolution. As a first step the initial 13C
magnetization is deleted with several 7/2-pulses. The proton magnetization is selected
with a Th-filter, an additional m-pulse refocuses the chemical shift and possible field
inhomogeneities. The selected magnetization is stored along z and undergoes spin
diffusion for a time period 7sp. After a rotation to the x — y-plane the magnetization
is transfered to the carbon channel with cross polarization. After CP it is possible
to apply a Ti-filter in order to only detect the rigid regions of a multiphase system.
This is advisable if mobile and rigid resonances overlap.[128]

In Figure 3.13 B the signal selection for the different filters of the spin diffusion experi-
ment are schematically shown for a two-phase system, represented by a semicrystalline
polymer with an amorphous (orange) and rigid (blue) phase. After the selection with
a Ty-filter, only the mobile amorphous regions have a detectable coherent magnetiza-
tion. For short spin diffusion times, 75p ~ 0, no or only very little magnetization
diffused into the rigid, crystalline regions and after CP and subsequent T}-filter no
signal would be detected. With increasing spin diffusion times the detected crystalline
signal after CP and T)-filter increases with 7gp until an equilibirum value M., is
reached. Even longer spin diffusion times would not lead to an additional increase in
the diffused magnetization. Typical times for 7gp are in the range from 100 us to
a few 100ms. The time dependence of the build-up curve yields information about
the domain sizes and the shape of the domain. Spin diffusion experiments are also
often applied to analyze the semicrystalline morphology of the different phases in
copolymers.[126]

In this work spin diffusion experiments were performed on PBSA copolymers to
prove the exclusion of BA units from the crystalline structure of the second monomer.
Additionally, the location of BA-units in pocket-like structures at the crystalline

BS-surface was proven. The complete results are presented in chapter 4.2.

3.4 Polarized optical microscopy

Polarized optical microscopy is used to investigate the semicrystalline morphology
by using visible, polarized light. Similar to an optical microscope the sample is
enlarged using two lenses. The objective lens creates an inverted, magnified image,

which is viewed by the second lens. In a polarized optical microscope, the visible but
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Chapter 3 Experimental Methods

unpolarized light is additionally filtered with two polarization filters, the so-called
polarizer and analyzer. Only light that is polarized parallel to the polarization axis of
the filter can pass through, other polarization planes are blocked. This creates linearly
polarized light. If the polarization axis of polarizer and analyzer are perpendicular to
each other no light will be transmitted and the observed image is dark. The insertion
of a birefringent medium. e.g. a semicrystalline polymer, can change the polarization
axis of the light and some light can pass through the analyzer. If the medium is
an amorphous polymer or melt, the observed images is also dark, since the sample
is optically isotropic. Birefringence in a semicrystalline polymer is caused by the
difference in the refractive index parallel and perpendicular to the crystallographic
axes of the lamellae. If the long axis of the lamellae is parallel or perpendicular to
the polarization planes of the first filter no change of the polarization axis of the light
will occur and the corresponding area of the image will be dark. A change of the

polarization axis of the light will occur in regions where the polarized light and the

unpolarized
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linear
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£\ N

W black

dark

£ss
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axis . .
semicrystalline bright
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Figure 3.14: Schematic illustration of the two polarization filters and a semicrystalline
polymer as medium in a polarized optical microscope. Unpolarized light passes
through a polarization filter, and linearly polarized light, parallel to the polarization
axis of the filter, is generated. The orientation of the light, once it passed through
the semicrystalline polymer, depends on the phase (crystalline or amorphous) and
the orientation of the chains within the crystalline lamellae. An isotropic medium,
such as the amorphous phase, does not change the axis of the polarized light. Here,
the second axis polarization filter is perpendicular to the first, thus the light which
passed through the amorphous phase is completely absorbed and the images appears
dark. The amount of transmitted light that passed through a crystal depends on the
crystal orientation. Crystal chains with an angle of 45° towards the filter axes yield
the brightest image.
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3.4 Polarized optical microscopy

long axis of the lamellae are neither parallel nor perpendicular, resulting in a brighter
image. The effect of different aligned crystals on the transmitted light are shown in
Figure 3.14. If the semicrystalline polymer forms a spherulite, the resulting image of
an polarized optical microscope is the “Maltese-cross” with dark regions where the
polarized light is parallel or perpendicular to the crystallographic axis.[18, 129]

This technique was used to analyze the growth velocity of spherulites in oligomer-

diluted PEO. The results were used in the publication presented in chapter 4.1.
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4 | Results

The underlying parameters responsible for the formation of a semicrystalline mor-
phology with distinct properties are not yet fully understood. The published as well
as so far unpublished results are presented in this chapter and the Appendix A.
The research aims too deepen the understanding of the structure formation and
crystallization with a focus on the correlated molecular or segmental dynamics. The
investigated polymer systems are diverse and consist of samples with flexible and stiff
chains, having either a homo- or heterogeneity along the chain, or also of bimodal
polymer blends. This broad range allows to correlate the morphology of different
semicrystalline polymer systems with the effect of an investigated property, e.g.
co-crystallization. The graphical overview in Figure 4.1 summarizes the investigated
systems and properties as well as changes of the external conditions.

In bimodal M,,-distributed systems effects of a reduced entanglement density on
the structure formation in a crystal-fixed (PCL) and crystal-mobile (PEO) polymer
can be compared. Additionally, the variation of the crystallization temperature and
its effect on co-crystallization, in case of PCL, and the intracrystalline dynamics in
PEO is considered. The published results of oligomer-diluted PEO are presented in
chapter 4.1, the results on oligomer-diluted poly(e-caprolactone) are not yet published
and can be found in the Appendix A.2. The random copolymer poly(butanediol-
succinate/butanediol-adipate) (PBSA) has a flexible chain, similar to PEO and
PCL. Depending on the composition, the formed semicrystalline morphology is
strongly influenced by a possible co-unit inclusion of the minority component into the
crystallline structure of the second monomer (co-crystallization) and/or the formation
of two separated crystalline structures, one for each comonomer crystallization. The
asymmetric co-unit inclusion in PBSA copolymers is discussed in the published
results presented in chapter 4.2. The dependence of the separate crystallization of
BA- and BS-crystals in copolymers in the pseudoeutectic range on the thermal history
is summarized in the Appendix A.3. The comb-like polymer poly(1,4-phenylene-2,5-
n-didecyloxy terephthalate), with 10 carbon atoms in the flexible alkyl side chains
(PPDOT), is investigated in respect to its polymorphism and the correlated phase
transitions. By changing the thermal history of the sample different modifications

are formed. The results are presented in chapter 4.3.

o8



bimodal
M,,-distribution

A chapter 4.1
A chapter A.2

entangled
polymer melt

e oligomer
dilution

modification B

investigated system

flexible chaina Am O ®

stiff chain e

homopolymer a A

heterogeneity along the chainmo e
blend a A

polymorphism O @

copolvmer: PBSA

investigated properties

entanglements a A
intracrystalline dynamics a
phase transition e
polymorphism e
co-crystallization Am DO

simultaneous/
separate crystallization A O

external condition

thermal history @ O

crystallization temperature a A

comb-like polymer: PPDOT

® chapter 4.3

C10H22
\

B chapter 4.2
O chapter A.3

inclusion possible

no inclusion

liquid crystalline
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Chapter 4 Results

4.1 Paper I
Intracrystalline dynamics in oligomer-diluted

poly(ethylene oxide)!

The presence of intracrystalline dynamics—a defect-driven helical jump process—has a
strong influence on the semicrystalline morphology [44]. In a collaborative publication
[130] we could show that the defect-driven jumps along the 75-helix in poly(ethylene
oxide) (PEO) are generated at the crystalline-amorphous fold surface. The correlation
time of these diffusing defects are distributed over a decade and depend approximately
linearly on the lamellae thickness.

Schulz et al. [44] report, that the reorganization due to the intracrystalline dynamics
results in a crystal thickening during the growth of the lamellae if the defect diffusion
and the crystal growth are on the same timescale, as it is the case in PEO. Furthermore,
it is assumed that the amorphous phase, characterized by a certain entanglement
density, is a limiting factor for the final crystalline thickness. Recent experimental and
theoretical studies revealed that the entanglement density in the melt and amorphous
phase influences the final semicrystalline morphology [34, 38, 39, 41, 42, 80-82]. Thus,
changes in the morphology imposed by variations in the entanglement density may
also affect the fold surface where the diffusive defects are generated.

In the following publication, high-M,, PEO was diluted with oligo(ethylene oxide) in
the melt prior to crystallization. The oligomer-dilution allows to modify the properties
of the melt and amorphous phase, while all other parameters of the high-M,, PEO
are kept constant. Thereby, the influence of a reduced entanglement density in the
melt on the lamellae thickness, crystal growth and the defect generation in the
crystalline-amorphous interface were studied by analyzing the results of the 'H FID
experiment with the Anderson-Weiss approximation as well as complementary DSC,

small angle X-ray scattering studies and polarization microscopy.

The author contributions of the following article are: M. Schéfer and K. S. designed
research. M. Schéfer and partially N. W. (in the scope of a Bachelor thesis and with
help from M. Schéfer) performed the NMR measurements and analyzed the NMR,
data. M. S. performed and analyzed the DSC and SAXS measurements. M. Schéfer,
N.S.,, M. S. T. T.-A. and K. S. discussed the results. M. Schéafer and, in minor parts,
K. S. wrote the paper with refinements by M. S., T. T.-A. and K. S.

IThe following article [M. Schaefer et al., Macromol. Chem. Phys., 221, 1900393 (2020)] has been
published under the terms of the Creative Commons Attributions 4.0 International License (CC BY
4.0) that permits unrestricted use, distribution and reproduction in any medium under specification
of the authors (Mareen Schiéfer, Niklas Wallstein, Martha Schulz, Thomas Thurn-Albrecht und Kay
Saalwéchter) and the source (Macromol. Chem. Phys.; DOI: 10.1002/macp.201900393). The link to
the article on the publishers website is: https://onlinelibrary.wiley.com/doi/full/10.1002/
macp.201900393. No changes were made.
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Intracrystalline Dynamics in Oligomer-Diluted

Poly(Ethylene Oxide)

Mareen Schdfer,* Niklas Wallstein, Martha Schulz, Thomas Thurn-Albrecht,

and Kay Saalwdchter*

Solid-state creep, ductility, and drawability are relevant mechanical proper-
ties of “crystal-mobile” polymers, related to a large-scale chain transport
through the crystal, which is in turn mediated by intracrystalline monomer
jumps. Here, high-M,, poly(ethylene oxide) is used as a well-controlled model
system, modulating the properties of the amorphous phase by diluting with

a non-crystallized oligomer. Faster intracrystalline motions are found upon
oligomer addition, indicating little changes in the fold surface and a dominant

influence of the somewhat reduced lamellar thickness.

1. Introduction

In defending!!! his “macromolecular hypothesis,” Hermann
Staudinger realized early on the relevance of the possibility that
long chain molecules may be able to crystallize.?l Reflecting on
the present-day use of polymers, thermoplastic polymers based
upon semicrystalline homopolymers in fact make up the largest
fraction of polymer materials produced industrially.}l Their
mechanical properties can be tuned over wide ranges, thanks to
molecular-scale control parameters such as tacticity, low degrees
of branching, or the molecular weight (M,,) distribution.! Con-
trolling and varying the properties of simple homopolymers is
a cornerstone of improving the polymers’ recyclability, toward a
circular and thus more sustainable plastics economy.!
Semicrystalline polymers can be subdivided into two major
classes, namely crystal-fixed and crystal-mobile polymers.
Diffusive chain mobility within and through the crystalline
lamellae enables high crystallinity,®”! and is the molecular basis
of the deformability of polymer crystals, explaining important
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mechanical properties such as creepl®
and ultradrawability.”) Also the process
of reversible surface melting and crystal-
lization, and the correlated changes in the
crystalline-amorphous interphase, which
is reported for crystal-mobile polymers
such as poly(ethylene oxide) (PEO),'% is
only feasible due to the intracrystalline
dynamics in this polymer class. There is
some evidence that jump-like monomer
motions (“helical jumps”) are mediated
by localized and traveling conformational
defects,''-1% which are thus the elementary process of the
intracrystalline chain diffusion.

Although it is likely that such conformational defects origi-
nate in the amorphous phase,!!'”! direct evidence is hard to attain
because the said defects are a rare and dynamic species.®!
In fact, molecular methods detecting intracrystalline jump
motions do not detect the moving conformational defect, but
just the timescale on which monomers become translated by
one “raster” as a result of the defect passing by. This holds for
dielectric spectroscopy focusing on rotations of intracrystalline
carbonyl defects in case of polyolefins,® as well as for many dif-
ferent NMR methods.*1%l NMR studies by Yao et al. focusing
on the larger-scale chain exchange between amorphous and
crystalline regions have emphasized the relevance of the fold
surface,['¥l where it was found that, somewhat curiously, solu-
tion-grown PE crystals dominated by adjacent re-entry lead to
much faster chain motion as in the melt-crystallized state. This
was rationalized by a reduced entropic barrier.

Since large-scale chain transport is also dependent on con-
straints in the amorphous phase,'>?% it is beneficial to focus on
the local back-and-forth jump process.?"?2l Using proton-based
low-field proton NMR methods that require comparably little
experimental time, we could previously confirm the findings of
Yao et al. for different morphologies of PE.[?}l Moreover, using
a multitude of PEO, samples providing a well-controlled model
system, we were able to delineate a near-linear crystal-thickness
dependence of the intracrystalline jump rate, which is in phe-
nomenological agreement with the diffusion of conformational
defects originating in the fold surface or the amorphous phase.['*!

Here, we build upon this earlier workl!®l and attempt to
modify the properties of the amorphous phase by adding a low-
M,, PEO diluent, which as we show does not crystallize under
the studied conditions and the relevant temperature range.
In this way, we can test whether the polymer crystallizes more
slowly and exhibits thicker lamellae in comparison to pure sam-
ples. Such changes were recently found in computer simulations

© 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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performed by ref. [24], and were explained by a reduction of the
entanglement density and likewise the topological constraints in
the melt prior to crystallization. Experimental studies on crystal-
fixed poly(ethylene-co-octene) performed by ref. [25] reveal that
the growth of thicker crystals upon dilution is affected by the
chosen diluent and might arise from the different solvent quali-
ties. Neglecting end group effects, our low-M,, PEO diluent can
be regarded as an athermal solvent. We apply differential scan-
ning calorimetry (DSC), polarization microscopy and small-
angle X-ray scattering (SAXS) to characterize the samples, and
use the mentioned proton low-field NMR method to extract the
timescale of monomer jumps. We find a weak decrease in crys-
tallite thickness and a correspondingly weak enhancement of
intracrystalline dynamics upon adding the diluent. We find a
constant or slightly decreased crystalline thickness in contrast to
the results of the simulation. Observed changes in intracrystal-
line dynamics can be traced back to changes in crystal thickness.

2. Experimental Section

2.1. Materials

PEO samples from Polymer Standard Service with M,, =
52.9 kDa with a PDI=1.19 and M,, = 187 kDa with a PDI=1.16
were used as polymer samples, referred to as PEO53 and
PEO187, respectively. As oligomer a PEO sample from Sigma-
Aldrich with M, = 0.3 kDa, well below the critical molecular
weight (M=5.9 kDal?%), was used. With its six monomer units,
a corresponding crystalline 7, helix would measure 1.7 nm. The
high-M,, polymers were diluted with different mass fractions ®
of oligo(ethylene oxide). The oligomer was liquid at room tem-
perature and supposed to mix homogeneously with the polymer
in the molten state. Here mixtures with up to ® = 0.5 oligomer
fraction for both molecular weights that are crystallized at
T, =30 and 54 °C (excluding the PEO53 with ® = 0.5 at the
latter T, due to the long crystallization time) were investigated.

Polarization microscopy experiments were performed on
an Olympus BX51 equipped with a Linkam hot stage to deter-
mine the speed of the spherulite growth front and assess the
nucleation density.

Differential scanning calorimetry (DSC) measurements were
performed on a UNIX DSC7 from Perkin Elmer. For all PEO
mixtures and both molecular weights a cooling and heating
DSC scan with 10 K min~! were performed (see Figure 1). In
all samples a crystallization peak between 35 and 50 °C can
be observed during cooling. For higher mixtures the crystal-
lization of the polymer component starts at lower temperatures
and the crystallinity is reduced roughly by the dilution factor.
This indicates that the oligomer does not co-crystallize in this
temperature range. For mixtures with @ > 0.3 a second crystal-
lization peak is observed for temperatures below —10 °C. This
additional peak is interpreted as the crystallization of the oli-
gomer, but does not change the interpretation of the NMR and
SAXS results since the oligomer crystals melt below 0 °C,
where the relevant NMR temperature range starts. SAXS meas-
urements were performed at 30 and 54 °C, right after the crys-
tallization at these temperatures. Furthermore a melting point
depression of the polymer crystals is observed for all dilutions.
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Figure 1. DSC cooling and heating scans with 10 K min™' for PEO53 (left)
and PEO187 (right). @ is the oligomer mass fraction.

SAXS measurements on a Kratky compact camera from Anton-
Paar GmbH equipped with a focusing X-ray optics from AXO
Dresden Gmbh and with the 1D detector Mythen2 R 1K from
Dectris. A temperature-controlled sample holder were employed
to determine the long period L and the sizes of the crystalline
(d) and amorphous (d;) domains. The latter were obtained from
a newly developed analysis approach of the interface distribution
function. See refs. [7,27] for details, which also provide informa-
tion on the distribution of these quantities in terms of standard
deviation o (0=1.2 nm) of an assumed Gaussian distribution.

2.2. "TH NMR FID Analysis and Crystalline Signal

'H time domain signals (free induction decays, FIDs) were
acquired on a 200 MHz Bruker Avance III Spectrometer,
using a static probe head with a short dead time of only 2.5 us.
The temperature accuracy of all measurements is £1 K with a
temperature gradient in sample of 0.5 K. Regular as well as
MAPE-filtered FIDs (the latter acquiring only the most mobile
components) were measured stepwise from —-50 °C to T,,,,;. The
differences in dipole—dipole couplings in the amorphous and
crystalline regions allow a clear distinction of the signal contri-
butions. In the crystalline phase with comparably low mobility,
the overall strong dipolar coupling leads to a fast decay of the
time-domain signal. The decay in the amorphous phase is much
slower due to large-scale motions far above T,, leading to an
averaging of the dipolar couplings once the segmental relaxation
time is faster than the inverse average dipole—dipole coupling,
that is, about 10 ps. The FIDs were decomposed into three
signal fractions (see Figure 2a)),1?8-3% the highly dipole-dipole-
coupled crystalline fraction f,, the intermediate phase f; and the
amorphous fraction f, using the following three component fit

FID™™(t)= fa(t)+ fi(t)+ fo (1)
= fo-exp(=(t/Ta)" )+ fi-exp(=(/T51)" )
+f. ~exp(—0.5(at)z)~sin(bt) /bt

(1)
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Figure 2. FID deconvolution into amorphous (dashed), intermediate
(dotted) and crystalline (dashed-dotted) signal fractions. The acquired
FID signal is shown in black.

wherein the fit parameters of the mobile phase are known
form the additional measurement of a MAPE-filtered FID with
a filter duration of 0.6 us for the pure and @ = 0.1 samples
and 0.45 ps for the samples with @ > 0.3.3%31 The crystalline
fraction f,(t) is described by the so-called Abragram function,
which describes a strongly coupled FID. The transverse relaxa-
tion times T,; and T, are in the range of a few to several hun-
dreds of microseconds. From the fit parameters a and b, the
dipolar second spectral second moment can be calculated via
M, = a? + b*/3; this parameter is proportional to the static limit
dipolar coupling: M, =9/20- D,

2.3. Anderson—Weiss-Analysis for Intracrystalline Dynamics

The decomposition of the FIDs allows to access the response
of the pure crystalline component by subtraction of the inter-
mediate and amorphous signal components. The normal-
ized crystalline signal components are shown in Figure 3a.
It becomes apparent that the fast helical jump motions in
the crystalline lamellae of PEO, which can be described by a
7,-helix, have a strong effect on the signal decay of the crys-
talline FID. This temperature-dependent motional averaging,
caused by fast reorientations of the 'H-'H-dipole-dipole cou-
pling tensor of the CH,-groups, enables a direct analysis of
the intracrystalline dynamics in PEO for a range of correlation
times covering about 2 decades centered around 10 ps. On the
basis of Anderson—Weiss (AW) theoryl®*=3] the first 40% of the
crystalline FID signals are used for the fitting procedure (see
Figure 3b), which is explained in detail in ref. [16] on our pre-
vious study on PEO. In short, we perform a simultaneous fit on
data taken at different temperatures, assuming that the temper-
ature-dependent correlation times of the helical jump motions
are described by an Arrhenius temperature dependence,

7.=7, exp(E4 /(R T)) 2)
with the final AW-fit parameters 7, the activation energy E,,

as well as a dimensionless distribution width o, assuming
a log-normal distribution of correlation times. The recalcu-
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Figure 3. Panel a) displays the normalized crystalline signal fractions.
The first 40% of the signal are used for the Anderson-Weiss-fit in b). The
resulting Arrhenius temperature dependencies for PEO53 and PEO187
are shown in c) and d).

lated Arrhenius plots of all measured samples are shown in
Figure 3c,d. All samples have a similar activation energy (sim-
ilar slope in the Arrhenius plot) of approximately 65 k] mol,
and feature a distribution width o, in the range of about 0.7 to
1.8 decades with wider distributions for higher diluted samples
and higher crystallization temperatures. The undiluted samples
have distribution widths of 0.7 to 1.15, well in line with our pre-
vious findings on bulk PEO.[¢]

3. Results and Discussion

3.1. Crystalline Growth

In Figure 4 the microscopy-based crystallization speeds for
all mixtures depending on the crystallization temperature T,
are shown. For both molecular weights the same behavior of
a decreasing crystallization speed with either increase of the
oligomer content or higher crystallization temperatures is
observed. The lower molecular weight PEO53 crystallizes faster
and the effect of the oligomer content is not as pronounced as
in PEO187. The optical micrographs of all samples and mix-
tures do not show any sign of heterogeneity or areas of non-
crystallizable oligomers. The results thus suggest that oligomer
and polymer are indeed in a mixed state without large-scale
demixing before crystallization. However, an at least partial
phase separation on the lamellar scale or a heterogeneous
mixture in the semicrystalline state (which may arise from the
effect of endgroups, especially in the 50% oligomer mixtures),
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Figure 4. Crystallization speed for PEO53 (left) and PEO187 (right) with
different amount of oligomer crystallized at different temperatures. The
inserts show polarization micrographs with dimensions of 1.3 X 0.9 mm.

cannot be fully excluded. For both polymers an increase in the
spherulite size for increasing oligomer content is observed
(see the micrographs shown as insets), indicating a reduced
nucleation density upon increasing ® and explaining the much
reduced bulk crystallization rates of the mixtures.

3.2. Structural Parameters and Crystallinity

In the upper panel of Figure 5 the amorphous and crystalline
thicknesses (4, and d,) obtained from SAXS measurements are
shown. The “error bars” indicate the distribution width of the
corresponding structural parameter.?”] For PEO187 the crystal-
line thickness decreases for an increasing oligomer content at
the low crystallization temperature and displays no significant
trend for higher crystallization temperatures (the 50% mixture
is again missing due to slow crystallization). The lower mole-
cular weight polymer, PEO53, does not show any considerable
changes in the structural parameters with increasing oligomer
content. The 50% mixtures are also missing due to the slow
crystallization. An increase of the lamellae thickness d. in oli-
gomer-diluted polymer systems, as inferred from computer
simulations,** can therefore not be confirmed.

The lower panel of Figure 5 shows the crystallinity measured
via 'H NMR FID analysis,*’! and in comparison also the calcu-
lated SAXS crystallinities are shown. For low oligomer concen-
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Figure 5. Upper panel: Dependence of the amorphous d, and crystalline
d. thickness of PEO53 (left) and PEO187 (right) for two crystallization
temperatures on the oligomer content. Lower panel: Linear crystallinity
(SAXS) vs. crystallinity of complete sample (NMR). The dash-dotted lines
starting in the circles indicate the trend expected when the crystallinity of
the high-M,, component is constant at 80%, coexisting with non-crystal-
lized oligomer.

trations, ® < 0.1 both SAXS and NMR crystallinity are in rather
good agreement; only for higher oligomer contents the calculated
SAXS crystallinities are clearly higher by 10 to 20%. The differ-
ences in the obtained crystallinities are shown by the black arrows
in Figure 5. This indicates again — at least — a partial phase sepa-
ration of the oligomer and polymer for high-oligomer mixtures
in the semicrystalline state, where some of the oligomer leaves
the stacked structure. In the 'H NMR analysis the signals of both
oligomer and polymer are measured. Thus, the obtained polymer
crystallinity would also be reduced by the factor of ® if a complete
phase separation would be present. Taken together, upon diluting
the sample with its oligomer, a slight decrease rather than an
increase in d, or crystallinity is obtained. These results are in con-
tradiction to the computer simulation results of ref. [24].

In this context, it should be noted that our previous studies!”!
indicate that the final crystalline thickness in PEO results from
reorganizations in the lamellae, caused by the helical jump
motions which are fast in comparison to the lateral growth.
Thus, the observed almost unchanged crystalline thickness of
the long-chain PEO at the given reduced growth velocity sug-
gests that the crystalline thickness is not the one that is initially
kinetically selected.

3.3. Intracrystalline Dynamics

Figure 6a shows the dependence of the average correlation time
7, at 30 °C on the oligomer content. The solid and dotted lines
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Figure 6. a) The dependence of the average correlation time 7, at 30 °C
for PEO53 and PEO187. Closed and open symbols represent the lower
and higher crystallization temperature, respectively. The dashed line in b)
is a prediction from a model assuming a constant defect generation rate
in the fold surface.'® The larger symbols denote the undiluted samples.

are a guide to the eye. In PEO187 the average correlation times
at 30 °C are decreasing for increasing oligomer content. The
intracrystalline dynamics in PEO53 changes only little for the
different mixtures. Both high-M,, polymers display a slower
intracrystalline motion for higher crystallization temperatures,
where thicker crystalline lamellae are formed. This observation
is in agreement with our earlier studies on the dependence of
the intracrystalline jump motion in PEO on the lamellar thick-
ness.'®) The dependence of 7,(30 °C), around which it is deter-
mined most accurately, on d, is shown in Figure 6b. The open,
black circles are the re-plotted correlation times from ref. [16],
the small rectangle and triangles denote the corresponding
results of the diluted PEO187 and PEOS53, respectively. The
enlarged symbols represent the pure polymer samples. The
trend of higher correlation times for thicker crystals is also
observed for the new data points. Therefore, no trend to a
higher or lower probability for the defect generation in the
fold surface and the resulting change in the d.-dependence can
be seen.
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4. Summary and Conclusion

We used a combination of small angle X-ray scattering and
NMR to investigate the effect of dilution of PEO with short
noncrystallizable oligo(ethylene oxide) prior to the crystalliza-
tion on the semicrystalline morphology of the high-M,, PEO.
DSC measurements revealed that the oligomer does not crys-
tallize in the relevant temperature range. With increasing oli-
gomer content a melting point depression and a decrease in
crystallinity is observed for both high M, PEO samples. The
comparison of SAXS and NMR crystallinities revealed a partial
phase separation occurs upon crystallization for high-oligomer
mixtures. The morphology differences upon dilution are not
very significant; only a marginally significant trend toward
thinner crystalline lamellae for higher oligomer mixtures is
observed. Given that the lateral growth velocity of the crystal-
line lamellae is significantly reduced, we hypothesize that the
observed crystalline thickness is not the one that is kinetically
selected initially, but is a result of a thickening process ena-
bled by the intracrystalline dynamics. The intracrystalline jump
motions are faster