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1 Introduction

In this PhD thesis, we consider initial value problems for systems of sti� ordinary dif-
ferential equations (ODEs) in the form

y′(t) = f(t, y(t)), y(t0) = y0 ∈ Rn, t ∈ [t0, te] , (1.0.1)

with right-hand side f : R × Rn → R. Such problems arise from the spatial semi-
discretization of time-dependent partial di�erential equations (PDEs) with the method
of lines (MOL). Of special interest is the numerical integration of convection�di�usion�
reaction problems with two or more dimensions in space which possess some sti�ness
from di�usion coe�cients or reaction terms. Due to the sti�ness, implicit or linearly-
implicit methods must be used for the numerical solution of the problem (1.0.1). This
requires to solve algebraic equations which leads directly, or by Newton's method, to
linear systems. For low and middle dimensions n of the problem (1.0.1), the solution
of the linear systems can be computed with direct solvers. But for high dimensional
problems (n � 10000), this can be very costly with respect to computer memory and
computation time. Therefore, it requires special approaches for an e�cient solution of the
systems of linear equations. To this aim, one frequently uses Krylov techniques applied
in the well-known integration codes VODPK [9], ROWMAP [70] and EXP4 [29]. Another way
is to apply an approximate matrix factorization (AMF). This technique was applied in
the early papers by D'Yakonov [17] in 1964 and by Beam and Warming [2] in 1976. The
AMF approach is related to the class of alternating direction implicit (ADI) methods
which was mentioned for the �rst time by Peaceman and Rachford [45] in 1955. This can
be seen as the very �rst splitting method in the literature. An overview about AMF and
related splitting methods is given in the paper of van der Houwen and Sommeijer [31]
and in the book of Hundsdorfer and Verwer [32]. The idea of AMF is to split the full
Jacobian of the semi-discretized problem (1.0.1) into a sum of several terms with simpler
structures, i.e., the split Jacobian matrices are band matrices of small bandwidth. This
can be obtained directly or by rearranging components in the semi-discretization of the
PDE problems with the method of lines. Instead of computing the LU-decomposition of
a matrix with a large bandwidth, a sequence of linear systems of much simpler structure
is solved. Especially for high dimensional ODE problems, this is more e�cient and
reduces the computation time signi�cantly.

AMF methods have been widely studied in the literature. Linearly-implicit Runge�
Kutta methods with AMF approach are considered by Calvo and Gerisch [12] and Zhang
et al. [75]. Particularly, one-step AMF W-methods and Rosenbrock-type methods are
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investigated frequently. Besides that, classical Rosenbrock-type methods with AMF are
discussed in [32]. A two-stage second-order Rosenbrock AMF method was proposed by
Verwer et al. [65] in 1999. A two-stage third-order method has been applied by Lanser
et al. [43] to shallow water equations. In 2002, Gerisch and Verwer [18] suggested
a three-stage second-order Rosenbrock AMF method for arbitrary Jacobian matrices.
In later investigations, Rosenbrock-type methods and one-step W-methods with AMF
were studied intensively by González-Pinto and co-authors, see e.g. [24�26]. More recent
research is concerned with parabolic problems and mixed derivatives [21,22] or with the
convergence analysis of one-step AMF W-methods [23].

Due to their low stage order, one-step W-methods may su�er from order reduction for
very sti� problems. Furthermore, the construction of higher order methods is rather
di�cult. For these reasons, Podhaisky et al. [47] introduced the class of two-step W-
methods in 2002. These methods are linearly-implicit and stage values from the previous
step are involved in the numerical scheme. Parallel two-step W-methods are investigated
in [49, 71] and high order parallel two-step W-methods with favourable stability prop-
erties are proposed by Jackiewicz et al. [34]. Parallel two-step W-methods also perform
well for the solution of large sti� ODE systems in combination with Krylov approxi-
mations. In Klinge et al. [38], a special class of sti�y accurate two-step W-methods
is presented. These methods are constructed with respect to an additional condition
leading to higher order methods for variable step size sequences. By this construction
principle, stage values can no longer be computed in parallel. In this thesis, results of
this kind will be discussed in detail. Two-step W-methods with application of AMF for
solving large sti� ODE systems have been treated recently by Klinge et al. [37].

Another class of two-step methods are peer methods as introduced by Schmitt and
Weiner [53] in 2004. In contrast to two-step W-methods, all stage values have the same
stage order, i.e., the stage order is equal to the order of consistency. This is why, these
methods are referred to as peer. Peer methods are a special class of general linear
methods (GLMs) which have been introduced by Butcher [7]. More information on
GLMs can be found in Butcher [8] or in the monograph by Jackiewicz [33]. Again, no
order reduction occurs for very sti� problems due to the high stage order of peer methods.
They are �rst considered as linearly-implicit methods for parallel computations [53].
Like Rosenbrock�Wanner methods (ROW-methods), linearly-implicit peer methods can
be obtained as a result of one step in Newton's method of a fully implicit method. Later
investigations are concerned with fully implicit peer methods and up to ten Newton
steps [54] and with sequential computations, see e.g. [46,48].

Peer methods have been considered frequently in the literature. Explicit peer methods
are investigated e.g. in [11, 67, 72]. Horváth et al. [30] derived explicit peer methods
with strong stability preserving (SSP) property. An application of SSP explicit peer
methods to discontinuous Galerkin discretizations is considered by Klinge et al. [39]. In
general, the nodes of peer methods are assumed to be pairwise distinct. In Klinge et
al. [40], optimally zero-stable explicit peer methods with variable nodes are proposed.
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Implicit and linearly-implicit peer methods with applications have been investigated in
several papers, see e.g. [19,35,44,48,63]. Implicit two-step peer methods for the solution
of large sti� ODE systems are introduced by Beck et al. [5]. Here the non-linear stage
equations are solved by the inexact Newton's method with the Krylov solver FOM (full
orthogonalization method). In further investigations, peer methods with approximate
matrix factorization are developed and compared with peer methods and Krylov tech-
niques [3, 4]. For stability reasons, a predictor of low order is proposed for the Newton
iteration in AMF methods. In numerical tests on problems of convection�di�usion�
reaction type, it is shown that AMF peer methods are superior, especially for low accu-
racy requirements, and are more e�cient compared to standard codes from theMatlab

ODE suite. Soleimani and Weiner [59] introduced a more general class of implicit peer
methods for sti� systems using in addition function values from the previous step. This
allows an increase in the order of the methods and makes the construction of optimally
zero-stable methods rather simple. Numerical tests are promising. These peer methods
are reliable, accurate and superior compared to existing implicit peer methods from [3].
Exponential peer methods are derived by Weiner and El-Azab [69] and an application of
exponential peer methods to sti� ODE systems of high dimension is discussed by Weiner
and Bruder [68].

Many initial value problems arising in practice can be split into a sti� and a non-
sti� part where the sti� part is integrated with an implicit numerical scheme and the
non-sti� part is treated explicitly. For parabolic PDE problems of convection�di�usion�
reaction type, the sti� term often originates from spatial discretization of the di�usion
and reaction parts and the non-sti� term is obtained from discretized convection parts.
With this splitting strategy, one can combine the advantages of implicit and explicit
methods which leads to so-called implicit-explicit (IMEX) methods. Such methods are
investigated frequently in the literature. IMEX peer methods are recently introduced
and studied by Soleimani et al. [58, 60], Lang et al. [42] and Schneider et al. [55, 56].
In contrast to IMEX Runge�Kutta methods, see e.g. [1, 6, 20], there are no additional
coupling conditions between the explicit and implicit part for IMEX peer methods.
With this and due to the high stage order, the construction of IMEX peer methods is
much simpler. Terms of the split Jacobian corresponding to the non-sti� part of the
ODE problem should not be considered in AMF schemes. This leads to the concept
of an inexact AMF approach which has been applied successfully to Rosenbrock-type
methods by González-Pinto et al. [24]. Of course, an inexact AMF approach is also
desirable when some parts of the Jacobian are di�cult to compute, are not needed to
ensure stability in AMF schemes, or are challenging for the solution of linear systems.

In this thesis, we will investigate two-step W-methods and two-step peer methods with
application of an AMF approach for large sti� ODE systems. We introduce the class of
two-step AMF W-methods, make a linear stability analysis and construct appropriate
methods. For AMF peer methods, we consider the more general class of implicit peer
methods introduced by Soleimani and Weiner [59]. This leads to an extension of AMF
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peer methods introduced and treated by Beck et al. [3, 4]. A main contribution of
this thesis is a comparison of one-step AMF W-methods with two-step AMF methods.
Therefore, it is in our interest to investigate AMF peer methods with an arbitrary, but
�xed number of steps in the Newton iteration. This allows a more proper stability,
consistency and convergence analysis and comparison with linearly-implicit one-step
and two-step AMF W-methods. We propose a predictor for the Newton iteration in
AMF peer methods which is designed with respect to both accuracy and stability. The
in�uence of an inexact AMF approach is discussed and we consider IMEX peer methods
with AMF for large ODE systems. The test set in our numerical experiments with
AMF consists of the well-known two-dimensional Brusselator problem [27] which has
already been considered in the investigations of AMF peer methods by Beck et al. [3,4].
Furthermore, we choose a di�usion�convection equation, see e.g. [70]. This test example
allows an adaption of IMEX methods by solving the convection part explicitly. We
completed our test set with a linear di�usion problem which is considered recently with
mixed derivatives for PDE-type W-methods [21] and AMF-type W-methods [22]. More
recently, this linear model is also treated in a convergence analysis of one-stage AMF
W-methods [23] and in general linear methods with ADI techniques [52].

This PhD thesis is organized as follows. In Chapter 2, we recall the formulation of
two-step W-methods. Order conditions and stability properties are discussed. We give
a new additional condition which allows the construction of s-stage sti�y accurate two-
step W-methods of order p∗ = s + 1 for variable step sizes. We construct new two-step
W-methods up to �ve stages and test their e�ciency on standard sti� test problems.
A comparison with existing two-step W-methods and the well-known integration codes
RODAS and ode23s is included. It is shown that two-step W-methods do not su�er from
order reduction for sti� problems. Chapter 3 deals with two-step W-methods and the
application of AMF. We give the idea of an AMF approach and review one-step AMFW-
methods. We introduce the class of two-step AMFW-methods and show that the concept
of AMF does not in�uence the order of two-step AMF W-methods. Furthermore, we
prove that in contrast to one-step AMFW-methods, the time derivatives do not appear in
the numerical scheme for non-autonomous problems. A linear stability analysis is given
and we show a stability result for two-step AMF W-methods at in�nity. We construct
new two-step W-methods which are suitable for an application with AMF. Peer methods
with AMF are considered in Chapter 4. We focus on investigations for a �xed number
of Newton steps in the AMF peer iteration. Consistency and convergence of AMF peer
methods are proved in this case. We also investigate the in�uence of an inexact AMF
approach. Stability properties are discussed for the linear test equation. We construct a
new three-stage AMF peer method of order three and propose a corresponding predictor
in the Newton iteration. Furthermore, we study the application of AMF in IMEX
peer methods and construct an appropriate three-stage AMF IMEX peer method of
order three. In Chapter 5, we show the results of our numerical experiments with
linearly-implicit one-step and two-step W-methods and two-step peer methods with
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application of AMF. The methods are tested on the autonomous 2D Brusselator problem,
a linear di�usion problem with homogeneous and time-dependent Dirichlet boundary
conditions and a 2D di�usion�convection equation. The in�uence of di�erent predictors
in AMF peer methods in our numerical experiments with constant time step sizes is
demonstrated. Moreover, we present numerical tests for AMF IMEX peer methods on
the di�usion�convection equation with an inexact AMF approach. Finally, conclusions
are drawn and topics of future work are proposed in Chapter 6.



2 Two-step W-methods

In this chapter, we describe two-step W-methods. We give an overview about order
conditions and stability. A new additional condition allows the construction of sti�y
accurate methods which are convergent of order p∗ = s + 1 with s stages for variable
step size sequences. We construct and optimize new two-step W-methods up to �ve
stages in detail. Numerical tests on standard sti� test problems show the e�ciency of
the new methods compared to well-known integration methods and existing two-step
W-methods. It is also illustrated that two-step W-methods avoid order reduction for
sti� problems.

2.1 Formulation of the methods

For the numerical solution of sti� initial value problems

y′(t) = f(t, y(t)), y(t0) = y0 ∈ Rn, t ∈ [t0, te] , (2.1.1)

with right-hand side f : R × Rn → Rn, Rosenbrock�Wanner methods (ROW-methods)
are applied frequently. There exist A- and L-stable methods. Due to their linear-implicit
structure, these methods are easy to implement. Well-known codes are GRK4T [28, 36],
RODAS [28] and RODASP [28, 62]. For more information on ROW-methods, we refer to
the review paper by Lang [41] and the references therein. However, due to their low
stage order, an order reduction can occur for very sti� problems, see e.g. [46]. Another
drawback of ROW-methods is the need to compute the Jacobian in every step. One-step
W-methods allow keeping the Jacobian constant for several steps. However, because of
additional order conditions, the construction of higher order methods is rather di�cult.

To overcome these problems, Podhaisky and co-workers introduced and investigated two-
step W-methods [34,47,49,71] which retain the linear-implicit structure. Recently, these
methods were applied in combination with approximate matrix factorization (AMF)
for the solution of two-dimensional partial di�erential equations (PDEs) [37]. These
methods can be derived from implicit two-step Runge�Kutta methods by applying one

6
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step of Newton's method. An s-stage two-step W-method (TSW-method) is given by

Ym,i = um + hm

s∑

j=1

aijkm−1,j + hm

i−1∑

j=1

ãijkm,j, i = 1, . . . , s,

(I − hmγTm)km,i = f(tm,i, Ym,i) + hmTm

s∑

j=1

γijkm−1,j + hmTm

i−1∑

j=1

γ̃ijkm,j,

i = 1, . . . , s,

um+1 = um + hm

s∑

j=1

(bjkm,j + vjkm−1,j).

(2.1.2)

Here um+1 is an approximation to the exact solution y(tm+1) at each time step tm+1 =
tm + hm. The matrix Tm is arbitrary and the order of the method is independent of
the choice of Tm. For stability reasons, it should be an approximation to the Jacobian
fy(tm, um), but it can be kept constant for some steps in practical computations. Note
that with Tm = 0, the methods reduce to explicit two-step Runge�Kutta methods which
are not suited for sti� problems, see e.g. [14]. The s external stage values Ym,i are
approximations to y(tm,i), where tm,i = tm + cihm and km,i represent approximations to
the corresponding stage derivatives, i.e., km,i are approximations to y′(tm,i). We always
assume that γ > 0 and the nodes ci are pairwise distinct with cs = 1. The parameters of
the method can be collected in matrices A = (aij)

s
i,j=1, Ã = (ãij), Γ = (γij), Γ̃ = (γ̃ij)

and vectors b = (bi)
s
i=1, v = (vi), c = (ci). The coe�cients Ã and Γ̃ are strictly lower

triangular matrices. Note that some of the coe�cients will depend on the step size ratio
σ = hm/hm−1. The methods are linearly-implicit. For every stage a system of linear
equations has to be solved with a coe�cient matrix which is constant within the step,
i.e., only one LU-decomposition is required per step. Due to the two-step character, the
methods require additional starting values k0,i, i = 1, . . . , s. For A = 0, Γ = 0 and
v = 0, we obtain the classical one-step W-methods, cf. Section 3.1. Parallel two-step
W-methods with Ã = 0 and Γ̃ = 0 are investigated in [49, 71] and high order parallel
two-step W-methods are studied in [34]. Two-step W-methods with Ã 6= 0 and Γ̃ = 0
are considered in [47].

2.2 Order conditions and stability issues

In this section, we review results about order and stability. The results are collected
from [47] and [49]. Order conditions can be derived by inserting the exact solution in
the numerical scheme and studying the Taylor series expansions of the residuals. The
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residual errors can be analyzed with the help of the following simplifying assumptions:

C(q) : σlcli/l! = σ

s∑

j=1

aij(cj − 1)l−1/(l − 1)! + σl
i−1∑

j=1

ãijc
l−1
j /(l − 1)!, (2.2.3)

l = 1, . . . , q, i = 1, . . . , s,

Γ(q) : − γσlcl−1i /(l − 1)! = σ

s∑

j=1

γij(cj − 1)l−1/(l − 1)! + σl
i−1∑

j=1

γ̃ijc
l−1
j /(l − 1)!,

(2.2.4)

l = 1, . . . , q, i = 1, . . . , s,

B(p) : σl/l! = σl
s∑

i=1

bic
l−1
i /(l − 1)! + σ

s∑

i=1

vi(ci − 1)l−1/(l − 1)!, (2.2.5)

l = 1, . . . , p.

A two-step W-method (2.1.2) is said to be of stage order q if conditions C(q) and Γ(q)
are satis�ed. In contrast to multistep methods, two-step W-methods are stable for
hm → 0 (zero-stability) by design and hence convergence follows without additional
stability conditions. We denote the errors of the starting values by

ε0 = ‖y(t0)− u0‖, ν0 = max
i=1,...,s

‖y′(t0 + cih0)− k0,i‖.

Analogously to the class of parallel two-step W-methods [49], one shows the following
theorem.

Theorem 2.2.1 ([47]). Assume that the initial errors satisfy ε0 = O(hp0) and ν0 = O(hq0)
with p, q ∈ N. Let the coe�cients of a two-step W-method (2.1.2) and the step size ratio
be bounded, i.e., σ = hm/hm−1 < σmax. If the two-step W-method (2.1.2) satis�es
the simplifying assumptions C(q), Γ(q) and B(p), then for arbitrary matrices Tm it is
convergent of order p∗ = min(q + 1, p) for a su�ciently smooth right-hand side f . �

The simplifying conditions (2.2.3)�(2.2.5) are linear relations between the coe�cient
matrices. In the convenient case p = q = s, i.e., the method has stage order s, we can
satisfy the order conditions by solving for A, Γ and v>:

A = (CV0D
−1 − ÃV0)SV −11 , (2.2.6)

Γ = −(γI + Γ̃)V0SV
−1
1 , (2.2.7)

v> = (1>D−1 − b>V0)SV −11 . (2.2.8)

Here we use the notations

V0 =
(
cj−1i

)s
i,j=1

, V1 =
(

(ci − 1)j−1
)s
i,j=1

, D = diag (1, . . . , s) ,

C = diag (c1, . . . , cs) , S = diag
(
1, σ, . . . , σs−1

)
, 1> = (1, . . . , 1) ∈ Rs.

(2.2.9)



Two-step W-methods and peer methods with approximate matrix factorization 9

Note that the Vandermonde-type matrices V0 and V1 are quadratic and non-singular
in the case of pairwise distinct nodes, i.e., the coe�cients A, Γ and v> are uniquely
de�ned by (2.2.6)�(2.2.8). The system (2.2.6)�(2.2.8) also allows the computation of the
coe�cients when the step size is changed in a step size control implementation.

For stability investigations, we consider the usual scalar Dahlquist test equation [16]

y′(t) = λy(t), λ ∈ C−. (2.2.10)

We consider Tm = λ. Then the application of the two-step W-method (2.1.2) to the test
problem (2.2.10) leads to the matrix recursion with z = hm−1λ in the form

(
hmKm

um+1

)
= M(z)

(
hm−1Km−1

um

)
, (2.2.11)

where the (s+ 1)× (s+ 1) ampli�cation matrix M(z) is given by

M(z) =

(
σW (z)β W (z)1

σ(b>W (z)β + v>) 1 + b>W (z)1

)
(2.2.12)

with Km := (km,1, . . . , km,s)
>, β := A+Γ, β̃ := Ã+Γ̃ andW (z) =

(
(1− zγ)I − zβ̃

)−1
z.

Of course, the stability matrix M(z) depends on the step size ratio σ. From the order
conditions (2.2.6)�(2.2.8), we can derive

β =
(
CV0D

−1 − γV0 − β̃V0
)
SV −11 =

(
CV0D

−1 +W−1
∞ V0

)
SV −11

with W∞ := W (∞) = −
(
γI + β̃

)−1
. In the following, we consider constant step sizes,

i.e., σ = 1. Then stability is characterized by the spectral radius of M , which is denoted
by %(M(·)).

De�nition 2.2.2. We call the set S = {z ∈ C : %(M(z)) < 1} stability domain of the
two-step W-method (2.1.2). The method is called A(α)-stable if {z ∈ C : | arg(z)−π| ≤
α} ⊆ S̄. It is said to be A-stable if α = π

2
. We call a method sti�y accurate if for all

�xed um, km−1,i, i = 1, . . . , s, the condition

lim
|z|→∞

um+1 = 0 (2.2.13)

holds. A method is called L(α)-stable if it is A(α)-stable and the condition (2.2.13) is
ful�lled. It is said to be L-stable if α = π

2
. �

The condition (2.2.13) for sti� accuracy is equivalent to a vanishing last row in the
stability matrix M(z) for |z| → ∞, i.e., e>s+1M(∞) = 0. This can also be achieved for
variable step sizes. We recall the following lemma.
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Lemma 2.2.3 ([47]). Let the two-step W-method (2.1.2) satisfy the conditions Γ(s),
C(s) and B(s). Then we have e>s+1M(∞) = 0 if and only if ck = 1 for some k and

b> = −e>kW−1
∞ = e>k

(
γI + Ã+ Γ̃

)
, (2.2.14)

v> = e>k (A+ Γ) (2.2.15)

hold. �

With cs = 1, i.e., k = s, the conditions (2.2.14) and (2.2.15) for sti� accuracy give

b> = e>s

(
γI + Ã+ Γ̃

)
, (2.2.16)

v> = e>s (A+ Γ). (2.2.17)

In [47, 49, 71], sti�y accurate methods of order p∗ = s with Γ̃ = 0 were constructed.
However, Theorem 2.2.1 shows that the methods will have order of convergence p∗ = s+1
if B(s+1) is satis�ed for variable step sizes. In the following, we will give a new additional
condition which allows the construction of a sti�y accurate two-step W-method which
satis�es B(s+ 1) and thus has order of convergence p∗ = s+ 1 for variable step sizes.

2.3 Sti�y accurate methods of order p∗ = s + 1

In this section, we will prove our main result of this chapter. We assume that the
order conditions (2.2.6)�(2.2.8) are satis�ed, i.e., the simplifying assumptions C(s), Γ(s)
and B(s) are ful�lled and therefore we have a two-step W-method of order p∗ = s by
Theorem 2.2.1. For B(s+ 1) it remains to satisfy

σs+1

(s+ 1)!
=
σs+1

s!
b>cs +

σ

s!
v>(c− 1)s,

where cs := (cs1, . . . , c
s
s)
>. Substituting condition (2.2.8) leads to

σs = (s+ 1)σsb>cs + (s+ 1)(1>D−1 − b>V0)SV −11 (c− 1)s. (2.3.18)

Due to the appearance of S, this condition must be satis�ed for variable σ. This leads
to s + 1 conditions for the coe�cients at powers σl, l = 0, . . . , s. It turns out that it
is possible to �nd sti�y accurate two-step W-methods which satisfy in addition to the
order conditions (2.2.6)�(2.2.8), also the condition (2.3.18) for all σ.

Theorem 2.3.1. Let the two-step W-method (2.1.2) satisfy the conditions Γ(s), C(s)
and B(s) and let cs = 1. Then under the conditions

b> =

(
1

2
, . . . ,

1

s+ 1

)
V −10 C−1, (2.3.19)

(γ̃s,1, . . . , γ̃s,s−1, γ) =

(
1

2
, . . . ,

1

s+ 1

)
V −10 C−1 − e>s Ã, (2.3.20)
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the two-step W-method satis�es B(s+ 1) and is sti�y accurate.

Proof. For B(s + 1) we have to show that condition (2.3.18) is satis�ed. We denote
x := V −11 (c−1)s with x = (x1, . . . , xs)

>. Considering the powers of σ, condition (2.3.18)
is equivalent to the s+ 1 conditions

0 =

(
1

l
− b>cl−1

)
xl, l = 1, . . . , s,

0 =
1

s+ 1
− b>cs.

(2.3.21)

For l = 1, we have by the de�nition of the matrix V1 and because of cs = 1

x1 = e>1 x = e>1 V
−1
1 (c− 1)s = e>s (c− 1)s = 0.

Furthermore, it is
CV0 = (c, c2, . . . , cs)

and hence
b>CV0 = (b>c, . . . , b>cs).

On the other hand, it holds with assumption (2.3.19)

b>CV0 =

(
1

2
, . . . ,

1

s+ 1

)
.

It follows that the remaining s conditions of (2.3.21) for all l = 2, . . . , s+ 1 are ful�lled,
i.e., the condition B(s+ 1) holds.

To prove sti� accuracy, we have to show that (2.2.16) and (2.2.17) are satis�ed. It holds

e>s (Ã+ γI + Γ̃) = e>s Ã+ (γ̃s,1, . . . , γ̃s,s−1, γ)

= e>s Ã+

(
1

2
, . . . ,

1

s+ 1

)
V −10 C−1 − e>s Ã (by (2.3.20))

= b> (by (2.3.19)),

i.e., (2.2.16) is ful�lled. With (2.2.6) and (2.2.7), it follows

e>s (A+ Γ) = e>s (CV0D
−1 − ÃV0 − γV0 − Γ̃V0)SV

−1
1

= (1>D−1 − b>V0)SV −11 (by e>s CV0 = e>s V0 = 1> and (2.2.16))

= v> (by (2.2.8)),

i.e., (2.2.17) is satis�ed, and thus the two-step W-method is sti�y accurate. �
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This theorem allows us to construct sti�y accurate two-step W-methods which are
convergent of order p∗ = s + 1 for variable step sizes. Note that the order p∗ = s of
two-step W-methods is guaranteed by the order conditions (2.2.6)�(2.2.8), i.e., it is not
in�uenced by the additional conditions (2.3.19) and (2.3.20). We summarize this in the
following corollary.

Corollary 2.3.2. Let a two-step W-method (2.1.2) be given which satis�es the assump-
tions of Theorem 2.3.1. If the initial errors satisfy ε0 = O(hs+1

0 ), ν0 = O(hs0) and the
step size ratio is bounded, i.e., σ = hm/hm−1 < σmax, then the two-step W-method is
convergent of order p∗ = s+ 1 for variable step sizes.

Proof. With Theorem 2.3.1, the condition B(s + 1) is satis�ed and the two-step W-
method is sti�y accurate. Convergence order p∗ = min(q + 1, p) = s + 1 for variable
step sizes follows with Theorem 2.2.1 and q = s and p = s+ 1. �

Remark 2.3.3. For explicit peer methods, superconvergence for variable step sizes can
be proved under certain assumptions and the condition given by

s−1∑

i=1

rsic
l−1
i =

1

l
, l = 2, . . . , s+ 1, (2.3.22)

cf. [72, Theorem 2]. Condition (2.3.19) can be rewritten with CV0 = (c, c2, . . . , cs) in
the form

s∑

i=1

bic
l−1
i =

1

l
, l = 2, . . . , s+ 1,

so that (2.3.19) can be considered as a special case of the condition for superconvergence
of peer methods with e>s R = b>, where R is a strictly lower triangular matrix. Actually,
the proof of Theorem 2.3.1 is based on arguments which are also used for the proof of
the superconvergence of explicit peer methods. Peer methods are discussed in detail in
Chapter 4. �

Remark 2.3.4. For peer methods, condition (2.3.22) is an overdetermined system for the
non-trivial elements of the last row of the matrix R. In contrast to that, the weights b
are uniquely de�ned by (2.3.19) and the pairwise distinct nodes c. Furthermore, the
coe�cients b are independent of the step size ratio σ. �

Remark 2.3.5. By condition (2.3.20), the coe�cients Ã and Γ̃ can not be chosen as
zeros simultaneously since

γe>s CV0 = γe>s V0 = γ1> 6=
(

1

2
, . . . ,

1

s+ 1

)
for all γ > 0,

i.e., it is not possible to construct sti�y accurate parallel two-step W-methods which
satisfy B(s + 1) for variable step sizes. Of course, one can obtain sti�y accurate two-

step W-methods with Γ̃ = 0 and Ã 6= 0 which satisfy B(s + 1) for variable step sizes,
e.g. TSW2B from [47]. �
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Despite the additional conditions (2.3.19) and (2.3.20), there are free parameters left,
namely c1, . . . , cs−1, Ã and Γ̃ (except the last row). In the next section, we describe the
construction of sti�y accurate two-step W-methods of convergence order p∗ = s+ 1 for
variable step sizes with good stability properties and small error constants.

2.4 Construction of methods with B(s + 1)

In this section, the construction of two-step W-methods is discussed which satis�es the
order conditions (2.2.6)�(2.2.8) and the conditions for B(s+1) and sti� accuracy (2.3.19)
and (2.3.20), i.e., the methods are sti�y accurate and have the properties

C(s), Γ(s), B(s+ 1) and cs = 1.

In this case, the parameters A, Γ, v>, b>, γ̃s,1, . . . , γ̃s,s−1 and γ are determined. The
remaining free s(s − 1) parameters are Ã, γ̃ij, i = 1, . . . , s − 1, j = 1, . . . , i − 1 and
c1, . . . , cs−1 and should not depend on the step size ratio σ. Then γ̃s,1, . . . , γ̃s,s−1 and γ are
also uniquely de�ned by (2.3.20) with pairwise distinct nodes c and independent of the
step size ratio. We search for suitable two-step W-methods with a large angle α of L(α)-
stability, small error constants and small spectral radius at in�nity %(M(∞)) for σ = 1.
For sti�y accurate two-step W-methods, this is equivalent to %(G∞), cf. [47, Sect. 3],
where G∞ := W∞β. We consider as error constant ferr the sum of the magnitude of
the residual errors in C(s + 1), Γ(s + 1) and B(s + 2). It is also our aim to have small
coe�cients for the methods. The optimization is done for constant step sizes, i.e., for
σ = 1. We use fmincon from the optimization toolbox in Matlab and the computer
algebra system Maxima for algebraic computations. In the following, we discuss the
construction of two-step W-methods for di�erent numbers of stages s in detail.

2.4.1 Methods with s = 2 stages

In this case, we have only two free parameters, namely, c1 and ã21. One can determine
c1 with respect to the angle α of L(α)-stability and the spectral radius %(G∞) for σ = 1.
Figure 2.4.1 shows the angle α and %(G∞) as functions of the node c1. Note that one can
�nd methods with α = 90◦ only for c1 > 1 and there is also a method with signi�cant
minimal %(G∞), cf. Figure 2.4.1 (right). We denote this L-stable two-step W-method
with 2c. For c1 < 1, we �nd a method 2a with maximal angle α and su�ciently small
spectral radius %(G∞), see Figure 2.4.1 (left). Furthermore, we obtain a method 2b

with minimal spectral radius and su�ciently large angle α. Anyway, the conditions
%(G∞) = 0 and B(3) cannot be satis�ed simultaneously. With �xed c1, we determine
ã21 of corresponding two-step W-methods to have small error constants and coe�cients,
cf. Figure 2.4.2.
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Figure 2.4.1: Angle α of L(α)-stability vs. c1 (top) and %(G∞) vs. c1 (bottom), with
c1 < 1 (left) and c1 > 1 (right).
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Figure 2.4.2: Error constant ferr vs. ã21 (top) and maximal magnitude of the coe�cients
maxcoe� vs. ã21 (bottom), for method 2a (left), for method 2b (middle)
and for method 2c (right).

The coe�cients of the methods are given by:

2a:

c1 = −3.0782143245063232e−1, c2 = −1.0000000000000000e+0, ã21 = −2.0690788660374544e+0,

γ̃21 = −1.2868537668693829e+0, γ = −2.5921434947524624e−1.

2b:

c1 = −3.4450201538310682e−1, c2 = −1.0000000000000000e+0, ã21 = −1.7664815214862395e+0,

γ̃21 = −1.0284317978823534e+0, γ = −2.4574038276551641e−1.
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2c:

c1 = −1.3943190448038838e+0, c2 = −1.0000000000000000e+0, ã21 = −0.0000000000000000e+0,

γ̃21 = −3.0313692240435608e−1, γ = −9.2266958409163080e−1.

2.4.2 Methods with s = 3 stages

In the case of three stages, we have six free parameters: ã21, ã31, ã32, γ̃21, c1 and
c2. Analogous to [47], we want to have methods with %(G∞) = 0 for σ = 1. The
characteristic polynomial is given by det(xI −G∞) = x3 + p2x

2 + p1x+ p0. We compute
ã21, ã31 and ã32 so that p2 = p1 = p0 = 0 are satis�ed. Note that p2 = p1 = 0 is a
linear system in ã31 and ã32. Inserting this into p0 = 0 yields a condition for ã21. These
calculations are done with the computer algebra system Maxima. Note that we have
to add a further constraint in the optimization process to satisfy condition (2.3.20).
Then we optimize γ̃21, c1 and c2 with respect to the angle α of L(α)-stability, error
constant and the magnitude of the coe�cients, whereby we apply di�erent heuristics to
�nd appropriate methods. The following method 3b has been found in this way:

3b:

c1 = −4.2451803798618165e−1, c2 = −1.2555618550820942e+0, c3 = −1.0000000000000000e+0,

ã21 = −5.1774789773658938e+0, ã31 = −6.3391015556851371e−1, ã32 = −4.0773189037882983e−2,
γ̃21 = −4.3034644907058750e+0, γ̃31 = −1.3659849627611041e−2, γ̃32 = −6.4041956977805674e−3,
γ = −2.9592668175830239e−1.

Additionally, we present a method, for which %(G∞) = 0 does not hold, but with larger
angle α than 3b, see Table 2.4.1. This method is obtained by numerical search with
fmincon and with respect to the described properties above. The coe�cients of the
method 3a are given by:

3a:

c1 = −2.7585435173749423e−1, c2 = −1.2974145641639010e+0, c3 = −1.0000000000000000e+0,

ã21 = −4.6146103121913240e−1, ã31 = −6.3013501027799779e−1, ã32 = −3.3481277271620247e−1,
γ̃21 = −1.0038467404049227e+0, γ̃31 = −1.2814081673484539e+0, γ̃32 = −4.2958347323894375e−1,
γ = −4.4330035256651801e−1.

2.4.3 Methods with s = 4 and s = 5 stages

In the case of four and �ve stages, we perform the numerical optimization with di�erent
strategies to �nd good parameter sets for the two-step W-methods. Here, we have no
explicit conditions for %(G∞) = 0, but we want to satisfy %(G∞) < 1 for σ = 1. Again, we
optimize with respect to the angle α for L(α)-stability, error constants and coe�cients.
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The optimization process is done by fmincon from the optimization toolbox inMatlab.
The following methods 4a, 4b and 5a are obtained:

4a:

c1 = −3.4475069518575380e−1, c2 = −3.0199601869781884e−1, c3 = −1.2715954631040773e+0,

c4 = −1.0000000000000000e+0,

ã21 = −1.3807276352109585e−1, ã31 = −4.0288429533730259e+0, ã32 = −1.6608358550657365e+0,

ã41 = −5.5395665635891145e−1, ã42 = −5.7259556650406740e−1, ã43 = −1.7058748218129905e−2,
γ̃21 = −1.3109542641248575e−1, γ̃31 = −2.7740318778345143e+0, γ̃32 = −1.1944608079043511e+0,

γ̃41 = −1.4615607370092432e−1, γ̃42 = −5.4352839808888898e−1, γ̃43 = −7.4801424301146488e−2,
γ = −3.4083914367433077e−1. −− −−

4b:

c1 = −2.4902046482054652e−1, c2 = −1.8463585014782384e+0, c3 = −1.2904402196609168e+0,

c4 = −1.0000000000000000e+0,

ã21 = −1.2369099563404959e+0, ã31 = −4.6203540002585880e−1, ã32 = −9.1462206621367961e−2,
ã41 = −2.7636893446018787e−2, ã42 = −1.6369452680547052e−2, ã43 = −6.4152678919227064e−3,
γ̃21 = −1.2850995505590568e+0, γ̃31 = −5.3577018410535193e−1, γ̃32 = −3.9108197137041377e−3,
γ̃41 = −6.2457914347561516e−1, γ̃42 = −3.4191540363782635e−2, γ̃43 = −2.1472697867924981e−1,
γ = −6.0381404956018603e−1. −− −−

5a:

c1 = −3.2465871853888723e−1, c2 = −5.7205917060903488e−1, c3 = −1.1099213511352013e−1,
c4 = −1.3004743005526314e+0, c5 = −1.0000000000000000e+0,

ã21 = −5.9748351460406468e−1, ã31 = −8.4900192603721406e−2, ã32 = −5.3094512231111113e−1,
ã41 = −8.8827878595016430e−1, ã42 = −4.9147902177027525e−1, ã43 = −1.2679272894751348e−2,
ã51 = −5.6153469017790658e−1, ã52 = −6.2974213872145413e−1, ã53 = −6.1893110194158951e−1,
ã54 = −1.3411914475329847e−1,
γ̃21 = −1.4281493182994098e−1, γ̃31 = −1.3877813480227719e−1, γ̃32 = −5.7036440762831186e−1,
γ̃41 = −1.0635092143559879e+0, γ̃42 = −3.0330420318920742e−1, γ̃43 = −7.0492608165871473e−1,
γ̃51 = −3.9600375095807683e−1, γ̃52 = −6.5043986251488239e−1, γ̃53 = −1.2297356798131087e+0,

γ̃54 = −9.9758762294221981e−2,
γ = −2.8976577262256498e−1. −− −−

2.4.4 Properties of the methods

We want to summarize the results of our numerical optimization. Some properties of
the optimized two-step W-methods are listed in Table 2.4.1. For comparison, we include
the two-step W-methods TSW2B, TSW3A and TSW3B with Γ̃ = 0 from [47]. For the new
two-step W-methods, we have convergence order p∗ = s + 1. We have tried di�erent
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strategies and heuristics in our numerical search. Of course, we cannot claim that our
new methods are optimal.

label s p∗ α %(G∞) ferr maxcoe�

2a 2 3 81.85 0.1699 0.3354 2.0690
2b 2 3 83.00 0.4907 0.3459 1.7664
2c 2 3 90.00 0.5969 3.4435 3.2625
3a 3 4 88.68 0.1746 4.6259 4.7382
3b 3 4 76.81 0.0000 1.7578 5.3985
4a 4 5 86.09 0.4832 10.8643 4.8077
4b 4 5 89.87 0.4690 15.6969 16.0839
5a 5 6 74.27 0.5842 33.2437 12.4194

TSW2B 2 3 82.75 0.3333 1.7778 1.0000
TSW3A 3 3 90.00 0.0000 5.3590 3.2000
TSW3B 3 3 83.49 0.0000 2.7344 3.5000

Table 2.4.1: Some properties of two-step W-methods: stages s, order p∗, angle α of L(α)-
stability, spectral radius %(G∞), error constant ferr and maximal magnitude
of the coe�cients maxcoe�, new methods (top) and two-step W-methods
from [47] (bottom).

Our numerical optimization is done for constant step sizes, i.e., σ = 1. It is interesting to
see how the properties of the obtained methods behave by changing step sizes. Therefore,
we illustrate for the methods 3a and 3b the error constant ferr, spectral radius %(G∞) and
the maximal magnitude of the coe�cients maxcoe� as functions of σ with 0.2 ≤ σ ≤ 1.6
which is the crucial range for practical computations, cf. Figure 2.4.3. For method 3b,
we observe %(G∞) < 1 for all 0.2 ≤ σ ≤ 1.6. Furthermore, we have smaller error
constants compared to method 3a, but the coe�cients are slightly larger.

Note that ci < 0 holds for some optimized two-step W-methods. In our following
numerical experiments, we use an appropriate starting process to avoid that t-values
move outside the interval of the time integration, see e.g. [64, p. 176]. Furthermore, we
have ci > 1 for some methods. In these cases, a special choice of the step size in the last
time step guarantees that t-values do not exceed the endpoint te.

2.5 Numerical tests

In this section, we test the constructed two-step W-methods from Section 2.4 and com-
pare them with two-step W-methods from [47]. All numerical experiments are imple-
mented in Matlab. Furthermore, we include numerical tests with the standard codes
ode23s and RODAS. The code ode23s from the Matlab ODE-suite [57] is based on a
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Figure 2.4.3: Error constant ferr (top), spectral radius %(G∞) (middle), maximal mag-
nitude of the coe�cients maxcoe� (bottom) vs. step size ratio σ, for
method 3a (left) and for method 3b (right).

Rosenbrock formula of order two and uses a third order method for error estimation and
step size control. The code RODAS is based on an L-stable ROW-method of order four
with an embedded method of order three [28].

2.5.1 Test case 1: Test of order reduction

First, we want to illustrate the e�ect of order reduction in ROW-methods. For that, we
consider the van der Pol equation from [28,64]

y′ = z,

εz′ = (1− y2)z − y, ε = 10−5, t ∈ [0, 0.5] ,

y(0) = 2, z(0) = 0.

We test our new two-step W-methods 2a, 3a, 4a and 5a, cf. Section 2.4, and compare
them with RODAS. We have implemented the methods with constant step sizes. The
additional starting values for the two-step W-methods are computed with RODAS and
high accuracy. The exact Jacobian is used in each step and a reference solution yref with
high accuracy is computed with ode15s from the Matlab ODE-suite [57]. The errors
are computed at the endpoint te in a weighted maximum norm

err = max
i=1,...,n

|um+1,i − yref,i|
1 + |yref,i|

. (2.5.23)

In Figure 2.5.1, we present the logarithm of the obtained errors at the endpoint te = 0.5
versus the constant step size h. The order reduction of RODAS can be clearly observed.
It behaves as a second order method numerically. As opposed to this, all two-step W-
methods show the expected orders which can be explained with their high stage order.
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Figure 2.5.1: Illustration of order reduction for ROW-method RODAS: Errors vs. time
step size h.

2.5.2 Test case 2: Small dimensional problems with step size

control

Instead of (2.1.2), we use a transformed formulation for the numerical tests with step
size control given by

(I − hmγTm)(km,i + ξm,i) = f(tm,i, Ym,i) + ξm,i,

ξm,i =
1

γ

(
s∑

j=1

γijkm−1,j +
i−1∑

j=1

γ̃ijkm,j

)
.

(2.5.24)

This formulation avoids matrix-vector multiplications and is already used in [47]. Fur-
thermore, this transformation allows the application of an approximate matrix factor-
ization, cf. Section 3.2. In all cases, the Jacobian fy(tm, um) is computed numerically in
each step and we use LU-decomposition for the solution of the linear systems. Again,
the additional starting values are computed with the ROW-method RODAS and high ac-
curacy. We follow [47] for the error estimation. We calculate the weights of an embedded
method by

b>e := 0.5b>, v>e :=
((
1> + 0.2e>s

)
SD−1 − b>e V0S

)
V −11 (2.5.25)
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and obtain an embedded solution

ũm+1 = um + hm

s∑

j=1

(be,jkm,j + ve,jkm−1,j). (2.5.26)

Because of the term 0.2e>s in (2.5.25) for ve, condition B(s) is not satis�ed, i.e., the
embedded method is of order p∗e = s− 1. Then the local error erremb is estimated by

erremb = max
i=1,...,n

|um+1,i − ũm+1,i|
atol + rtol |um,i|

, (2.5.27)

where atol and rtol denote the absolute and relative tolerances. In our tests, we used
the tolerances atol = rtol = 10−2, . . . , 10−10. We compute a new step size hnew by

hnew = hm min
(
amax,max

(
amin, asaveerr

−1/s
emb

))
(2.5.28)

with asave = 0.7, amin = 0.2, and amax = 1.5 for all s ≤ 4 and amax = 1.1 for all s > 4. If
erremb ≤ 1, we set hm+1 := hnew. Otherwise, we put hm := hnew and the last time step
is repeated. We test our new two-step W-methods, the two-step W-methods from [47]
and compare them with ode23s and RODAS. Note that for ode23s and the two-stage
two-step W-methods, the tolerance 10−10 is omitted for some problems because of high
computing time. Reference solutions for all problems are computed with high accuracy
with ode15s and the errors are computed at the endpoint te in the weighted maximum
norm (2.5.23). We used the following standard sti� test problems which can be found
in [28]:

� HIRES: a sti� system of eight non-linear ordinary di�erential equations given by

y′1 = −1.71y1 + 0.43y2 + 8.32y3 + 0.0007,

y′2 = 1.71y1 − 8.75y2,

y′3 = −10.03y3 + 0.43y4 + 0.035y5,

y′4 = 8.32y2 + 1.71y3 − 1.12y4,

y′5 = −1.745y5 + 0.43y6 + 0.43y7,

y′6 = −280y6y8 + 0.69y4 + 1.71y5 − 0.43y6 + 0.69y7,

y′7 = 280y6y8 − 1.81y7,

y′8 = −280y6y8 + 1.81y7

with initial value y1(0) = 1, y2(0) = y3(0) = . . . = y7(0) = 0, y8(0) = 0.0057 and
endpoint te = 321.8122.

� OREGO: a sti� system of three non-linear ordinary di�erential equations in the
form

y′1 = 77.27
(
y2 + y1

(
1− 8.375 · 10−6y1 − y2

))
,

y′2 =
1

77.27
(y3 − (1 + y1) y2) ,

y′3 = 0.161 (y1 − y3)
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with initial value y1(0) = 1, y2(0) = 2, y3(0) = 3 and endpoint te = 360.

� VDPOL: the van der Pol oscillator of two ordinary di�erential equations given
by

y′1 = y2,

y′2 =
((

1− y21
)
y2 − y1

)
/ε

with ε = 10−6 and with initial value y1(0) = 2 and y2(0) = 0. We consider two
di�erent endpoints te = 2 and te = 11.

� PLATE: a linear and non-autonomous problem, which is obtained by spatial
discretization of the PDE problem

utt + ωut + η∆2u = f(x, y, t), (x, y) ∈ Ω = [0, 2]× [0, 4/3] , (2.5.29)

where ∆2 denotes the biharmonic operator and with the parameters ω = 1000 and
η = 100. The initial conditions are given by

u(x, y, 0) = 0 and ut(x, y, 0) = 0

and we consider the endpoint te = 7. The boundary conditions are given by

u(x, y, t) = 0 and ∆u(x, y, t) = 0 for all (x, y) ∈ ∂Ω.

The partial di�erential equation (2.5.29) is discretized on a uniform mesh grid in
space

(xi, yj) = (i∆x, j∆x), ∆x = 2/9, i = 1, 2, . . . , 8, j = 1, 2, . . . , 5.

The right-hand side f of (2.5.29) is idealized by the sum of two Gaussian curves,
which move in x-direction, and is given by

f(x, y, t) =

{
200

(
e−5(t−x−2)

2
+ e−5(t−x−5)

2
)
, if y = y2 or y = y4,

0, for all other y.

Transformation of the obtained second-order system of ordinary di�erential equa-
tions results in a system of �rst-order di�erential equations of dimension n = 80.

Furthermore, we used a PDE problem in one space dimension from [10] which leads to
an ODE system of higher dimension.

� BURGERS: a sti� system of 2500 ordinary di�erential equations obtained by
semi-discretization of Burgers' equation

ut = νuxx + uux + ϕ(x, t), ν = 0.1, x ∈ [−1, 1]
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with source term given by

ϕ(x, t) = r(x) sin(t), r(x) =





0, −1 ≤ x ≤ −1/3,

3(x+ 1/3), −1/3 ≤ x ≤ 0,

3(2/3− x)/2, 0 ≤ x ≤ 2/3,

0, 2/3 ≤ x ≤ 1

and with initial condition u(x, 0) = sin(π(x + 1)) and homogeneous Dirichlet
boundary conditions. We consider the endpoint te = 2. Central di�erences of
second order with ∆x = 1/2500 are used for the spatial discretization. For the
two-step W-methods, we used as the constant Jacobian the discretization of the
di�usion part. As opposed to this, the code RODAS needs the exact Jacobian in
each time step. We computed the Jacobian using numjac from Matlab where we
exploited the band structure by providing JPattern.

The results are presented in Figures 2.5.2�2.5.7. We show the computation time in
seconds versus the logarithm of the obtained errors at the endpoint te. Our numerical
tests show the potential of the two-step W-methods. The step size control in two-step
W-methods works well. The methods of order three are clearly superior to ode23s and
the higher order methods are more e�cient than RODAS for more stringent tolerances,
especially for PLATE. We observe that RODAS is the best method for crude tolerances
where it requires a small number of steps. Furthermore, RODAS can quickly adjust the
step size to the dynamics of the solution as the step size can be enlarged by a factor 5 in
a single step. For the two-step W-methods, we need to be more conservative and restrict
this factor to 1.5 (for the �ve-stage method even to 1.1) to avoid large changes in the
coe�cients A and Γ. Except for method 2c, the new two-step W-methods with two
stages are comparable to the two-step W-methods TSW2B, TSW3A and TSW3B from [47].
Despite the fact that method 2c is L-stable, this method has a larger error constant and
also a slightly larger spectral radius at in�nity, cf. Table 2.4.1. Also c1 > 1 may be a
disadvantage of this method. The new higher order methods become superior compared
to the methods TSW2B, TSW3A and TSW3B. In general, we can also observe the expected
orders for the two-step W-methods for variable step sizes. The achieved accuracy is
for most problems in much better accordance with the prescribed tolerance than for
RODAS. For the higher dimensional problem BURGERS, the possibility to use a constant
Jacobian for the two-step W-methods clearly pays o�. Note that for non-autonomous
problems, the codes RODAS and ode23s also incorporate the time derivatives in contrast
to two-step W-methods.

Except for BURGERS problem, we computed in our numerical experiments for all two-
step W-methods, RODAS and ode23s the exact Jacobian at each time step. This is
necessary for RODAS and ode23s, but not for two-step W-methods due to the fact that
their order is independent of the choice of the matrix Tm. This drawback for RODAS and
ode23s can be clearly seen in Figure 2.5.7.
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Figure 2.5.2: Results for HIRES: Errors vs. computing time in seconds.
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Figure 2.5.3: Results for OREGO: Errors vs. computing time in seconds.
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Figure 2.5.4: Results for VDPOL with te = 2: Errors vs. computing time in seconds.
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Figure 2.5.5: Results for VDPOL with te = 11: Errors vs. computing time in seconds.
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Figure 2.5.6: Results for PLATE: Errors vs. computing time in seconds.
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For BURGERS problem, we used a constant Jacobian for the two-step W-methods. We
can also hold the Jacobian constant for several time steps to reduce the computing time.
This is illustrated for the two-step W-methods 2a, 3a, 4a and 5a in Figure 2.5.8. We
show the results for the VDPOL problem with endpoint te = 11 when the Jacobian
is computed at each time step and when the Jacobian is computed only every second
step. We can clearly observe this potential advantage of saving computing time. But
we want to mention that a strategy for recomputation of the Jacobian requires further
investigations.
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Figure 2.5.8: Results for VDPOL with te = 11: Errors vs. computing time in seconds.
For two-step W-methods, denoted with su�x -1, the Jacobian is computed
at each step, for methods with su�x -2, the Jacobian is computed only
every second time step.



3 Two-step W-methods with

approximate matrix factorization

In this chapter, we recall the concept of approximate matrix factorization (AMF), the
formulation of one-step AMF W-methods and summarize some results. We introduce
the class of two-step AMF W-methods. We show that in contrast to one-step AMF W-
methods, the time derivatives are not involved in the numerical scheme. Furthermore, we
prove a stability result at in�nity and describe the construction of appropriate two-step
AMF W-methods.

3.1 One-step AMF W-methods

We �rst consider an autonomous initial value problem

y′(t) = f(y(t)), y (t0) = y0 ∈ Rn, t ∈ [t0, te] . (3.1.1)

An s-stage one-step W-method for the solution of problem (3.1.1) is given by Steihaug
and Wolfbrandt [61]

(I − hmγTm)km,i = hmf

(
um +

i−1∑

j=1

aijkm,j

)
+

i−1∑

j=1

lijkm,j, i = 1, . . . , s,

um+1 = um +
s∑

j=1

bjkm,j,

(3.1.2)

where Tm is an arbitrary matrix. Here um+1 is an approximation to the exact solution
y(tm+1) at each time step tm+1 = tm + hm. In formulation (3.1.2), A = (aij)

s
i,j=1,

L = (lij)
s
i,j=1, b = (bi)

s
i=1 and γ are the parameters of the method, where A and L are

strictly lower triangular matrices. W-methods are linearly-implicit and only one LU-
decomposition is required per time step. In contrast to two-step W-methods, one-step
W-methods do not need additional starting values. For Tm = Jm = ∂yf(um), the family
of Rosenbrock�Wanner methods (ROW-methods) is obtained [51, 66]. Although Tm
can be arbitrary, a reduced number of order conditions and better stability properties
are obtained when Tm is an approximation to the exact Jacobian Jm. Furthermore,
the construction of higher order methods is rather di�cult for arbitrary matrix Tm.

27
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Implicit integration methods require the solution of algebraic equations, which leads
directly, or by Newton's method, to linear systems with matrix (I − hmγTm), where
Tm is usually an approximation to the Jacobian. For low and middle dimensions of
the problem (3.1.1) this can be done with direct solvers and LU-decomposition. But
for high dimensional problems (n � 10000), the solution of the linear systems can be
very expensive. Therefore, special approaches for the e�cient solution of the algebraic
equations are necessary. One possibility is to apply Krylov techniques. Krylov methods
have been investigated and implemented in the well-known codes VODPK [9], ROWMAP [70]
and EXP4 [29]. Another approach is the use of an approximate matrix factorization
(AMF). For this purpose, we consider a general non-autonomous system of sti� ordinary
di�erential equations with a (d+ 1)-term-splitting in the form

y′(t) = f(t, y(t)) = f0(t, y(t)) +
d∑

j=1

fj(t, y(t)), y (t0) = y0 ∈ Rn, t ∈ [t0, te] (3.1.3)

and a corresponding splitting for the Jacobian matrices into d+1 addends at the current
point (tm, um)

Jm = Jm,0 +
d∑

j=1

Jm,j, Jm,j = ∂yfj(tm, um), (3.1.4)

where the matrices Jm,j, j = 1, . . . , d, have simple structures or can be brought to
band matrices of small bandwidth. Problems of this structure arise, in general, when
solving time-dependent partial di�erential equations with the method of lines (MOL).
The matrix Jm,0 stands for the term of the split Jacobian which is not considered in the
AMF approach, i.e., Jm,0 collects parts of the Jacobian which are di�cult to compute, or
are not important to ensure stability in AMF schemes. This is typical for PDE problems
where convection terms should be treated explicitly. If Jm,0 = 0, then the AMF approach
will be called exact. Otherwise, it will be said to be inexact, cf. [24, De�nition 1]. Inexact
AMF will be considered for peer methods in Section 4.2. The idea of AMF is now to
replace the matrix (I − hmγTm) by the approximation

(I − hmγTm) ≈
d∏

j=1

(I − hmγJm,j) =: Πd (3.1.5)

to exploit the special structure of the matrices Jm,j, j = 1, . . . , d. The matrix Πd

is called AMF matrix and d is the dimension of the AMF splitting. We obtain the
following relations between the AMF matrix and the Jacobian

Πd =
d∏

j=1

(I − hmγJm,j) =: (I − hmγJ̃m)
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with

J̃m =
d∑

j=1

Jm,j + (−hmγ)
∑

1≤i<j≤d
Jm,iJm,j + (−hmγ)2

∑

1≤i<j<k≤d
Jm,iJm,jJm,k

= + · · ·+ (−hmγ)d−1Jm,1Jm,2 · · · Jm,d.

In the case of an exact AMF, i.e., Jm,0 = 0, we observe J̃m = Jm +O(hm) and hence

(I − hmγJ̃m) = (I − hmγJm) +O(h2m).

On the other hand, in the case of an inexact AMF with Jm,0 6= 0, we have J̃m =
Jm − Jm,0 +O(hm) and thus

(I − hmγJ̃m) = (I − hmγJm) +O(hm).

Of course, the replacement (3.1.5) in the AMF approach has in�uence on the accuracy
and stability of the numerical methods. AMF methods have been considered frequently
in the literature. The classical alternating direction implicit (ADI) methods �rst pro-
posed by Peaceman and Rachford [45] can be already interpreted as AMF methods. An
overview about basic strategies can be found in the paper of van der Houwen and Som-
meijer [31] and in the book of Hundsdorfer and Verwer [32]. One-step AMF W-methods
have been intensively studied by González-Pinto and co-workers, e.g. [4, 21�26]. The
application of AMF to linearly-implicit Runge�Kutta methods is considered in [12, 75].
In [75], a correction procedure is proposed to obtain higher order methods.

In this chapter, we always assume an exact AMF approach, i.e., f0(t, y(t)) = 0 in (3.1.3)
and Jm,0 = 0. With this, the matrices Tm ful�l

Jm − Tm = O(hm), hm → 0. (3.1.6)

This assumption is frequently considered in the literature, e.g. [25,32,50]. Observe that
the formulation (3.1.2) allows the application of the AMF approach (3.1.5) directly.
One-step AMF W-methods for non-autonomous problems (3.1.3) are usually obtained
by application of a one-step W-method (3.1.2) to the equivalent autonomous problem
via the transformation z(t) = (y(t)>, t)>

z′(t) =

[
f(t, y(t))

1

]
= g(z(t)). (3.1.7)

By considering the corresponding Jacobian splitting, the Jacobians for the associated
autonomous problem (3.1.1) are given by

Ĵm =
d∑

j=1

Ĵm,j, Ĵm,j =

[
∂yfj(tm, um) ∂tfj(tm, um)

0> 0

]
. (3.1.8)
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For exact Jacobians, the AMF matrix is then obtained from

(I − hmγTm) ≈
d∏

j=1

(I − hmγĴm,j). (3.1.9)

We observe that in this case Tm = Ĵm+O(hm). This approach with AMF technique leads
to one-step AMF W-methods for non-autonomous problems (3.1.3) in the form [22,25]

K
(0)
i = hmf

(
tm,i, um +

i−1∑

j=1

aijkm,j

)
+

i−1∑

j=1

lijkm,j,

(
I − hmγ∂yfj(tm, um)

)
K

(j)
i = K

(j−1)
i + γρih

2
m∂tfj(tm, um), j = 1, . . . , d,

km,i = K
(d)
i , i = 1, . . . , s,

um+1 = um +
s∑

j=1

bjkm,j.

(3.1.10)

Here are (ρi)
s
i=1 = (I − L)−11, (ci)

s
i=1 = α1 with α = A(I − L)−1 and tm,i = tm + cihm.

We observe that the time derivatives ∂tfj are incorporated for non-autonomous problems
in the numerical scheme.

We indicate the following three one-step W-methods. For more details, we refer to the
references given below.

(i) The well-known one-stage W-method with γ = 1
2
, see [32, p. 153], which we denote

by W1, reaches order p = 2 whenever Tm ful�ls (3.1.6).

(ii) The two-stage W-method from [32, p. 400] is of order p = 3 if (3.1.6) is satis�ed.
We indicate this method with W2.

(iii) The three-stage W-method from [25, Eq. (37)] is also considered. This method,
denoted by W3, is of order p = 3 if (3.1.6) is ful�lled.

The corresponding methods W1 and W2 with AMF are A-stable when d = 2, cf. [32, pp.
400�403]. For the method W3 with AMF, A(α)-stability for d = 2 is obtained with
α ≈ 0.5659 · π

2
, see [25, p. 571]. For one-step AMF W-methods, which are stable at

in�nity, the maximal angle α for linear stability on a d-term-splitting, d ≥ 2, ful�ls
(d − 1)α ≤ π

2
, cf. [32, pp. 402�403]. Moreover, if zi, zj → ∞, for at least two indices

1 ≤ i < j ≤ d, then the corresponding linear stability function Rd = Rd(z1, . . . , zd) of a
one-step AMF W-method becomes |Rd| = 1, i.e.,

lim
zi,zj→∞
i 6=j

|Rd(z1, . . . , zd)| = 1. (3.1.11)

For comparison, these methods are used in our numerical experiments, see Chapter 5.
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3.2 Two-step AMF W-methods

We recall the formulation of an s-stage two-step W-method as considered in Chapter 2,
Equation (2.1.2)

Ym,i = um + hm

s∑

j=1

aijkm−1,j + hm

i−1∑

j=1

ãijkm,j, i = 1, . . . , s,

(I − hmγTm)km,i = f(tm,i, Ym,i) + hmTm

s∑

j=1

γijkm−1,j + hmTm

i−1∑

j=1

γ̃ijkm,j,

i = 1, . . . , s,

um+1 = um + hm

s∑

j=1

(bjkm,j + vjkm−1,j).

(3.2.12)

For the application of an AMF approach, we have to avoid products of the matrix Tm
in the right-hand side of (3.2.12). Therefore, we consider the transformation

ξm,i =
1

γ

(
s∑

j=1

γijkm−1,j +
i−1∑

j=1

γ̃ijkm,j

)
, (3.2.13)

which is already introduced in [47] and is also applied in our numerical tests of two-step
W-methods, cf. Section 2.5. This leads to a formulation of two-step W-methods in the
alternative form

Ym,i = um + hm

s∑

j=1

aijkm−1,j + hm

i−1∑

j=1

ãijkm,j,

(I − hmγTm)(km,i + ξm,i) = f(tm,i, Ym,i) + ξm,i, i = 1, . . . , s,

um+1 = um + hm

s∑

j=1

(bjkm,j + vjkm−1,j).

(3.2.14)

For the application of AMF, the matrix (I−hmγTm) is then replaced by the AMF matrix

Πd =
d∏

j=1

(I − hmγJm,j), Jm,j = ∂yfj(tm, um). (3.2.15)

The order of two-step W-methods is independent of the matrix Tm. Due to this, the
replacement (3.2.15) does not in�uence the order of two-step AMF W-methods. This
leads to the following theorem.
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Theorem 3.2.1. Let a two-step W-method (3.2.12) satisfy the simplifying conditions
C(s), Γ(s) and B(s), i.e., the order conditions (2.2.6)�(2.2.8) are ful�lled. Then the
corresponding two-step AMF W-method (3.2.14) with AMF matrix (3.2.15) ful�ls the
conditions C(s), Γ(s) and B(s).

Proof. The formulations for Ym,i and um+1 in (3.2.12) and (3.2.14) are equal, i.e., the
conditions C(s) and B(s) are obviously satis�ed for the two-step AMF W-method. With
the AMF matrix (3.2.15), we get from the second equation of (3.2.14)

Πd(km,i + ξm,i) = f(tm,i, Ym,i) + ξm,i, i = 1, . . . , s.

Inserting the exact values y(tm,i) for Ym,i and y′(tm,i) for km,i, then one has

0 = y′(tm,i) + ξm,i − Πd (y′(tm,i) + ξm,i) ,

0 = (I − Πd) (y′(tm,i) + ξm,i) ,

0 = y′(tm,i) + ξm,i, i = 1, . . . , s.

With (3.2.13), the statement for two-step AMF W-methods follows by Taylor series
expansion with the assumption Γ(s) for the two-step W-method (3.2.12). �

In contrast to one-step AMF W-methods as considered in Section 3.1, the time deriva-
tives of f(t, y(t)) for non-autonomous problems are not incorporated in the numerical
scheme of two-step AMF W-methods. To this aim, we consider a non-autonomous sys-
tem with a d-term-splitting in the form (3.1.3). We have the following theorem.

Theorem 3.2.2. Let a two-step W-method (3.2.14) ful�lling the simplifying conditions
C(1), Γ(1) and B(1) be applied with the AMF (3.1.8) and (3.1.9) to a non-autonomous
system of sti� ordinary di�erential equations with a d-term-splitting (3.1.3). Then the
numerical scheme takes the form

Ym,i = um + hm

s∑

j=1

aijkm−1,j + hm

i−1∑

j=1

ãijkm,j,

ξm,i=
1

γ

(
s∑

j=1

γijkm−1,j +
i−1∑

j=1

γ̃ijkm,j

)
,

k
(0)
m,i = f(tm,i, Ym,i) + ξm,i,

(I − hmγ∂yfj(tm, um)) k
(j)
m,i = k

(j−1)
m,i , j = 1, . . . , d,

km,i = k
(d)
m,i − ξm,i, i = 1, . . . , s,

um+1 = um + hm

s∑

j=1

(bjkm,j + vjkm−1,j).

(3.2.16)
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Proof. The application of the two-step W-method (3.2.14) with transformation (3.2.13)
to the equivalent autonomous problem (3.1.7) gives

Ŷm,i = ûm + hm

s∑

j=1

aij k̂m−1,j + hm

i−1∑

j=1

ãij k̂m,j,

ξ̂m,i =
1

γ

(
s∑

j=1

γij k̂m−1,j +
i−1∑

j=1

γ̃ij k̂m,j

)
,

(I − hmγTm)(k̂m,i + ξ̂m,i) = g(Ŷm,i) + ξ̂m,i,

ûm+1 = ûm + hm

s∑

j=1

(vj k̂m−1,j + bj k̂m,j),

(3.2.17)

with Tm given by (3.1.8) and (3.1.9), and with Ŷm,i := (Y >m,i, τm,i)
>, ξ̂m,i := (ξ>m,i, φi)

>,

k̂m−j,i := (k>m−j,i, 1)>, ûm+j := (u>m+j, tm+j)
>, for all j = 0, 1, and i = 1, . . . , s. The last

component in the equations for Ŷm,i, ξ̂m,i and ûm+1 in (3.2.17) gives, respectively,

τm,i = tm + hm

(
s∑

j=1

aij +
i−1∑

j=1

ãij

)
, φi =

1

γ

(
s∑

j=1

γij +
i−1∑

j=1

γ̃ij

)
,

tm+1 = tm + hm

s∑

j=1

(vj + bj).

From C(1), Γ(1) and B(1) we get, respectively, that τm,i = tm + cihm = tm,i, φi = −1,
i = 1, . . . , s, and tm+1 = tm + hm. With the matrix Tm in (3.1.8) and (3.1.9), the �rst n
components in each equation of (3.2.17) give

Ym,i = um + hm

s∑

j=1

aijkm−1,j + hm

i−1∑

j=1

ãijkm,j,

ξm,i =
1

γ

(
s∑

j=1

γijkm−1,j +
i−1∑

j=1

γ̃ijkm,j

)
,

k
(0)
m,i = f(tm,i, Ym,i) + ξm,i,

(I − hmγ∂yfj(tm, um)) k
(j)
m,i = k

(j−1)
m,i + hmγ∂tfj(tm, um)(1 + φi),

j = 1, . . . , d,

km,i = k
(d)
m,i − ξm,i, i = 1, . . . , s,

um+1 = um + hm

s∑

j=1

(bjkm,j + vjkm−1,j).

(3.2.18)

This concludes the proof since 1 + φi = 0, i = 1, . . . , s. �
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Remark 3.2.3. For a general two-step W-method (3.2.18), the time-derivatives of the
split terms fj(t, y(t)) are multiplied by 1 + φi. These quantities vanish for two-step W-
methods ful�lling the simplifying condition Γ(1). However, for one-step W-methods, i.e.,
two-step W-methods with A = 0, Γ = 0 and v = 0, condition Γ(1) cannot hold. To see
this, observe that for one-step W-methods

Γ(1)⇐⇒ (γI + Γ̃)1 = 0,

and this cannot hold since γ > 0 and Γ̃ is strictly lower triangular. Furthermore, com-
paring (3.1.2), (3.2.13) and (3.2.14), it is readily checked that the matrices L in (3.1.2)
and Γ̃ in (3.2.13) are related by γ(I − L)−1 = (γI + Γ̃). From here, the quantities
(1 + φi)

s
i=1 appearing in (3.2.18) are just given by

(1 + φi)
s
i=1 =

(
I +

1

γ
Γ̃

)
1 = (I − L)−11 = (ρi)

s
i=1

as presented in the non-autonomous formulation for one-step W-methods (3.1.10). �

3.2.1 Stability investigations

For the stability analysis of two-step AMF W-methods, we consider the linear scalar
Dahlquist test equation, see e.g. [31,32]

y′(t) = λy(t), λ =
d∑

j=1

λj, Re(λj) ≤ 0, j = 1, . . . , d, (3.2.19)

where d denotes the dimension of the AMF splitting. Here is Tm = λ. We then apply the
two-step W-method (3.2.14) with constant step sizes hm = h to the test problem (3.2.19)
and obtain with

zj = hλj, j = 1, . . . , d, z =
d∑

j=1

zj (3.2.20)

and Km = (km,1, . . . , km,s)
> the following recursion for the numerical solution

(
hKm

um+1

)
= Md

(
hKm−1
um

)
.

Here the stability matrix Md := Md(z1, . . . , zd) of dimension (s+ 1)× (s+ 1) is given by

Md(z1, . . . , zd) =


 Wd

(
1
γ
(1− Πd)Γ + zA

)
zWd1

b>Wd

(
1
γ
(1− Πd)Γ + zA

)
+ v> 1 + zb>Wd1


 (3.2.21)
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with Wd :=
(

ΠdI − 1
γ
(1− Πd)Γ̃− zÃ

)−1
and AMF factor Πd, which is de�ned as

Πd :=
d∏

j=1

(1− γzj). (3.2.22)

In particular, for the special case d = 1 in (3.2.21), we get the usual stability matrix
M(z) of a two-step W-method (2.1.2), cf. [47]. Analogously to [47, De�nition 1], we
introduce the concepts of A- and L-stability for two-step AMF W-methods. Again, the
spectral radius of a matrix is denoted by %(·).

De�nition 3.2.4. The stability domain of the two-step AMF W-method (3.2.16) is
the set S = {(z1, . . . , zd) ∈ Cd | %(Md) < 1}. The method is called A(α)-stable if
{(z1, . . . , zd) ∈ Cd | |arg(zi)− π| ≤ α, i = 1, . . . , d} ⊆ S̄. We call a method sti�y
accurate if for all �xed um, km−1,i, i = 1, . . . , s, and for at least two variables zi, zj,
i 6= j, the condition

lim
zi,zj→∞
i 6=j

um+1 = 0 (3.2.23)

holds. A two-step AMF W-method is called L(α)-stable if it is A(α)-stable and the
condition (3.2.23) is ful�lled. The method is said to be A-stable if α = π

2
and L-stable

if α = π
2
and (3.2.23) is ful�lled. �

In order to check linear stability, it is useful to consider a transformation Q−1MdQ
instead of the stability matrix Md directly, cf. [47]. We obtain with

Q =

(
I 0
b> 1

)

the transformed stability matrix M trans

d

M trans

d =

(
Wd

(
1
γ
(1− Πd)Γ + zA

)
+ zWd1b

> zWd1

v> + b> 1

)
. (3.2.24)

In general, the computation of the eigenvalues of M trans

d for arbitrary zj is a di�cult
task. Our next result indicates that two-step AMF W-methods cannot be L-stable for
a d-term-splitting with d ≥ 2. Indeed, all the eigenvalues of Md tend to be equal to
one whenever two variables zi, zj, i 6= j, tend to in�nity. This property is shared with
one-step AMF W-methods, see e.g. [32].

Theorem 3.2.5. Let Md = Md(z1, . . . , zd) be the stability matrix (3.2.21) of an s-
stage two-step AMF W-method (3.2.16) of stage order p = s with arbitrary d ≥ 2. If
zi, zj → ∞, for at least two indices 1 ≤ i < j ≤ d, then the eigenvalues of Md tend to
ξ1 = ξ2 = . . . = ξs+1 = 1.
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Proof. The eigenvalues of Md are the same as those of the transformed stability matrix
M trans

d in (3.2.24). Since

lim
zi,zj→∞
i 6=j

z

Πd

= 0 and lim
zi,zj→∞
i 6=j

1− Πd

Πd

= −1,

we obtain that lim
zi,zj→∞
i 6=j

zWd1 = 0 and

lim
zi,zj→∞
i 6=j

Wd

(
1

γ
(1− Πd)Γ + zA

)
=

(
I +

1

γ
Γ̃

)−1(
−1

γ
Γ

)
.

With notations (2.2.9), S = I and

P =

((
j − 1

i− 1

))s

i,j=1

, V1 = V0P
−1, (3.2.25)

the order condition Γ(s) in (2.2.7) gives

(
I +

1

γ
Γ̃

)−1(
−1

γ
Γ

)
= V0V

−1
1 = V0PV

−1
0 .

Hence

lim
zi,zj→∞
i 6=j

M trans

d =

(
V0PV

−1
0 0

v> + b> 1

)
,

whose eigenvalues are those of P in (3.2.25) and one additional eigenvalue 1. By the
de�nition of P , we have the eigenvalues ξ1 = ξ2 = . . . = ξs+1 = 1. �

Remark 3.2.6. With Theorem 3.2.5, the condition (3.2.23) for sti� accuracy cannot
be satis�ed for two-step W-methods with arbitrary d ≥ 2. By this, two-step AMF W-
methods cannot be L-stable for d ≥ 2.

Remark 3.2.7. From Theorem 3.2.5, it follows that the eigenvalue ξ = 1 of the stability
matrix Md has multiplicity s+ 1 and there is only one eigenvector associated to it.

3.2.2 Construction of two-step AMF W-methods

In Section 2.4, we have presented s-stage sti�y accurate two-step W-methods of order
p∗ = s + 1 for variable step sizes. These methods are optimized with respect to the
usual scalar Dahlquist test equation (2.2.10) and have performed well on standard sti�
test problems, cf. Section 2.5. Unfortunately, the stability of these two-step W-methods
becomes worse in the AMF case. Furthermore, numerical experiments with application
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of AMF have been far from satisfactory. Therefore, it is necessary to optimize new coef-
�cients of two-step W-methods with respect to AMF-stability and test equation (3.2.19).
In the following, we describe the construction of a three-stage two-step AMF W-method
of order three. Note that we have dropped the property B(4) to have more degrees of
freedom in the optimization process. The construction is done for constant step sizes
and with fmincon from the optimization toolbox in Matlab. The nodes c1 and c2 with
c3 = 1 and the matrices Ã and Γ̃ and γ are chosen randomly. The coe�cients A, Γ, v>

and b> are computed for these values by the conditions (2.2.6)�(2.2.8) and (2.2.16). By
this, the method has stage order three and is sti�y accurate when d = 1. For stability,
we restrict to the case d = 2 and z1 = z2 ∈ C−, i.e., z = 2z1. For the computation of
the boundary of the stability domain, we vary the eigenvalues ξ = eiϕ, ϕ ∈ [0, 2π) on
the unit circle for the eigenvalue problem

M trans

2

(
x
y

)
= ξ

(
x
y

)
, x ∈ Cs, y ∈ C,

where M trans

2 := M trans

2 (z1) is the transformed stability matrix (3.2.24) for d = 2 with
z1 = z2. This can be formulated with the substitution w = z1x as generalized eigenvalue
problem for each z1 in the form

(
0 I

L0 − ξN0 L1 − ξN1

)(
x
w

)
= z1

(
I 0
0 ξN2 − L2

)(
x
w

)
,

where

L0 = 0, L1 = 2Γ + 2A+ 21b> +
2

ξ − 1
1
(
v> + b>

)
, L2 = −γΓ,

N0 = I, N1 = −2γI − 2Γ̃− 2Ã, N2 = γ2I + γΓ̃.

The set of eigenvalues z1 contains the boundary of the stability region. We perform our
numerical search with di�erent strategies to �nd good parameter sets with respect to
stability. The coe�cients of the method are given by:

TSW-3a:

c1 = −2.4997279273105810e−1, c2 = −7.4989349830789720e−1, c3 = −1.0000000000000000e+0,

b1 = −5.9372545075163241e−1, b2 = −1.5605376922224856e−1, b3 = −2.4970691193052155e−1,
v1 = −1.2005929847406374e−1, v2 = −4.2059509659324684e−1, v3 = −3.0002193002358563e−1,
a11 = −3.4726274738993569e−2, a12 = −2.2905781747629211e−1, a13 = −4.4430433546835663e−1,
a21 = −3.9573123773204316e−1, a22 = −1.8111728838297050e+0, a23 = −1.6653078847681164e+0,

a31 = −7.1201967896131857e−1, a32 = −3.0723662165046051e+0, a33 = −2.6102911309612242e+0,

ã21 = −5.0002725963744266e−1, ã31 = −5.9378678348426617e−1, ã32 = −1.5626862309779524e−1,
γ11 = −8.3357876160813221e−2, γ12 = −4.9987314306737002e−1, γ13 = −6.6654586967257279e−1,
γ21 = −5.0005232008426348e−1, γ22 = −2.2492413581097495e+0, γ23 = −1.9992225172030529e+0,

γ31 = −8.3360772658061766e−1, γ32 = −3.4995486993682254e+0, γ33 = −2.9159781249186900e+0,
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γ̃21 = −2.8764115509315574e−6, γ̃31 = −8.2143371708270889e−6, γ̃32 = −1.6649721048770168e−6,
γ = −2.5003060276601602e−1.

For comparison, we also give the coe�cients for the one-stage two-step W-method of
order p∗ = 2, which are obtained with c1 = 1 from the order conditions Γ(1), C(1) and
B(1) in (2.2.6)�(2.2.8) and with the conditions (2.3.19) and (2.3.20) for b1 and γ. The
one-stage two-step method is also sti�y accurate when d = 1 and convergent of order
p∗ = 2 for variable step sizes, cf. Theorem 2.3.1 and Corollary 2.3.2. In contrast to the
one-stage one-step W-method with γ = 1

2
, see e.g. [32, p. 153], the order for the two-step

W-method is independent of the matrix Tm. The following method is obtained:

TSW-1a:

c1 = −1.0000000000000000e+0, b1 = −5.0000000000000000e−1, v1 = −5.0000000000000000e−1,
γ11 = −5.0000000000000000e−1, a11 = −1.0000000000000000e+0, γ = −5.0000000000000000e−1.

Note that the methods TSW-1a and TSW-3a are L-stable when d = 1. The stability regions
of the corresponding two-step AMF W-methods TSW-1a (left) and TSW-3a (right) for
d = 2 when z1 = z2 ∈ C− are displayed in Figure 3.2.1. In particular, stability is at least
observed when z1, z2 ∈ R−.
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Figure 3.2.1: Stability region %(M2(z1, z2)) < 1 when z1 = z2 ∈ C− of TSW-1a (left) and
TSW-3a (right).

If zi, zj → ∞, for at least two indices 1 ≤ i < j ≤ d, then the stability matrix Md has
an eigenvalue ξ = 1 with multiplicity s+ 1, cf. Remark 3.2.7. This can lead to problems
with respect to stability and accuracy. In our numerical tests for the two-step AMF W-
methods TSW-1a and TSW-3a, no stability problems occur and there is no reduction in
the convergence order, see Chapter 5. For illustration, we compute the maximum norm
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of the n-th power of M2(z1, z2) for z1 = z2 with z1 = −102,−103,−104 as function of
n, cf. Figure 3.2.2. For the two-step AMF W-methods TSW-1a and TSW-3a, we observe
that ‖Mn

2 (z1, z2)‖∞ tends to zero with an increasing number of steps n. This can be
explained by the fact that for larger n the time step size is smaller and z1 = z2 will be
far from in�nity. Note, that for methods with more stages s, the stability matrix can
cause more problems to guarantee stability.
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Figure 3.2.2: ‖Mn
2 (z1, z2)‖∞ for z1 = z2 with z1 = −102,−103,−104 as function of n for

TSW-1a (left) and TSW-3a (right).



4 Peer methods with approximate

matrix factorization

In this chapter, we consider a class of implicit peer methods which uses additionally
function values from the previous step. Therefore, we introduce the application of an
approximate matrix factorization (AMF) and obtain a more general class of AMF peer
methods as developed by Beck et al. (2014). We investigate consistency, convergence
and stability properties for a �xed number of Newton steps in the AMF peer iteration.
The in�uence of an inexact AMF approach is also elaborated. We construct a new AMF
peer method of order three and give a proposal for the predictor in the Newton iteration.
Furthermore, we discuss IMEX peer methods with AMF.

4.1 Implicit peer methods

In this section, we recall the formulation of implicit peer methods, order conditions and
stability issues. An implicit peer method with s stages for the solution of an initial value
problem (2.1.1) as introduced in Soleimani and Weiner [59] is given by

Um,i =
s∑

j=1

bijUm−1,j + hm

s∑

j=1

aijf(tm−1,j, Um−1,j) + hm

i∑

j=1

gijf(tm,j, Um,j),

i = 1, . . . , s.

(4.1.1)

Here B = (bij)
s
i,j=1, A = (aij)

s
i,j=1, G = (gij)

s
i,j=1 and c = (c1, . . . , cs)

> are the parameters
of the method, where G is a lower triangular matrix with gii = γ > 0. In the case of a
strictly lower triangular matrix G, one obtains an explicit peer method which is suitable
for the solution of non-sti� initial value problems. The nodes ci are assumed to be
pairwise distinct with cs = 1. In general, the coe�cients of the method depend on
the step size ratio σ = hm/hm−1. In contrast to two-step W-methods, s stage values
Um,i, i = 1, . . . , s, are computed at each time step. Here Um,i is an approximation to the
exact solution y(tm,i) where tm,i = tm+cihm. Peer methods are a special class of general
linear methods (GLMs), see e.g. [7,8,33], in which the approximations in all stages have
the same order. Using the vectors Um = (Um,i)

s
i=1 ∈ Rsn and Fm = (f(tm,i, Um,i))

s
i=1

leads to a compact representation of the method

Um = (B ⊗ I)Um−1 + hm(A⊗ I)Fm−1 + hm(G⊗ I)Fm,

40
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where ⊗ stands for the usual Kronecker product of matrices. Like multistep methods
and two-step W-methods, peer methods also need s starting values U0,i, i = 1, . . . , s.
Implicit and explicit peer methods have been investigated in several papers, e.g. [11,19,
39,40,44,48,59,67,72].

We summarize some results for order conditions and stability from [59]. Conditions for
the order of consistency can be derived by considering the residuals ∆m,i obtained when
the exact solution y(tm,i) is put into the method (4.1.1)

∆m,i := y(tm,i)−
s∑

j=1

bijy(tm−1,j)− hm
s∑

j=1

aijy
′(tm−1,j)− hm

i∑

j=1

gijy
′(tm,j),

i = 1, . . . , s.

(4.1.2)

We have the following de�nition.

De�nition 4.1.1. The peer method (4.1.1) is consistent of order p if

∆m,i = O(hp+1
m ), i = 1, . . . , s. �

Note that the stage order of the methods is equal to the order of consistency. By making
a Taylor expansion of the su�ciently smooth exact solution and putting these expansions
into the residuals ∆m,i, we obtain

∆m,i =

(
1−

s∑

j=1

bij

)
y(tm) +

p∑

l=1

{
cli −

s∑

j=1

bij
(cj − 1)l

σl
− l

s∑

j=1

aij
(cj − 1)l−1

σl−1

= −l
i∑

j=1

gijc
l−1
j

}
hlm
l!
y(l)(tm) +O(hp+1

m ).

(4.1.3)

Theorem 4.1.2 ([59]). A peer method (4.1.1) is consistent of order p if and only if

AB(l) = (ABi(l))
s
i=1 = 0, for all l = 0, 1, . . . , p, (4.1.4)

where

ABi(l) := cli −
s∑

j=1

bij
(cj − 1)l

σl
− l

s∑

j=1

aij
(cj − 1)l−1

σl−1
− l

i∑

j=1

gijc
l−1
j . �

Like for multistep methods, zero-stability and order of consistency p are required for
order of convergence p.

De�nition 4.1.3. A peer method (4.1.1) is zero-stable if there is a constant K > 0 so
that for all m, k ≥ 0 holds

‖Bm+k · · ·Bm+1Bm‖ ≤ K. �
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We have the following theorem, see e.g. [46,59].

Theorem 4.1.4. A zero-stable peer method (4.1.1) with order of consistency p is con-
vergent of order p, i.e.,

Um,i − y(tm,i) = O(hpmax), i = 1, . . . , s, hmax → 0

with hmax := max
m

hm. �

The condition (4.1.4) for l = 0 is referred to as preconsistency and yields B1 = 1.
For arbitrary coe�cients B and G, we can characterize methods of order of consistency
p = s. With the notations (2.2.9), the following theorem can be shown.

Theorem 4.1.5 ([59]). A peer method (4.1.1) is consistent of order p = s if B1 = 1

and

A = (CV0 −GV0D)D−1SV −11 − 1

σ
B(C − I)V1D

−1V −11 . �

Note that for pairwise distinct nodes c, the Vandermonde-type matrix V1 is regular and
hence the matrix A is uniquely de�ned. Under certain assumptions, one can construct
superconvergent peer methods of order of convergence p = s + 1. In [72] and [59], the
concept of superconvergence for explicit and implicit peer methods is explained in more
detail.

For stability investigations, the peer method (4.1.1) is applied to the usual Dahlquist
test equation (2.2.10) with constant step size hm = h. This yields a numerical recursion
in the form

Um = M(z)Um−1, M(z) = (I − zG)−1(B + zA), z = λh, (4.1.5)

where M(z) denotes the stability matrix. It holds M(∞) = −G−1A. For peer methods
with A = 0, we have M(∞) = 0, i.e., L(α)-stability is implied for A(α)-stable methods.

De�nition 4.1.6. A peer method (4.1.1) is optimally zero-stable if the eigenvalues of
B satisfy

ξ1 = 1, ξ2 = · · · = ξs = 0. �

For implicit peer methods with A = 0, the application of an approximate matrix fac-
torization (AMF) and comparisons with implementation using Krylov techniques have
been studied in [4] and in the PhD thesis [3]. In the following, we introduce and consider
the more general case A 6= 0, i.e., using in addition the function values from the previous
step, and the application of AMF.
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4.2 AMF peer methods

In this section, we give the formulation of AMF peer methods. We prove a convergence
result for AMF peer methods with �xed number of steps in the Newton iteration. We
investigate the stability of AMF peer methods and describe the construction of a new
three-stage method of order three.

4.2.1 Formulation of the methods

In contrast to one-step and two-step W-methods, for the computation of stage values
Um,i, i = 1, . . . , s, in (4.1.1), one has to solve a system of non-linear equations

Um,i − hmγf(tm,i, Um,i) = wi, i = 1, . . . , s,

wi :=
s∑

j=1

bijUm−1,j + hm

s∑

j=1

aijf(tm−1,j, Um−1,j) + hm

i−1∑

j=1

gijf(tm,j, Um,j).
(4.2.6)

Here wi summarizes already known stage and function values. Typically, the simpli�ed
Newton's method is applied, which leads to a recursion in the form

(I − hmγTm)∆Uk
m,i = wi − Uk

m,i + hmγf(tm,i, U
k
m,i),

Uk+1
m,i = Uk

m,i + ∆Uk
m,i, k = 0, 1, 2, . . . ,

(4.2.7)

where Tm is an approximation to the Jacobian ∂yf(tm−1,s, Um−1,s). We denote the maxi-
mal number of steps in the Newton iteration by kmax ≥ 1. Although only one LU-
decomposition is required per step, this can be still very expensive for high dimensional
linear systems (4.2.7). Therefore, we consider the application of AMF again. In this
chapter, we consider a non-autonomous system of sti� ordinary di�erential equations
with a splitting in d+ 1 terms in the form

y′(t) = f(t, y(t)) = f0(t, y(t)) +
d∑

j=1

fj(t, y(t)), y(t0) = y0 ∈ Rn, t ∈ [t0, te] (4.2.8)

with a corresponding splitting for the Jacobians into d+ 1 addends

Jm = Jm,0 +
d∑

j=1

Jm,j, Jm,j = ∂yfj(tm−1,s, Um−1,s), (4.2.9)

and with the AMF matrix Πd

Πd =
d∏

j=1

(I − hmγJm,j), (4.2.10)
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see also Section 3.1. Again, Jm,0 stands for the term of the split Jacobian which is
not considered in the AMF approach, i.e., Jm,0 collects parts of the Jacobian which are
di�cult to compute or are of no use in AMF schemes. This is typical for PDE problems
where convection terms should be treated explicitly. If Jm,0 = 0, then the AMF approach
will be called exact. Otherwise, it will be said to be inexact, cf. [24, De�nition 1].
Substituting the matrix (I−hmγTm) in (4.2.7) by the AMF matrix (4.2.10) leads to the
formulation of AMF peer methods for the dimension of the AMF-splitting d ≥ 2 in the
form

Πd∆U
k
m,i = wi − Uk

m,i + hmγf(tm,i, U
k
m,i),

Uk+1
m,i = Uk

m,i + ∆Uk
m,i, k = 0, 1, . . . , kmax− 1,

Um,i = Ukmax
m,i , i = 1, . . . , s.

(4.2.11)

For a �xed number of Newton steps kmax ≥ 1, the choice of the predictor U0
m,i in

(4.2.11) in�uences accuracy and stability. In the next section, we describe the order of
convergence of an AMF peer method (4.2.11) in terms of the order of the underlying
peer method (4.2.6), the accuracy of the predictor and the number of Newton steps.

4.2.2 Order of consistency and convergence of the methods

In the case that the Newton iteration has performed until convergence, the order of
consistency of the fully implicit peer method (4.2.6) is independent of the matrix Tm.
Therefore, it is clear that in this case the AMF approach does not in�uence the order of
consistency.

Theorem 4.2.1 ([3]). Let a peer method (4.2.6) be consistent of order p ≥ 1. Then the
corresponding AMF peer method (4.2.11) is also consistent of order p ≥ 1 if the Newton
iteration (4.2.11) converges. �

One-step AMF W-methods and two-step AMF W-methods are linearly-implicit. For
comparison, we are interested in AMF peer methods which only need a small number
of Newton steps. Therefore, we investigate consistency and convergence of AMF peer
methods for a �xed number of Newton steps kmax. The following result shows that
the order of consistency of an AMF peer method (4.2.11) depends on the order of the
underlying peer method (4.2.6), the accuracy of the predictor U0

m,i and the number of
Newton steps kmax.

Theorem 4.2.2. Let an AMF peer method (4.2.11) be associated to a peer method (4.2.6)
of order p ≥ 1. We consider an exact AMF approach, i.e., Jm,0 = 0. If U0

m,i − y(tm,i) =
O(hqm), i = 1, . . . , s with 0 ≤ q ≤ p+1, then the AMF peer method (4.2.11) is consistent
of order p for arbitrary d, i.e.,

Um,i − y(tm,i) = O(hp+1
m ), i = 1, . . . , s,
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whenever Um−1,i = y(tm−1,i), i = 1, . . . , s, and

kmax ≥
{

(p+ 1− q)/2, if q ≥ 1,

(p+ 2)/2, if q = 0.
(4.2.12)

Proof. We denote the exact solution of (4.2.6) with U∗m,i. Then, the exact solution U
∗
m,i

with U∗m−1,i = y(tm−1,i) = Um−1,i ful�ls

U∗m,i − hmγf(tm,i, U
∗
m,i) = w∗i , i = 1, . . . , s,

w∗i =
s∑

j=1

bijU
∗
m−1,j + hm

s∑

j=1

aijf(tm−1,j, U
∗
m−1,j) + hm

i−1∑

j=1

gijf(tm,j, U
∗
m,j).

(4.2.13)

From (4.2.11), we get

Πd

(
Uk+1
m,i − U∗m,i

)
= Πd

(
∆Uk

m,i + (Uk
m,i − U∗m,i)

)

= wi − Uk
m,i + hmγf(tm,i, U

k
m,i) + Πd(U

k
m,i − U∗m,i)

= w∗i − Uk
m,i + hmγf(tm,i, U

k
m,i) + Πd(U

k
m,i − U∗m,i) + (wi − w∗i ).

Using the �rst equation of (4.2.13), it holds that

Πd

(
Uk+1
m,i − U∗m,i

)
= (Πd − I)(Uk

m,i − U∗m,i) + hmγ
(
f(tm,i, U

k
m,i)− f(tm,i, U

∗
m,i)
)

= + (wi − w∗i ).

Due to the exact AMF approach, the matrices Tm ful�l the assumption Jm−Tm = O(hm)
for hm → 0. With (4.2.10), it follows Πd = I +O(hm). Since U∗m,i = y(tm,i) +O(hp+1

m ),
it then follows that

Πd

(
Uk+1
m,i − y(tm,i)

)
= (Πd − I)(Uk

m,i − y(tm,i)) + hmγ(f(tm,i, U
k
m,i))

= −f(tm,i, y(tm,i))) + (wi − w∗i ) +O(hp+1
m ).

(4.2.14)

Furthermore, we have

f(tm,i, U
k
m,i)− f(tm,i, y(tm,i)) = ∂yf(tm,i, y(tm,i))

(
Uk
m,i − y(tm,i)

)

= +O
(∥∥Uk

m,i − y(tm,i)
∥∥2
)
.

(4.2.15)

Inserting this into (4.2.14) leads for all k = 0, . . . , kmax− 1 to

Πd(U
k+1
m,i − y(tm,i)) = (Πd − I + hmγ∂yf(tm,i, y(tm,i)))(U

k
m,i − y(tm,i))

+ (wi − w∗i ) +O
(
hm
∥∥Uk

m,i − y(tm,i)
∥∥2
)

+O(hp+1
m ),

(4.2.16)

where Πd − I + hmγ∂yf(tm,i, y(tm,i)) = O(h2m) for hm → 0 holds with (4.2.10) and
Jm − Tm = O(hm) for hm → 0.
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We now prove the statement by induction on s. First, for i = 1, from (4.2.6), (4.2.13)
and with U∗m−1,j = y(tm−1,j) = Um−1,j, 1 ≤ j ≤ s, we have that w1 = w∗1. Since
U0
m,1 − y(tm,1) = O(hqm), we get from (4.2.16) that Um,1 − y(tm,1) = O(hp+1

m ) whenever
(4.2.12) holds.

For the induction step, we assume that Um,j − y(tm,j) = O(hp+1
m ), j = 1, . . . , i− 1. This

implies from (4.2.6) and (4.2.13) that wi − w∗i = O(hp+2
m ) and inserting this in (4.2.16)

concludes the proof in a similar way as for i = 1. �

With Equation (4.2.16) in the proof of the previous theorem, the accuracy of an AMF
peer method (4.2.11) can be characterized after each Newton step. For example, if
U0
m,i − y(tm,i) = O(hqm) for all i = 1, . . . , s with 0 ≤ q ≤ p + 1, then we have after one

Newton step, i.e., for k = 0

(I +O(hm))(U1
m,i − y(tm,i)) = O(h2m)O(hqm) +O(hp+2

m ) +O(h2q+1
m ) +O(hp+1

m )

= O(hq+2
m ) +O(h2q+1

m ) +O(hp+1
m ),

and hence, we obtain

U1
m,i − y(tm,i) =

{
O(hq+2

m ) +O(hp+1
m ), if q ≥ 1,

O(hm) +O(hp+1
m ), if q = 0.

This can be generalized and is summarized in the following corollary.

Corollary 4.2.3. Let an AMF peer method (4.2.11) be associated to a peer method
(4.2.6) of order p ≥ 1. We consider an exact AMF approach. If U0

m,i − y(tm,i) = O(hqm)
for all i = 1, . . . , s with 0 ≤ q ≤ p + 1, then for an AMF peer method (4.2.11) with
Um−1,i = y(tm−1,i), i = 1, . . . , s and arbitrary d it holds

Uk
m,i − y(tm,i) =

{
O(hq+2k

m ) +O(hp+1
m ), if q ≥ 1,

O(h2k−1m ) +O(hp+1
m ), if q = 0.

, i = 1, . . . , s, k = 1, 2, . . .

whenever Um,j − y(tm,j) = O(hp+1
m ), j = 1, . . . , i− 1. �

In Theorem 4.2.2, we consider an exact AMF approach, i.e., Jm,0 = 0. Therefore, it holds
Jm − Tm = O(hm) for hm → 0 and we obtain Πd − I + hmγ∂yf(tm,i, y(tm,i)) = O(h2m)
for hm → 0 in the proof above. In the case of an inexact AMF, i.e., Jm,0 6= 0, we have
Jm − Jm,0 − Tm = O(hm) for hm → 0 and hence

Πd − I + hmγ∂yf(tm,i, y(tm,i)) = hmγJm,0 − hmγJm + hmγ∂yf(tm,i, y(tm,i))

= O(hm), hm → 0.
(4.2.17)

We observe in this situation a di�erent bound for the necessary number of Newton steps
to obtain order p in the AMF peer method. We summarize this in following theorem.
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Theorem 4.2.4. Let an AMF peer method (4.2.11) be associated to a peer method (4.2.6)
of order p ≥ 1. We consider an inexact AMF approach, i.e., Jm,0 6= 0. If U0

m,i−y(tm,i) =
O(hqm), i = 1, . . . , s with 0 ≤ q ≤ p+1, then the AMF peer method (4.2.11) is consistent
of order p for arbitrary d, i.e.,

Um,i − y(tm,i) = O(hp+1
m ), i = 1, . . . , s,

whenever Um−1,i = y(tm−1,i), i = 1, . . . , s, and

kmax ≥ p+ 1− q, q ≥ 0. (4.2.18)

Proof. The statement follows for an inexact AMF approach and with (4.2.17) analo-
gously to the proof of Theorem 4.2.2. �

Analogous to Corollary 4.2.3, the next corollary follows immediately.

Corollary 4.2.5. Let an AMF peer method (4.2.11) be associated to a peer method
(4.2.6) of order p ≥ 1. We consider an inexact AMF approach. If U0

m,i−y(tm,i) = O(hqm)
for all i = 1, . . . , s with 0 ≤ q ≤ p + 1, then for an AMF peer method (4.2.11) with
Um−1,i = y(tm−1,i), i = 1, . . . , s and arbitrary d it holds

Uk
m,i − y(tm,i) = O(hq+km ) +O(hp+1

m ), q ≥ 0, i = 1, . . . , s, k = 1, 2, . . .

whenever Um,j − y(tm,j) = O(hp+1
m ), j = 1, . . . , i− 1. �

In the following, we will show the convergence of AMF peer methods with a �xed
number of Newton steps. Therefore, we denote by Ũm the numerical solution after
one step of an AMF peer method (4.2.11) obtained with exact starting values, i.e.,
Ũm−1,i = y(tm−1,i), i = 1, . . . , s, cf. Theorem 4.2.2. We also use the notation

Y (tm) =



y(tm + c1hm)

...
y(tm + cshm)




for the exact solution at time tm and the global error is de�ned by

εm := Um − Y (tm).

For simplicity, we suppose in the following theorem that all stage values Um,i, i =
1, . . . , s, are computed simultaneously by Newton's method. This is not a restriction but
allows a more compact proof of the statement. Furthermore, we assume the same upper
bound kmax for all stages. Of course, this can be di�erent in practical computations.
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Theorem 4.2.6. Let Um be the numerical solution of a zero-stable AMF peer method
(4.2.11) and let Ũm be the numerical solution after one step of the AMF peer method

obtained with exact starting values, i.e., Ũm−1,i = y(tm−1,i), i = 1, . . . , s, with T̃m = Tm.
Furthermore, we suppose that the coe�cient matrices B and G are constant and A is
computed by Theorem 4.1.5. Then it holds

∥∥∥Uk
m − Ũk

m

∥∥∥ ≤ (1 +O(hm)) ‖εm−1‖ , k = 0, . . . , kmax. (4.2.19)

Proof. For simpler notation, we consider scalar and autonomous initial value problems.
We get from (4.2.11) for Uk+1

m,i and Ũk+1
m,i , i = 1, . . . , s, with T̃m = Tm

Πd(U
k+1
m,1 − Uk

m,1) = wk1 − Uk
m,1 + hmγf(Uk

m,1),

...

Πd(U
k+1
m,s − Uk

m,s) = wks − Uk
m,s + hmγf(Uk

m,s)

(4.2.20)

and
Πd(Ũ

k+1
m,1 − Ũk

m,1) = w̃k1 − Ũk
m,1 + hmγf(Ũk

m,1),

...

Πd(Ũ
k+1
m,s − Ũk

m,s) = w̃ks − Ũk
m,s + hmγf(Ũk

m,s).

(4.2.21)

Using the vectors Uk
m =

(
Uk
m,i

)s
i=1
∈ Rs, Ũk

m =
(
Ũk
m,i

)
, F (Uk

m) =
(
f(Uk

m,i)
)s
i=1
∈ Rs,

F (Ũk
m) =

(
f(Ũk

m,i)
)s
i=1

, wk = (wki )
s
i=1 ∈ Rs and w̃k = (w̃ki ) with

wki =
s∑

j=1

bijUm−1,j + hm

s∑

j=1

aijf(Um−1,j) + hm

i−1∑

j=1

gijf(Uk
m,j),

w̃ki =
s∑

j=1

bijŨm−1,j + hm

s∑

j=1

aijf(Ũm−1,j) + hm

i−1∑

j=1

gijf(Ũk
m,j),

we obtain from (4.2.20) and (4.2.21) for Uk+1
m and Ũk+1

m , respectively,

Πd(U
k+1
m − Uk

m) = wk+1 − Uk
m + hmγF (Uk

m),

Πd(Ũ
k+1
m − Ũk

m) = w̃k+1 − Ũk
m + hmγF (Ũk

m).
(4.2.22)

Note that by collecting all stage values, wk+1 and w̃k+1 depend on the Newton iterates
Uk+1
m and Ũk+1

m , respectively. Formally, this looks implicitly in terms of Uk+1
m and Ũk+1

m ,
but it can be solved successively via the stages. Subtracting the equations in (4.2.22)
leads to

Πd

(
Uk+1
m − Ũk+1

m

)
= (wk+1 − w̃k+1) + (Πd − 1)

(
Uk
m − Ũk

m

)

= + hmγ
(
F (Uk

m)− F (Ũk
m)
)
.

(4.2.23)
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We consider the case k = 0 and use the notation G = G̃+ γI, i.e., G̃ is a strictly lower
triangular matrix. From (4.2.6), and with the assumption Ũm−1 = Y (tm−1) for w̃1, we
have

w1 − w̃1 = Bεm−1 + hmA(F (Um−1)− F (Y (tm−1))) + hmG̃(F (U1
m)− F (Ũ1

m)).

With the mean value theorem for vector-valued functions, we have

F (Um−1)− F (Y (tm−1)) = Hm−1εm−1, with Hm−1 = diag(ξm−1,i),

ξm−1,i =

� 1

0

∂yf(y(tm−1,i) + θ(Um−1,i − y(tm−1,i))) dθ
(4.2.24)

and analogous to this also

F (U1
m)− F (Ũ1

m) = J1
m(U1

m − Ũ1
m). (4.2.25)

We have with (4.2.24) and (4.2.25)

w1 − w̃1 = Bεm−1 + hmAHm−1εm−1 + hmG̃J
1
m(U1

m − Ũ1
m). (4.2.26)

With predictors in the form U0
m = B̂Um−1 +hmÂF (Um−1) and with Ũm−1 = Y (tm−1) for

Ũ0
m, we obtain

U0
m − Ũ0

m = B̂(Um−1 − Y (tm−1)) + hmÂ(F (Um−1)− F (Y (tm−1)))

= B̂εm−1 + hmÂKm−1εm−1
(4.2.27)

and
hmγ(F (U0

m)− F (Ũ0
m)) = hmγL

0
m(U0

m − Ũ0
m). (4.2.28)

Again, Km−1 and L0
m are obtained by the mean value theorem as described above.

Inserting (4.2.26) and (4.2.28) into (4.2.23) leads to

Πd

(
U1
m − Ũ1

m

)
= Bεm−1 + hmAHm−1εm−1 + hmG̃J

1
m(U1

m − Ũ1
m)

= + (Πd − 1)(U0
m − Ũ0

m) + hmγL
0
m(U0

m − Ũ0
m)

(4.2.29)

and hence, we obtain

(ΠdI − hmG̃J1
m)
(
U1
m − Ũ1

m

)
= Bεm−1 + hmAHm−1εm−1

= + ((Πd − 1)I + hmγL
0
m)(U0

m − Ũ0
m).

(4.2.30)

With Πd = 1 +O(hm), we have

(I +O(hm))
(
U1
m − Ũ1

m

)
= Bεm−1 + hmAHm−1εm−1 +O(hm)(U0

m − Ũ0
m).
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The coe�cient matrix G is constant and hence the matrices A are uniformly bounded
for σ ≤ σmax. With

U0
m − Ũ0

m = B̂εm−1 + hmÂKm−1εm−1 = O(1)εm−1,

we then get

(I +O(hm))
(
U1
m − Ũ1

m

)
= Bεm−1 +O(hm)εm−1,

U1
m − Ũ1

m = Bεm−1 +O(hm)εm−1.

Due to the zero-stability, there exists a norm ‖ · ‖ such that ‖B‖ = 1 holds for the
constant matrix B. Then, it follows in this norm

∥∥∥U1
m − Ũ1

m

∥∥∥ ≤ ‖B‖ ‖εm−1‖+O(hm) ‖εm−1‖ = (1 +O(hm)) ‖εm−1‖ .

Now, the statement follows recursively, i.e., we have
∥∥∥Uk

m − Ũk
m

∥∥∥ ≤ (1 +O(hm)) ‖εm−1‖ , k = 0, . . . , kmax.

�

We now prove our convergence results.

Theorem 4.2.7. Let the assumptions of Theorem 4.2.6 be satis�ed. Let an AMF peer
method (4.2.11) with an exact AMF approach be associated to a peer method (4.2.6),
which is consistent of order p ≥ 1.

(a) If the predictor satis�es U0
m,i − y(tm,i) = O(hqm), i = 1, . . . , s with 0 ≤ q ≤ p + 1,

then we have

∥∥εkm
∥∥ ≤

{
(1 +O(hm)) ‖εm−1‖+O(hq+2k

m ) +O(hp+1
m ), if q ≥ 1,

(1 +O(hm)) ‖εm−1‖+O(h2k−1m ) +O(hp+1
m ), if q = 0.

(4.2.31)

(b) Additionally, if the starting values satisfy U0,i − y(t0,i) = O(hp0), i = 1, . . . , s, and
whenever

kmax ≥
{

(p+ 1− q)/2, if q ≥ 1,

(p+ 2)/2, if q = 0

holds, then an AMF peer method (4.2.11) is convergent of order p for arbitrary d,
i.e.,

‖εm‖ = ‖Um − Y (tm)‖ = O(hp
max

), hmax → 0 (4.2.32)

with hmax := max
m

hm.
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Proof.

(a) With
εkm = Uk

m − Y (tm) = Uk
m − Ũk

m + Ũk
m − Y (tm)

and Theorem 4.2.6, it follows

∥∥εkm
∥∥ ≤

∥∥∥Uk
m − Ũk

m

∥∥∥+
∥∥∥Ũk

m − Y (tm)
∥∥∥ ≤ (1 +O(hm)) ‖εm−1‖+

∥∥∥Ũk
m − Y (tm)

∥∥∥ .

With Corollary 4.2.3, the proof is complete.

(b) With the global error εm = Um − Y (tm), Um = Ukmax
m and a �xed number of

Newton iterations kmax ≥ 1, we have with (a) and Theorem 4.2.2 the recursion
for the global error

‖εm‖ = ‖Um − Y (tm)‖ =
∥∥Ukmax

m − Y (tm)
∥∥ ≤ (1 +O(hm)) ‖εm−1‖+O(hp+1

m ).

Taking into account that hm = σhm−1, the statement now follows with the as-
sumption for the starting values by standard arguments, cf. e.g. the proof of
Theorem 5.2.1 in [64].

�

Analogously, the following theorem is obtained for an inexact AMF approach.

Theorem 4.2.8. Let the assumptions of Theorem 4.2.6 be satis�ed. Let an AMF peer
method (4.2.11) with an inexact AMF approach be associated to a peer method (4.2.6),
which is consistent of order p ≥ 1.

(a) If the predictor satis�es U0
m,i − y(tm,i) = O(hqm), i = 1, . . . , s with 0 ≤ q ≤ p + 1,

then we have

∥∥εkm
∥∥ ≤ (1 +O(hm)) ‖εm−1‖+O(hq+km ) +O(hp+1

m ), q ≥ 0. (4.2.33)

(b) Additionally, if the starting values satisfy U0,i − y(t0,i) = O(hp0), i = 1, . . . , s, and
whenever

kmax ≥ p+ 1− q, r ≥ 0

holds, then an AMF peer method (4.2.11) is convergent of order p for arbitrary d,
i.e.,

‖εm‖ = ‖Um − Y (tm)‖ = O(hp
max

), hmax → 0 (4.2.34)

with hmax := max
m

hm. �

Remark 4.2.9. Note that zero-stability is an essential assumption of Theorem 4.2.6.
Hence, convergence of AMF peer methods for a �xed number of Newton steps follows by
consistency and zero-stability, which is typical for multistep methods or peer methods,
see e.g. [15,64]. �
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4.2.3 Stability investigations of the methods

For stability investigations of AMF peer methods, we again consider the linear scalar
test equation, cf. also Section 3.2.1

y′(t) = λy(t), λ =
d∑

j=1

λj, Re(λj) ≤ 0, j = 1, . . . , d, (4.2.35)

where d denotes the dimension of the AMF splitting. In [3], it is shown that AMF peer
methods with A = 0 are at most A(α)-stable with

α ≤ π

2(d− 1)
.

The same upper bound for the maximal angle α of A(α)-stability is proved for AMF
Rosenbrock methods and even one-step AMF schemes, in general, cf. [32]. We also show
this for AMF peer methods with A 6= 0. Therefore, we apply a peer method (4.2.6)
with constant step sizes hm = h to the scalar test equation (4.2.35) and obtain with
notations (3.2.20)

Um = BUm−1 + zAUm−1 + zGUm. (4.2.36)

We denote the exact solution of (4.2.36) by U∗m and then get

0 = U∗m − zGU∗m − (B + zA)Um−1. (4.2.37)

The application of Newton's method to (4.2.36) leads to a recursion in the form

(I − zG)
(
Uk+1
m − Uk

m

)
= (B + zA)Um−1 + zGUk

m − Uk
m, k = 0, 1, 2, . . . . (4.2.38)

We apply the AMF approach and substituting the matrix (I − zG) in (4.2.38) by the
corresponding AMF matrix Πd yields

Πd

(
Uk+1
m − Uk

m

)
= (B + zA)Um−1 + zGUk

m − Uk
m,

ΠdU
k+1
m = ΠdU

k
m + (B + zA)Um−1 + zGUk

m − Uk
m.

(4.2.39)

We de�ne the error of Uk
m to the exact solution by ∆k := Uk

m − U∗m and obtain with
(4.2.37) and (4.2.39) the following recursion for the error

Πd∆k+1 = ΠdU
k+1
m − ΠdU

∗
m

= ΠdU
k
m − ΠdU

∗
m + (B + zA)Um−1 + zGUk

m − Uk
m

= ΠdU
k
m − ΠdU

∗
m + (B + zA)Um−1 + zGUk

m − Uk
m

= + U∗m − zGU∗m − (B + zA)Um−1

= Πd(U
k
m − U∗m) + zG(Uk

m − U∗m)− (Uk
m − U∗m)

= Πd∆k + zG∆k −∆k

= (Πd + zG− I)∆k,

(4.2.40)
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i.e., we have ∆k+1 = R(z1, . . . , zd)∆k with iteration matrix given by R(z1, . . . , zd) =
I−Π−1d (I−zG). We observe that terms with Um−1 vanish in the error recursion (4.2.40).
Hence, we have the same recursion as in [3, Eq. (4.11)]. Analogous to [3], we assume
that all values zj, j = 1, . . . , d, are equal, i.e., z1 = · · · = zd ∈ C−. Then, our state-
ment follows immediately with the approach in [3]. We summarize this in the following
theorem.

Theorem 4.2.10. Let zj = ξ ∈ C− for all j = 1, . . . , d be given. If the iteration (4.2.39)
is convergent for all ξ ∈ C− with |arg(ξ)− π| ≤ α and for arbitrary predictors U0

m,i, i =
1, . . . , s, then it holds

α ≤ π

2(d− 1)
. (4.2.41)

In particular, an AMF peer method (4.2.11) is at most A(α)-stable with angle α given
by (4.2.41). �

Again, we are also interested in characterizing stability of AMF peer methods for a
�xed number of Newton steps kmax ≥ 1. In this case, the predictor U0

m,i in the AMF
peer scheme (4.2.11) in�uences stability. In [3], a very general predictor is considered to
derive the stability matrix of the Newton iteration with AMF, namely

U0
m,i =

s∑

j=1

b̂ijUm−1,j + hm

s∑

j=1

âijFm−1,j +
i−1∑

j=1

r̂ijUm,j + hm

i−1∑

j=1

ĝijFm,j. (4.2.42)

Predictors (4.2.42) with âij = r̂ij = 0 for peer methods are introduced in [48]. Investiga-
tions and numerical tests in [3,4] have shown that predictors of high order or predictors
using stage values or function values of the current step have worse stability properties
in the AMF case. Therefore, we shall deal with predictors for the Newton iteration in
the form

U0
m,i =

s∑

j=1

b̂ijUm−1,j, i = 1, . . . , s (4.2.43)

or in the compact representation U0
m = B̂Um−1 with B̂ =

(
b̂ij

)s
i,j=1

. We do not claim

that this choice is optimal, but it is justi�ed by former research and allows us a theoretical
analysis. For completeness, we give the order conditions for predictors (4.2.43).

De�nition 4.2.11. A predictor (4.2.42) is of order q if

∆P
m,i = O(hq+1

m ), i = 1, . . . , s,

where the residuals ∆P
m,i are obtained when the exact solution y(tm,i) is put into the

predictor

∆P
m,i := y(tm,i)−

s∑

j=1

b̂ijy(tm−1,j)−hm
s∑

j=1

âijy
′(tm−1,j)−

i−1∑

j=1

r̂ijy(tm,j)−hm
i−1∑

j=1

ĝijy
′(tm,j).

�
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Lemma 4.2.12. A predictor (4.2.43) is of order q if and only if

cli −
s∑

j=1

b̂ij
(cj − 1)l

σl
= 0, i = 1, . . . , s, l = 0, 1, . . . , q. (4.2.44)

Proof. The statement follows by Taylor series expansion of the su�ciently smooth exact
solution and putting these expansions into the residuals ∆P

m,i. �

Remark 4.2.13. The condition ∆P
m,i = O(hq+1

m ), i = 1, . . . , s, in De�nition 4.2.11 is
equivalent to

U0
m,i − y(tm,i) = O(hq+1

m ), i = 1, . . . , s, (4.2.45)

i.e., a predictor (4.2.42) or (4.2.43) is of order q if the condition (4.2.45) is satis�ed,
see e.g. Theorem 4.2.2. �

Remark 4.2.14. Note that condition (4.2.44) for l = 0 leads to B̂1 = 1 and predictors

of order q = s− 1 are given by B̂ = V0V
−1
1 for constant step sizes. �

The application of the AMF peer method (4.2.11) to the test equation (2.2.10) leads to
a numerical recursion in the form

Um = MkmaxUm−1, Mkmax := Mkmax(z1, . . . , zd), (4.2.46)

where the stability matrix Mkmax is implicitly de�ned from the relations

Πd

(
Uk+1
m − Uk

m

)
= (B+zA)Um−1+zG0Um−(1−γz)Uk

m, k = 0, . . . , kmax−1, (4.2.47)

with Um := Ukmax
m , predictor U0

m = B̂Um−1, strictly lower triangular matrix G0 := G−γI
and AMF factor Πd given by (3.2.22). For the simplest case kmax = 1, solving for M1

in (4.2.46) and (4.2.47) gives

M1 =
(

ΠdI − zG0

)−1(
B + zA+ (Πd − 1 + γz)B̂

)
. (4.2.48)

Note that with d = 1, one obtains the usual stability matrix (4.1.5).

In the following, we prove a characterization of the stability of an AMF peer method at
in�nity. It turns out that the stability at in�nity depends strongly on the predictor for
the Newton iteration.

Theorem 4.2.15. Let Mkmax(z1, . . . , zd) be the stability matrix de�ned by (4.2.46) and
(4.2.47) for the AMF peer method (4.2.11) with kmax ≥ 1, an AMF-splitting d ≥ 2 and

a predictor U0
m = B̂Um−1. If zi, zj → ∞, for at least two indices 1 ≤ i < j ≤ d, then

Mkmax tends to B̂.
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Proof. From (4.2.47), we have that

Uk
m = M (k)Um−1, k = 0, . . . , kmax,

for M (k) = M (k)(z1, . . . , zd), with M (0) = B̂ and M (kmax) = Mkmax. These matrices ful�l
the recursion

Πd

(
M (k+1) −M (k)

)
= B + zA+ zG0Mkmax − (1− γz)M (k), k = 0, . . . , kmax− 1,

that is,

ΠdM
(k+1) = A+ β

(
ΠdM

(k)
)
, k = 0, . . . , kmax− 1,

where A := B + zA + zG0Mkmax and β := (Πd − 1 + γz)/Πd is a scalar. Observe that

lim
zi,zj→∞
i 6=j

z

Πd

= 0 and therefore β → 1 if zi, zj → ∞. From the latter recursion, we get

explicitly

ΠdMkmax =

(
kmax−1∑

k=0

βk

)
A+ βkmaxΠdM

(0),

i.e.,

(
I − z

Πd

(
kmax−1∑

k=0

βk

)
G0

)
Mkmax =

1

Πd

(
kmax−1∑

k=0

βk

)
(B + zA) + βkmaxB̂.

Now, the result follows with z/Πd → 0 and β → 1 taking zi, zj →∞. �

4.2.4 Construction of an AMF peer method of order three

In this section, we describe the construction of a three-stage AMF peer method of order
p = 3. As mentioned above, for stability reasons the predictor for the Newton iteration
shall be considered in the optimization process. Furthermore, the choice of the predictor
also in�uences accuracy. We consider the following predictors:

� pr1: Here is U0
m = B̂Um−1 with B̂ = 1e>s . This predictor is only preconsistent, i.e.,

only B̂1 = 1 is satis�ed. This predictor was proposed and used in [3,4]. However,
due to the low order it requires at least kmax = 2, cf. Theorem 4.2.7. Therefore,
we will use the following predictors requiring only kmax = 1. This allows a better
comparison with linearly-implicit one-step and two-step W-methods.

� pr2: Here is U0
m = B̂Um−1 with B̂ = V0V

−1
1 . This predictor is of order q = s− 1.

� pr3: Here is B̂ = (V0 + ye>s )V −11 and the predictor is of order q = s − 2 for any
vector y 6= 0.



Two-step W-methods and peer methods with approximate matrix factorization 56

In the following, we give the construction principle of an AMF peer method with three
stages and order p = 3. The construction is done for constant step sizes and we use
fmincon from the optimization toolbox in Matlab. We want to have good stability
properties for kmax = 1 and we restrict to the case d = 2 in our numerical search.
We choose the matrix B from the three-stage peer method in [58] giving optimal zero-
stability. The nodes c1 and c2 with c3 = 1 and the matrix G are constructed to give good
stability by random walk. We choose randomly c and G and compute for these values A
by Theorem 4.1.5 and predictor pr2 guaranteeing order three with kmax = 1. Then, we
consider the eigenvalues ξ of M1 in (4.2.48) and compute for 40000 values of ξ running
on the unit circle and for 100 equidistant points of z1 in the real interval [−1.e2, 0] the
corresponding values z2 and maximize with fmincon the angle α of the stability region
with respect to z2. Then, we slightly change the values of c and G randomly and accept
the new values if the new angle α is larger. This was repeated 300 times. We �nally
found α ≈ 36.8◦ for the method Peer-3p with predictor pr2.

Peer-3p:

c1 = −2.9533730202668934e−1, c2 = −2.7898868351443451e−1, c3 = −1.0000000000000000e+0,

b11 = −8.1662611177702749e−1, b12 = −2.1923402764359148e+0, b13 = −3.7571416465888730e−1,
b21 = −1.4739080635641988e+0, b22 = −3.4081212175550637e+0, b23 = −9.3421315399086491e−1,
b31 = −2.2474449407963197e+0, b32 = −4.8389400465743577e+0, b33 = −1.5914951057780380e+0,

a11 = −2.4958402814848576e−1, a12 = −1.4307145156245002e−1, a13 = −1.2660865099422125e−1,
a21 = −4.1629649858929907e−1, a22 = −4.4656675421532926e−2, a23 = −2.6881930573707602e−1,
a31 = −4.7607537878988360e−1, a32 = −5.1640334329837667e−1, a33 = −3.1945638945391092e−1,
g21 = −8.1174591503861149e−1, g31 = −1.1122866874167001e+0, g32 = −9.3100440445960064e−1,
γ = −2.0746250806871228e−1.

For this method, we tried to �nd a vector y in predictor pr3 giving better stability.
We again consider the values for z1 and ξ above. Changing y randomly we arrived at
α ≈ 58.9◦ for predictor pr3 with

y1 = −5.5681213479506908e−1, y2 = −1.3706134560744183e+0, y3 = −3.0942441202856021e+0.

Again, Peer-3p with predictor pr3 and kmax = 1 is of order three. We also tried to
take into account the error constant of predictor pr3. Unfortunately, with this approach
one can �nd vectors y and predictors pr3 with smaller error constants, but the angle α
decreases. Therefore, we choose the vector y giving the largest angle α with respect to
our procedure.

With Theorem 4.2.15, the stability at in�nity of an AMF peer method is characterized
by the eigenvalues of B̂. For predictor pr1, one has ξ1 = 1, ξ2 = · · · = ξs = 0 whereas for
predictor pr2, since B̂ = V0V

−1
1 = V0PV

−1
0 , we have that ξi = 1, i = 1, . . . , s. For pr3

used in the tests with the three-stage method Peer-3p, we have ξ1 = ξ2 = 1, ξ3 ≈ 0.248.
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In Figures 4.2.1 and 4.2.2, we show the stability regions for peer method Peer-3p with
pr2 and pr3 when d = 2 and kmax = 1 for z1 = z2 ∈ C−. Note that for increasing
|z1|, the angle α decreases. However, for many practically relevant values of z1 the
stability region is su�ciently large and in both cases, stability is observed at least for
all z1 = z2 ∈ R−.

Figure 4.2.1: Stability region %(M1(z1, z2)) < 1 of peer method Peer-3p with pr2 when
d = 2 and kmax = 1 for z1 = z2 ∈ C− (left) and zoomed at the origin
(right).

Figure 4.2.2: Stability region %(M1(z1, z2)) < 1 of peer method Peer-3p with pr3 when
d = 2 and kmax = 1 for z1 = z2 ∈ C− (left) and zoomed at the origin
(right).
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4.3 IMEX peer methods with approximate matrix

factorization

In this section, we focus on systems of ordinary di�erential equations with sti� and
non-sti� parts in the form

y′(t) = f(t, y(t)) + g(t, y(t)), y(t0) = y0 ∈ Rn, t ∈ [t0, te] , (4.3.49)

where f : R × Rn → Rn represents the sti� part and g : R × Rn → Rn the non-sti�
part. The sti� part is treated with an implicit method and the non-sti� part with an
explicit method. With this strategy, advantages of implicit and explicit methods are
combined instead of using a single explicit or implicit method. Hence, the non-sti�
part is solved with an explicit method due to their lower costs and the sti� part is
treated with an implicit method due to their better stability properties. This means
that in contrast to explicit methods, which require small step sizes for sti� problems,
step sizes for implicit methods are not restricted by stability. With this approach, one
obtains so-called implicit-explicit (IMEX) methods which are investigated frequently
in the literature. IMEX Runge�Kutta methods [1, 6, 20] require additional coupling
conditions between the explicit and implicit part. Due to this, the construction of
methods of high order is di�cult. In IMEX schemes based on general linear methods
(GLMs), this drawback can be avoided because of the high stage order. Hence, peer
methods are well suited and their construction is rather simple.

IMEX peer methods for systems (4.3.49) are recently introduced and investigated by
Soleimani et al. [58, 60] via partitioned peer methods and by Lang et al. [42] via an
extrapolation ansatz. An s-stage IMEX peer method for the solution of an initial value
problem (4.3.49) is given by

Um,i =
s∑

j=1

bijUm−1,j + hm

s∑

j=1

aijf(tm−1,j, Um−1,j) + hm

i∑

j=1

gijf(tm,j, Um,j)

= + hm

s∑

j=1

ãijg(tm−1,j, Um−1,j) + hm

i−1∑

j=1

g̃ijg(tm,j, Um,j), i = 1, . . . , s.

(4.3.50)

Here B, A, Ã, G and G̃ are the parameters of the method where G is a lower triangular
matrix with gii = γ > 0 and G̃ is a strictly lower triangular matrix. The stage values
Um,i, i = 1, . . . , s, are approximations to the exact solution y(tm,i) where tm,i = tm+cihm.
Again, the nodes c are assumed to be pairwise distinct and constant with cs = 1. In
general, the coe�cients of an IMEX peer method depend on the step size ratio σ. In
the following, we summarize some results from [58, 60]. Again, order conditions can be
derived by substituting the exact solution into the method and making a Taylor series
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expansion of the residuals, cf. Section 4.1. With

ABi(l) := cli −
s∑

j=1

bij
(cj − 1)l

σl
− l

s∑

j=1

aij
(cj − 1)l−1

σl−1
− l

i∑

j=1

gijc
l−1
j ,

ÃBi(l) := cli −
s∑

j=1

bij
(cj − 1)l

σl
− l

s∑

j=1

ãij
(cj − 1)l−1

σl−1
− l

i−1∑

j=1

g̃ijc
l−1
j ,

the following theorem can be stated.

Theorem 4.3.1 ([58]). An IMEX peer method (4.3.50) is consistent of order p if and
only if

ABi(l) = ÃBi(l) = 0, for all i = 1, . . . , s and l = 0, . . . , p. �

With the notations (2.2.9), the following corollary can be shown.

Corollary 4.3.2 ([58]). An IMEX peer method (4.3.50) is consistent of order p = s if
B1 = 1 and

A = (CV0 −GV0D)D−1SV −11 − 1

σ
B(C − I)V1D

−1V −11 , (4.3.51)

Ã = (CV0 − G̃V0D)D−1SV −11 − 1

σ
B(C − I)V1D

−1V −11 (4.3.52)

hold. �

Note that for pairwise distinct nodes c, the coe�cient matrices A and Ã are uniquely
de�ned by (4.3.51) and (4.3.52). The previous corollary means that the computation of
A and Ã by (4.3.51) and (4.3.52) leads to IMEX peer methods of order of consistency
p = s for arbitrary coe�cient matrices G, G̃ and B satisfying the preconsistency B1 = 1.

We will consider the constant matrix B, which has the property of zero-stability if the
eigenvalues ξi of B have modulus less or equal to one and all other eigenvalues of modulus
one are simple, cf. De�nition 4.1.3. If ξ1 = 1 and ξi = 0 for all i = 2, . . . , s, then the
method is called optimally zero-stable. We give the following convergence result for
IMEX peer methods.

Theorem 4.3.3 ([58]). Let B, G and G̃ in the IMEX peer method (4.3.50) be constant
matrices. Let B1 = 1 and let A and Ã be given by (4.3.51) and (4.3.52). Let the
IMEX peer method (4.3.50) be zero-stable. Let hmax := max

m
hm, max

m
σm ≤ σmax and

let ε0 = O(hs0) hold for the starting values, then the IMEX peer method (4.3.50) is
convergent of order p = s, i.e., εm = O(hsmax), hmax → 0. �

For stability, the scalar test equation with a sti� and non-sti� part

y′(t) = λy(t) + βy(t) (4.3.53)
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is common for problems with sti� and non-sti� parts, cf. e.g. [58, 74, 76]. Here λ and
β represent the eigenvalues of the Jacobian of the sti� and non-sti� part, respectively.
The application of an IMEX peer method (4.3.50) with constant step size hm = h to the
test equation (4.3.53) leads to a numerical recursion in the form

Um = M(z, z̃)Um−1, M(z, z̃) = (I − zG− z̃G̃)−1(B + zA+ z̃Ã), (4.3.54)

where z := λh and z̃ := βh and M(z, z̃) denotes the stability matrix. Note that
M(0, 0) = B. For z̃ = 0 and z = 0, we obtain the stability matrices of the implicit
and explicit peer method, respectively. For an A-stable implicit peer method, we de�ne
the stability region of an IMEX peer method (4.3.50) by

S :=
{
z̃ ∈ C : %(M(z, z̃)) ≤ 1 for all z ∈ C−

}
. (4.3.55)

If the implicit peer method of an IMEX peer method is only A(α)-stable, then the
stability region Sα, cf. e.g. [13,42]
Sα :=

{
z̃ ∈ C : %(M(z, z̃)) ≤ 1 for all z ∈ C− with |Im(z)| ≤ tan(α) |Re(z)|

}
(4.3.56)

is considered.

Remark 4.3.4. In [58], stability investigations of IMEX peer methods with respect to a
special test equation from weather prediction are discussed. This test equation is based
on special properties of the acoustics equations, see e.g. [73]. IMEX peer methods of
order three and order four are constructed which perform well for fast-wave�slow-wave
problems [58]. �

Remark 4.3.5. Superconvergence for IMEX peer methods has been investigated in sev-
eral papers. In [55, 60], superconvergence for constant step sizes is discussed. Further-
more, superconvergent IMEX peer methods for variable step sizes are constructed recently
in [56]. In this thesis, superconvergence of peer methods is not considered. This could
be a topic of future work. �

In the following, the sti� part is treated with an AMF peer method in the IMEX method.
This adaptation allows the application of IMEX peer methods to problems of large
dimension.

4.3.1 AMF IMEX peer methods

In this section, we consider non-autonomous systems of ordinary di�erential equations
with a non-sti� part and a splitting of the sti� part into d terms in the form

y′(t) = g(t, y(t)) + f(t, y(t)) = g(t, y(t)) +
d∑

j=1

fj(t, y(t)), t ∈ [t0, te] ,

y(t0) = y0 ∈ Rn,

(4.3.57)
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where g represents the non-sti� part and f the sti� part. The idea is to combine the
advantages of an AMF approach and an IMEX method. This allows for us to solve PDE
problems which lead to high dimensional ODE systems with a non-sti� and sti� part.
We again consider a corresponding splitting of the Jacobian for problems (4.3.57)

Jm = Jm,0 +
d∑

j=1

Jm,j, Jm,j = ∂yfj(tm−1,s, Um−1,s),

cf. Section 3.1. Here the matrix Jm,0 stands for the term of the Jacobian corresponding
to the non-sti� part. In this section, an inexact AMF approach, i.e., Jm,0 6= 0, is
considered. In this case, the AMF matrix

Πd =
d∏

j=1

(I − hmγJm,j) =: (I − hmγJ̃m)

satis�es J̃m = Jm − Jm,0 +O(hm) and

(I − hmγJ̃m) = (I − hmγJm) +O(hm).

The computation of stage values Um,i, i = 1, . . . , s, again requires the solution of systems
of non-linear equations. The application of the simpli�ed Newton's method leads to a
recursion for AMF IMEX peer methods in the form

Πd∆U
k
m,i = w̃i − Uk

m,i + hmγf(tm,i, U
k
m,i),

Uk+1
m,i = Uk

m,i + ∆Uk
m,i, k = 0, 1, . . . , kmax− 1,

Um,i = Ukmax
m,i , i = 1, . . . , s,

(4.3.58)

with

w̃i :=
s∑

j=1

bijUm−1,j + hm

s∑

j=1

aijf(tm−1,j, Um−1,j) + hm

i−1∑

j=1

gijf(tm,j, Um,j)

= + hm

s∑

j=1

ãijg(tm−1,j, Um−1,j) + hm

i−1∑

j=1

g̃ijg(tm,j, Um,j),

i = 1, . . . , s.

Again, w̃i collects known stage and function values. The AMF matrix Πd is given
by (4.2.10) for a d-term-splitting d ≥ 2 and kmax denotes the maximal number of
Newton steps.

For stability investigations of AMF IMEX peer methods, we combine the scalar test
equation (4.3.53) with a sti� and non-sti� part with the linear test equation (4.2.35) for
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splitting problems, i.e., we have

y′(t) =
d∑

j=1

λjy(t) + βy(t), Re(λj) ≤ 0, j = 1, . . . , s, Re(β) ≤ 0. (4.3.59)

The application of an AMF IMEX peer method (4.3.58) with constant step sizes hm = h
to the Equation (4.3.59) leads with the notations (3.2.20) to a numerical recursion in
the form

Um = M̃kmaxUm−1, M̃kmax := M̃kmax (z1, . . . , zd, z̃) , (4.3.60)

where the stability matrix M̃kmax is implicitly de�ned by

Πd

(
Uk+1
m − Uk

m

)
=
(
B + zA+ z̃Ã

)
Um−1 +

(
zG0 + z̃G̃

)
Um − (1− γz)Uk

m,

k = 0, . . . , kmax,
(4.3.61)

with Um := Ukmax
m , predictor U0

m = B̂Um−1, strictly lower triangular matrix G0 := G−γI
and AMF factor Πd given by (3.2.22). For the simplest case kmax = 1, i.e., solving for
M̃1 in (4.3.60) and (4.3.61) gives

M̃1 =
(

ΠdI − zG0 − z̃G̃
)−1 (

B + zA+ z̃Ã+ (Πd − 1 + γz) B̂
)
. (4.3.62)

Note that for Ã = G̃ = 0, we have the stability matrix (4.2.48) for AMF peer methods
with kmax = 1. Analogously to Theorem 4.2.15, we show that stability at in�nity of an
AMF IMEX peer method is characterized by the eigenvalues of B̂.

Theorem 4.3.6. Let M̃kmax (z1, . . . , zd, z̃) be the stability matrix de�ned by (4.3.60) and
(4.3.61) for an AMF IMEX peer method (4.3.58) with kmax ≥ 1, an AMF-splitting d ≥ 2

and a predictor U0
m = B̂Um−1. If zi, zj → ∞, for at least two indices 1 ≤ i < j ≤ d,

then M̃kmax tends to B̂.

Proof. From (4.3.61), we have that

Uk
m = M̃ (k)Um−1, k = 0, . . . , kmax,

for M̃ (k) = M̃ (k) (z1, . . . , zd, z̃), with M̃ (0) = B̂ and M̃ (kmax) = M̃kmax. These matrices
ful�l the recursion

Πd

(
M̃ (k+1) − M̃ (k)

)
= B + zA+ z̃Ã+

(
zG0 + z̃G̃

)
M̃kmax − (1− γz) M̃ (k),

k = 0, . . . , kmax− 1,

that is,

ΠdM̃
(k+1) = A+ β

(
ΠdM̃

(k)
)
, k = 0, . . . , kmax− 1,



Two-step W-methods and peer methods with approximate matrix factorization 63

where A := B + zA + z̃Ã +
(
zG0 + z̃G̃

)
M̃kmax and β := (Πd − 1 + γz)/Πd is a scalar.

Observe that lim
zi,zj→∞
i 6=j

z

Πd

= 0 and therefore β → 1 if zi, zj → ∞. Furthermore, we have

lim
zi,zj→∞
i 6=j

z̃

Πd

= 0 for all z̃ ∈ C. From the latter recursion, we explicitly get

ΠdM̃kmax =

(
kmax−1∑

k=0

βk

)
A+ βkmaxΠdM̃

(0),

i.e., we obtain with de�nition of A, M̃ (0) = B̂ and dividing by Πd

(
I −

(
z

Πd

G0 +
z̃

Πd

G̃

) kmax−1∑

k=0

βk

)
M̃kmax =

(
1

Πd

B +
z

Πd

A+
z̃

Πd

Ã

) kmax−1∑

k=0

βk+βkmaxB̂.

Now, the result follows with z/Πd → 0, z̃/Πd → 0 for all z̃ ∈ C and β → 1 taking
zi, zj →∞. �

In the following, we describe the construction of an AMF IMEX peer method of order
three. We choose the implicit peer method Peer-3p, cf. Section 4.2.4, and try to �nd
an associated explicit part. In detail, this means that the coe�cients B, A, G, γ and
the nodes c are given by method Peer-3p and Ã is computed by (4.3.52) for arbitrary
coe�cients G̃, i.e., we have only the matrix G̃ as free parameter. The construction is
done for constant step sizes und we use fminsearch from the optimization toolbox in
Matlab. The matrix G̃ is constructed to give good stability of the AMF IMEX peer
method by random walk. Now, we describe the computation of the stability region
Sα of an AMF IMEX peer method. This approach was also applied for IMEX peer
methods [42, 58] and IMEX general linear methods [13]. The stability region Sα can be
obtained for a given α ∈

[
0, π

2

)
by intersection of all sets

{
z̃ ∈ C : %(M̃ (z, z̃)) ≤ 1 for �xed z = − |y| / tan(α) + yi

}
, for all y ∈ R,

which follows from the maximum principle. For y = 0, the set Sα is independent of α
and corresponds to the stability region of the explicit peer method. With kmax = 1,
d = 2 and the choice z1 = z2, i.e., z = 2z1, we obtain the stability matrix (4.3.62) of an
AMF IMEX peer method in the form

M̃1 (z1, z̃) =
(

(1− γz1)2 − 2z1G0 − z̃G̃
)−1 (

B + 2z1A+ z̃Ã+ γ2z21B̂
)
.

We compute the boundary of the stability region Sα by varying the eigenvalues ξ =
eiϕ, ϕ ∈ [0, 2π) on the unit circle for the eigenvalue problem M̃1 (z1, z̃)x = ξx. This can
be formulated as generalized eigenvalue problem for each z̃ in the form

(
B + 2z1A+ γ2z21B̂ + 2ξz1G0 − ξ (1− γz1)2 I

)
x = z̃

(
−Ã− ξG̃

)
x.
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The set of eigenvalues z̃ contains the boundary of the stability domain. We use di�erent
objective functions to obtain su�ciently large stability regions of the AMF IMEX peer
methods, i.e., we take (i) the absolute value of the left boundary of the stability interval
on the real axis, (ii) the absolute value of the stability interval on the imaginary axis, and
(iii) the absolute value of the stability interval along the angle bisector in the complex
plane. We choose the peer method Peer-3p with predictor pr3, i.e., we have A(α)-
stability with α = 58.9◦, for kmax = 1 and d = 2, cf. Section 4.2.4. We used α = 55◦

and 500 discrete values y ∈ [−5, 5] with z1 = − |y| / tan(α) + yi and we take 2000 values
for ξ on the unit circle. This was repeated for about 300 randomly chosen starting values
for fminsearch. We have found the following explicit parts of the AMF IMEX peer
methods in the cases (i), (ii) and (iii), denoted by Peer-3p-real, Peer-3p-imag and
Peer-3p-imre, respectively. Note that AMF IMEX peer methods with larger stability
regions may be found by a di�erent strategy or by modifying the implicit part.

Peer-3p-real:

ã11 = −2.8464256019905126e−1, ã12 = −2.9103589994879552e−1, ã13 = −2.2116524272715354e−1,
ã21 = −3.2906925168091749e−1, ã22 = −3.0448982937375967e−1, ã23 = −5.9310660005510829e−1,
ã31 = −3.2394121976486833e−2, ã32 = −1.5957050812664859e+0, ã33 = −8.6933934580264116e−1,
g̃21 = −8.6752703583313661e−1, g̃31 = −1.2477652655854138e+0, g̃32 = −1.0887258591655815e+0.

Peer-3p-imag:

ã11 = −2.8464256019905126e−1, ã12 = −2.9103589994879552e−1, ã13 = −2.2116524272715354e−1,
ã21 = −2.8462879857291067e−1, ã22 = −4.9205065253319446e−1, ã23 = −4.7324596884272573e−1,
ã31 = −4.2776070728348103e−2, ã32 = −1.5719333546954230e+0, ã33 = −7.9378248418413022e−1,
g̃21 = −1.1305080370969471e+0, g̃31 = −1.2715363552221052e+0, g̃32 = −1.1271218533281994e+0.

Peer-3p-imre:

ã11 = −2.8464256019905126e−1, ã12 = −2.9103589994879552e−1, ã13 = −2.2116524272715354e−1,
ã21 = −2.8077938579895633e−1, ã22 = −5.0829708968829245e−1, ã23 = −4.6286369295184270e−1,
ã31 = −1.2274003705704250e−1, ã32 = −1.3198789110560626e+0, ã33 = −5.6808735054686043e−1,
g̃21 = −1.1532873373689738e+0, g̃31 = −1.1614965748131793e+0, g̃32 = −1.2907662900637291e+0.

In Figures 4.3.1�4.3.3, we give the stability regions of the constructed AMF IMEX peer
methods (black) for kmax = 1, d = 2 and predictor pr3 (right). For comparison, we
also compute the stability regions with predictor pr2 and α = 35◦ (left) and include the
stability regions for the explicit peer methods (blue circles).
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Figure 4.3.1: Stability region Sα of AMF IMEX peer method Peer-3p-real for the test
equation (4.3.59) with kmax = 1 and d = 2 (black) with pr2 and α = 35◦

(left) and with pr3 and α = 55◦ (right). Stability region of the explicit
peer method (blue circles). The stability region of the IMEX method is
optimized along the real axis.

Figure 4.3.2: Stability region Sα of AMF IMEX peer method Peer-3p-imag for the test
equation (4.3.59) with kmax = 1 and d = 2 (black) with pr2 and α = 35◦

(left) and with pr3 and α = 55◦ (right). Stability region of the explicit
peer method (blue circles). The stability region of the IMEX method is
optimized along the imaginary axis.
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Figure 4.3.3: Stability region Sα of AMF IMEX peer method Peer-3p-imre for the test
equation (4.3.59) with kmax = 1 and d = 2 (black) with pr2 and α = 35◦

(left) and with pr3 and α = 55◦ (right). Stability region of the explicit
peer method (blue circles). The stability region of the IMEX method is
optimized along the angle bisector in the complex plane.



5 Numerical tests with approximate

matrix factorization

In this chapter, we present our numerical experiments with one-step and two-step W-
methods and peer methods with application of an approximate matrix factorization
(AMF). The methods are tested on the autonomous 2D Brusselator problem, a linear
model with homogeneous and time-dependent Dirichlet boundary conditions and a 2D
di�usion�convection equation. In our tests with constant time step sizes, we compare the
linearly-implicit W-methods with peer methods and illustrate the in�uence of di�erent
predictors in the AMF peer schemes. Furthermore, we consider the di�usion�convection
problem with an inexact AMF approach and application of implicit-explicit (IMEX)
peer methods.

5.1 Test examples

In this section, we present our test problems which are used in the numerical experiments.
The test set consists of the autonomous 2D Brusselator problem, a linear di�usion model
and a 2D di�usion�convection equation. For more details, we also refer to the references
given below.

5.1.1 Brusselator problem

We consider the two-dimensional Brusselator problem with di�usion [27]

ut = 1 + u2v − (B + 1)u+ α(uxx + uyy) + f(t, x, y),

vt = −u2v +Bu+ α(vxx + vyy),

Ω = [0, 1]2 , t ∈ [0, 1] .

(5.1.1)

We consider α = 0.1, B = 3 and f(t, x, y) = 0. Initial conditions are given by

u(0, x, y) = 0.5 + y, v(0, x, y) = 2 + 5x

and we consider homogeneous Neumann boundary conditions. We choose m = 128 and
m = 256 uniform grid points in each dimension in space. The resulting autonomous

67
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systems of ordinary di�erential equations (ODEs) are of dimension n = 2m2 = 32768
and n = 131072, respectively. A reference solution is computed by ode15s from the
Matlab ODE-suite [57] with high accuracy. For an approximate matrix factorization
(AMF) approach, the exact Jacobian for this problem is split into

J = Jx + Jy + Jr,

where Jx and Jy are the Jacobian matrices corresponding to the discretization of the
di�usion term with central di�erences of second order in the x- and y-direction, respec-
tively, and the Jacobian matrix Jr belongs to the reaction part. For a two-term-splitting,
i.e., d = 2, we proportioned Jr to the Jacobians Jx and Jy of the di�usion part, respec-
tively, i.e., we take J1 = Jx + 1

2
Jr and J2 = Jy + 1

2
Jr. The Brusselator problem has

already been considered for AMF peer methods in [3, 4].

5.1.2 Linear di�usion problem

We consider a linear di�usion equation with constant coe�cients, e.g. [22,52]

ut = uxx + uyy + g(t, x, y),

Ω = [0, 1]2 , t ∈ [0, 1] .
(5.1.2)

The inhomogeneity g is chosen appropriately to yield the exact solution

u(t, x, y) =
(
x(1− x)y(1− y) + κ

(
(x+ 1/3)2 + (y + 1/4)2

))
exp(t).

Initial and Dirichlet boundary conditions are taken from the exact solution. Again,
we use central di�erences of second order for the discretization. Note that there is no
space error, because the solution is a quadratic polynomial in x and y. For κ = 0,
we have homogeneous Dirichlet boundary conditions, but for κ = 1, we obtain non-
homogeneous time-dependent Dirichlet boundary conditions. We choose m = 63 and
m = 1023 uniform grid points in each dimension in space, which lead to ODE systems
of dimension n = m2 = 3969 and n = 1046529, respectively. A reference solution and
additional starting values are taken from the exact solution. We consider for AMF a
two-term-splitting, where we split the Jacobian matrix in J = Jx + Jy. The Jacobian
matrices Jx and Jy correspond to the discretization of the di�usion part in each spatial
dimension.

5.1.3 Di�usion�convection problem

This problem is given by a di�usion�convection equation in the form, e.g. [70]

ut = ε(uxx + uyy)− yux + xuy + g(t, x, y),

ε = 0.1, Ω = [0, 1]2 , t ∈ [0, 1] .
(5.1.3)
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The inhomogeneity g is chosen appropriately according to the exact solution

u(t, x, y) = sin(πx) sin(πy)(1 + 4xy exp(−2επ2t)).

Initial and boundary conditions are taken from the exact solution. We choose m = 69
and m = 128 uniform grid points in each dimension in space, which lead to ODE
systems of dimension n = m2 = 4761 and n = 16384, respectively. A reference solution
is computed by ode15s with high accuracy. Again, we consider for this problem a two-
term-splitting for AMF and proceed analogously to the Brusselator problem (5.1.1). For
exact AMF, the Jacobian matrix of the convection part is added to the Jacobian matrices
of the di�usion part, respectively, in such a way that a two-term-splitting J = J1 + J2
is obtained, with J1 associated to εuxx − yux and J2 corresponding to εuyy + xuy. For
inexact AMF, the Jacobian matrix of the convection part is disregarded, i.e., we consider
a splitting J = J1 +J2, where J1 and J2 correspond to the discretization of the di�usion
part in each dimension in space.

5.2 Numerical results

In this section, we summarize the results of the numerical integration of the problems
presented in Section 5.1 with the one-step AMF W-methods, two-step AMF W-methods
and AMF peer methods described in Chapter 3 and Chapter 4. All numerical experi-
ments are implemented in Matlab. For the problems (5.1.1) and (5.1.3), the starting
values for the two-step W-methods and peer methods are computed by ode15s with
high accuracy. For the problem (5.1.2), these additional values are taken from the exact
solution. For methods with ci < 0, we use an adapted starting process to avoid mov-
ing outside the range of the time integration, cf. e.g. [64, p. 176]. We consider �xed
step size integrations with h = 2−l, l = 3, . . . , 12, for the problem (5.1.1) and h = 2−l,
l = 2, . . . , 10, for the problems (5.1.2) and (5.1.3), and calculate the global errors in the
maximum norm at the endpoint of the time interval. In the pictures below, we show the
logarithm of the obtained errors and the considered step sizes h (left) and we show the
errors versus the number of calls to the linear system solver to respect di�erent stage
numbers (right).

Figures 5.2.1 and 5.2.2 show the results for the Brusselator problem (5.1.1).

The expected orders can be observed for all problems. For the peer method Peer-3p, one
Newton step with predictors pr2 and pr3 is su�cient, cf. Theorem 4.2.2. The two-step
W-method TSW-3a gives the most accurate results. Due to its higher order, the results
with predictor pr2 are more accurate than with pr3. Among the one-step W-methods,
W3 has problems for larger step sizes, but this method is more accurate than the other
W-methods for smaller step sizes.

Results for the linear di�usion problem (5.1.2) are given in Figures 5.2.3�5.2.6.

For homogeneous boundary conditions, all methods perform well with their expected
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orders. The accuracy of the two-step W-methods and peer methods is much better than
for the one-step W-methods. Again, the results with predictor pr2 are more accurate
than with pr3. For time-dependent boundary conditions, all methods have problems
for larger step sizes. For smaller step sizes, the two-step W-methods and peer methods
are superior. For the one-step W-methods W2 and W3, the order reduction for m = 1023
is clearly visible. With respect to the number of linear systems, method W1 gives very
good results for m = 1023.
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Figure 5.2.1: Results for Brusselator problem (5.1.1) withm = 128. For the peer method
Peer-3p, predictors pr2 and pr3 with kmax = 1 are used. Lg(err) vs. step
size h (left) and lg(err) vs. linear systems (right). Dashed straight lines
with slopes corresponding to orders two and three are added for reference.
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Figure 5.2.2: Results for Brusselator problem (5.1.1) withm = 256. For the peer method
Peer-3p, predictors pr2 and pr3 with kmax = 1 are used. Lg(err) vs. step
size h (left) and lg(err) vs. linear systems (right). Dashed straight lines
with slopes corresponding to orders two and three are added for reference.
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Figure 5.2.3: Results for linear di�usion problem (5.1.2) with homogeneous Dirichlet
boundary conditions (κ = 0) and m = 63. For the peer method Peer-3p,
predictors pr2 and pr3 with kmax = 1 are used. Lg(err) vs. step size
h (left) and lg(err) vs. linear systems (right). Dashed straight lines with
slopes corresponding to orders two and three are added for reference.
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Figure 5.2.4: Results for linear di�usion problem (5.1.2) with homogeneous Dirichlet
boundary conditions (κ = 0) andm = 1023. For the peer method Peer-3p,
predictors pr2 and pr3 with kmax = 1 are used. Lg(err) vs. step size h
(left) and lg(err) vs. linear systems (right). Dashed straight lines with
slopes corresponding to orders two and three are added for reference.
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Figure 5.2.5: Results for linear di�usion problem (5.1.2) with time-dependent Dirichlet
boundary conditions (κ = 1) and m = 63. For the peer method Peer-3p,
predictors pr2 and pr3 with kmax = 1 are used. Lg(err) vs. step size
h (left) and lg(err) vs. linear systems (right). Dashed straight lines with
slopes corresponding to orders two and three are added for reference.
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Figure 5.2.6: Results for linear di�usion problem (5.1.2) with time-dependent Dirichlet
boundary conditions (κ = 1) andm = 1023. For the peer method Peer-3p,
predictors pr2 and pr3 with kmax = 1 are used. Lg(err) vs. step size h
(left) and lg(err) vs. linear systems (right). Dashed straight lines with
slopes corresponding to orders two and three are added for reference.
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Results for the di�usion�convection problem (5.1.3) are given in Figures 5.2.7�5.2.9.

For the peer methods, the in�uence of the predictor on the stability can be clearly seen
in Figures 5.2.7 and 5.2.8. Whereas for the Brusselator and for the di�usion problem for
Peer-3p with pr2 one Newton step is su�cient, for the di�usion�convection problem,
predictor pr2 requires four steps for m = 69 and m = 128 to have stability. This can
be explained by Figure 4.2.1. The advantage of predictor pr3 with respect to stability
is obvious. One Newton step, which is su�cient for order three, is also su�cient for
stability. The two-step W-methods perform well. The one-step AMF W-methods have
no stability problems. In Figure 5.2.9, the in�uence of the incorporation of the time
derivative ∂tf in one-step AMF W-methods is demonstrated. As expected, the order
drops down if the time derivative ∂tf is not computed.

Of all the problems, the two-step W-method TSW-3a performs best. The accuracy is
clearly superior and there are, in general, no stability problems. The one-step W-
methods have advantages only for large step sizes for the linear di�usion problem with
κ = 1. In our tests among, the one-step W-methods W3 is the best. The peer method
Peer-3p with predictor pr3 has no stability problems with kmax = 1. However, if
stability with predictor pr2 is su�cient, then pr2 with kmax = 1 gives more accurate
results.
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Figure 5.2.7: Results for di�usion�convection problem (5.1.3) with m = 69. For the
peer method Peer-3p, predictor pr2 with kmax = 4 and predictor pr3

with kmax = 1 are used. Lg(err) vs. step size h (left) and lg(err) vs.
linear systems (right). Dashed straight lines with slopes corresponding to
orders two and three are added for reference.
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Figure 5.2.8: Results for di�usion�convection problem (5.1.3) with m = 128. For the
peer method Peer-3p, predictor pr2 with kmax = 4 and predictor pr3

with kmax = 1 are used. Lg(err) vs. step size h (left) and lg(err) vs.
linear systems (right). Dashed straight lines with slopes corresponding to
orders two and three are added for reference.
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Figure 5.2.9: Results for di�usion�convection problem (5.1.3) with m = 128. For the
peer method Peer-3p, predictor pr2 with kmax = 4 and predictor pr3

with kmax = 1 are used. The time derivative ∂tf is not used in the one-
step AMF W-methods. Lg(err) vs. step size h (left) and lg(err) vs. linear
systems (right). Dashed straight lines with slopes corresponding to orders
one, two and three are added for reference.
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5.3 Numerical tests with inexact AMF and IMEX

peer methods

In this section, we present the numerical experiments with an inexact AMF approach,
i.e., some parts of the Jacobian are not considered in the AMF approach with fully
implicit peer methods. For comparison, we include the numerical results of the one-step
W-methods W1, W2 and W3 and two-step W-methods TSW1a and TSW3a as presented above.
We consider the di�usion�convection problem (5.1.3) and �xed time step sizes h =
2−l, l = 2 . . . , 10. For inexact AMF, the Jacobian of the convection part is disregarded,
cf. Section 5.1.3.

Again, we compute the global errors in the maximum norm at the endpoint of the time
interval. In Figure 5.3.1, we show the obtained errors versus the considered step sizes
h (left) and the error versus the number of calls of the linear system solver (right).
The in�uence of an inexact AMF approach can be clearly seen. For the peer method
Peer-3p and predictor pr2, it again requires at least four Newton steps to have stability.
In contrast to the exact AMF approach, we observe after one Newton step with predictor
pr3 only order two. With predictor pr3, at least two Newton steps are necessary for
order three, cf. Theorem 4.2.4. Note that the achieved accuracy is not satisfactory in
comparison with the one-step and two-step W-methods.
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Figure 5.3.1: Results for di�usion�convection problem (5.1.3) with m = 69. For the
peer method Peer-3p, an inexact AMF approach with predictor pr2 with
kmax = 4 and predictor pr3 with kmax = 1 and kmax = 2 is used.
Lg(err) vs. step size h (left) and lg(err) vs. linear systems (right). Dashed
straight lines with slopes corresponding to orders two and three are added
for reference.

Therefore, we consider in the following an inexact AMF approach where non-sti� con-
vection parts are treated explicitly. We test our IMEX peer method Peer-3p-imre, cf.
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Section 4.3, and consider the di�usion�convection problem (5.1.3) again. The results
are given in Figure 5.3.2. For the peer method Peer-3p-imre with predictor pr3, only
one Newton step is required for order three. The obtained accuracy is comparable to
the case of an exact AMF approach with a fully implicit peer method, see Figure 5.2.7.
Unfortunately, we even observe stability problems for the peer method Peer-3p-imre

with predictor pr2 for kmax = 4. This could be explained by the optimization process,
where the peer method Peer-3p-imre is optimized only with respect to predictor pr3.

In general, inexact AMF combined with IMEX peer methods is a good choice for prob-
lems, where parts of the Jacobian are di�cult to compute or some parts should be
treated explicitly. Again, the proposed predictor pr3 ensures the full order of the nu-
merical scheme after one Newton steps and allows a reasonable comparison with linearly-
implicit one-step and two-step W-methods.
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Figure 5.3.2: Results for di�usion�convection problem (5.1.3) with m = 69. For the
AMF IMEX peer method Peer-3p-imre, predictor pr2 with kmax = 4
and predictor pr3 with kmax = 1 are used. Lg(err) vs. step size h (left)
and lg(err) vs. linear systems (right). Dashed straight lines with slopes
corresponding to orders two and three are added for reference.



6 Conclusions

In this thesis, we have investigated two-step W-methods and peer methods with appli-
cation of an approximate matrix factorization (AMF). Two-step AMF W-methods are
introduced and stability is studied. Appropriate two-step AMF W-methods up to order
three are constructed for the solution of high dimensional initial value problems. More-
over, a stability result at in�nity for two-step AMF W-methods is shown. Furthermore,
a special class of sti�y accurate two-step W-methods of order p∗ = s+ 1 is elaborated.
Methods up to �ve stages were found in a numerical optimization process and success-
fully tested on standard sti� test problems of small dimensions. Their performance is
competitive compared to standard integration solvers like RODAS and ode23s in a variable
step size implementation. One main contribution of this PhD thesis is the comparison
of one-step W-methods with two-step W-methods and two-step peer methods in the
context of AMF. In contrast to one-step AMF W-methods, the time derivatives are not
incorporated in numerical two-step AMF schemes.

AMF peer methods using additional function values from the previous step are consid-
ered and developed. In our research, we have focussed on investigations for a �xed num-
ber of Newton steps in the AMF peer scheme. This allows a more convenient comparison
of AMF peer methods with linearly-implicit one-step and two-step AMF W-methods.
We have proved a stability result for AMF peer methods at in�nity and have shown
consistency and convergence of AMF peer methods in the setting of a �xed number of
Newton steps. As it turned out, accuracy and stability are heavily based on the choice
of the predictor in the Newton iteration. We have constructed a new three-stage AMF
peer method of order three and propose a corresponding predictor. In comparison to
the proposal by Beck et al. [3,4], this predictor guarantees order three for a three-stage
AMF peer method after one step in the Newton iteration. Furthermore, its stability
properties are promising.

We have tested our constructed two-step AMF W-methods and AMF peer methods on
an autonomous 2D Brusselator problem, a linear model with homogeneous and time-
dependent Dirichlet boundary conditions and a 2D di�usion�convection equation. Our
results with constant time step sizes are compared to one-step AMFW-methods. For the
problems with homogeneous boundary conditions, all methods perform well in our nu-
merical experiments. The accuracy of two-step AMF W-methods and AMF peer meth-
ods is clearly superior compared to one-step methods. For time-dependent boundary
conditions, all methods have problems for large time step sizes. In this case, one-step
AMF W-methods are more robust in comparison to two-step AMF schemes, but for
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smaller step sizes, an order reduction for one-step methods and high dimensional prob-
lems is clearly visible. With respect to stability, accuracy and robustness, our proposed
predictor performs well in AMF peer methods for all considered problems. In general,
the two-step W-method TSW-3a has been done best in our numerical tests. Due to the
high accuracy, robustness and stability properties, this method can be recommended for
practical use.

Many initial value problems arising from partial di�erential equations (PDEs) by dis-
cretization in space are composed of a sti� and a non-sti� part. For this reason, we have
considered implicit-explicit (IMEX) peer methods with an AMF approach. We have re-
called the recently introduced class of IMEX peer methods and have extended our AMF
peer methods by considering a corresponding explicit part in the numerical scheme. An
associated AMF IMEX peer method of order three with our proposed predictor is con-
structed. Our numerical tests on the 2D di�usion�convection equation with an inexact
AMF approach con�rm the theoretical results and show again that peer methods are
also a good choice for problems where some non-sti� parts should be treated explicitly.

In our numerical experiments, we have observed that stability problems occur for AMF
peer methods with a predictor of higher order. It requires a more proper stability
analysis to understand this behaviour. Despite the fact that predictors using function
values from the previous step are not stable in the AMF case, it could be considered a
more general predictor in AMF peer schemes, for example, predictors using stage values
from the current step. This could be a topic of future work.

Furthermore, we have considered �xed time step size integrations in our numerical tests
with AMF. Two-step W-methods and peer methods are successfully applied in vari-
able step size implementations. In [3, 4], AMF peer methods are also investigated for
problems of convection�di�usion�reaction type with step size control. In further work,
our proposed peer methods and predictors can also be treated in numerical tests with
variable step size sequences.

IMEX methods have been intensively studied in the literature. In this thesis, we have
restricted the study to the �eld of IMEX peer methods. Further investigations could
be concerned with two-step W-methods and a splitting strategy. Like IMEX two-step
Runge�Kutta methods [76] and two-step IMEX peer methods, a class of two-step IMEX
W-methods could be promising due to their high stage order and favorable stability
properties. In contrast to IMEX Runge�Kutta methods, see e.g. [1,6,20], no additional
coupling conditions between an explicit and an implicit part and no order reduction for
sti� problems should be expected.

In this PhD thesis, we have mainly focussed on two-dimensional PDEs in our stability
investigations and numerical tests. In further work, it is interesting to study the be-
haviour for higher dimensions in space. Then convergence rates in the PDE-sense, i.e.,
when the step sizes in time and space are changed simultaneously, can also be investi-
gated. Recently, González-Pinto et al. [23] have proved PDE-convergence of one-stage
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AMF W-methods in the Euclidean norm and in the maximum norm for the linear dif-
fusion problem. Optimal convergence rates are also obtained. For the one-step AMF
W-method with γ = 1

2
and time-dependent Dirichlet boundary conditions, nearly order

two is proved in the Euclidean norm, whereas an order reduction to order one occurs
in the maximum norm. These principles and convergence analysis could be extended to
one-stage two-step AMF W-methods.
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