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Zusammenfassung

Polymer-Elektrolyt Brennstoffzellen (PEMFC) gelten als eine der vielversprechend-
sten sauberen Alternativen zum Verbrennungsmotor. Die Leistungsfähigkeit und die
Lebensdauer müssen jedoch erheblich verbessert werden, um PEMFC auf dem Markt
wettbewerbsfähig zu machen.

Eine übermäßige Anwendung von PEMFCs kann zu fehlerhaften Zuständen und
Degradationsmechanismen führen, die zu einer irreversiblen Senkung der Leistung
und einer Verringerung der Zelllebensdauer führen. Um Minderungsstrategien zu
entwickeln, die es ermöglichen, den hieraus resultierenden Materialabbau der ver-
schiedenen Zellkomponenten zu begrenzen und die Lebensdauer zu verlängern, sind
effiziente Diagnosewerkzeuge erforderlich, die in der Lage sind, fehlerhafte Bedin-
gungen zu erkennen.

In dieser Arbeit wurde eine neuartige Frequenzganganalyse als Alternative zur
elektrochemischen Impedanzspektroskopie (EIS) auf Basis von Partialdruckänderun-
gen als Eingangssignal zur Untersuchung der Polymerelektrolytmembran Brennstof-
fzellen (PEMFC) entwickelt. Ziel war es, die Beschränkungen der EIS in Bezug
auf die Identifizierung und Diagnose von PEMFCs zu überwinden. EIS scheitert
häufig beim Trennen der Beiträge verschiedener Prozesse aufgrund der Kopplung der
Auswirkungen verschiedener dynamischer Phänomene mit ähnlichen Zeitkonstanten
in den Spektren. Die vorgeschlagene Technik, die als konzentrationsalternierende Fre-
quenzgangsanalyse (abgekürzt CFRA) bezeichnet wird, impliziert die Anregung der
PEMFC durch Materialzufuhr, welche durch einen periodischen Partialdruck eines
oder mehrerer gasförmiger Reagenzien in verschiedenen Frequenzen gekennzeichnet
ist. Die erhaltene elektrische Leistung, Strom oder Spannung, hängt von der auf die
Brennstoffzelle angewendeten Regelung ab, voltastatisch oder galvanostatisch.

Nach der Theorie linearer Systeme könnte die Auswirkung im Zusammenhang mit
einem dynamischen Verfahren durch die Änderung der Art des Inputs und/oder Out-
puts besser beobachtbar oder nachweisbar sein, was zu selektiverer Information in
der Übertragungsfunktion führen könnte. Daher bestand die Hauptmotivation für die
Anwendung partieller Druckeingänge darin, die Möglichkeit zu prüfen, selektive An-
teile sich überlappender Phänomene auf PEMFC-Leistungsverluste zu messen, welche
in EIS-Spektren an andere Beiträge gekoppelt oder überhaupt nicht erkannt würden.
In einem ersten Schritt wurde die Fähigkeit der CFRA theoretisch mit Hilfe eines
eindimensionalen dynamischen PEMFC Modells untersucht. Berücksichtigt wurden
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dabei die wichtigsten physikalisch-chemischen Prozesse, welche das transiente Verhal-
ten beeinflussen. Hierfür wurden CFRA-Spektren für Sauerstoff- und Wasserpartial-
druck Inputs unter galvanostatischen und voltastatischen Bedingungen der Brennstof-
fzelle berechnet. Die Fähigkeit von CFRA, selektiv nur spezifische Dynamiken in
Abhängigkeit von der verwendeten Ein-/Ausgangskonfiguration zu erkennen, konnte
bestätigt werden.

Übertragungsfunktionen mit Sauerstoffpartialdruckschwingungen als Eingangssig-
nal unter galvanischer Steuerung enthielten nur Dynamiken im Zusammenhang mit
dem Massentransport des Sauerstoffs innerhalb des Kanals. Gegensätzlich hierzu,
wurden zusätzliche Dynamiken der Wassersorption in die Nafion-Membran im Spek-
trum im voltastatischen Zustand beobachtet. Beide experimentellen Techniken waren
unsensibel auf die Dynamik des Ladens und Entladens der Doppelschicht und alle
anderen Phänomene mit Zeitkonstanten niedriger als der Transport von Gas im Kanal.
Zusätzlich stiegen die Größen der Übertragungsfunktionen mit der Erhöhung des Mas-
sentransportwiderstands. Auf Grund dieser Besonderheit eignet sich die CFRA mit
Sauerstoffpartialdruckschwingungen als Eingangssignal für die Bewertung des Ein-
flusses von Wasserakkumulation in der Kathode.

Die CFRA-Übertragungsfunktionen, bestimmt durch die Anwendung von Wasser-
partialdruckschwingungen als Input, wurden hauptsächlich durch die Dynamik im
Zusammenhang mit der Wassersorption in der Nafion-Membran beeinflusst. Darüber
hinaus macht die Proportionalität zwischen dem Wassergehalt in der Membran und
der Größe der Übertragungsfunktionen die CFRA mit Wasserpartialdruckschwingun-
gen zu einem Instrument, das zur Bestimmung der Austrocknung des Elektrolyten
anwendbar ist.

Anschließend wurde eine Identifizierbarkeitsanalyse hinsichtlich der wichtigsten
Parameter durchgeführt, welche die Leistung der Brennstoffzelle beeinflussen. Es
wurde gezeigt, dass mittels CFRA eine zuverlässigere Parameterschätzung durchführt
werden kann als mit der EIS. In diesem Zusammenhang zeigten die durch die Anwen-
dung von Wasserpartialdruckschwingungen als Eingangssignal durchgeführten CFRAs
die besten Leistungen, womit diese sich als die bestgeeignete Methode für die Anwen-
dung als Onboard-Diagnosetool herausstellte.

Um die theoretischen Ergebnisse zu validieren, wurde ein Versuchsaufbau en-
twickelt, der in der Lage ist, gleichzeitige periodische Schwingungen von Sauerstoff-
und Wasserpartialdruck zu erzeugen, um CFRA-Experimente durchzuführen. Es wurde
ein experimentelles Protokoll zur Analyse der gesammelten Daten und zur Bestim-
mung der CFRA-Übertragungsfunktionen im Frequenzbereich erstellt.

Anschließend wurden CFRA-Spektren mit Hilfe des Versuchsaufbaus und des hi-
erfür etablierten Verfahrens experimentell unter den gleichen stationären Bedingun-
gen gemessen, die auch in der theoretischen Studie zuvor angenommen wurden. Die
CFRA-Spektren, die durch die Verwendung von Sauerstoffpartialdruckschwingungen
gewonnen wurden, spiegelten alle in den theoretischen Ergebnissen beobachteten Merk-
male wider und bestätigten die Fähigkeit, die Dynamik des Massentransports im Kanal
selektiv detektieren zu können. Die Verwendung von Wasserpartialdruckschwingun-
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gen als Eingangssignal ermöglichte hauptsächlich die Dynamik der Wassersorption
im Nafion zu erkennen, wie bereits in den Simulationen beobachtet wurde. Alle bes-
timmten CFRA-Spektren zeigten jedoch Muster bei höheren Frequenzen, die nicht
vorhergesagt wurden. Es wird angenommen, dass diese Merkmale auf Phänomene
zurückzuführen sind, die im Modell nicht berücksichtigt wurden. Als mögliche Erklä-
rungen wurden insbesondere der Transport von flüssigem Wasser in der Kathode und
Resonanzphänomene identifiziert. Die letztgenannte Hypothese wurde durch Simu-
lationen unterstützt, die mit einem vereinfachten PEMFC-Kanalmodell durchgeführt
wurden.

Die Zuverlässigkeit der Parameterschätzung, die durch die Anpassung eines einzel-
nen CFRA- sowie EIS-Spektrums an das Modell erzielt wurde, konnte anschließend
verglichen werden, um die am besten geeignete Frequenzgangtechnik zu ermitteln,
welche in modellbasierten Onboard-Diagnosewerkzeugen angewendet werden sollte.
Hierzu wurde die Identifizierbarkeitsanalyse auf Basis des gleichen Konzepts der the-
oretischen Studie zuvor und unter Berücksichtigung der Einstellungen in den Ex-
perimenten wiederholt. Es wurde festgestellt, dass der Ladungstransferkoeffizient
und Diffusionskoeffizient von Sauerstoff nicht korrekt zusammen geschätzt werden
können, da sie in allen Fällen stark korreliert sind. Allerdings wurden die durch die
Verwendung von Wasserpartialdruckschwingungen durchgeführten CFRA als die zu-
verlässigste Technik für die Parameterschätzung bestätigt.

Anschließend wurde das Konzept der gekoppelten Übertragungsfunktion weiteren-
twickelt, das als lineare Kombination von CFRA-Übertragungsfunktionen beider Par-
tialdruckschwingungen als Input definiert ist. Aufgrund der unterschiedlichen quali-
tativen Form der Spektren in Abhängigkeit von der Befeuchtung des Mediums in die
Brennstoffzelle, konnten die gekoppelten Übertragungsfunktionen als hilfreich bei der
Detektion des Austrocknens der Membran aufgrund von Fehlfunktionen externer Be-
feuchtungssysteme identifiziert werden.

Schlussfolgernd hat sich die CFRA als experimentelle Technik erwiesen, welche
die EIS ergänzt und in der Lage ist, die Beiträge des Gastransports und der Wasser-
sorption in Nafion von der Gesamtleistung zu unterscheiden. Diese Merkmale sind ein
vielversprechendes Instrument für Onboard-Diagnosetools, um die Mehrdeutigkeit der
EIS zu überwinden.
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Summary

Polymer electrolyte fuel cells (PEMFCs) are considered as one of the most promis-
ing clean alternatives to replace the combustion engine. However, their efficiency and
durability need to be significantly improved to make PEMFCs competitive in the mar-
ket.

The prolonged use of PEMFCs exposes them to several faulty conditions that en-
hance degradation mechanisms and lead to irreversible loss of performance and de-
creased lifetime. Therefore, efficient diagnostic tools are required in order to identify
these faulty conditions and develop respective mitigation strategies.

In this thesis, a novel frequency response analysis was developed to study PEMFC
dynamics. The analysis is based on concentration inputs as an alternative, yet con-
ceptually similar approach to conventional electrochemical impedance spectroscopy
(EIS), and aims to overcome the limitations of the latter with respect to PEMFC di-
agnosis. EIS often fails to separate the contributions of different processes due to the
coupling in the spectra of the effects of dynamic phenomena with similar time con-
stants. The proposed technique, named concentration-alternating frequency response
analysis (abbreviated CFRA), utilizes periodic inputs of partial pressure of one or more
feed components at different frequencies to probe PEMFC dynamics. The electric out-
put obtained, current or voltage, depends on the control regime applied to the fuel cell
which would be respectively voltastatic or galvanostatic.

According to the linear system theory, by changing the type of input and/or out-
put, the impact related to a specific dynamic process could be more detectable than
others leading to more selective information contained in the transfer function. Fol-
lowing this principle, the primary motivation of using partial pressure inputs was to
verify the possibility to separate the contributions of overlapping dynamic processes
to PEMFC performance losses which would be coupled to other ones in EIS spectra or
not detected at all.

As a first step, the capabilities of CFRA were theoretically investigated with the
help of one-dimensional dynamic model, spatially distributed along the sandwich co-
ordinate and including the main physico-chemical processes that determine the tran-
sient performance. As a result, theoretical CFRA spectra for oxygen and water partial
pressure inputs under galvanostatic and voltastatic conditions were calculated and the
capability for selective detection of individual dynamics was confirmed. The trans-
fer functions based on oxygen pressure input under galvanostatic conditions contained
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only dynamics related to the mass transport of the oxygen inside the channel. On
the contrary, the water sorption dynamics in Nafion membrane was observed under
voltastatic operations. Both experimental techniques were insensitive to the dynamics
of double layer charging or any other phenomena with time constants lower than the
gas transport in the channel. Additionally, the transfer function magnitudes increased
with the mass transport resistance. This feature makes CFRA by oxygen pressure
inputs suitable for the evaluation of cathode flooding.

On the other side, CFRA transfer functions based on water pressure inputs were
predominantly influenced by the dynamics related to water sorption in Nafion. Further-
more, the proportionality between the water content in the membrane and the magni-
tude of the transfer functions under galvanostatic conditions makes CFRA by water
pressure perturbations useful to gauge electrolyte dehydration.

Finally, an identifiability analysis was performed which confirmed that CFRA of-
fered a more reliable parameter estimation than EIS. In particular, CFRA based on
water pressure perturbations showed the best performance with respect to parameter
estimation, which makes this method the most suitable for application as onboard di-
agnostic tool among the others.

In order to validate the theoretical findings, an experimental setup producing simul-
taneous periodic perturbations of oxygen and water pressure was developed, alongside
a protocol for data analysis and determination of CFRA transfer functions.

Then, using the setup and the established experimental procedure, CFRA spectra
were experimentally determined. The CFRA spectra obtained by using oxygen pres-
sure inputs agree well with the theoretical ones, confirming the theoretically predicted
capability to detect selectively the gas transport dynamics in the channel. On the other
hand, the use of water pressure inputs allowed to detect mostly the dynamics of water
sorption in Nafion, as likewise observed in simulations. However, all the collected
CFRA spectra showed patterns at higher frequencies which were not seen in the simu-
lations. These features were assumed to be due to phenomena that were not accounted
in the model. In this context, the transport of liquid water on the cathode side and res-
onance phenomena were discussed as possible contribution. The latter hypothesis was
supported by simulations of a a simplified PEMFC channel model spatially distributed
along the axial coordinate.

The reliability of the estimation by fitting CFRA and EIS spectra with the model
was compared in order to determine the most suitable frequency response technique
for model-based onboard diagnostic tools. For this, the identifiability analysis from
the theoretical study was adjusted considering the experimental settings and repeated.
It was found that the charge transfer coefficient and oxygen effective diffusivity can-
not be estimated correctly together because they were extremely correlated in all the
cases. On the other hand, CFRAs performed by using water pressure perturbations
were confirmed to be most reliable techniques for parameter estimation.

Finally, the concept of coupled transfer function was advanced, defined as a linear
combination of CFRA transfer functions obtained by two simultaneous partial pressure
inputs. Due to the different qualitative shape of the spectra depending on the humid-
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ification of the fuel cell feed, the coupled transfer functions were found to be helpful
in the detection of drying out of the membrane caused by malfunctioning of external
humidification systems.

To conclude, CFRA proved to be highly useful experimental technique comple-
mentary to EIS capable to discriminate the contributions of gas transport and water
sorption in Nafion from the overall performance. These features candidate it as a
promising onboard diagnostic tool, overcoming the ambiguities of EIS.
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Preface

In the context of this dissertation, five articles were published, which are partially
included in the manuscript. The chapters containing parts of these articles are listed in
the following.

• An extensive review of the main degradation mechanisms and faulty states of
polymer electrolyte membrane fuel cells (PEMFC) was performed in Sorrentino
et al. [1]. A reduced version of this work is presented in the Chapter 2.

• Several frequency response analysis methodologies based on nonelectrical in-
puts and/or outputs employed to diagnose PEMFCs were reviewed in Sorrentino
et al. [1]. In the same article, a mathematical framework rooted in linear system
theory to evaluate systematically the sensitivity of a general transfer function
to parameters related to certain processes is introduced. This work is partially
presented in the Chapter 3.

• A theoretical analysis investigating the capabilities of the concentration-alternating
frequency response analysis (CFRA) as novel diagnostic tool for PEMFCs is
presented in the Chapter 4. Part of the results shown in this study together with
the developed model were published in Sorrentino et al. [2].

• In the Chapter 5, a detailed description of the experimental setup and protocol
designed to perform CFRA experiments and determine the spectra in frequency
domain is presented. Part of this chapter was discussed in Sorrentino et al [3]
and Sorrentino et al. [4].

• The experimental validation of the theoretical results is discussed in the Chapter
6. The same findings are reported in Sorrentino et al. [4].

• The concept of coupled CFRA transfer function is introduced in the Chapter 7
together with an experimental and model based analysis of the related spectra.
All the results shown in this chapter were reported in Sorrentino et al. [5].
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ū Gas average velocity m s−1

V Volume of the channel m3

W Input vector
WCH Channel width
x Sandwich coordinate m
X State variables vector
y Axial coordinate m
yα Molar fraction -
Y Input vector -

Greek

α Charge transfer coefficient -
β Normal input matrix -
γ Normal output matrix -
ε Porosity -
ζE Voltastatic CFRA transfer function A Pa−1

ζI Galvanostatic CFRA transfer function V Pa−1

ζ ′E Coupled voltastatic CFRA transfer function A Pa−1

ζ ′I Coupled galvanostatic CFRA transfer function V Pa−1

η Overpotential V
θi Generic parameter -
κH+ Proton conductivity in Nafion S m−1

λMH2O
Water content in Nafion -

λi Eigenvalue -
Λi Diagonal eigenvalues matrix -
ξ Electroosmotic drag force -
ρEW Density Nafion kg m−3

xvi



ω Angular frequency Hz
τ Time constant Hz
τt Tortuosity factor -
φ Simulation vector -
φα Adimensional dispersion coefficient -
Φ Ohmic voltage loss V

Superscripts
0 Nominal value
a Anode
c Cathode
CH Channel
CL Catalyst layer
DL Double layer
eff Effective value
GDL Gas diffusion layer
M Nafion membrane

Subscripts
c Critical value
diff Parameter related to diffusion process
dp Dew point value
el Electric quantity
hyd Hydraulic flux
HOR Hydrogen oxidation reaction
i Index
in Inlet
j Index
k Index
kin Kinetic parameter
K Parameters subset
m Index
n Index
ORR Oxygen oxidation reaction
out Outlet
ref Reference value
step Quantity related to step experiments
w Water
α General component
Ω Interface

xvii



xviii



Chapter 1

Introduction

It is widely accepted that global warming is caused by CO2 emissions and that their
reduction is mandatory in order to mitigate it. Considering that almost 23% of the CO2

emissions is due to the transportation sector [1], the development of vehicles based on
zero CO2 emission technologies will be crucial for the development of a decarbonized
society. In this respect, polymer electrolyte fuel cells (PEMFC) are being targeted as
one of the most promising clean alternative to replace the internal combustion engine.
Aside from their high efficiency, zero emissions and silent operations, the main reasons
which make PEMFC more attractive than lithium ions battery systems for the automo-
tive sector are the higher power densities, fast start up times, capability of covering
larger driving distances (> 450 Km), fuel refueling in few minutes and the possibility
to be inserted in a more sustainable hydrogen economy cycle [2]. Because of these
features, they have found early niche applications in forklift trucks, remote back/up
power and fuel cell bus deployment which are expanding in the last years. Moreover,
a substantial improvement of the energy density and reduction of costs due to material
improvements and enlargement of infrastructures is expected in the years to come with
respect to other technologies. However, efficiency and operating life will need to be
significantly improved to make PEMFC competitive in the market.

The working principles of PEMFCs are described in detail in the literature [3, 4]
and are therefore here not repeated. The performance losses in PEMFCs are mainly
related to specific dynamic processes occurring within the cell during operations. The
most influential are: (i) mass transport of oxygen in the cathode flow fields and catalyst
layer, (ii) charging of the double layer taking place in parallel with faradaic reactions at
the catalyst interface, (iii) sorption of water in the Nafion membrane. They determine
concentration polarization losses, charge transfer resistance and ohmic resistance of
the cell respectively. The impact of all these phenomena on the global performance
highly depends on the parameters related to the structural properties of the cell mate-
rials, as well as on the operating conditions. The prolonged use of PEMFCs exposes
these components to several degradation mechanisms which lead to irreversible lower-
ing of the performance and decrease of the cell lifetime. Most commonly degradation
leads to: (i) loss of active catalyst area, (ii) membrane thinning, (iii) loss of hydropho-
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bicity of the gas diffusion layer (GDL), (iv) mechanical failure of the membrane.
Degradation is accelerated by operation under faulty conditions like: (i) flooding of
the electrodes, (ii) dehydration of the Nafion membrane, (iii) reactants starvation, (iv)
presence of impurities in the fuel or oxidant feeds. Therefore, a deep understanding
of the dynamic processes governing each of these faulty states is necessary in order
to develop mitigation strategies able to limit material degradation and prolong the cell
lifetime. This can succeed only upon developing efficient diagnostic tools capable to
identify the contribution of specific processes to the PEMFC performance.

Frequency response analysis (FRA) techniques have been used successfully to sep-
arate different phenomena acting in parallel and to evaluate their individual contribu-
tions to the total efficiency losses. Electrochemical impedance spectroscopy (EIS)
is the most commonly used frequency response methodology applied to PEMFC. It
consists of exciting the cell by a sinusoidal electric input (current or cell potential) at
different frequencies, measuring the complementary electric output, and analyzing the
input/output correlation by the means of linear system theory (LST). However, EIS
often fails to separate the contribution of different phenomena due to the coupling in
the frequency spectra of dynamic processes with similar time constants. For this rea-
son, in many instances, it is difficult to identify the mechanism which dominates the
performance of PEMFCs through EIS. In the last years, for the study of different elec-
trochemical systems, it has been proposed that the use of specific nonelectrical inputs
instead of electrical ones could generate a response containing only the the contribu-
tions of a single or few specific processes, minimizing the coupling issues. Based on
this, several other FRA techniques for electrochemical studies have been proposed.
Recently, the first successful applications of this concept have been developed for
PEMFC systems using, among others, back pressure and flow field temperature as
inputs [5, 6].

Following this strategy, the aim of this thesis was the development of a FRA tech-
nique alternative to EIS, based on concentration inputs for the study and diagnosis
of PEMFC. The novel methodology, named concentration-alternating frequency re-
sponse analysis (CFRA), consists of the application of a feed to the cell characterized
by a periodic concentration of one or more reactants. A periodic current or voltage is
obtained as output depending on the electric control applied to the cell, respectively
voltastatic or galvanostatic. Transfer functions based on the used input/output config-
uration were formulated by the same means used for EIS. Specifically, perturbation of
oxygen and water partial pressures sent to the cathode side of the cell were employed
as input, since the processes contributing to most of PEMFC losses are acting on this
part of the cell which is characterized by a sluggish electrochemical reaction. Our ex-
pectations, supported by the theory, were that the use of oxygen and water pressure as
inputs could selectively detect and extract the contribution of the gas mass transport
dynamics and water transport in the GDL and in the membrane, in order to get an indi-
cation of specific faulty conditions and reversible performance losses related to these
processes.

The manuscript is organized according to the following structure. At first, the main
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degradation mechanisms are described in relation to the faulty states enhancing them
(Chapter 2). Then, a brief review of the most used diagnostic techniques for the study
of PEMFC and fault identification is conducted with a detailed focus on the EIS. The
ambiguities on the interpretation of the patterns observed in the EIS, which are espe-
cially verified in the low frequency part of the spectra (f< 1 Hz), and its limits as diag-
nostic tool are discussed. Afterwards, the state of art of FRA methodologies based on
nonelectrical input and/or outputs is discussed with a particular attention to the novel
ones applied to PEMFC (Chapter 3). Additionally, a general mathematical framework
based on LST is formulated in order to asses the quantification of information con-
tained in a general transfer function related to a certain input/output configuration, and
evaluate the possibility to study specific dynamic phenomena. The results of a theoret-
ical study to investigate the capability of the CFRA as diagnostic tool for PEMFC are
presented in the Chapter 4. At first, a one dimensional model of a PEMFC containing
all the main physico-chemical processes influencing the dynamics was formulated and
validated by classic EIS spectra. Then, CFRA experiments were simulated confirming
the possibility to evaluate separately the contribution of different dynamic processes,
otherwise coupled in the EIS spectra, on the fuel cell performance also with the help of
the developed mathematical framework. Additionally, a sensitivity analysis was per-
formed in order to evaluate the reliability of the parameter estimated through model
fitting of the spectra of the different FRA techniques. In order to validate the theoret-
ical results, a setup capable to produce a feed with simultaneous periodic pressure of
oxygen and water has been developed to perform CFRA experiments. The obtained
results are discussed in detail in the Chapter 5. A procedure to process the collected
data by the means of spectral analysis together with a protocol to evaluate the individ-
ual contribution to the electric response of the double concentration inputs was defined
in order to determine the CFRA transfer function. Subsequently, this procedure was
applied to validate the theoretical results (Chapter 6). CFRA spectra were measured at
different steady state conditions showing the predicted skill to separate contributions
of phenomena like oxygen mass transport and sorption of water in the membrane.
However, discrepancies with the simulations were also observed at higher frequencies.
Possible processes that led to these patterns are discussed. Moreover, the quality of
the parameter estimation performed by fitting a single CFRA and EIS spectrum with
the model was again evaluated. The purpose of this analysis was evaluating which
FRA technique were the most suitable to be applied in model based on-board diag-
nostic tool. Finally, the concept of coupled transfer function, which is defined as a
linear combination of oxygen and water CFRA transfer function is introduced in the
Chapter 7. Due to their dependency on the the humidification of the cell feed, the
coupled transfer functions were helpful in the detection of starvation conditions due to
malfunctioning of external humidifiers. A summary of the results is given in the last
part of this work.
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Chapter 2

Degradation mechanisms related to
faulty operating conditions of
PEMFCs and their diagnosis by EIS

The prolonged use of PEMFCs exposes them to several degradation mechanisms which
lower reversibly or irreversibly their performances and decrease their lifetime. The
performance losses are dramatically accelerated under different operating modes and
faulty conditions which are frequently occurring during many of their applications, as
for example in the automotive sector. Two strategies are generally adopted in order
to mitigate the effects of such harmful operating conditions: (i) the synthesis of more
durable materials and cell designs, (ii) the development of real time diagnostic tools
integrated in control systems enabling to minimize the faulty states.

In this chapter, different degradation mechanisms in relation to the faulty states
enhancing them are described (Section 2.1). Then, a brief review of the use of the
EIS for characterization and diagnostic of PEMFCs is presented in Section 2.2. The
current ambiguities in the interpretation of the patterns observed in the EIS spectra and
its limits as diagnostic tool are discussed.

2.1 Faulty states and degradation mechanisms
The most relevant faulty states for stationary and mobile applications of PEMFCs in-
clude poor water management which results in the phenomena of flooding and de-
hydration, reactants starvation, and presence of contaminants in the fuel and in the
oxidant streams. The relations between these detrimental operating conditions, the
various type of degradation and their effects are depicted in the Figure 2.1. Following
this scheme, an overview of the irreversible degradation mechanisms with respect to
the faulty states enhancing them is presented in this section.
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Figure 2.1: Schematic of the relations between faulty conditions, degradation mecha-
nisms, irreversible degradation, and their effects.

2.1.1 Performance losses and degradation mechanisms associated
to inefficient water management

Water management plays a central role in the PEMFC performance. Its optimization
has driven most of the research on better component materials and the implementation
of new designs in the last years [7]. The presence of water in PEMFCs is essential in
order to keep the Nafion membrane and the ionomers in the catalyst layers hydrated.
Only in this state, the transport of protons from the anode to the catalytic surface of
the cathode is making the oxygen reduction reaction (ORR) possible.

Water is introduced in the system through humidification of the oxidant and fuel
streams and it is produced as unique product by the ORR reaction. In many applica-
tions, as for example in the automotive field, operating conditions with low relative
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humidity of the feeds are preferred, relying on the self humidification of the Nafion
membrane. [8, 9]. The produced water tends to condensate in the porous structure of
the cathode electrode where part of it is transported to the channel to be expelled. The
water present in form of vapour is driven by diffusion and convection to the same di-
rection. Exchange of water between anode and cathode occurs through transport in the
Nafion membrane by different mechanisms: (i) electroosmotic drag flux consisting of
the water dragged from the protons going from anode to cathode side, (ii) back dif-
fusion of the water generally in the direction from cathode to anode, (iii) hydraulic
permeation, (iv) thermal osmotic drag [10]. The last two mentioned mechanisms
are significant only under specific circumstances [11, 12]. In particular, the hydraulic
permeation flow becomes considerable in asymmetric pressure operating conditions,
while the thermal osmotic drag has a strong effect during start up and shut down of
the fuel cell because of the higher temperature gradients [13, 14]. Improper balance
between the aforementioned mechanisms can lead to the faulty conditions of flooding
of the electrodes and dehydration of the Nafion membrane.

A situation of flooding is achieved when liquid water starts to condensate and ac-
cumulate inside the porous structure of the electrodes. This phenomenon occurs first in
the catalyst layer where the liquid water fills the pores increasing dramatically the re-
sistance of the mass transport of the gaseous reagents, which must dissolve in a thicker
liquid film to reach the catalytic sites. In the GDL, the condensed water only occupies
the hydrophilic part of the pore network, while it is repelled in the pores made of hy-
drophobic material which constitute a free path for the gas to reach the catalyst. The
water coming out from the GDL forms small droplets on the interface with channel
which are subsequently dragged out from the cell by the gas stream. However, water
can accumulate under the ribs and the lands of the flow fields in contact with the GDL,
where the diffusion length is too long to reach those regions and efficiently remove
the liquid water [15, 16]. By the time, the gaseous species cannot diffuse because of
excessive presence of liquid water in the pore network. In this way, areas of local
starvation of reactants at the catalyst interface are formed. Thereby, strong current
inhomogeneities and increase of the concentration polarization have been verified in
the cell, causing performance losses and even the shut down of the system in extreme
cases [17]. Additionally, the water drops dragged by the streams in the channel can ac-
cumulate to the cell outlet at severe flooding conditions, leading to a temporary block
of the gas flow path which gives rise to negative spike in the voltage if operating at
galvanostatic control. As a result of the gas blockage, the pressure drop increases to
a a certain extent after which the excess of the liquid water is flushed out restoring
the cell voltage to the initial value. Such a cycle of build up and removal of liquid
water causing periodic voltage fluctuations and unstable cell performance has been
verified [18, 19].

The main features of the fuel cell components which determine the window of crit-
ical operating conditions where flooding takes place are material composition of the
GDL and the flow field design. However, the latter has a weaker effect on the water
distribution [20, 21]. The cathode side is generally more prone to flooding due to the

6



continuous production of water through the ORR [22]. However, the anode electrode
can also often get flooded under operating conditions where the back diffusion is dom-
inant with respect to the osmotic flow, as for example, at low current density and low
and/or asymmetric relative humidity of the streams [23, 24]. Additionally, strong ac-
cumulation of water in the anode is a common problem in fuel cells operating in dead
end mode [25]. This configuration implies the block up of the anode inlet in order
to maximize the fuel consumption avoiding bulky fuel recirculation systems and has
been largely applied in the automotive sector [8].

Long term operations or dynamic load changes under flooded conditions lead to
degradation of the electrode. Basically, a change of the voltage at the catalyst interface
in the starved regions of the cell favours the progression of side reactions which modify
irreversibly the morphology and the chemical composition of the catalyst [26, 27].

On the cathode side, the depletion of oxygen in the flooded area of the electrode
cause a local voltage decrease leading to lower cathode potentials [28,29]. Under these
conditions, the ORR is replaced by the proton reduction reaction:

2H3O+ + 2e− = H2 + 2H2O (E0 = 0.00V) (2.1)

The reversal current generated by this reaction results in inhomogeneities of the current
densities which increase in the not starved area of the catalyst in order to keep the total
current value demanded by the electrical control applied to the cell. Along with the
current densities, temperature gradients arise between different area of the electrode.
In the catalyst parts with an increased current, the higher temperature enhances the ag-
glomeration of platinum particles causing a local reduction of electrochemically-active
catalyst surface area (ECSA) available for the ORR by the time. The irreversible re-
duction of the ECSA dramatically increases the polarization losses due to the kinetics.

Water usually accumulates towards the end of the flow fields on the anode side
creating a descending gradient of hydrogen partial pressure at the catalyst interface
from the outlet to the inlet. Aside from water, nitrogen permeating the membrane
from the cathode further dilutes the hydrogen in the depleted regions of the electrode,
constituting a so called nitrogen front. Among the other, this phenomenon is quite
likely to happen in fuel cells in dead end mode [25, 30]. As soon as hydrogen partial
pressure decreases, the corresponding local electrode voltage increases due to an in-
crease of the concentration overpotential. Therefore, a gradient in the voltage drop at
the anode electrode/membrane interface is also created. As consequence, the current
redistributes with a higher local density in the regions of lower anode concentration
overpotential to ensure a homogeneous potential distribution in the electronic conduc-
tive material. This redistribution impacts the corresponding cathode electrode regions
close to the cell outlet where the local overpotential and ohmic drop decrease. Then,
the local voltage is higher favoring the reaction of platinum dissolution and carbon
corrosion in this part of the cell.

The platinum dissolution in PEMFCs has been proven to occur either through direct
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dissolution of the metal:

Pt = Pt2+ + 2e− (E0 = 1.19 + 0.029log[Pt+]) (2.2)

or by production of an oxide layer and subsequent chemical reaction:

Pt + H2O = PtO + 2H+ + 2e− (E0 = 0.98 + 0.59pH) (2.3)
PtO + 2H+ = Pt2+ + H2O (log[Pt2+] = −7.06 + 2pH) (2.4)

The Pourbaix diagram of the Pt0/PtO/Pt2+ suggests that Pt metal is fairly stable in the
ionomeric phase for a negative pH and an electrochemical potential below 0.9 V at 25
◦ C [31]. Outside these conditions, PtO and Pt2+ are more stable and the oxidation and
corrosion of Pt through the steps 2.2-2.4 are thermodynamically favoured. However,
it must be remarked that the reaction 2.4 is extremely slow so that the formation of a
platinum oxide layer protects the catalyst against dissolution, which practically takes
place only through step 2.2.

The equilibrium concentration measured in the ionomeric phase is very low also at
high potentials. For instance, a value below 10−9 M has been determined at a potential
of 1.2 V. Despite of this, increase of temperature and the Pt migration to other particles
can enhance Pt solubility making the dissolution process occurring to a significant
extent even at the lower potential of 0.6-0.7 V, as observed in the literature [32, 33].

Smaller Pt particles tend to dissolve preferentially as their chemical potential is
higher than that of bigger particles. The Pt ions dissolved in the ionomeric phase
migrate to the surface of the larger particles contributing to further increase of their
dimensions. By the time, as the size of the small particles falls, their chemical poten-
tial further increases accelerating the dissolution rate and determining the progressive
growth of the larger particles at the expense of the smaller ones. The final result of this
dissolution/redeposition process is an irreversible lowering of the available ECSA. The
growth of the particles through this mechanism mechanism is named electrochemical
Ostwald ripening due to the analogy with the phenomenon occurring in heterogeneous
solutions [34, 35].

Pt dissolution dramatically accelerates under dynamic conditions often resulting
in sudden voltage changes. To cycle from high to low current, the voltage of the cell
is generally varied from 0.6 to 1 V. While the anode overpotential does not signifi-
cantly change under voltage cycling due to the fast kinetics of the hydrogen oxida-
tion reaction (HOR), the sluggish kinetics of the ORR makes the overpotential swing-
ing on the cathode. When the voltage rapidly rises from lower to higher values, the
platinum can dissolve faster than the formation of a protective oxide layer [36–38].
This phenomenon leads to significant losses of ECSA over repeated voltage cycling.
Mayrhofer, et al. [39] applied load cycles between 0.4 and 1.4 V on carbon supported
platinum catalyst and registered an increment of the average catalyst particles size
from 4.9 to 5.6 nm. Then, they observed that mechanisms of particles aggregation
like electrochemical Ostwald ripening, particles migration and coalescence were more
accelerated under voltage cycling.

The electronic conductor, as in our case the carbon black, is critical to the dissolu-
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tion/redeposition, as this growth process involves a coupled transport of Pt ion in the
water ionomer media and the electrons in the conductive support. Virkar and Zhou [40]
were the first to verify such an influence observing that the redeposition does not occur
using non-conductive Al2O3.

Part of the dissolved platinum diffuses into the Nafion membrane and can be re-
duced to metal Pt by the hydrogen permeating from the anode to the cathode [41–43].
Traces of Pt were already detected in fresh membranes, but their concentration in-
creases upon ageing. By the time, a band of Pt emerges close to the interface between
membrane and catalyst on the cathode, which catalyses reactions leading to chemical
degradation of the membrane discussed further.

The general carbon corrosion reaction in aqueous solution can be expressed by the
following equation:

C + H2O = CO2 + 4H+ + 4e− (E0 = 0.207) (2.5)

The Nernst potential of 0.207 V is lower than the cathode potential of a running
PEMFC implying that carbon oxidation is thermodynamically favoured at standard
operating conditions [44]. However, the corrosion rate of carbon is generally very
sluggish at potential below 0.9 V at typical PEMFC’s operating temperature of 60-90
◦C. Anyway, this potential threshold can be shifted depending on the type of carbon,
temperature and humidity. For example, the corrosion of widely used Vulcan carbon
support is insignificant at cell voltages lower than 0.8 V, but becomes fast going at
voltages over 1.1 V and increases with the temperature [45]. Then, serious carbon
corrosion has been observed at normal conditions and at open circuit voltage in fuel
cells after several thousands of hours of operation using such type of carbon support.

As pointed out previously, local regions at high potential in the cathode arise as
result of partial flooding of water in the corresponding opposite parts of the anode.
According to Reiser et al. [46], limited exposure to hydrogen in these regions and
additional presence of oxygen coming through membrane permeation can cause an
anode interface potential drop from 0 to -0.59. This can raise the cathode interface
potential to 1.5 V accelerating dramatically the rate of the carbon corrosion of the
cathode catalyst layer. In case of extended flooding or no supply of hydrogen, keeping
the cell potential at 0.7 V, oxygen evolution and carbon corrosion has been observed
on the anode side.

Favourable conditions to carbon corrosion can also be encountered during start-up
and shut-down of the cell where the distribution of the fuel is inhomogeneous along the
stack at least for a short time. Under a prolonged shut-down, the hydrogen remaining
on the anode crossovers to the cathode while all the channels are filled up of air [47].
As consequence, the starting-up of the cell induces a transient condition in which the
anode at the inlet is reach of fuel while the region close to the outlet is still mostly
occupied by air and starves. During this transient, the local voltage can also reach
value at the cathode higher than 1.8 V relative to the hydrogen reference electrode,
leading to a fast carbon corrosion. Therefore, cycles of start-up and shut-down can
damage considerably the cell. In order to mitigate the effects of this degradation,
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systems involving an external load at the start of the cell or different manifold designs
which allow a more uniform distribution of the fuel have been proposed. [48]

Carbon corrosion leads to further decrease of the ECSA and thinning of the catalyst
layer, as Pt nanoparticles may lose their support and agglomerate to larger particle
by electrochemical Ostwald ripening, or may be completely detached and transported
out of the cell. Additionally, carbon corrosion can increase the electronic resistance
since Pt particles may be disconnected from the electrical network because of the loss
of the carbon support. Moreover, the porous structure of the electrode can be also
deteriorated causing lowering of its mechanical strength and enhanced mass transport.

Poor humidification of the membrane electrode assembly (MEA) determines a low
proton conductivity as this parameter has a proportional dependence on the water con-
tent in Nafion. This leads to an increase of the ohmic resistance related to the limited
proton transport in the membrane and in the ionomeric phase in the catalyst layer.
Moreover, an increase of the kinetic overpotential can also occur under a severe dehy-
dration. Platinum carbon particles surrounded by extremely dried ionomeric phase are
not accessible to the protons lowering the effectiveness factor of the catalyst. This re-
sults in a decrease of the area available for the reaction and the potential at the catalyst
interface increases further.

The nature of the proton transport in Nafion is intimately connected to its chemi-
cal structure and physical changes along with the water content. Several studies have
been conducted in order to elucidate these mechanisms and have been described in
concise reviews [49,50]. Nafion membranes are constituted by a polytetrafluorethylen
(PTFE) backbone having side chains ending in a sulfonic acid group (-SO3H). The
sulfonic group upon contact with water dissociates forming a hydronium ion becom-
ing a hydrophilic center where sorbed water acts as counter-ion forming clusters in
contraposition to the hydrophobic backbone. Two different activation energies of pro-
ton transport, i.e. of 0.36 and 0.1 eV, are respectively measured going from lower
to higher water content of the membrane, suggesting two different mechanisms [51].
When low level of water is present in the system, the hydronium ion is localized on the
sulfonate heads and there is no a continuous water phase in the membrane. In this state,
the transport of protons occurs by the interaction between the close sulfonate chains
which exchange the protons through a mechanism which has been hypothesized to be
based on the propagation of solitons [52]. The energy of the proton transport required
by this mechanism matches the one measured experimentally at low water content. As
the quantity of sorbed water increases, the size of the water cluster expands until they
coalesce with each others forming a continuous phase with properties which approach
the ones of bulk water. Under these circumstances, the protons are transported through
Grotthuss mechanism which results in a higher conductivity.

The effect of these phenomena can be also verified by observing the trend of the
conductivity along with the relative humidity (RH) [53]. In the range of 13-60 % RH,
the conductivity changes sharply by nearly two orders of magnitude, while a change
of less than one order of magnitude occurs in the range from 60-100 % RH.

Long exposure of the cell under dehydrated conditions enhances the chemical
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degradation of the Nafion membrane. This behaviour is unexpected since the perme-
ability of the membrane to gaseous species decreases at lower humidification. On the
other hand, common impurities present in the reactants, as for example sulfate and fer-
rous ions, are accumulated under these conditions, while they are washed out in drain
water at higher RH. These species act as catalyst for the oxidation reaction promoted
by the H2O2 which is produced as side product during operation in the cell [54].

The mechanism of formation of H2O2 and its degrading effect on Nafion have been
elucidated by La Conti et al. [55]. According to this work, oxygen molecules permeate
through the membrane from the cathode side and are reduced at anode catalyst to form
H2O2. The chemical reaction occurs by the following scheme:

H2 + 2Pt → 2(Pt− H) (2.6)
Pt− H + O2 → •OOH + Pt (2.7)

•OOH + Pt− H → H2O2 (2.8)

However, experiments performed by several groups using single side catalyzed MEA
show that H2O2 is produced by mechanisms involving the cathode catalyst as well
[56,57]. The reaction on this side probably takes place at the Pt band in the membrane
formed as result of the Pt dissolution occurring at the cathode. The potential drops at
the band position from the cathode to the anode value going below 0.2 V, which is a
favourable potential for the hydrogen peroxide formation.

The H2O2 sorbed in the membrane reacts with metal ions impurities forming hy-
droxy and hydroperoxy radicals:

H2O2 + M2+ → M3+ + •OH + OH− (2.9)
•OH + H2O2 → H2O + •OOH (2.10)

Nafion is susceptible to peroxide and radical attack due to a trace amount of poly-
mer end groups with residual hydrogen containing terminal bonds. The hydroxy and
hydroperoxy radicals can attack the end of these groups initiating the decomposition,
producing as indicator of this reaction fluoride ions, CO2, SO, SO2. As example, car-
boxylic groups are attacked by hydroxy radicals according to the following scheme:

R− CF2COOH + •OH → RCF2 •+CO2 + H2O (2.11)
RCF2 •+ •OH → R− CF2OH→ R− COF + HF (2.12)

R− COF + H2O → R− COOH + HF (2.13)

This mechanism of degradation results in membrane thinning and consequent lowering
of the mechanical strength. Therefore, phenomena like creeping in tension points of
the membrane and pinholes formation accelerate leading to abrupt increase of gas
crossover and finally to cell failure.

Transitions from well humidified to dehydrated conditions can also contribute to
decrease the life span of a PEMFC. Basically, cycles of operations going from lower
to higher current densities can cause transitions to well humidified to dry membrane.
In the first case, the ionomers acquiring water swell increasing the thickness of the
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membrane and subsequently causing non-uniform local stresses [58]. This situation
leads to the rise of defects like crack and crazing especially in the area more exposed
to compression by the assembly of the cell [59]. On the other hand, drying out leads
to residual tensile stresses and chemical degradation mechanisms, as previously de-
scribed [60, 61]. It has been seen in different study involving acquisition of SEM
images over different numbers of RH cycles that an extensive cycling between these
two conditions accelerates degradation phenomena like pinholes formation and delam-
ination of the MEA catalyst layer [60].

2.1.2 Performance losses and degradation mechanisms associated
to starvation of reactants

In this section, the effect of reactant starvation due to external factors are described.
These mainly include malfunction of the oxidant and fuel conditioning system of
which stationary and automotive fuel cells are provided. This specific source of star-
vation must be identified and distinguished from the others already discussed like in-
efficient water management, improper flow field design or degradation of the electrode
materials, since the corrective action to decrease its consequences involves the adjust-
ment of different parameters.

The typical commercialized fuel cell system configurations have been reviewed in
several papers and the features of the flow management sub-system are here briefly
described [8]. The air supply sub-system generally consists of an air filter at inlet,
air compressor, air intercooler, air humidifier, air recycle or bypass, and air exhaust.
For low pressure fuel cell systems, a compressor is not present and the air is delivered
using fan or blower. Several configurations have been proposed for the fuel supply sub-
system: flow through anode (FTA), dead end anode (DEA), hydrogen circulation anode
(HCA) and hydrogen ejector anode (HEA). In the FTA mode, hydrogen is supplied by
using pressure regulator, while no back valve is used to control the fuel flow at the
outlets and the hydrogen is exhausted into air. The DEA mode implies a blocked
flow at the outlet where a purging valve is opened regularly to avoid the accumulation
of nitrogen and liquid water permeating from cathode to anode. This configuration
allows a high fuel efficiency. The HCA is characterized from a hydrogen recirculation
system which favours also a high fuel consumption avoiding the gas starvation at the
outlet verified in the DEA system. Finally, the particularity of the HEA is the use of an
injector to send the fuel to the cell which does not consume electric power compared to
the usual hydrogen pump. In this way, the stability of the fuel cell system is improved.

Failures of the reactant supply unit can lead to insufficient oxidant and/or fuel
flows, and scarce humidification of the membrane. Natarajan et al. [62] studied the
fuel cell performance at voltastatic conditions, and observed that the efficiency of the
water management is a strong function of the air velocity. Reducing the reactants flow
rates, the water in vapor phase easily saturates and the flooding area shifts near to the
gas inlet. This leads to uneven distribution of the current density. Moreover, Wahdame
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et al. [63] and Bodner et al. [64] pointed out that the decrease of internal pressure at
lower flow rates may cause an increase of the mechanical stresses, uneven internal flow
rates and water distribution leading to hot spots inside the cell. Under these conditions,
the same degradation mechanisms observed under flooding can occur. As seen in the
previous sections, on the cathode side, local water accumulation leads to an increase
of Pt dissolution, while in severe starvation conditions shut down of operation due to
insufficient oxidant supply can occur. Additionally, the oxidant flow rate influences
the dynamic behavior of the cell increasing the voltage undershoot during the load
change of power. On the anode side, severe carbon corrosion has been observed under
repeated fuel starvation conditions [36,48]. Defects in the humidity supply system can
cause dehydration of the membrane accelerating the previously discussed degradation
mechanisms.

2.1.3 Performance losses and degradation mechanisms associated
to impurities

The different impurities often present in small traces in the air and hydrogen streams
affect the fuel cell performance through two mechanisms. Some of them may adsorb
on the catalyst surface of the anode and cathode and block catalytic sites for the ORR
and HOR reactions, causing kinetic overpotential losses. Other impurities can form
cations which can ion exchange with protons bounded to the sulfonic groups in the
Nafion membrane. This process lowers the proton conduction and can result in in-
crease of ohmic losses. The losses due to impurities can be permanent and irreversible
or temporary and reversible. In last case, a recovery procedure can be performed in
order to recover completely the performance.

Impurities in the fuel stream originate from the production process which is basi-
cally the reforming of different hydrocarbon mixtures. For example, the most common
anode catalyst poison, carbon monoxide, is produced via reverse water gas shift occur-
ring in the steam reforming process. CO chemiadsorbs on the Pt forming a strong bond
with the metal. The chemisorbed CO blocks the adsorption of hydrogen reducing the
number of the sites available for the HOR [65, 66]. This catalyst poisoning causes a
reduction of the electro-oxidation rate and a raise of the anode overpotential which
dramatically lower the performance compared to CO free case. However, the long ex-
posure to CO poisoning does not affect the durability of the cell and the performance
losses can be completely recovered. One of the most common recovery strategy is the
so-called air bleed which consists in mixing the fuel stream containing CO with oxy-
gen or air [67]. In this way, CO is chemically oxidized into CO2 at the catalyst surface
without electricity production.

Hydrogen obtained by the reforming of the natural gas may contain traces of H2S.
This compound has a strong affinity with metals like platinum and can adsorb on cat-
alytic sites leading to the same degrading consequences verified in the CO case. The
degrading effect of H2S is a function of the concentration and time of exposure [68]. It
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has been seen that 1 ppm of H2S completely disables a fuel cell operating at 0.5 V after
21 h of exposure. The performance loss is not recoverable indicating the irreversibility
of the poisoning process. This is due to the fact that the electrochemical oxidation of
the chemisorbed sulfur to non-poisoning species occurs only at 0.8-1.3 V which is not
achievable during H2 fuel cells operations.

Another common impurity present in hydrogen streams obtained by natural gas
reforming is ammonia. NH3 reacts with H+ on the sulfonic groups of the membrane
forming NH+

4 and consequently lowering the proton conductivity. The poisoning pro-
cess starts on the anode catalyst layer and continues into the membrane as the ammonia
diffuse [69]. The increase of the ohmic resistance due to this poisoning mechanism is
rapid. Short-term exposure to NH3 below 1 h shows reversible effects on the perfor-
mance. On the contrary, it has been shown that long term exposure leads to irreversible
degradation and not complete recovery of the cell previous state.

The cathode side is generally exposed to air pollutants that succeed to pass the
filter located before the cell inlet in the PEMFC systems [70]. Among others, one of
the most common is the sulfur dioxide produced from fossil fuel combustion which
can be found in urban area and in proximity to some chemical plants. SO2 affects the
cathode catalyst through the same mechanism as on the anode side described above.
Similarly, the performance cannot be fully recovered by sending contaminant-free air
during fuel cell operations, but only by performing cyclic voltammetry to oxidize the
adsorbed SO2.

Nitrogen oxides NOx are another common air contaminants affecting fuel cell per-
formance. The poisoning mechanism of NOx has not been fully understood, since no
surface species have been detected during cyclic voltammetry indicating no catalyst
poisoning mechanism. The poisoning rate does not strongly depend on bulk concen-
tration of NOx, but rather on the time of exposure. The fuel cell performance gradually
decreases achieving a plateau after 30 h. A full recovery is obtained upon supplying
air without contaminants for 24 h.

Additionally, salts like NaCl coming from sea mists can contaminate the air cath-
ode supply. The performance loss due to this contaminant is related to the decrease of
proton conductivity as a consequence to the exchange of H+ with Na+ in the Nafion
membrane. Large quantity of salts also decreases the hydrophobicity of the GDL in-
creasing the retention time of water and subsequently the mass transport resistance
of the oxygen. Cyclic voltammetry measurements reveal that Cl− does not block the
catalyst surface.

2.2 Use and limits of EIS in the study of PEMFCs
The complexity of the physico-chemical phenomena during PEMFCs operations, the
many faulty conditions and degradation mechanisms have boosted the implementation
of various diagnostic methodologies which are mostly based on already existing elec-
trochemical techniques. The protocols for characterization of PEMFCs listed in the
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international standards test methods includes polarization curves, current interruption
methods, cyclic voltammetry and EIS [71].

Polarization curves provide information on fuel cell performance as a whole, fail-
ing to give insights on the contributions of specific processes or to determine whether
activation, ohmic or mass transport losses are dominant. Current interruption method-
ologies are widely used to measure PEMFC ohmic resistance with the advantage of
having a relatively straightforward data analysis procedure. However, they require a
fast monitoring of the voltage changes which can be obtained with the implementa-
tion of an additional oscilloscope connected in parallel to the cell, overloading further
the hardware [72]. Cyclic voltammetry is successfully used to determine the ECSA
of the cell porous electrodes with a good accuracy enabling to get information on the
degradation state of the catalyst. Despite of the diagnostic usefulness of these tech-
niques, their application in real time mode to operating multiple cells or stacks under
voltastatic control is impractical. On the contrary, several real time diagnostic routines
for fuel cells testing based on EIS have been established and integrated with control
systems.

EIS is based on the application of a small AC perturbation at different frequencies
to the cell which can be performed during operations without significantly influencing
the performance of the system. Unlike other techniques, the losses due to phenomena
occurring at different time scales can be separately evaluated and visualized in different
frequency regions of the EIS spectra. However, this is not always the case since the
effects of many processes are often coupled not allowing the identification of them
and leading to misleading conclusions [73–76]. The applications and the mode of use
of EIS in PEMFC research for improvement of the durability are briefly described in
the Section 2.2.1. Then, a survey of the phenomena detected in the different regions
of the different representation of the EIS spectra is reported with an emphasis on the
coupling of the contributions of different processes and the interpretation of patterns
in order to demonstrate the limitations of this technique.

2.2.1 Application and mode of use of EIS in PEMFC research
As the others diagnostic tools, EIS is mainly employed to investigate the influence of
different material components and cell designs on fuel cell performance as well as to
develop onboard diagnostic tools.

In the first case, EIS is applied on different PEMFCs where certain features of
the cell are systematically varied. The outcome of the implemented modifications
is evaluated through parameter fitting of a PEMFC model to the EIS spectra. Three
different model approaches are usually employed: (i) physically based, (ii) equivalent
circuits (EC), (iii) data driven models. An example of this operating mode for testing
MEA with different electrolyte compositions is displayed in Figure 2.2.

Following this general strategy, many characteristics of PEMFCs have been im-
proved. For example, a combination of experiments and simulations was used by
several groups to investigate the effect of different flow field geometries in order to re-
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Figure 2.2: Schematic of the main uses of EIS for optimization of cell components and
onboard diagnosis.

duce the mass transport resistance on the cathode side [77,78]. Others have focused on
the understanding of the relationship between the GDL features and the resistance to
oxygen transport [79], water removal [80], electron conduction and heat transport [81]
using EIS in combination with other experimental techniques. Moreover, the employ-
ment of EIS for a better comprehension of the relationship between catalyst layer struc-
ture, its efficiency and durability was extensive and supported the synthesis of MEA
with optimized ionomer content, ionomer/carbon ratio and platinum loading [82–84].
Finally, the performance of membranes alternative to Nafion were also tested , as for
example poly-vinylidene-fluoride and polybenzimidazole [85, 86].

Generally, the implementation of EIS based onboard monitoring systems for faulty
states identification was performed through two different approaches: model based
and non-model based. In the first one, a model able to simulate with a certain de-
gree of confidence the monitored output of the system is developed. The models can
be differentiated in white-box models constituted of a series of algebraic or differ-
ential equations based on physicochemical relations, and black box models based on
statistical data driven algorithms that develop empirical relations deduced by a suit-
able number of experimental database. A scheme of this approach is given in Figure
2.2. Differently, the non-model based approaches allow the detection of faults through
qualitative reasoning methodologies based on sets of input and output data. The use
of this approach is becoming popular in the last years due to the rising development
of machine learning algorithms. However, in this dissertation, we focus on the use of
white box model based diagnostic tools, since they give us a physical perspective of
the system dynamics.

In the model based approach, the identification of the faulty states can be performed
through two different strategies. In the first one, the model can run in parallel with the
physical system so that the differences between the model and the system outputs, so
called residuals, are measured in real time. Once one or more residuals correlated
to a certain faulty conditions overcome a fixed threshold a symptom is detected and
communicated to the control system for the implementation of a proper fault isolation

16



procedure. On the other hand, if the model is provided by parameters related to the
behaviour of a specific component or physical phenomena, a correlation between nom-
inal values of parameters obtained in no faulty conditions and faulty conditions can be
analysed. Then, the data can be fitted during operation of the system and when the
variation of a parameter achieves a certain limit, the correlated fault can be detected
and isolated.

The most used white box model approach in PEMFCs diagnostic tools based on
impedance is the development of an EC. Elements of a circuit such as resistors, ca-
pacitors and Warburg components are used to represent respectively ohmic or charge
transfer resistances, double layer capacitance and diffusion. Different combinations
of these elements in series or in parallel depending on the relation between the differ-
ent processes accounted can be obtained constituting the so-called EC model of the
cell. Many EC models have been proven useful to obtain parameters such as kinetic
resistance and membrane proton conductivity under different operating conditions.
Some of them have become a standard methodology of analysis. For example, the
transmission line model is particularly suitable to describe spatially distributed porous
electrodes giving estimation of double layer capacitance and can be used to optimize
structural parameters [87–89].

Several onboard monitoring techniques based on fitting impedance through EC
models have been proposed in the last years [87, 90]. One of the first examples that
must be mentioned is the one of Fouquet et al. [91] who developed a robust fault de-
tection and isolation diagnostic tool for PEMFC hydration state monitoring. In their
work, EIS is performed on the system at a certain frequency range and the spectra are
fitted by an EC model. The variation from specific nominal parameters of the model
indicates if flooding or drying out of the cell is occurring. Narjis et al. [92] proposed
a novel hardware which enables to perform EIS on the operating system superimpos-
ing the sinusoidal input signal on the existing output DC/DC considerably decreasing
disturbances in the electrical load. The faults are also in this case analysed by the
variation of the nominal parameters of an EC model like in the previous case. Other
works in this direction have been reviewed in detail [90]. However, the use of the EC
models has been highly criticized mainly because of a lack of their physical interpre-
tation which can lead to misleading conclusions [87]. Furthermore, ECs often include
too many elements, and parameters cannot be precisely identified through fitting of the
spectra. It is also not uncommon that different EC models can fit the experiments with
the same accuracy. This dramatically decreases the applicability and the diagnostic
power of EC models in many situations.

In the last years, physically based models have been formulated to interpret the
meaning of EIS spectra and give a more trustworthy estimation of parameters [93].
These include more complex models involving several physical and electrochemical
phenomena able to predict the spectra in a wide range of operating conditions. Other
models have been developed with the aim of describing impedance spectra under spe-
cific conditions to put a light on unexplained patterns or to estimate some characteristic
parameters. Because of their complexity and long computational time required for a
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numerical solution, they have been only recently applied as support to onboard di-
agnostic systems. One of the few example is presented in the work of Chevalier et
al. [94] who formulated a 2D model suitable for onboard applications able to discrim-
inate flooding on the anode from the one on the cathode.

Independently from the kind of model approach used, the identification of faults
and the extraction of parameters by the impedance spectra is made unreliable from the
coupling of physical processes acting in the same time range and from the huge amount
of structural and operating parameters influencing them. In the following sections, a
review of the processes analysed through impedance spectra and of the diagnostic use
is reported dividing them for the frequency region in which they are observed. Namely,
the spectra are divided in three sectors: high frequency region (f > 10 Hz), middle
frequency region (0.1<f< 10 Hz) and low frequency region (f<0.1 Hz).

2.2.2 High frequency region (f > 10 Hz)
In this part of the spectra, the fastest transient processes involving charge transport
are detected. One or two mixed arcs can be observed depending on the operating
conditions in the impedance Nyquist plot which converges to the real part axes going
to higher frequencies. An example is given in the first row of Table 2.1 which displays
the most common patterns observed in Nyquist plots related to PEMFCs.

The value of the high frequency intercept with real axes represents the total ohmic
resistance of the cell which can be expressed as the sum of the ohmic resistances of
each fuel cell component such as membrane, catalyst layer, GDL, bipolar plates and
of the contact resistances between them [99, 100]. The connecting wires can generate
an inductive effect influencing the impedance measurements at such frequency range.
One approach used to eliminate this effect is to measure the impedance of the opened
cell and subtract it from the subsequent measurements [101]. Due to its fast estimation,
the determination of the high frequency intercept has been largely used as indicator of
particular fault and degradation states, as well as for optimization of operating condi-
tions.

The rapid changes of the high frequency resistance during operation occurring in
time scales of tens or hundreds of seconds are assumed to be related to the variation
of membrane ionic resistivity due to different membrane hydration state. The contri-
butions of other components are excluded as the variation of their ohmic resistance is
result of more sluggish degradation processes. For this reason, the change of the high
frequency resistance is exclusively considered a measure of the change of water con-
tent in the membrane. The first one to take advantage of this correlation was the R&D
division of the General Motors which developed a method to optimize the humidity
level of a fuel cell stack based on the continuous monitoring of the high frequency
impedance, associating an increased resistance to membrane drying [102]. On the
other hand, a decreased resistance in conjunction with low performance was associ-
ated to flooding. Following this example, many other methodologies have been devel-
oped to differentiate drying and flooding measuring this parameter together with other
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EIS Nyquist Plot Patterns Associated Processes
High frequency capacitive loop

• charging of the cathode double layer
and ORR charge transfer resistance.

• charging of the anode double layer
and HOR charge transfer resistance.

Distortion of the high frequency loop

• inhomogeneous ionic resistance and
capacitance distribution.

Low frequency capacitive loop

• mass transport of oxygen along the
cathode flow field channel.

• dehydration of ionomers of the an-
ode catalyst layer.

Low frequency inductive loop

• adsorption steps of the ORR and/or
platinum oxidation and dissolution.

• CO poisoning on the anode catalyst.

• hydration of the Nafion membrane
through back diffusion of water.

Table 2.1: Most common pattern of EIS Nyquist plot related to PEMFCs. The figures
are respectively adapted from Springer et al. [95], Paganin et al. [96], Ciurenau et
al. [97], and Wiezell et al. [98].

19



indicators, as for example back pressure or imaginary part of impedance at specific
lower frequency values. In the works of Nitta et al. [103] and Ashgari et al. [104], high
frequency EIS has been used to evaluate the contact resistance between the GDL and
the catalyst layer as a function of the compression. They claimed that this resistance
represents a considerable part of the general ohmic resistance and can dramatically
affect the current distribution inside the cell. Moreover, the effect of the poisoning due
to traces of NH3 in the anode feed has also been investigated performing impedance
at high frequency [105]. It has been found that the membrane conductivity loss is the
main cause of degradation for fuel cells due to ammonia contamination.

Only one arc is generally observed as complete spectrum at low overpotential using
well humidified pure hydrogen and oxygen streams [73]. This loop is related to the
double layer capacitance of the electrode combined with the charge transfer of the
ORR reaction. The diameter of the arc is a measure of the charge transfer resistance
and its magnitude decreases going to lower potential, since the kinetic is faster at
higher overpotentials. The contribution of the charge transfer of the HOR is neglected
under these circumstances, as its kinetic is much faster than ORR. This capacitive arc
is mainly used as indicator of catalyst properties such as catalyst surface area, catalyst
loading and catalyst utilization.

A distortion of the semicircle at high frequency can be often observed. It is con-
stituted by a straight line at 45 ◦ with respect to the real axis which resembles the
Warburg impedance with a characteristic proportionality | Z |∝ ω1/2 (see second row
of Table 2.1). This feature is generated by the coupling effect of the distributed ionic
resistance and the distributed capacitance in the catalyst layer which is emphasized
under conditions of limited proton conductivity. Additionally, this distortion can be
accompanied by a smaller potential independent loop partially merged to the larger
one. One of the experimental proofs of the correlation between the appearing of the
45 ◦ line path and the distributed electronic properties of the catalyst layer has been
given by Paganin et al. [96] who observed a gradual disappearing of this feature by
decreasing the thickness of the catalyst layer.

The behaviour of the high frequency capacitive loop and the relation with the
structural parameters of the catalyst layer has been extensively studied and interpreted
through the development of different model approaches such as simple pore models,
agglomerate models, macrohomogeneous models, flooded agglomerate models and
EC. Springer et al. [95] were between the firsts to develop a PEMFC model based on
the macrohomogeneous description of the porous electrode using it to fit impedance
spectra at different voltages and separate the different sources of losses. Specifically,
they evaluated the electrochemical kinetics and proton conductivity in the catalyst layer
by investigating the effect of these resistance sources on the variation of structural pa-
rameters like length of the thin film layer. They were able to reproduce all the fea-
tures of the EIS spectra including the effect of the charge distribution in the electrodes
showing that the highest catalyst utilization is achieved with thin film catalyst layers
made of ionomer/Pt/C composites. A limited proton conductivity, together with a low
permeation of oxygen in the cathode catalyst layer, are the factors which have the
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largest impact on the high frequency arc. Moreover, it was found that the effects of
the low humidification in the catalyst layer leading to a scarce proton conductivity in
the ionomers can exceed the ones of the resistance of a dried membrane. These results
were further confirmed in other works. Ciurenau et al. [97] performed an analysis of
the PEMFCs performance through a flooded agglomerate model emphasizing the pos-
sibility to evaluate separately the effects due to charge transfer, air diffusion into the
pores of the catalyst layer and the diffusion in the Nafion layer surrounding the catalyst
particles through the fitting of the high frequency arc of the impedance. Their stud-
ies also demonstrated that a good humidification state is essential for a good proton
conductivity and an efficient catalyst layer.

Among the EC models, the transmission line representations are the most applied
to interpret impedance results, since they can well reproduce the effect of the dis-
tributed parameters on the spectra like the 45◦ straight line in the Nyquist plot. Many
studies have taken in advantage of the particular suitability of the transmission line
model to extract the electronic conductivity of the different phases constituting the
catalyst layer together with the double layer capacitance [106–109]. One of the first
works in this direction is the one of Eikerling and Kornishev [106] who developed
a transmission line circuit with a repetitive unit which is constituted of two parallel
resistive elements respectively for electron transport in the carbon particles and pro-
ton transport in the ionomers connected by a double layer capacitance in parallel with
a charge transfer resistance. This circuit configuration has been used in many other
studies. Additionally, the use of this model approach in combination with impedance
experiments performed on cell operating with H2/N2 gas feed configuration has be-
come popular to collect information on microstructural parameters of the catalyst. The
main advantage of the H2/N2 configuration lies in the simplicity of the interpretation
of the obtained EIS spectra which are free from the contribution of the ORR kinetics
and mass transport. As example, the work of Lefebvre et al. [107] must be mentioned,
where this kind of analysis was used to optimize the Nafion loading. Similarly, Ci-
menti et al. [109] have used the methodology to measure the proton conductivity with
good accuracy comparing it with the conductivity estimation using a H2/O2 configu-
ration. They claim that the advantages in the first case were the quicker performing
of the measurements and the possibility to carry them out in any humidity condition
achieving more easily an equilibrium of the ionomer hydration.

Due to its strong dependence on charge transfer resistance and catalyst efficiency,
the high frequency capacitive loop is higly sensitive to degradation mechanisms of the
catalyst layer i.e. carbon corrosion, platinum dissolution and particle sintering which
decrease the active surface area. For this reason, many onboard diagnostic tools have
been proposed based on the monitoring of the impedance at high frequency region in
the last years. Most of these methodologies imply the development of a model, which
is generally an EC, and the fitting of it to a series of impedance spectra of PEMFCs
on which accelerated stress tests have been performed. The variation of the extracted
parameters along with the degradation state of the cell is interpreted and associated to
specific degradation mechanisms, giving the possibility of checking the health status.
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Recent examples are the methods developed by Nara et al. [110] and Pivac et al. [111]
who correlated the parameter changes of their EC model to morphological changes of
the catalysts combining impedance at high frequencies with ex situ techniques as TEM
imagines.

The contribution of the anode charge transfer on the impedance spectra is not al-
ways negligible. According to Kuhn et al. [112] who have measured the half cell
impedance of a PEMFC, anode contribution is even of the same order of magnitude
as of the cathode one and has a significant impact on the entire cell impedance below
1 Hz. However, this assumption is considered questionable and object of debate in
the electrochemistry community. The impedance response of the HOR has also been
investigated in detail by Wiezel et al. [113, 114] using a symmetrical H2/H2 setup.
Their work combining modeling and experimental studies considers a Tafel Volmer
mechanism for the kinetics which gives rise to two high frequency capacitive loops
confirming the findings of previous studies [96, 112, 115, 116]. Under conditions of
considerable mass transport resistance on the anode, the starvation of hydrogen at the
catalyst interface causes an increase of the overpotential and the size of the high fre-
quency arc expands. As consequence, an additional arc appears next to the capacitive
cathode charge transfer loop in the Nyquist plot. This pattern has been observed in
PEMFCs running with diluted hydrogen gas and/or low flow rate. Boillot et al. [117]
investigated in detail this phenomena demonstrating the attribution of the additional
arc to the HOR through experiments at different hydrogen stoichiometry.

It has been observed that the contribution of the anode charge transfer resistance
becomes significant at low humidity conditions and using thicker membranes. The
reason of such a correlation has been first advanced in the study of Andreaus et al.
[116]. According to their work, a low humidification implies a decrease of the water
content not only in the membrane, but in the electrolitic ionomeric channel of the
catalyst layer as well. The anode side is more subjected to the dehydration of the
ionomer in the catalyst, as the electrosmotic flow drags water away from anode to
cathode. Basically, the channels deep in the active layer become dry and, subsequently,
the linked Pt catalyst sites may become inactive, as the proton to be formed by the
oxidation of H2 cannot be hydrated and transported out the catalyst to the membrane.
The inactivation of several regions of the ECSA makes the overvoltage increasing to
keep the value of the current imposed by the control. The back transport of water
produced on the cathode to the anode may compensate this effect, but the use of a
thicker membrane tend to minimize this compensation.

On the cathode, the catalyst dries less easily due to the water production by ORR
even though Neyerling et al. [118] measured a significant dependence of the catalyst
activity on the water content at relative humidity below 60-50%.

2.2.3 Middle frequency region 0.1<f<10 Hz
When EIS is performed on PEMFCs operating in H2/air feed configuration an addi-
tional capacitive loop like the one showed in the third row of Table 2.1 appears in
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the Nyquist plot region corresponding to this frequency range. This pattern is not ob-
served using saturated streams of pure oxygen as feed. The size of this additional arc
increases along with the overpotential and often overlaps completely with the charge
transfer contributions at higher frequency. Its origin has been initially attributed only
to mass tranport resistance of the gas in the cathode GDL and catalyst layer. Through
a combination of modeling and experiments, Springer et al. [95] concluded that the
appearing of the second low frequency arc indicates significant losses due to diffusion
of oxygen diluted with nitrogen in the GDL. The main experimental evidence of this
hypothesis arose from the fact that the use of a double GDL layer leads to a lowering
of the fuel cell performance accompanied by an increase of the low frequency loop.
The later work of Ciurenau et al. [97] supported the view of Springer further clarifying
the role of the electrode flooding. They investigated the effect of the flow rate observ-
ing a gradual decrease of the low frequency arc using higher flow rates. Supported by
the fitting of experiments to an EC model, they came to the conclusion that this phe-
nomenon reflects the appearance of a concentration gradient of oxygen in the GDL and
catalyst layer resulting from a decrease of the effective porosity due to accumulation
of water. Liquid water starts to increase when the rate at which it accumulates in the
cathode becomes larger than that at which it is removed. Thus, the disappearing of the
low frequency capacitive loop using higher flow rates is explained by an acceleration
of the removal of water by evaporation or dragging out by the gas stream. Any other
factor accelerating the water removal from the cathode leads to the same trend on the
impedance spectra, as for example the decrease of the thickness of the Nafion mem-
brane verified in the work of Paganin et al. [96] which makes more efficient the back
diffusion of water into the membrane. The studies of Fouquet et al. [91] and Canut
et al. [119] on impedance of fuel cell stacks further confirm the hypothesis registering
an increment of the low frequency part of impedance in the range f< 10 Hz under
flooding conditions. A considerable variation of the magnitude and phase Bode plots
along with the level of flooding was also observed, which respectively shows a signif-
icant increase and decrease of their values in this frequency region. They constitute
sensitive indicators of this type of losses that have been extensively used for diagnostic
purposes.

However, the mass transport resistance of the oxygen inside the GDL only con-
stitutes a single factor influencing the impedance at low frequencies. Several studies
have demonstrated that the actual phenomenon causing the low frequency capacitive
loop is related to the depletion of the reactants along the channel generating concen-
tration gradients of oxygen and water from the inlet to the outlet of the cell flow fields.
The group of Schneider was the first to describe the effect of the oxygen concentration
variations along the channel during impedance measurements [120–122]. In their ex-
periments, they used a single channel segmented fuel cell setup of technical size (200
cm2) enabling to measure impedance in different sectors along the channel direction.
The periodic variation of the oxygen partial pressure of the outlet stream was measured
by monitoring the voltage variations of an additional cell kept at galvanostatic control
and located at the cathode outlet. It was observed that oxygen concentration oscilla-
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tions build up along the cathode gas channel during EIS experiments in the frequency
between 0.1 and 10 Hz, causing an additional polarization sinusoidal voltage contri-
bution which couples to the modulated voltage imposed at the electrode by the electric
control. The local interactions between these two periodic voltage variations evoke the
formation of positive and negative resistance loops along the channel. The integration
of all the local resistance loops generates a global positive resistance loop which re-
sults in the appearing of the capacitive arc in the impedance. The local responses to
the oxygen concentration change and are influenced by the operating conditions, the
hydration state of the ionomeric components and the thickness of the GDL. Therefore,
it can be concluded that the resistance to the gas transport in the GDL influences only
quantitatively the impedance response determining the size of the middle frequency
arc. When using a high flow rate, no significant oxygen depletion occurs along the
down stream due to the low residence time. For this reason, concentration oscillations
don’t occur and, consequently, the capacitive loop would appear in the spectra. The
same happens if pure oxygen is used instead of air, since there is no diluting nitrogen
in the cathode reactant gas.

Due to its origin, the capacitive loop at low frequency is often called channel
impedance. The channel impedance has been studied by different groups that ob-
served it also in serpentine flow fields [123]. Among the theoretical works, worth
nothing are the series of papers of Kulikovsky [124, 125] who developed a 1D model
of a segmented PEMFC capable to described the trend of the local impedance as func-
tion of the stoichiometry and oxygen diffusivity in the GDL. Thus, the amplitude of
the spatial oscillations of the local impedance decrease towards the outlet with a slope
which mainly depends on the diffusivity of oxygen. An analytical expression was de-
rived which allows to easily determine this parameter from fitting of different local
impedance spectra. However, the model is valid only assuming a constant cathode
overpotential along the channel.

Many other models have been developed in order to fit the low frequency impedance
and evaluate transport parameters to diagnose flooding states. Most of them are EC
which do not account the channel impedance and consider only the transport in the
porous electrode of the cathode [126, 127]. For this reason, they often lead to erro-
neous estimation of parameters and misleading conclusions giving only an indicative
trend. One example of EC description is the one of Chanderis et al. [128] who devel-
oped a simple model relating the low frequency resistance to the air inlet stoichiometry
in order to investigate the reason for the difference between the value of the resistance
at the low frequency impedance and the one measured by the slope of the polariza-
tion curve. They claim that the difference becomes prominent when operating at high
current densities. Therefore, they concluded that they are due to the increase of the
oxygen depletion along the cell.

Channel impedance has been described in higher detail through physical based
mode. Similarly to Kulikovsky, Maranzana et al. [123] used a pseudo-2D model to
investigate the relationship between the air velocity, cell geometry and the channel
impedance. By fitting their model to the low frequency arc, the air velocity could be

24



estimated leading to a better evaluation of other parameters related to diffusion losses
especially at higher current densities. However, their model could only be solved
numerically limiting its use as diagnostic tool. Chevalier et al. [129] derived an elegant
analytical expression by which the air velocity could be extracted through the fitting of
the plot depicting the ratio between imaginary and real part of the impedance. Keller
et al. [130] determined the residence time of the gas transport in the cathode flow field
of a 90 cell stack system from the channel impedance with the aid of data fitting of
an ad-hoc EC. They found out a proportional nonlinear dependence between the time
constant and the air flow velocity. More surprisingly, it was verified that the relation
was invariant from cell size and geometry of the flow field. The humidity of the inlet
flow was not influencing the residence time of the gas in the stack, but it changed
quantitatively the impedance spectra.

A capacitive loop has been also observed using pure oxygen as cathode feed un-
der low humidity conditions. This pattern cannot be attributed to the mass transport
limitation on the cathode. Instead, it has been related with large acceptance to the
relationship between the activity of the HOR and the hydration state of the ionomers.
As described in the previous section, Andreaus et al. [116] and Wiezel et al. [113,114]
pointed out that level of water in the ionomers has a significant influence on the HOR
kinetics, since it determines the proton conductivity of the formed hydrogen ions. The
transport of the ions can become a limiting step at low humidity significantly increas-
ing the HOR charge transfer resistance. In this context, when a sinusoidal current
perturbation is applied to the cell, the variation of the flux of water from anode to cath-
ode due to the electrosmotic drag force leads to an increase of the drying out of the
ionomers in the anode catalyst layer. Then, the consequent increase of charge transfer
resistance determines the appearing of a capacitive loop in the Nyquist plot. A shift-
ing of the top frequency of the arc to lower ones has been registered with increasing
membrane thickness L following a proportional relation to 1/L2. This trend confirms
the relation of the phenomenon behind the arc with the water transport. A further re-
inforcement to this hypothesis comes from Schneider et al. [131] who have measured
the high frequency impedance in parallel to a current step observing a maximum of the
resistance around the time scale of one second after the perturbation. The maximum
resulted to increase along with a decrease of humidification level. A further theoretical
and experimental work of Wiezel et al. [98, 132] shows that the use of air feed causes
the complete covering of the capacitive arc in the Nyquist plot due to the dehydration,
making impossible the diagnosis of the drying out of the anode under these conditions.

2.2.4 Low frequency inductive loop f< 0.1Hz
An inductive loop crossing the positive side of the real axis, as the one depicted in the
fourth row of Table 2.1, has been observed in the Nyquist plot of PEMFCs under differ-
ent operating conditions at frequency below 0.1 Hz. This pattern causes discrepancies
between the slope of the polarization curve and the resistance measured by impedance
at the lowest frequency which is often not measured below 0.1 Hz. The explanation of
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this inductive behaviour is still under debate in the scientific community, since many
processes could cause it. Pivac and Babir [133] have recently reviewed all of them
proposed in several modeling and experimental studies.

Many authors have suggested that the inductive loop could be attributed to the
effect of the characteristic heterogeneous side reactions occurring in the cell which
include several potential-dependent adsorbed intermediate species. Some of them are
responsible of the degradation of the membrane and electrodes. The first authors to
measure the inductive behaviour at low frequencies and advance the kinetic hypoth-
esis have been Antoine et al. [134]. Considering the mechanism proposed by Dam-
janovic et al. [135], they related the inductive loop to the relaxation of adsorbed inter-
mediate species of the ORR. This mechanism contemplates an initial fast adsorption
of O2on Pt considered in pseudo-equilibrium conditions, and involving a low partial
coverage followed by an electrochemical step. The latter consists of the protonation
of the O2 which gives rise to other adsorbed species, i.e. Oads, OHads and O2Hads.
According to Antoine et al. [134], the slow relaxation of these products leads to an
increase of the catalyst area available together with a subsequent decrease of the over-
potential which generates the inductive loop. The findings were supported through
simulations of a flooded homogeneous model of a gas diffusion electrode. However,
the experiments were performed in a gas diffusion electrode setup with a very thin
porous layer implying a negligible diffusion limitation. Therefore, it is not clear if
such kinetic contribution would give a visible impact in the impedance spectra of an
operating PEMFC where various transport processes occurring at the same time scale
could cover this kinetic effect. Makharia et al. [108] measured the inductive loop at
low frequency in a fuel cell with 50 cm2 active area, but they did not give an expla-
nation of it and just referred to the work of Antoine et al. [134], as their focus was
on evaluating the ohmic resistance of the catalyst layer. Franco and Tembley [136]
developed a mechanistic model of a PEMFC cathode based on an irreversible thermo-
dynamic description accounting a Damjanovic mechanism for the ORR, Pt oxidation
and dissolution (Equations 2.2-2.4 in Section 2.1.1). The obtained simulations showed
a qualitative agreement with their experiments which exhibited a low frequency loop
decreasing in size along the nominal current. This pattern was explained through the
competition between the intermediates on the catalytic surface, but was not illustrated
in detail. Kuhn et al. [112] performed impedance experiments on a PEMFC cathode
using a three electrode half cell setup which allowed to separate cathode and anode
contributions. Surprisingly, they found out that the characteristic frequency of the
inductive loop did not change in their measurements along with steady state current
suggesting that a potential independent process could explain such a behaviour. They
suggested as possible cause a chemical step occurring on the cathode surface. Thus,
they proposed a kinetic mechanism for the ORR involving O− and peroxide OH as
adsorbed intermediates on Pt. In this picture, the inductive loop is due to the forma-
tion of OHads from the adsorbed O− which is independent from the potential. Roy
et al. [137] considered three different reaction schemes occurring on the cathode side.
In the first one, a one step mechanism for the ORR was used. The second scenario
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involved a two step ORR with formation of H2O2 as intermediate according to a two
electron path which is found to be favoured with respect to the classic four electron
path on Pt nanoparticles supported on carbon [138]. In the last reaction scheme, a one
step ORR occurring in parallel to Pt oxidation and dissolution was contemplated. The
kinetic models were inserted in a general PEMFC model used to fit impedance spectra.
Only the two mechanisms involving more steps with reaction intermediates could re-
produce the inductive loop. Interestingly, it was observed that the inductive loop in the
Pt oxidation case was caused by the adsorption/dissolution steps of the platinum oxide
which was indirectly controlling the rate of the ORR. Therefore, it was concluded that
a one step reaction could not generate the inductive loop. On the other hand, the two
step mechanisms could also not be discriminated by EIS. A somewhat similar study
was conducted by Cruz-Manzo et al. [139] who also confronted the impedance spectra
considering one reaction scheme with Pt oxide formation, and another involving ORR
double step mechanism with H2O2 intermediate. They concluded that the inductive
loop in the EIS measurements can only be accurately reproduced by a model account-
ing for platinum oxide and hydrogen peroxide formation together, and not from one
including for either PtO or H2O2. This explanation is contrasting with the previous
one.

Wagner and Schultz detected a strong pseudo inductive behaviour below 3 Hz un-
der condition of CO poisoning of the anode catalyst [140]. This path was attributed to
a surface relaxation process due to the competitive oxidation of hydrogen and carbon
monoxide. The progressive increase of the size of the pseudo inductive loop along the
time makes the CO poisoning recognizable from the other process causing inductive
patterns.

Another explanation which has been given for the inductive loop is related to the
slow dynamics of uptake of water in the ionomers of the Nafion membrane. Basically,
the AC current applied during the EIS measurements perturbs the hydration state of
the membrane at lower frequencies, as it changes the water production rate at the
cathode and the electrosmotic water drag flux. Especially at low humidity conditions,
the variation of the electrosmotic drag of water initially leads to the dehydration of the
ionomer on the anode side, causing a decrease of the proton conductivity and, thus,
the middle frequency capacitive loop discussed previously. At lower frequencies, the
water generated on the cathode is transported to the anode driven by gradient forces
newly increasing the water content of the membrane. Consequently, a decrease of the
resistance of the cell is obtained as final result which is translated by an inductive loop
in the Nyquist plot.

Wiezel et al. [113, 114] theorized such interaction of mechanisms through the de-
velopment of a dynamic 1D model of a PEMFC. They predicted that the frequency
range where the inductive loop appears is dependent on the water diffusivity in Nafion
and thickness of the membrane. Additionally, they claimed that the loop should be
more pronounced at sub-saturated conditions and using thicker membranes. They
attempted to validated their findings using a symmetrical cell with H2/H2 feed con-
figuration equipped with a 4 electrodes system enabling to measure separately the

27



impedance of the anode and cathode side. However, the inductive loop was not ob-
served in the measured impedance spectra because of the impossibility to achieve low
frequency bands. In a series of works of the same group years later, the same model
approach was used to study the dynamics of PEMFCs with O2/H2 feed configuration
under low humidity conditions [98, 132]. A systematic series of experiments using
different combinations of humidity level of the feeds and membrane thicknesses were
used to validate the model. Differently from the previous study, the inductive loop was
caught in the impedance spectra and all the predicted trends were observed. More-
over, the frequency range of the inductive loop was found to be proportional to 1/L2.
Schneider et al. [131] further confirmed the membrane transport contribution integrat-
ing impedance measurements of a cell operating under sub-saturated conditions with
current step experiments where the resistance was registered continuously in parallel.
After the maximum of the resistance due to the membrane drying out already men-
tioned in the previous section, a subsequent decrease has been registered confirming
the relation between the inductive loop and the variation of the ohmic resistance due
to the hydration of the membrane. However, this trend has been observed only un-
der sub-saturated conditions suggesting that eventual inductive loop measured in well
humidified conditions cannot be attributed to membrane hydration. A more complete
model was formulated by Setzler and Fuller [141] which included together platinum
oxide formation, water transport in the membrane, heat generation and cell hardware
effects. Moreover, they considered a one step ORR dependent on the free catalytic
sites as electrochemical kinetic expression on the cathode. They claimed that both
water build up and platinum oxide growth could generate inductive loops, but the lat-
ter made more significant contribution to it under the experimental conditions tested
in their work. According to them, at high steady state current density, the variation
of the current generates an increase of temperature that offsets the effect of the wa-
ter generation. In this case, the hydration response can be limited or even reversed
giving rise to a positive increment of resistance. Under these circumstances, the induc-
tive loop is dependent on the relaxation due to kinetics of platinum oxide formation.
More recently, Bao et al. [142] through simulations of a 2D model including a detailed
membrane transport description further demonstrated that the inductive behaviour can
be due to the slow transport of water in Nafion. However, they stated that membrane
water system could achieve an equilibrium by days in reality, so that an inductive arc
may not appear or be distinguished in experiments. Nevertheless, their theory was not
supported by experiments.

2.3 Conclusions
PEMFCs are exposed to several degradation mechanisms which are dramatically ac-
celerated under different operating modes and faulty conditions. In order to mitigate
their effects on the lifetime of the cell, diagnostic tools integrated with control systems
are required to identify such harmful conditions and minimize the permanency under
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these operating states. Additionally, the knowledge of the transient processes occur-
ring in PEMFCs is essential for the development of new materials and cell design
improving further the durability.

Among the numerous methods available for the analysis of electrochemical sys-
tems, EIS is the only one which enables to separate the contributions of a large num-
ber of physico-chemical processes occurring is series and/or in parallel. However, the
dynamics of PEMFCs system is complex and the effect of many phenomena overlap
with each other in the EIS spectra under most of the operating conditions, since they
present comparable time constants. For example, charge transfer of the HOR and ORR
reaction and mass transport resistance can mask each other generating only one arc in
the Nyquist plot making difficult the determination of their single impact on the perfor-
mance. Moreover, the interpretation of some patterns is still not well understood due to
the complex interaction between many processes, making the use of spectra in the re-
spective frequency regions not suitable for diagnostic purposes. An example is the low
frequency inductive loop which could be caused from the dynamics of side reactions
occurring on the catalyst surface, water transport in the Nafion and heat generation.

For this reason, the development of experimental tools to identify and separately
measures the impact of selected processes would be beneficial for improving the diag-
nostic and understanding of PEMFCs.
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Chapter 3

Concentration-alternating frequency
response analysis: motivation and
concept

The attribution of the patterns observed in the impedance spectra of PEMFCs is not
unambiguous in most of the cases, and a clear picture on the dynamics is not possible.
As seen in the previous Chapter 2, the main reason of this issue lies in the overlapping
of the contributions of different processes with similar time constants. For this reason,
diagnostic tools mostly based on the fitting of EIS spectra through EC or physical
based models often lead to erroneous evaluations of the different performance losses
of the fuel cell.

In order to overcome the limitations of the EIS, many alternative experimental
techniques based on dynamic nonelectrical input and/or output have been proposed
for the study of PEMFCs in the last years. The idea behind this approach is that the
stimulation and detection of a different physical variable respectively could influence
and contain information about specific dynamics, making possible the decoupling of
their contributions from the others.

In this chapter, a general mathematical framework based on LST is presented in or-
der to asses a theoretical quantification of the information contained in a transfer func-
tion related to a certain input/output configuration and verify the possibility to study
specific dynamic phenomena (Sections 3.1.1 and 3.1.2). Further, a brief review of the
methodologies based on nonelectrical input/output applied to different electrochemical
systems with a particular focus on fuel cells is presented emphasizing advantages and
critical aspects respect to classic EIS (Sections 3.1.3 and 3.1.4). Finally, the concept
of CFRA is introduced as new diagnostic tool for PEMFCs systems (Section 3.2).
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3.1 Theoretical background
EIS and the alternative dynamic experimental techniques discussed in this chapter be-
long to the class of the linear FRA. These methodologies involve the application of
periodic perturbations of an input variable at different frequencies to a system and the
analysis of a response variable by the means of the Fourier Transform. The amplitude
of the input must be small enough to assure a linear response.

The theoretical background of the FRA techniques involving nonelectrical quanti-
ties to study the dynamics of electrochemical systems has been extensively investigated
in the past. For example, a general mathematical framework to formulate and analyse
different nonelectrical transfer functions has been proposed by Gabrielli and Tribol-
let [143]. A methodology to assess the reliability of the data collected through non-
electrical frequency response experiments has been developed by Macdonald [144].
Recently, Collet-Lacoste [145] has performed an analysis of the relationship between
a generic perturbation and a certain response in electrochemical systems based on the
non-equilibrium thermodynamic theory. However, a procedure to quantify the influ-
ence of a dynamic variable on the frequency response spectra in relation to the input
and output considered has not been presented yet.

As our purpose is the decoupling of the contributions of certain processes from the
others, a mathematical framework to quantify the information contained in a certain
transfer function regarding specific dynamics in relation to the input/output used is
presented. Furthermore, the sensitivities of different transfer functions to a certain
characteristic parameter of the system is also discussed. It must be remarked that the
following framework is applicable to any model describing an electrochemical system.

3.1.1 Canonical form of the state space representation and resid-
ual matrix

Any set of equations describing the dynamic behaviour of a lumped or distributed
time invariant system (Figure 3.1) can be reduced or approximated to the following
mathematical form [146, 147]:

Ẋ = F (X,W ) (3.1)
Y = G (X,W ) (3.2)

The elements xi of the vector X represent the state variables which the values deter-
mine the state of the system. On the other hand, the components wj of the vector W
are the input quantities or constraints which impose the experimental conditions. Fur-
thermore, the input quantities yk of Y mean the output variables which allow the state
of the system to be observed. Generally, the set functions Fi and Gk are nonlinear. In
case of distributed system, the related partial differential equation are reduced to a set
of ordinary differential equations through numerical discretization methodologies.
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Figure 3.1: General scheme of FRA of time invariant dynamic system.

In the context of electrochemical systems, the elements of such vectors could as-
sume the following meaning: (i) the components xi could be, as example, the con-
centrations of the reactants and of the charged species in the electrolyte, coverage
fractions of intermediate species on the electrode surface or the local overpotential;
(ii) wj can be the overall voltage or current, temperature and partial or total pressure;
(iii) as yk the voltage and current can be measured, as well as the reflective power of
a photosensitive electrode surfaces, the mass added or removed from adsorption/des-
orption reactions and the reactant concentrations coming out from the system. The
nonlinearities of the functions Fi and Gk are mostly attributable to the kinetics of the
electrochemical reactions whose rate has an exponential dependence on the potential.

Considering the solution of the system at a fixed steady state, the dynamic response
to a certain input perturbation can be calculated through linearization of the equation
system with respect to the steady state and input variables, obtaining the following
simplified version:

Ẋ = AX +BW (3.3)
Y = CX +DW (3.4)

where A, B, C and D respectively represent the so called state space, controllability,
observability and transmission matrixes whose components are equal to:

Ai,j =
∂Fi
∂xj

∣∣∣∣
xn,wm,n 6=j

(3.5)

Bi,j =
∂Fi
∂wj

∣∣∣∣
xn,wm,m 6=j

(3.6)

Ck,j =
∂Gk

∂xj

∣∣∣∣
xn,wm,n 6=j

(3.7)

Dk,j =
∂Gi

∂wj

∣∣∣∣
xn,wj ,m6=j

(3.8)

Then, it is remarkable that the values of the elements of the matrix A depend on the
intrinsic dynamic features of the system, while, in the case of B and C, they are re-
spectively functions of the kind input and output considered.
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Generally, the system response to a perturbation is described through the cor-
responding transfer function H (iω) in frequency domain, obtained by applying the
Fourier transform properties to the system of equations 3.3-3.4. It reads

H (iω) =
Ỹ (iω)

W̃ (iω)
= C (iωIn − A)−1B +D. (3.9)

For Λ = diag (λi) (i = 1, 2...n) be the diagonal matrix of the eigenvalues λi of A,
P the matrix of the corresponding left eigenvectors pi, and QT = P−1 the matrix of
the corresponding right eigenvector qTi , the equivalent canonical form of the system
3.3-3.4 reads [146, 148]:

Ẋd = ΛXd +QTBW = Xd + βW (3.10)
Y = CPXd +DW = γXd +DW. (3.11)

where β = QTB constitutes the normal form of the input matrix, while γ = CP
the normal output matrix. According to this new representation, the transfer function
expressed in the equation 3.9 for a single input single output (SISO) system can also
be written in the following simplified form:

H (iω) = CP (iωIn − Λ)−1QTB +D =
n∑
k=1

rk
iω − λk

+ d1 (3.12)

where

rk = Cpkq
T
kB =

n∑
i=1

n∑
j=1

c1,ipi,kq
T
k,jbj,1 = γ1,kβk,1 (3.13)

The quantities rk represent the elements of the residual vector, each one relative to
a certain dynamic state variable k characterized by a time constant τk = − 1

λk
. As

displayed in the Equation 3.13, they are dependent on the product of the k elements
of the normal form of the input and output vectors which determine the contribution
of the corresponding state variable k to the transfer function in a certain input/output
configuration. If the value of one of the elements of γ is zero or negligible compared
to the other ones, it means that the dynamics corresponding to the k variable is not
observable or has not a significant contribution to the transfer function based on the
considered output. In the same way, if one of the elements of β is negligible relatively
to the others or zero, the corresponding k variable is not controllable and has no in-
fluence on the transfer function determined using the related input. Therefore, given a
model describing a certain system, the determination of the residual matrix is a valu-
able theoretical tool to estimate which kind of dynamics influence the most the related
FRA spectra using a certain input/output configuration. Additionally, it can be used
for model reduction purposes, suggesting which variable and/or phenomenon can be
neglected to describe the dynamic effects of a certain perturbation.
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3.1.2 Parameter sensitivity of a general transfer function
A certain degree of controllability and observability of a variable in the transfer func-
tion is not the only condition to be fulfilled for identification of a process. A sufficient
sensitivity of the transfer function to the changes of parameters influencing the stud-
ied phenomena must also be verified. In general, a high sensitivity implies a smaller
variance in the measure of a certain parameter resulting in a more accurate estima-
tion [149, 150]. Given the vector of the np parameters θ =

(
θ1, ...θnp

)
which char-

acterizes a system, the sensitivity of the transfer function as function of the frequency
with respect to a certain parameter θm is computed by the following equation:

∂H (iω)

∂θm
=

n∑
k=1

(
∂rk
∂θm

(iω − λk) + rk
∂λk
∂θm

(iω − λk)2

)
(3.14)

In the Equation 3.14, the values of the residual vectors and their derivatives with re-
spect to the fixed parameter determine the part of the sensitivity related to the input/out-
put configuration used. This can be better observed by expressing the derivative of the
residual vectors with respect to a generic parameter θm:

∂rk
∂θm

=
n∑
i=1

n∑
j=1

(
c1,ibj,1

∂pi,kq
T
k,j

∂θm
+ pi,kq

T
k,j

∂c1,ibj,1
∂θm

)
(3.15)

It is noticeable from the Equation 3.15 that the sensitivity of the residuals not only
depends on the value of the elements of the controllability and observability matrix, but
also on the sensitivity of the elements of these vectors to the parameter θm. Then, the
Equation 3.15 can be used to determine which types of input/output configuration and
which frequency band are the most suitable for the identification of a set of parameters
related to a specific dynamic process.

3.1.3 General overview of FRA methodologies applied to electro-
chemical systems

Several FRA techniques alternative to EIS based on nonelectrical input and output have
been developed to study the dynamics of various electrochemical systems. Among the
ones involving an electrical input and a nonelectrical output, AC electrogravimetry
is certainly the most applied. It consists of the coupling of EIS with a fast response
quartz crystal micro-balance in order to monitor the mass variation of the electrode.
A sinusoidal perturbation of voltage is applied to the system, so that the admittance
is measured together with the electrogravimetry transfer function constituted by the
ratio between the complex variation of the mass of the electrode and the amplitude of
the voltage. This way, the effects of the processes involving the change of the mass
of the electrode such as adsorption-desorption of reaction intermediates and transport
of cations or anions in films can be decoupled from the impedance. Because of these
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features, AC electrogravimetry has been largely applied in corrosion sciences to study,
for example, mass transport in oxide materials as WO3 [151], iron behavior in acidic
medium [152], conductive polymers like poly (neutral red) films [153], and inorganic
conductive films like Prussian Blue films [154].

Mostly, FRA techniques involving the use of a nonelectrical input and detection
of an electrical output have been proposed. The most successful belonging to this
type of FRA are the electro-hydrodynamic (EHD) impedance, thermo-electrochemical
impedance (TI) and photo-electrochemical impedance (PI).

EHD involves the sinusoidal modulation of the rotation rate of a rotating disk elec-
trode and the measure of the resulting sinusoidal current or voltage depending on the
electric control applied on the system. Then, two transfer functions can be determined
which are the ratio between the complex current or voltage and the amplitude of the
disk rotation rate. EHD impedance enables to isolate the effect of mass transport resis-
tance from the classic EIS spectra. For this reason, the technique is particularly suitable
to study processes that are under mass transport control allowing the estimation of dif-
fusion coefficients of ionic species from the determination of the Schmidt number. It
has been widely used to evaluate the efficiency of corrosion protections [155,156] and
the effect of calcareous deposit on metal structures in water [157].

TI is based on the modulation of temperature and the collection of the current or
voltage response. The temperature perturbation is obtained by using a special setup
which applies a light beam coming from a IR diode on the electrode surface. The anal-
ysis of the TI transfer function allows to determine the activation energy of the elec-
trochemical and adsorption reaction steps, and evaluate the effect of the thermal con-
vective and diffusive transport. It has been revealed to be useful in the determination
of kinetic mechanism of electro-crystallization of nickel [158] and electro-deposition
of silver in nitrate and tartaric solutions [159, 160].

PI includes different transfer function all based on the stimulation of surface of
photo-sensible materials by modulation of the intensity of light beams and the de-
tection of the photoelectric response. The current and voltage responses have been
considered for the system analysis, as well as the ratio of these two outputs in complex
form. These transfer functions measure the resistances generated by the transport of
charged species involved in the photo-electrochemical processes. This technique has
been applied for characterizing solid state silicon [161], organic and perovskite solar
cells [162, 163].

3.1.4 FRA applied to fuel cells
In the last decade, several FRA methodologies alternative to EIS based on nonelec-
trical quantities have been proposed for the study of PEMFC dynamics. As already
mentioned in the Chapter 2, the renewed interest for such experimental techniques is
due to increased demand of more accurate and selective diagnostic tools. In Table 3.1,
the nonelectrical FRA techniques developed in the last years are listed together with
the expressions of the related transfer functions and the specific processes detected in
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FRA Technique Transfer Function Processes Isolated

EPIS

ZE/P = Ẽ(iω)

P̃out(iω)

ZI/P = Ĩ(iω)

P̃out(iω)

ZP/E = P̃out(iω)

Ẽ(iω)

ZP/I = P̃out(iω)

Ĩ(iω)

Mass transport gaseous reactants
and liquid water in the channel,
GDL and catalyst layer.

ETIS ZETIS = T̃ (iω)

Ĩ(iω)

Heat transport along the flow
fields.-Water generation.

LIT ZLIT =
T̃surface(iω)

˜Tin(iω)

Water accumulation along the
flow fields and GDL.

HECII ZHECII =
t̃H2O

(iω)

Ĩ(iω)
Water generation.

Table 3.1: A summary of FRA transfer functions based on nonelectrical input or output
together with the main processes isolated by them.

their spectra. Each methodology is discusses more in detail below.
The first work towards this direction has been the one of Niroumand et al. [164]

who observed the arise of cathode back pressure oscillations using low flow rates
which induced voltage sinusoidal waves. They related this phenomenon to the dy-
namics related to the accumulation of water in the cathode catalyst layer and GDL
which simultaneously cause the increment of the back pressure and the diminution
of the accessible ECSA. Based on these considerations, they hypothesized that the
stimulation of the fuel cell through periodically modulated back pressure in a certain
frequency range and the analysis of the voltage response could lead to the isolation of
the contribution of the liquid water and gas transport dynamics. Unfortunately, they
were not able to practically realize their idea. However, they developed a Fault De-
tection and Isolation (FDI) algorithm where the cathode back pressure and voltage
oscillations were used as symptom to differentiate flooding from cathode and anode
starvation [165]. Years later, a theoretical work of Grübl et al. [166] investigated in
deep the diagnostic capabilities of the application of pressure sinusoidal modulations
at different frequencies on a generic electrochemical cell (i.e. fuel cells, metal air bat-
teries, electrolyzers) considering the two possible electric responses. They considered
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also the reverse scenarios of perturbing the system by electrical variables and detecting
the consequent back pressure changes in the outlet. They named the new FRA tech-
nique electrochemical-pressure impedance spectroscopy (EPIS). The simulated spec-
tra of the obtained transfer functions were highly influenced from geometrical features
of the cell and more sensitive to mass transport parameters than classic EIS. They vali-
dated their findings through the experimental results displayed in the work of Hartman
et al. [167] who applied the concept of EPIS to an oxygen metal air battery system
detecting the variations of oxygen pressure in the outlet during EIS experiments. En-
gebretsen et al. [5] were the first to apply EPIS to a PEMFC developing a setup capable
to generate sinusoidal back pressure stimulation using a loudspeaker arrangement col-
located at the cathode outlet. The amplitude of the EPIS transfer function, which was
obtained considering only the voltage as response, resulted to increase along with cell
polarization due to decrease of oxygen partial pressure at catalyst interface. The EPIS
spectra also showed a significant sensitivity to the humidification level of the anode
and cathode feeds. This suggests that the effect of reactants starvation and water im-
balances can be measured by EPIS providing complementary information to EIS.

A couple of novel diagnostic tools for PEMFCs inspired by the concept of TI have
been further proposed. In a new work of Engebretsen et al. [6], the novel electrothermal-
impedance spectroscopy (ETIS) has been applied on an open cathode cell as case study.
The technique consists of imposing a periodic electrical stimulation to a PEMFC and
measuring the consequent local surface temperature response. The latter is monitored
through an infrared thermal imaging camera pointed on the open cathode flow fields.
This way, the local heat generation within the different components can be determined
together with the thermal conduction properties of the materials. ETIS allows to iden-
tify current dependent phenomena which change thermal conductivity, as for example
water generation and accumulation within the GDL and under the lands. Conversely,
it does not detect current independent effects like hot spots due to pinholes in the
membrane which can be identified by DC thermography. Therefore, ETIS and DC
thermography can be considered complemetary techniques.

Rasha et al. [168] introduced another thermography based FRA technique with
the aim of mapping the water distribution named lock-in thermography (LIT). This
methodology involves the application of a sinusoidal heat pulse on one side of the fuel
cell and the monitoring of the temperature changes on the other side. The heat pulse is
obtained by using a printed circuit board arrangement integrated with a Peltier device,
while a thermal imaging camera is employed to measure the temperature changes.
By varying the modulation frequency of the imposed heat stimulus, it is possible to
observe water build up within the cell through the determination of the phase shift of
the LIT transfer function. The mapped water distribution at different humidity and
steady state current densities are consistent with the results obtained in literature using
neutron imaging which shows water accumulation in the bends of serpentine flow fields
and towards the outlet. Additionally, they states that the LIT has the advantage to be
substantially cheaper than neutron imaging.

A more accurate FRA tool to detect water generation is the hydro-electrochemical
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impedance imaging (HECII) which implies a small sinusoidal current perturbation at
different frequencies to the cell, and the measurement of the water thickness variation
across the active area obtained using neutron radiography [169]. The distribution of the
phase shift and the amplitude of the obtained transfer function indicate the location of
liquid water generation. Compared to steady state neutron imaging, EHCII is capable
to distinguish legacy of water accumulated in the system over time and water recently
generated by reactions.

3.2 Concentration-alternating frequency response anal-
ysis

Figure 3.2: General scheme of CFRA experiment for a PEMFC system.

Following the example of the novel techniques described in the previous sections,
we propose a novel FRA methodology alternative to EIS so called concentration-
alternating frequency response analysis (CFRA) for the study of PEMFC dynamics
and diagnosis. CFRA involves a feed with a modulated concentration of a certain sent
to the fuel cell at different modulation frequencies (Figure3.2). The detected electrical
response, i.e. current or voltage, depends on the electric control regime applied to the
cell which is respectively voltastatic and galvanostatic. In this way, for a given modu-
lation of a reactant α, a galvanostatic and voltastatic transfer function ζ is obtained:

ζI,α (iω) =
Ẽ (iω)

C̃α (iω)
(3.16)

ζE,α (iω) =
Ĩ (iω)

C̃α (iω)
(3.17)
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It is expected that the effects of mass transport phenomenon and reaction steps influ-
enced by the concentration variation should be isolated from the other processes al-
lowing specific analysis on the fuel cell performance losses. In the following chapters,
these assumption is verified through modeling and experimental studies on PEMFCs.
The concept of CFRA can be applied to all the open electrochemical systems, i.e.
metal air batteries, electrolyzers and electrochemical reactors.
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Chapter 4

Model based analysis of CFRA
methodology

In this chapter, a model based analysis to investigate theoretically the capability of
CFRA to study PEMFC dynamics is reported. First, a 1-D dynamic model of a PEMFC
has been developed (Section 4.1) and validated by comparison with experimental EIS
spectra collected under various operation regimes (Section 4.2.1). Then, CFRA spectra
have been simulated at the same operating conditions considering perturbations of
oxygen and water partial pressure sent to the cathode side as input (Section 4.2.2).
The possibility to separate the contributions of different type of dynamic processes to
the cell performance and get new insights on the dynamics of the system is evaluated.
Moreover, a sensitivity and collinearity analysis with respect to kinetic and transport
parameters is performed in order to evaluate the performance of the new technique
for parameter estimation (Section 4.3). Finally, a feasibility analysis is carried out to
identify an operating conditions window to perform CFRA experiments guaranteeing
detectability and linearity of the electrical response (Section 4.4).

4.1 PEM Fuel Cell Model

4.1.1 General assumptions
A schematic representation of the structure and of the different domains which consti-
tute a PEMFC is displayed in Figure 4.1. The coordinate system, the position of the in-
terfaces between the layers, as well as the considered stoichiometry of the electrochem-
ical reactions are indicated. The main physical processes which influence the transient
performance of a PEMFC are the following: (i) the charging/discharging of the dou-
ble layer at the electrode surface occurring in parallel with electrochemical and ad-
sorption/desorption reaction steps, (ii) the mass transport of the gaseous reactants and
of the produced liquid water in the cathode electrode layers (channel+GDL+catalyst
layer), (iii) the water sorption and the consequent hydration of the Nafion membrane.
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Figure 4.1: Scheme of a PEMFC.

In the formulated model description, all dynamic phenomena mentioned above are
considered except for the transport of the liquid water in the electrodes. This assump-
tion limits the predictive power of the model to those operating conditions where the
water condensation effects are negligible.

The accumulation of water in the electrode decreases the porosity of the GDL
dramatically increasing the mass transport resistance. Different literature studies per-
formed by using neutron imaging techniques have evaluated the effect of the liquid
water formation and retention in the GDL considering operating conditions and cell ge-
ometry similar to the ones of the experiments presented in this dissertation [170, 171].
In particular Zhang et al. [171] concluded that the volume occupied from the liquid
water in the porous structure of the GDL has mostly a negligible effect on the overall
performance of the fuel cell at current densities below 400 mA cm−2, as the accumu-
lation of water drops in the electrode is not significant. Since the humidity of the feed
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set in the reported experiments is lower than the the one in the cited work and current
density up to 300 mA cm−2 are taken into account, the presence of liquid water is
expected to be negligible in these cases as well. However, it must be remarked that
the main feature determining the quantity of water retained in the porous electrodes
is the GDL material which could determine a dramatic increment of mass transport
resistance even at low current densities [15].

In any case, as seen in the Section 2.2.3, the effect of water accumulation in the
GDL is detected in the middle frequency arc of the impedance. This phenomenon
influences the size of the arc , but it is not generating this pattern which is actually
caused by the dynamics of the gas transport in the cathode channel. Therefore, two
facts can be concluded: (i) the neglecting of the liquid water does not change quali-
tatively the linear dynamic response of a PEMFC, (ii) its effect can be just evaluated
by fitting parameters directly influencing the mass transport resistance, as for example
the effective porosity of the GDL.

Dynamic mass balances have been formulated for all the gaseous chemical species
contained in all the compartments of the fuel cell. Concentration variations along the
sandwich coordinate x are accounted, while along the axial coordinate the composition
is considered constant. Moreover, isothermal and isobaric conditions are assumed.

To relate the effects of the different transport phenomena to the electric responses, a
dynamic charge balance at the catalyst surface has been developed. Realistic boundary
conditions connect the dynamics of the different compartments of the cell have been
formulated.

In the following subsections, more detailed information about the assumptions and
the model equations describing the transport of neutral and charged species along the
different domains are given.

4.1.2 Mass balances in channel and GDL
The channels are treated as a perfectly mixed compartments of volume V, with inner
gas composition equal to the one at the outlet. In these compartments, the sink term
is represented by the gas flux Jα entering the GDL at the interfaces Ω1 and Ω4 (see
Figure 4.1). Accordingly, the dynamic mass balance for a generic chemical compound
α in the channel in terms of partial pressure Pα reads:

V
dPCH

α

dt
= PCH

α,inFin − PCH
α Fout −RTAcellJα|Ωi,t i = 1, 4. (4.1)

where the symbol Acell stands for the geometric area of the electrode, while Fin and
Fout are respectively the inlet and outlet volumetric flow rates of reactants or products.
Taking advantage of the assumption of isobaric conditions, the outlet flow rate Fout is
obtained by summing up the channel mass balances of all the species for each side.
Therefore, the following expression is obtained:

Fout = Fin −
RTAcell
Ptot

·
n∑

α=1

Jα|Ωi,t i = 1, 4. (4.2)
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The meaning of the other symbols can be found in the List of Symbols.
According to these assumptions, dynamic effects related to this cell compartment

like the channel impedance are attributed to a uniform transport of reactants without
significant gradients along the sandwich axial coordinate. This well reproduce the
situation when medium-high flow rates of the feeds are used [124, 125].

The main mechanism of transport considered in the GDL is diffusion. While most
models in the past considered only diffusive transport in the GDL [172], newer works
include also the convective flow [173]. The contribution of both fluxes has been also
addressed by Benziger et al. [174], who gave an estimation of the relevance of the
convective compared to the diffusive mass transfer in the GDL. They concluded that
the oxygen transport in the GDL is governed by both diffusion and convection whose
the coupled effect can be described by the following equation:

JO2 =
Ptot
RT

ε

τt

(
xO2

xN2

DN2 +DO2

)
dxO2

dx
. (4.3)

Assuming that the tortuosity factor is expressed as τt =
√

1/ε (Bruggemann’s corre-
lation for the effective diffusivity), the Equation 4.3 gives:

JO2 =
1

RT
ε1.5
(
PO2

PN2

DN2 +DO2

)
dPO2

dx
. (4.4)

In the Equation 4.4, the first term in the parenthesis from left gives the contribution
of the convective transport, while the second one of diffusive transport. Assuming air
cathode stream, one can estimate that the ratio between the first and the second term is
0.26 corresponding to ca. 4 times lower rate of convective compared to the diffusive
transport which results to be the dominant one. In this case, the flux of oxygen as
expressed in the Equation 4.4 is described by the Fick’s law.

The diffusion flux of the ternary O2-N2-H2O mixture is usually described by the
Maxwell-Stefan approach. However, it has been found that the Fick’s law describes
pretty well this ternary system as well, when humidified air is used as oxidant [175].
According to these assumptions, the mass balance for the GDLs reads:

∂PGDL
α

∂t
= −∂J

GDL
α

∂x
= Deff

α,β

∂2PGDL
α

∂x2
(4.5)

The effective diffusivity Deff
α,β is expressed in accordance to the Bruggemann correla-

tion:

Deff
α,β = ε1.5Dα,β. (4.6)

The diffusion coefficients of each component of the cathode gas mixture (humidified
air) are determined according to the following equation introduced by Fairbanks and
Wilke [176]:

Dα,air =
1

yβ
Dα,β

+ yγ
Dα,γ

(4.7)
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where yα indicates the molar fraction of a generic component α of the gas mixture.
On the anode side, the stream is composed by a binary mixture of H2 and water

which is well described by a binary Fick’s law as well.
The catalyst layer is considered as an interface where the electrochemical reactions

occur immediately. The mass balance related to this layer is constituted of boundary
conditions between the GDL and the Nafion membrane which are discussed in the next
sections.

4.1.3 Nafion membrane
A single phase formulation based on the Springer approach [177] is used to describe
the dynamics of the Nafion membrane. Accordingly, the water content in the mem-
brane λMH2O

, which is defined as the ratio between the number of water molecules and
the number of sulfonic sites in the membrane, is considered as variable. The relation-
ship between the water concentration in the Nafion (CM

H2O
) and λMH2O

is:

CM
H2O

=
ρEW
mEW

λMH2O
(4.8)

where ρEW and mEW are the density and the molecular weight of the Nafion mem-
brane respectively. Then, according to the Equation 4.8, the dynamic mass balance for
the water in the membrane can be expressed as follows:

ρEW
mEW

∂λMH2O

∂t
= −

∂JMH2O

∂x
. (4.9)

As stated in different studies [172, 178], the water flow JMH2O
is mainly generated

through three different mechanisms: (i) diffusion due to the water concentration gra-
dient along the membrane, (ii) hydraulic permeation driven by the gradient of capil-
lary pressure, and (iii) the electrosmotic flux due to the water molecules dragged by
the protons migrating from the anode to the cathode side. Although both diffusive
and hydraulic permeation types of water transport concurrently contribute to the wa-
ter transport, one of the two mechanisms dominates depending on λMH2O

values. It is
generally accepted that the diffusive way of transport dominates at low λMH2O

values
while the hydraulic at high λMH2O

values. Yet, there is a disagreement [172, 178] about
the critical λ∗MH2O

value which marks the transition from diffusive to hydraulic type of
water transport. For example, the critical λ∗MH2O

value of 3 is suggested by Eikerling et
al. [178], while much higher value of 14 is suggested by Weber and Newman [172].
According to Eikerling et al. [178], by following the similarity with the diffusive term,
the hydraulic permeation term can be expressed in terms of water content gradient by
introducing an effective diffusivity coefficient. Furthermore, by assuming the valid-
ity of electro-neutrality hypothesis in the membrane, so that the proton flow can be
considered equal to the current density, one can write:

JMH2O
= −

(
Deff,M
diff

(
λMH2O

)
+Deff,M

hyd

(
λMH2O

)) ∂λMH2O

∂x
− ξ

(
λMH2O

) j
F

(4.10)
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where Deff,M
diff , and Deff,M

hyd are effective diffusivities for two different mechanisms of
water transport. Having this in mind, and in order to implicitly account for both types
of transport mechanisms, by keeping at the same time the level of model complexity
low, the Equation 4.10, for the water flux in combination with a semi-empirical ex-
pression [179] for effective water diffusivity in the Nafion membrane was used. The
disadvantage of this simplification is that the effect of the pressure gradient on the
water transport in the membrane cannot be described by the model. Given these as-
sumptions, JMH2O

reads:

JMH2O
= −DM

H2O

(
λMH2O

) ρEW
mEW

∂λMH2O

∂x
− ξ

(
λMH2O

) j
F
. (4.11)

The dependence of the water diffusivity in the membrane DM
H2O

(
λMH2O

)
and of the

electrosmotic drag constant on the water content ξ
(
λMH2O

)
are respectively expressed

by the following relations taken from Fuller [179] and Springer et al. [177]:

DM
H2O

(
λMH2O

)
= λMH2O

D0,M
H2O

exp

(
−2436

T

)
(4.12)

ξ
(
λMH2O

)
= KH+λMH2O

. (4.13)

The Equation 4.12 is a semi-empirical relation derived by fitting of the experiments
displayed in the work of Zawodzinski et al. [180].

The potential loss due to the ohmic resistance related to the transport of protons in
the Nafion membrane is strongly dependent on the total water content. To account for
this effect, the potential loss ∆ΦH+ is calculated by integrating the local electric field
along the membrane

∆ΦH+ = j

∫ lM

0

1

κH+

(
λMH2O

) dx. (4.14)

The membrane conductivity κH+ is expressed as function of the water content by the
following relation [177]

κH+ =
(
0, 005139λMH2O

− 0, 00326
)
exp

(
1268

(
1

303
− 1

T

))
. (4.15)

4.1.4 Charge balance
Charge balances at the catalyst layers interfaces have been formulated by considering
the double layers acting as capacitors in parallel to charge transfer resistances due to
the electrochemical reactions. The resulting equations for both anode and cathode
sides read

CDL
c

dηc
dt

= −j + 4FrORR (4.16)
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CDL
a

dηa
dt

= j − 2FrHOR. (4.17)

The variable η stands for the overpotential, while CDL is the double layer capacitance.
The balance is formulated according to the reaction stoichiometry shown in Figure 4.1.
Because of the assumption of the fast transport in the catalyst layer, the charge balance
is not spatially distributed. One step ORR and HOR mechanisms are assumed. The
expressions taken from various studies in the literature read [181–183]:

rORR =
PCL
O2

RTCO2,ref

tCLc ai0exp

(
−αcF
RT

ηc

)
(4.18)

rHOR =
kHOR

(
PCL
H2

)1/2

2
√
KH2,ad

sinh

(
αaF

RT
ηa

)
. (4.19)

The kinetic rate of the ORR rORR is a simplified version of the Butler-Volmer equation
obtained neglecting the anodic contribution to the electrochemical reaction. The order
of the kinetics with respect to the oxygen is assumed to be one, as stated in the work
of Wang et al. [181]. On the other hand, the kinetic expression for the HOR rHOR
proposed in the work of Zhang et al. [182] has been used. It considers a Tafel-Volmer
mechanism consisting in a dissociative adsorption of H2 followed by the electrochem-
ical oxidation of the adsorbed hydrogen atoms. The adsorption step characterized by
an equilibrium constant KH2,ad is assumed to be in quasi-equilibrium, while the rate
of the electrochemical step determined by the rate constant kHOR obeys to the Butler-
Volmer law. The meaning of all the other terms in kinetic expressions can be read in
the List of the Symbols.

To relate the voltage E of the fuel cell to the various overpotential and ohmic
losses, a polarization equation obtained by application of the Kirchhoff’s voltage law
is formulated:

E = EOCP − ηa + ηc −∆ΦM (4.20)

where EOCP is the open circuit voltage. The current density i is implicitly given in
the Equation 4.20, so that this expression can be used to determine the total voltage
or the current provided by the cell depending on the electric control we consider, i.e.
galvanostatic (fixed current) or voltastatic (fixed potential).

4.1.5 Boundary conditions
The developed model consists of six second order partial differential equations (PDE):
five spatially distributed mass balances for all the components of the gas mixture in the
GDLs (three for the cathode and two for the anode side), and an additional PDE related
to the water transport in the membrane. Therefore, the formulation of twelve boundary
conditions (BC) is required to solve the set of equation. Additionally, the two ordinary
differential equations (ODE) constituting the charge balance must be accounted.
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As shown in the Figure 4.1, the interfaces between the gas channels and GDLs are
labelled as Ω1 ans Ω4, respectively standing for the cathode and the anode side. The
continuity of the partial pressure between these two domains is chosen as boundary
condition, so that we obtain:

PGDL
α

∣∣
x=Ω1,t

= PCH
α (4.21)

PGDL
α

∣∣
x=Ω4,t

= PCH
α . (4.22)

As already mentioned, the catalyst layer is considered as an interface where the reac-
tion occurs as soon as the reactants reach it. On the cathode, this means that the oxygen
diffusive flux equals the rate of the oxygen consumption at this interface. Therefore,
the BC for the oxygen pressure reads:

−
Deff
O2,air

RT

∂PGDL
O2

∂x

∣∣∣∣∣
x=Ω2,t

= rORR. (4.23)

Since nitrogen does not participate to the ORR, the gas is stagnant, and the following
condition is valid:

−
Deff
N2,air

RT

∂PGDL
N2

∂x

∣∣∣∣∣
x=Ω2,t

= 0. (4.24)

For the water case, the steady balance at the catalyst layer is formulated taking into
account the water produced by the ORR, the one incoming by the electrosmotic flow,
and the water coming out through the diffusion across the Nafion membrane. Then,
the following equation is obtained:

−
Deff
H2O,air

RT

∂PGDL
H2O

∂x

∣∣∣∣∣
x=Ω2,t

+ 2rORR = − DM
H2O

(
λMH2O

) ρEW
mEW

∂λMH2O

∂x

∣∣∣∣
x=Ω2,t

− ξ
(
λMH2O

) j
F
.

(4.25)

On the anode, analog assumptions have been contemplated. Accordingly, the BC for
the partial pressure of hydrogen at the catalyst interface reads:

−
Deff
H2,H2O

RT

∂PGDL
H2

∂x

∣∣∣∣∣
x=Ω3,t

= rHOR. (4.26)

Since, there is no water produced by the HOR, the water crossing the membrane from
the cathode side by diffusion and the electrosmotic flow are the only fluxes to be ac-
counted in the balance. Then, the following BC is formulated:

−
Deff
H2O,H2

RT

∂PGDL
H2O

∂x

∣∣∣∣∣
x=Ω3,t

= − DM
H2O

(
λMH2O

) ρEW
mEW

∂λMH2O

∂x

∣∣∣∣
x=Ω3,t

− ξ
(
λMH2O

) j
F
.

(4.27)
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At the catalyst/Nafion interface, the water vapour is considered in equilibrium with the
water inside the Nafion membrane. According to that, as BCs for the water balance
in the Nafion membrane, the isothermal water uptake equation is considered on both
sides [177]:

λMH2O
= 0, 043 + 17, 81

PCL
H2O

Psat

∣∣∣∣
x=Ωi,t

− 39, 85
PCL
H2O

Psat

∣∣∣∣2
x=Ωi,t

+ 36
PCL
H2O

Psat

∣∣∣∣3
x=Ωi,t

(4.28)

where i = 3, 4.

4.2 Simulation of EIS and CFRA spectra
The model compiled in the previous section has been discretized, and numerically
solved in MATLAB® environment at different steady state conditions. Then, the ob-
tained nonlinear differential algebraic equations (DAE) system has been linearized
around steady state points in order to obtain a linear state space system representation
in matrix form (Equations 3.3-3.4). After that, the desired transfer functions have been
calculated with a help of the Equation 3.9. This procedure allows to avoid nonlinear
contributions and to not concern about the amplitude of the perturbation applied.

As already mentioned, the main purpose of this modeling study is to theoretically
investigate the capability of the CFRA as methodology to study the PEMFCs dynam-
ics and for diagnosis. Most of the performance losses are related to processes taking
place on the cathode and to the hydration state of the Nafion membrane. For this rea-
son, oxygen and water concentration perturbations sent to the cathode side have been
considered as input. As all the components of the feed are in gas phase, it is reasonable
to express the concentration variation in terms of partial pressure. Therefore, perform-
ing the experiments under galvanostatic and voltastatic conditions, the following four
transfer functions can be determined:

ζI,O2 (iω) =
Ẽ (iω)

P̃O2 (iω)
(4.29)

ζI,H2O (iω) =
Ẽ (iω)

P̃H2O (iω)
(4.30)

ζE,O2 (iω) =
Ĩ (iω)

P̃O2 (iω)
(4.31)

ζE,H2O (iω) =
Ĩ (iω)

P̃H2O (iω)
(4.32)

In the following, prior to a preliminary model validation, the results of the simulation
of the CFRA experiments are discussed in detail.
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4.2.1 Model validation
In order to verify the capability of the model to predict the dynamics of a PEMFC,
EIS spectra have been simulated and compared to experimental ones. The operating
conditions of the experiments together with the values of the parameters used in the
model are listed in the Table 4.1. These have been chosen in order to match as much
as possible the assumption made in the model.

Quantity Value Source
ai0 Product of specific catalyst area and exchange current (A m−3) 104 [182]
Acell Geometric surface area of the catalyst (m2) 2.6× 10−3 Experiments
CDL Double layer capacitance for cathode and anode (F m−2) 500 Assumed
CO2,ref Reference concentration O22 (mol m−3) 40 [182]
DH2O,air Diffusivity for H2O (m2 s−1) 1.14× 10−5 [175]
DN2,air Diffusivity of N2 (m2s−1) 3.07× 10−5 [175]
DO2,air Diffusivity of O2 (m2 s−1) 1.42× 10−5 [175]
D0,M
H2O

Nominal diffusivity of water in Nafion (m2 s−1) 2.1× 10−7 [177]
Eocp Open circuit potential (V) 1.2 Assumed
Fin,c Gas flow rate at cathode (m3 s−1) 6.94× 10−6Experiments
Fin,a Gas flow rate at anode (m3 s−1) 4.4× 10−6 Experiments
Kad,H2 Kinetic constant for hydrogen adsorption (Pa) 5.07× 104 [182]
KHOR Kinetic constant for hydrogen oxidation (mol m−2 s−1) 4.15× 10−1 [182]
KH+ Electrosmotic drag constant 2.5 [177]
Ptot Total pressure (Pa) 105

PCH
O2,in

Oxygen pressure of the cathode inlet (Pa) 1.58× 104 Experiments
PCH
H2,in

Hydrogen pressure of the anode inlet (Pa) 7.51× 104 Experiments
tCLc Cathode catalyst layer thickness (m) 10−6 [182]
T Temperature (K) 353 Experiments
Tdp,a Dew point temperature anode (K) 328 Experiments
Tdp,c Dew point temperature cathode (K) 328 Experiments
V Volume of the flow field (m3) 7.2× 10−6 Experiments
αa Charge transfer coefficient at the anode 0.5 Assumed
αc Charge transfer coefficient at the cathode 0.55 Assumed
εH2O Porosity of the GDL related to H2O 0.3 Assumed
εO2 Porosity of the GDL related to O2 0.034 Assumed

Table 4.1: List of input parameters

Feeds with low RH (35% ) have been set in order to keep the membrane in a dehy-
drated state. In this way, the contribution to the performance of the ohmic resistance
due to the low proton conductivity, and of the water transport in Nafion are expected
to be more significant. The employed high hydrogen flow rate makes more efficient
the water removal on the anode side promoting a substantial backwards permeation
of water in the membrane. Moreover, the condensation of liquid water is likely to be
minimal because of the relatively low steady state current density (maximum 300 mA
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cm−2). Further details on the experimental conditions, the setup and the cell hardware
are discussed in the Chapter 5.

In the Figures 4.2a-c, EIS experimental spectra measured at three different work-
ing points, i.e. 100 mA cm−2, 200 mA cm−2 and 300 A cm−2, are shown. These

Figure 4.2: EIS spectra collected at 3 different working points. (a)-(c) experimental
spectra, (d)-(f) simulated spectra.

50



conditions correspond to three different regimes of a PEMFC operation: activation
controlled region, linear region controlled by the ohmic resistance due to the proton
transport in the membrane, and a region in which the mass transport resistances start
to have a more significant influence. As shown in the Figures 4.2d-f, the model re-
produces well the experimental results, predicting the effects of the dominant transient
processes on the spectra. Basically, three phenomena dominate the dynamics of the
PEMFC, which characteristic frequencies, and, consequently, the time constants can
be determined by the turning points in the phase angle diagram or by the inflection
points in the magnitude Bode plot representation [76]. As illustrative example, char-
acteristic frequencies related to the Bode plot at the highest steady state current density
are shown in the Figures 4.2d-e. The effect of the kinetic charge transfer resistance on
the cathode acting in parallel with the double layer charging dynamics is observed in
the high frequency region (fdl = 7Hz). As already mentioned in the Chapter 2, it is
usually the fastest transient observed in PEMFCs [73, 74]. At a frequency around 248
mHz, termed as fdiff,c, the dynamics related to the gas transport inside the channel on
the cathode side are detected. As shown also in other works [73, 74], the contribution
of the mass transport on the anode side to the spectra is too small to be distinguished
in most of the cases. Finally, in the low frequency range (larger response times) the
characteristic frequency of the water sorption in the membrane (fw = 8mHz) is ob-
served [73, 74, 98, 115, 116, 132, 184].

The dynamics related to the gas transport in the GDL are not clearly observed or
distinguished. As observed in other works [130], this contribution can fall in the same
frequency region of the double layer charging dynamics and be overlapped with the
latter. This is indeed verified in our model simulations. Then, it is reasonable to think
that the same occurs in the experiments.

It should be mentioned that the present spectra are relatively easy to interpret, since
the most of the observed dynamics do not overlap. As it was mentioned in the previous
sections, in many cases, the overlapping of different phenomena occurs in the spectra,
making difficult the investigation of the system dynamics.

4.2.2 CFRA spectra
For comparison purposes, CFRA spectra obtained by oxygen partial pressure pertur-
bations under voltastatic control (Equation 4.31), have been simulated at the same
operating conditions previously considered. The results are displayed in Figure 4.3.
In the magnitude plot (Figure 4.3a), two inflections points are observed at the same
characteristic frequencies previously attributed to the gas transport in the channel and
to the water transport in the membrane.

The dynamics associated to the double layer charging are not visible at high fre-
quencies. This can be rationalized by the time delay between the input signal per-
turbation (oxygen pressure change) and the system response in terms of current and
overpotential changes. Two patterns typical of delayed systems are indeed observed
in the spectra. In the phase angle plot (Figure 4.3b), the phase angle is increasing
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Figure 4.3: Simulated CFRA spectra obtained by oxygen partial pressure perturbations
under voltastatic control at 3 different working points.

monotonously over the angle of 360◦, reaching the plateau of 1800◦ at very high fre-
quencies (see the inset of the Figure 4.3b). Additionally, the Nyquist plots exhibit a
spiral at high frequencies (see the inset of the Figure 4.3c). It can be further assumed
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that this delay should be equal to the time required for the gas to be transported inside
the cathode channel and GDL, and reach the catalyst surface. This assumption can be
further demonstrated as follows.

The time delay ∆t of the output is related to the frequency ωc at which in the
Nyquist plot the imaginary part turns for the first time negative (see the inset of Figure
4.3c) according to the following equation [185]

∆t =
π − tan−1ωc

ωc
. (4.33)

The calculated time delay by the Equation 4.33 based on data in Figure 4.3c is 0.025
s. It follows further that if the time delay is influenced by mass transfer conditions in
the channel and the GDL, the characteristic frequency ωc is be dependent on the gas
diffusivity, GDL porosity or its thickness.

In Figure 4.4a, the influence of oxygen diffusivity on CFRA spectra is shown in
a Nyquist plot representation. As one can see, the CFRA spectra are sensitive to the
change of this parameter decreasing their values as the oxygen diffusivity increases.
The Figure 4.4b shows zoomed high frequency area of the CFRA spectra. As can
be observed, the value of the highest frequency intercept on the real axis increases
together with the diffusivity (ω = 10.19Hz, ω′ = 15.69Hz, ω′′ = 66.48Hz).

This, in accordance to the equation 4.33, results in the associated time delays of
∆t = 0.025s, ∆t

′
= 0.016s, and ∆t

′′
= 0.0038s. An increase of the time delay

with a decrease of diffusivity is expected, since a lower diffusivity means a slower gas
diffusion and more time to achieve the catalyst interface. It must be remarked that
the calculated time delays could be underestimated, since the channel is considered
as lumped element neglecting a pressure gradient along the sandwich and axial coor-
dinate. Then, this assumption does not account for the time required to the pressure
perturbation to achieve the interface between the channel and the GDL.

The magnitude of CFRA obtained under voltastatic control (solid line), and un-
der galvanostatic control (dashed line) are compared in the Figure 4.5. Unlike the
voltastatic case, the galvanostatic spectrum does not display any change in the re-
sponse at the characteristic frequency for the transport of water in the membrane. The
only present inflection point is the one revealing the dynamics of the gas transport in
the channel. This is because the galvanostatic control implies a constant reaction rate
and, consequently, a constant water production by the ORR on the cathode. This re-
sults in a steady hydration of the membrane which is not a dynamic element under this
operating condition, and give a constant contribution to the ohmic resistance of the
PEMFC.

This supposition is further reflected in Figure 4.6, where simulations of oxygen
pressure step experiments (Figure 4.6a) are displayed. Specifically, the electric re-
sponses to the pressure stimulation under voltastatic and galvanostatic conditions are
reported (Figure 4.6b) together with the dynamic behaviour of the ohmic losses due to
the change of water content in the membrane (Figure 4.6c), calculated by the Equation
4.14. Under voltastatic control (Figure 4.6b, solid line), the current increases from its

53



Figure 4.4: Simulated CFRA Nyquist plots obtained by oxygen partial pressure pertur-
bations under voltastatic control at 3 different values of oxygen diffusivity. Operating
current: 300 mA cm−2.

initial steady state value to the intermediate new value in a time range around 1 s. At
a bit longer time scale (t > 1s), additional increase of current can be observed, with
a new steady state value reached in ca. 30s. The first change of the current at t ≈ 1s
can be attributed to the change in the oxygen pressure due to the pressure step. The
increase at t > 1s is not directly related to the pressure change. This increase can
be explained by a change of a membrane resistance caused by additional water trans-
ported into the membrane. The decrease of the membrane resistance under voltastatic
conditions leads to an increase of the activation overpotential (cathode overpotential is
mainly influenced), causing an increase of the current density. This is further demon-
strated in the Figure 4.6c (solid line), where the change of the membrane resistance
over time is shown. At first, the membrane resistance is increasing (due to the current
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Figure 4.5: Comparison of the magnitude of CFRA in Bode plot representation ob-
tained by oxygen partial pressure perturbations under voltastatic (solid line) and gal-
vanostatic (dashed line) control. Operating current of 300 mA cm−2.

increase), but at t > 10s it starts to decrease. This time corresponds to the time con-
stant of water diffusion in the membrane. On the contrary, the potential response stays
constant at the same range of time under galvanostatic control, as well as the ohmic
resistance which value does not change during the time course of the experiment (Fig-
ure 4.6b-c, dashed line). This confirms the previous speculation about the constant
hydration of membrane by keeping the current constant. The present discussion sug-
gests that the comparison between the CFRA spectra collected under galvanostatic and
voltastatic conditions can be used to identify and discriminate the contribution of the
membrane dynamics to the frequency response spectra and evaluate its time constant.

In the Figure 4.7, the simulated magnitude of CFRA spectra obtained by water
partial pressure perturbations are reported (Equations 4.30-4.32). As already stated , in
these simulations, the steady state water pressure was significantly below the saturation
point (30% RH). For both electric responses, the spectra mostly detect the dynamics
associated to the water transport in the membrane which gives the highest contribution
to the transfer functions. The characteristic frequency clearly determinable at low
frequencies is indeed the one corresponding to this phenomenon. A slight turning point
is observed in the frequency range of the gas transport in the channel. The unexpected
response of this transient process is related to the change of the partial pressures of the
component of the gas mixture at the catalyst interface and is explained in the following.

In the Figure 4.8, simulations of water pressure step experiments are displayed.
As seen in the Figure 4.8b, the diffusion of the water pressure perturbation in the
GDL and catalyst interface cause also a change of the oxygen pressure. Since the
oxygen pressure of the inlet flow stays constant during the experiment, this behaviour
is unexpected. However, the variation of the gradient of water in the GDL affects the
total volumetric flow rate at the outlet (Equation 4.2), as depicted in the Figure 4.8c.
This makes the partial pressures of all the chemical species in the channel changing
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Figure 4.6: Pressure step simulations under voltastatic (solid line) and galvanostatic
(dashed line) conditions: (a) oxygen pressure step signal input, (b) current (voltastatic
control) and cell voltage (galvanostatic control) outputs, (c) ohmic potential losses due
to proton transport in Nafion.

determining a variation in the GDL and catalyst as well. The variations related to
this transients result in the detection of gas transport dynamics in the CFRA spectra
obtained by water perturbation.

These simulations suggest that water perturbation can be used to study selectively
the dynamics related to the Nafion membrane or, more generally, to the the phenomena
connected to the water transport in the cell, as for example transport of vapour.

The previous analysis demonstrates that the CFRA capability to discriminate be-
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Figure 4.7: Comparison of the magnitude of CFRA in Bode plot representation ob-
tained by water partial pressure perturbations under voltastatic (solid line) and gal-
vanostatic (dashed line) control. Operating current of 300 mA cm−2.

tween different dynamic processes is dependent not only on the chosen pressure input
perturbation, but also on the electric control conditions of the experiment. This con-
clusion follows also from analysis of the terms of the residual vector (Equation 3.13)
for all the studied frequency response methods. To rationalize the information con-
tained in the spectra, the relative contribution of the residual ri is expressed through
the following equation

rrel,i = 100
ri∑n
i=1 ri

. (4.34)

In the Table 4.2, the values of the relative residuals rrel,i for model variables related
to the main accounted dynamic processes are displayed. The term rDLrel stands for the
relative residual related to the double layer charging at the cathode side, rGDLrel for the
oxygen transport in the GDL, rCHrel for the oxygen transport in the channel, and rMrel(%)
for the transport of the water in the membrane. The relative terms are expressed in
percentage. As claimed in the previous sections, the higher the value of the relative
residual, the higher the impact of the dynamic process on the spectra. In the case of
EIS, the values of the residuals are significant for most involved dynamic processes.
These calculations agrees with the EIS spectra previously displayed, in which insights
for all the main dynamics have been observed. The phenomenon with the lowest im-
pact is the charging of the double layer, which is connected to the charge transfer
resistance of the ORR. The gas diffusion in the GDL presents a higher contribution.
This confirms that this phenomenon is among the most influencing, but its charac-
teristic pattern in the spectra is masked to the one of the double layer charging and,
consequently, not visible. Moreover, it is noticeable that the diffusion inside the GDL
has a lower impact (20% lower) than gas transport in the channel. This agrees with
the hypothesis of the transport in the channel as dominant dynamic process for gas
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Figure 4.8: Pressure step simulations under voltastatic conditions: (a) water pres-
sure step signal input (red line) and oxygen pressure (black line), (b) oxygen pressure
(dashed line) and water pressure (solid line) change at cathode catalyst interface, (c)
outlet flow rate

Technique rDLrel (%)rGDLrel (%)rCHrel (%)rMrel(%)
EIS 13.1 22.7 54.6 9.6
CFRA (O2) vol. 0 0 87.9 11.1
CFRA (O2) gal. 0 0 100 0
CFRA (H2O) vol. 0 0 17.1 82.9
CFRA (H2O) gal. 0 0 25.2 74.8

Table 4.2: Relative residual values. Operating current: 300 mA cm-2.
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transport. The relative residuals related to the CFRA spectra obtained by oxygen per-
turbation are characterized by an absent contribution of the double layer transient and
of the transport in the GDL under both the electric controls. Indeed, these processes
could not be identified in the CFRA spectra. Specifically, for the CFRA under gal-
vanostatic condition, the only dynamic process detected is the transport of the oxygen
in the gas channel, as observed in the simulations (Figure 4.5). Finally, the selectivity
of the CFRA spectra obtained by water pressure perturbations regarding the transport
in the Nafion membrane is also verified. The values of the relative residual rrelM cor-
responding to this phenomenon are around 80% and 75% respectively for the transfer
functions determined under voltastatic and galvanostatic conditions. The rest of the
contribution is given by the gas transport in the channel, as also seen in the previous
simulations. Therefore, the residual matrix can be considered as valuable theoreti-
cal instrument to predict and quantify the contributions of the different dynamics to a
spectrum of a certain transfer function.

4.3 Sensitivity analysis
An identifiability analysis has been performend in order to determine the quality of
the parameter estimated by the fitting of CFRA and EIS spectra. In this way, the
performances of the different FRA techniques as tool for the analysis and onboard
diagnosis of PEMFC systems have been compared.

The main parameters accounted in the model influencing the dynamics and the
performance of a PEMFC have been selected for this analysis. As parameter affecting
the rate of the ORR and the double layer charging, the cathodic transfer coefficient
αc has been considered. The exchange current density i0 has not been included in
the analyzed parameters, as its change resulted to have a negligible impact on the
dynamic performance. The effective porosities of the GDL related to oxygen and
water transport on the cathode side, respectively εO2 and εH2O have been chosen as
parameters determining the impact of the resistance of transport in the GDL as well
as the dynamics of the transport in the channel. Finally, the intrinsic diffusivity of
water in Nafion D0,M

H2O
and the electrosmotic flow constant have been selected as the

parameters most characterizing the effects of water transport in Nafion.

4.3.1 Mathematical framework of the identifiability analysis
The following approach to evaluate the identifiability of parameters has been largely
employed in the field of chemical process engineering, and it is recently finding ap-
plication in the kinetic analysis of complex chemical networks in system biology
[186, 187]. To our knowledge, this is the first case of application in the analysis of
the electrochemical systems.

The observation taken from EIS and CFRA experiments can be described through
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the observation equation:

O = φ (θ) +L. (4.35)

The observation vectorO = (O1, ...On)T contains in our case the values of the consid-
ered CFRA or EIS transfer functions measured at different frequencies. On the other
hand, φ (θ) = (φ (θ)1 , ...φ (θ)n)T represents the simulated results obtained using the
parameter set θ = (θ1, ...θm)( T ), while L = (L1, ...Ln)( T ) is the observation er-
ror vector which elements quantify the difference between the experiments and model
predictions. The latter vector is relevant for assessing the adequacy of the parameter
estimated, but not for their identifiability.

A given subset K of parameter has to fulfill two requirements to be identifiable.
First, the simulated outputs φ (θ) must be sensitive to the change of all parameters of
the subset. Second, the change of the output due to the modification of a parameter
should not be compensated by the change of value of another parameter from the
subset. The first criteria is addressed by the determination of the sensitivity coefficients
and their mean square value δmsqrj for each parameter θi, while the second by the
calculation of collinearity index λK related to the subset K considered. Both variables
are function of the normalized sensitivity matrix S̃p which is in turn calculated through
the elements si,j of the adimensional sensitivity matrix Sp expressed by the following
equation:

si,j =
θ0
j

φ0
i

∂φi
∂θj

. (4.36)

Here, the index i stands for a certain measured output which is the values of a transfer
function at a certain frequency in our specific case, while the index j indicates the
parameter considered. The derivative in the Equation 4.36 has been determined with
respect to a fixed parameter set θ0. The elements φ0

j and θ0
i are respectively the output

of the model calculated from the parameter set θ0 and its ith element. In general, a high
sensitivity implies a smaller variance in the measure of a certain parameter, resulting in
a more correct estimation. Therefore, in the present context, the value of the sensitivity
coefficient represents a comparative term with respect to the quality of the parameter
estimation performed using different FRA techniques.

Then, the elements of the normalized sensitivity matrix S̃p are constituted by the
normalized elements of S̃p which read:

s̃i,j =
si,j
‖sj‖

. (4.37)

The symbol ‖sj‖ indicates the Euclidean norm of the jth colums of the nondimensional
sensitivity matrix Sp. From the elements of S̃p, the mean square sensitivity δmsqri

related to a certain parameter θj is determined through the following equation:

δmsqrj =

√√√√ 1

n

N∑
i=1

s2
i,j. (4.38)
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A high value of δmsqri means that the parameter θj has an average high influence over
all the simulated outputs φi, while a value approaching the zero indicates its change
has a negligible effect.

The collinearity index γK related to a parameter subset K is defined as:

γK =
1

min
(
eigen

(
S̃p,K

T
S̃p,K

)) =
1

λK
(4.39)

where S̃p,K is a submatrix of S̃p containing the columns corresponding to the param-
eters of the subset K, and λK the smallest eigenvalue of S̃p,K

T
S̃p,K . The index γK

is a measure of the degree of linear dependence of the columns in S̃p,K . Basically, a
value of λK equal to 1 means the orthogonality of the columns of the subsetK, while a
value approaching the infinity indicates a high linear dependency between them. If the
latter case is verified, changes in the simulated outputs due to the small variation of a
parameter can be compensated by an appropriate modification of the value of the other
parameters in K implying an impossibility to identify each of them using the consid-
ered data set. Therefore, an higher λK means that the identified parameters by fitting
procedure are not reliable because they represent only one of many different possible
solutions. Generally, an empirical threshold of 20 for λK is considered in many works,
as it represents limit over which the effect of collinearity between parameters is sig-
nificant and the parameter is defined unidentifiable. However, a value approaching as
much as possible one represent the best case.

4.3.2 Comparison of parameter identifiability
In the Table 4.3, mean square sensitivities related to the considered parameters and
for each FRA transfer function are displayed for all the steady state current density
considered. They have been determined from the values of the simulated magnitude
Bode plots at different frequencies according to the Equation 4.38. Additionally, the
adimensional sensitivites as function of the frequency at the highest current current
density are compared in the Figure 4.9.

It is noticeable that all the FRA techniques are highly influenced from the value
of the cathode transfer coefficient. The lowest mean square sensitivity value of 0.26
is verified for the voltastatic CFRA by water input. The CFRA techniques under gal-
vanostatic control are the most sensitive to this kinetic parameter. Additionally, the
sensitivity does not change considerably along with the steady state current for any of
the frequency response methodologies. This behavior is reasonable, since the kinetic
activity of the catalyst is not affected by the mass transport which is the main phenom-
ena increasing its impact proportionally with the current. Moreover, unchanged ORR
kinetic mechanism has been assumed along the different polarization conditions. The
Figure 4.9a shows that the adimensional sensitivity generally increases towards lower
frequencies achieving the highest values from 1 Hz on, which is the frequency range
of the dynamics of gas transport in the cathode channel.
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Current Technique δmsqrαc δmsqrεO2
δmsqrεH2O

δmsqr
DMH2O

δmsqrKH+

100 mA cm−2

EIS 0.41 0.06 0.01 0.01 0.01
CFRA(O2) vol. 0.39 1.95 0.01 0.01 0.01
CFRA(O2) gal. 0.75 1.97 0.01 0.01 0.01
CFRA(H2O) vol. 0.27 0.28 0.68 0.34 0.11
CFRA(H2O) gal. 0.48 0.29 0.69 0.34 0.15

200 mA cm−2

EIS 0.39 0.21 0.02 0.01 0.01
CFRA(O2) vol. 0.44 1.8 0.01 0.02 0.02
CFRA(O2) gal. 0.77 1.85 0.005 0.02 0.03
CFRA(H2O) vol. 0.33 0.32 0.75 0.32 0.28
CFRA(H2O) gal. 0.48 0.37 0.77 0.33 0.27

300 mA cm−2

EIS 0.49 0.92 0.03 0.04 0.03
CFRA(O2) vol. 0.37 1.46 0.01 0.05 0.05
CFRA(O2) gal. 0.76 1.95 0.01 0.06 0.06
CFRA(H2O) vol. 0.36 0.77 0.84 0.42 0.38
CFRA(H2O) gal 0.54 1.1 0.87 0.5 0.41

Table 4.3: Mean square sensitivities of the different transfer functions at three steady
state currents.

The mean square sensitivity to the effective porosity related to oxygen diffusion
presents a general rising trend along the steady state current density for all the FRA
techniques except for the CFRAs by oxygen perturbations. For these cases, this value
stays constant around 1.8 without changing significantly and represents the highest
compared to the other ones. On the contrary, the EIS presents the lowest sensitivity for
this parameter. As noticeable in the Figure4.9, the sensitivity to the effective porosity
of the galvanostatic CFRAs dramatically rises up at higher frequencies, while it sta-
bilizes to a plateau at lower ones. Then, it can be concluded that the best part of the
spectra to determine the porosity by model fitting could be the frequency region higher
than 10 Hz.

The parameters influencing the water transport in the GDL and in the membrane
present a low mean square sensitivity for the EIS and the CFRAs by oxygen pressure
perturbations. On the contrary, the CFRA transfer functions obtained by water pressure
input result to have a high sensitivity to these parameters which increases together with
the steady state current density. Then, it can be concluded that the selectivity of these
experimental techniques to the phenomena involving water transport implies a higher
influence to the related parameters as well. In the Figures 4.9c-e, it can be observed that
the adimensional sensitivities of these techniques present a significant value over 0.1
for most of the frequency range considered. This means a reliable parameter estimation
regardless from the fitted region of the spectra.

The collinearity index of different sets of the considered parameters relative to EIS
and CFRA methodologies at the three different operating conditions are exposed in the

62



Figure 4.9: Comparison adimensional sensitivities coefficients of the main kinetic and
transport parameters: (a) charge transfer coefficient of the ORR, (b) effective porosity
related to the oxygen transport, (c) effective porosity related to water transport on the
cathode, (d) intrinsic diffusivity coefficient of water in Nafion, (e) electrosmotic flow
constant.

Table 4.4. The sets have been chosen with the purpose to quantify the interdependence
of parameters influencing phenomena which effect on the response could overlap with
each other. Accordingly, in the subsets 1 and 2, it has been respectively determined the
collinearity between the kinetic cathode transfer coefficient and the effective diffusivity
for the oxygen transport, and between the intrinsic diffusivity of the water in Nafion
and the electrosmotic drag constant. In the subsets from 3 to 6, the collinearity index
for all the possible combinations of three parameters among the ones considered are
displayed. Finally, the subset 7 shows the collinearity index for all the parameters
related to mass transport phenomena.

The first apparent observation to point out concerns the correlation index of the
subset 1 close to the optimal value of 1 for all the CFRA techniques at all the operating
conditions. This means that the kinetic transfer coefficient and the effective porosity
related to the oxygen transport are completely independent and their values do not
influence each other. Therefore, the estimation of these parameters through model
fitting of CFRA spectra in the considered frequency region does not present correlation
problems. The same considerations are valid for the transport parameters relative to
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Current Subset numberParameters EIS CFRA(O2) gal.CFRA(O2) vol.CFRA(H2O) gal.CFRA(H2O) vol.

100 mA cm−2

1 αC , εO2 9.13 1.02 1.04 1.17 1.11
2 Dλ, ξel 16.19 7.71 11.69 1.11 1.07
3 εO2 , εH2O, Dλ 7.04 2.04 2.19 4.24 4.12
4 εO2 , εH2O, ξel 10.51 2.12 2.09 1.25 1.16
5 εO2 , Dλ, ξel 17.21 9.59 11.69 1.14 1.15
6 εH2O, Dλ, ξel 27.59 128.8 12.55 4.19 4.2
7 εO2 , εH2O, Dλ, ξel30.63 128.8 13.52 4.42 4.32

200 mA cm−2

1 αC , εO2 10.77 1.11 1.01 1.7 1.48
2 Dλ, ξel 8.13 144.36 7.26 1.39 1.84
3 εO2 , εH2O, Dλ 3.29 9.27 1.45 2.21 2.13
4 εO2 , εH2O, ξel 3.23 9.75 1.53 1.13 1.26
5 εO2 , Dλ, ξel 8.36 180.7 7.27 1.43 1.9
6 εH2O, Dλ, ξel 8.29 645.58 12.61 4.05 4.39
7 εO2 , εH2O, Dλ, ξel 8.48 657.75 13.11 4.49 4.44

300 mA cm−2

1 αC , εO2 21.75 1.86 2.32 6.45 4.98
2 Dλ, ξel 16.99 12371 17.64 3.47 3.75
3 εO2 , εH2O, Dλ 1147 9922 1.7 1.91 1.47
4 εO2 , εH2O, ξel 14.77 24292 1.81 1.64 1.29
5 εO2 , Dλ, ξel 18.58 14077 17.83 4.37 3.9
6 εH2O, Dλ, ξel 17.06 18924 23.77 6.14 5.12
7 εO2 , εH2O, Dλ, ξel19.08 37507 24.77 7.03 5.78

Table 4.4: Collinearity index of EIS and CFRA transfer function at three different
current densities.

the water in Nafion.
Then, it is remarkable the extremely high values of the correlation index of the

galvanostatic CFRA by oxygen input for all the subsets including parameters related
to the transport phenomena (subsets 2-7). This extensive overcoming of the fixed
threshold means the existence of many different branch of parameters which could fit
the experimental data without converging to a single one. For this reason, despite of
the high sensitivity to all the fitted parameters, this FRA technique cannot give reliable
evaluation of them, by the fitting of a single spectra, giving misleading evaluations on
the status of the PEMFC.

On the contrary, CFRAs performed by water present the lowest values of collinear-
ity index relative to the transport parameters displaying a maximum value of 7.03 for
the subset 7 which is significantly below the tolerable threshold of 20.

From the analysis of the mean square sensitivity coefficient and correlation index
exposed above, the following main considerations can be deduced about the identifi-
ability of parameters and their estimation. First, the CFRA techniques present better
performance then classic EIS in parameter identification, as they are generally char-
acterized by higher sensitivities and lower collinearity index. For example, the esti-
mation of the kinetic transfer coefficient and parameters related to transport of oxygen
by model fitting is completely free from correlation problems with respect to the EIS
which could lead to unreliable results. The same is not verified in all the CFRA about
the estimation of the parameters related to transport phenomena. For instance, galvano-
static CFRA by oxygen perturbations results to have correlation index related to the
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subsets of transport parameters excessively above the tolerable limit, despite good val-
ues of sensitivity. For these reasons, this FRA technique could be not suitable to give
information on the mass transport resistances of PEMFCs. On the contrary, CFRAs
performed by water perturbations are the only experimental techniques to present high
sensitivities and tolerable correlation index between both kinetic and transport param-
eters (see subset 7). Therefore, it can be concluded that the model fitting of the spectra
obtained through these methodologies gives the most reliable results among all the
others FRA methodologies analysed. Then, according to the performed identifiability
analysis, they are the most suitable to be employed to develope onboard diagnostic
tools for PEMFCs.

However, it must be remarked that this analysis is based on an optimal case of
wide frequency range of spectra (0.001Hz < f < 1000Hz) and estimation of the
transfer function along 16 points per decade. The identification of parameters based
on fitting of experiments with different values of these setting could lead to different
conclusions.

4.4 Feasibility analysis
As for all linear FRA techniques, in order to collect reliable data, CFRA experiments
must respect conditions of linearity [143,144,146]. This mainly implies the application
of pressure perturbations with an amplitude sufficiently small to avoid nonlinearities in
the electric response of the fuel cell. On the other hand, the amplitude of the pressure
should also be large enough to produce an electric response which could be detected
and distinguished from the eventual noise. Therefore, the amplitude of a proper input
is restricted by the requirement of linearity on one side, and the signal detectability on
the other side. Therefore, in the following, detecatability and nonlinearity limitations
specific for the considered electric output are defined.

Several methods to quantify the nonlinearities in the output of a frequency response
have been proposed [188,189]. As a most convenient method, in the present case a so-
called total harmonic distortion (THD) of a signal has been introduced. This method
has been successfully applied in the past [190,191] for such purposes. Given a periodic
signal W composed by different harmonics of amplitude ∆i, the THD is defined as

THD = 100

√
∆2

1 + ∆2
2 + ...

∆1

. (4.40)

As suggested in different works [190,191], for sinusoidal inputs, the THD value should
not exceed the value of 5. Over this value, the contents of nonlinearities of the response
is supposed to be too high to perform a data analysis conform with the LST assump-
tions.

The detectability limit is restricted by the amplitude of the electric response. The
minimum value of the amplitude which can be clearly detected is fixed at 5 mA and

65



5 mV, respectively for the voltastatic, and galvanostatic operating control. These de-
tectability limits are largely overestimated, since the modern potentiostats have a reso-
lution 0.3 µV for the voltage. However, an excess in the approximation of this quantity
is reasonable for a theoretical study and also considering the possible presence of noise
sources.

To theoretically verify the respectability of the CFRA technique to the imposed
limitations, the model has been numerically solved to simulate the electric response
of the cell to sinusoidal oxygen pressure perturbations at different frequencies, and
with amplitudes of different magnitudes. For each output, the amplitude and the THD
have been collected. By treating these data, the operating windows in Figure 4.10, for
voltastatic and galvanostatic control, have been designed. Each point of the diagram is
related to an input specification, i.e. an amplitude of oxygen pressure and a frequency
which characterizes a perturbation. The green line indicates the detectability limit.
The inputs characterized by the specification points below this line do not generate
a detectable electric response. Likewise, the inputs with the specifications indicated
by the points over the nonlinearity limit (red line) produce an output containing a not
tolerable quantity of nonlinearities. Therefore, the white region represents the operat-
ing window for the CFRA which satisfies the feasibility requirements. It is noticeable
that the voltastatic CFRA presents a wider feasible operating window than the gal-
vanostatic one. However, in both the cases, oxygen pressure perturbations enabling
to produce linear and detectable responses are possible. However, this analysis does
not consider technical limitation related to the production of pressure perturbations at
such high frequencies which could limit the available frequency range for practical
experiments. This aspect is evaluated and discussed in the next chapter.

4.5 Conclusions
The capability of CFRA as experimental technique for diagnosis and study of the dy-
namics of a PEMFCs has been theoretically investigated through development of a 1-D
dynamic model. Oxygen and water pressure perturbations sent to the cathode side of
the cell have been chosen as inputs. As output, voltage and current responses have
been obtained depending on the electric control applied to the cell, i.e. galvanostatic
or voltastatic, so that 4 different CFRA transfer functions could be determined. It has
been shown that CFRA spectra can discriminate different dynamic processes occurring
in the cell, depending on the kind of concentration perturbation, and electric control
applied. For example, the galvanostatic CFRA by oxygen perturbations can selectively
detect the dynamics related to the transport of gas in the channel. On the other hand,
the comparison between the CFRA spectra obtained by oxygen perturbations under
voltastatic and galvanostatic controls, can be used to identify the contribution of the
transport of water in the membrane to the system dynamics. Moreover, this phenomena
can be selectively studied through CFRA transfer functions based on water pressure
perturbation.
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Figure 4.10: Operating window for CFRA experiments involving oxygen perturbation
under voltastatic (a), and galvanostatic (b) control. Operating current: 300 mA cm−2.

The results of the identifiability analysis attests that the use of partial pressure
perturbations could allow a more correct estimation of the kinetic and transport pa-
rameters, compared to the classic EIS. In this regard, the CFRAs performed by using
water pressure inputs presented the best performance representing the most promising
diagnostic tools for onboard applications among the others. Additionally, the feasi-
bility analysis demonstrates that CFRA experiments for PEMFC could be performed
respecting the linearity and detectability constraints.
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Chapter 5

Experimental setup and data analysis
procedure

In order to validate the theoretical findings discussed in the Chapter 4, a special setup
capable to produce a feed with a periodic pressure of oxygen and water at different
frequencies was constructed. In the Section 5.1, the technical functionalities of the
setup, its limitations as well as the characteristics of the used fuel cell hardware are
discussed in detail. Then, the spectral analysis applied to the pressure inputs and elec-
trical outputs to obtain the CFRA transfer functions from the measured quantities is
explained in the Section 5.2. Finally, the complete experimental protocol developed to
determine the CFRA spectra is described.

5.1 Experimental setup

5.1.1 General description
A scheme of the cathode feed conditioning section of the setup designed to perform
CFRA experiments is displayed in the Figure 5.1. The initial part is similar to standard
facilities used to characterize PEMFCs performance. The various parts of the exper-
imental setup are numbered in the following description as indicated in the scheme.
Dry streams of pure oxygen (1) and nitrogen (2) (99.999% purity) dispensed by Air
Liquide were supplied to the system using Bronkhorst EL Flow mass flow controller
to dose them in the desired proportions and quantities. The mixture of gases was hu-
midified through a bubbler (4) covered by an external jacket in which heated water was
circulating. A Julabo F32 heating circulator (6) was used to heat and pump the water
to the jacket controlling indirectly the temperature of the water in the bubbler. In this
way, a humidified stream at a fixed dew point temperature was obtained as outcome. In
order to avoid water condensation, the temperature of the tubes was kept at least 10 C◦

degrees more than the fixed dew point temperature by using heating tapes provided of
Pt100 temperature sensors and PID controllers. A Vaisala DMT340 dew point meter
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Figure 5.1: Schematic of the cathode feed conditioning section of the experimental
setup. Periodic pressure input signal (oxygen and water) and electric output under
galvanostatic control of the cell (voltage) at two different frequencies are shown in the
inset.

(8) measured the humidification level and the temperature of the gas stream, while a
sensor by Elettrotechnik Gmbh (9) monitored the total pressure at the inlet.

The oxygen and water perturbations were produced adding periodically a flow of
dry oxygen or nitrogen (3) to the main humidified stream through the use of a switching
valve (5) capable to regularly alternate the direction of the additional flow to the cell
or to the outlet. The frequencies of the periodic pressure perturbations so obtained
were regulated by setting different switching times of the valve between the two flow
directions. The set value of the added flow rate was changed in the range of 3-6 % of
the main cell feed in order to assure the linearity of the electric response. The protocol
developed to verify the condition of linearity is discussed in the Chapter 6.

The addition of a dry stream of pure oxygen or nitrogen simultaneously changes the
partial pressure of oxygen and water in the main inlet feed (see insets in the Figure 5.1).
The variations of oxygen were measured by a OXR430-UHS oxygen fiber sensor (9)
produced by Pyro Science Gmbh which was collocated at the center of the tube before
the cathode entrance. The measuring principle of this sensor is based on near-infrared
emissions of a photosensitive dye (the indicator) immersed in a polymer matrix caused
by its excitation through a modulated red light radiation coming from a photo-diode.
The intensity of the light emitted by the indicator is dependent on the pressure of
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oxygen surrounding it. The sensor is characterized by a fast time response τ90 of
200 ms and a sampling frequency fs about 6.6 Hz. The used dew point meter (8) to
measure the water pressure variations is characterized by a time response of 10 seconds
which allows to detect only periodic water perturbations with frequencies lower than
0.1 Hz. For this reason, a calibration procedure of the fiber sensor enabling to extract
the water partial pressure variations from the oxygen measurements was established.
The procedure is described in detail in the next section.

The features of the produced oxygen and water periodic perturbations and related
electric responses depend on the composition of the additional flow used and their
frequency. In the Figure 5.2, profiles of pressure inputs and voltage output obtained
by adding additional flow of pure oxygen under galvanostatic control are displayed at
two different frequencies. It is remarkable that the perturbation produced at the higher
frequency of 500 mHz (Figures 5.2a, c) replicates the shape of a sinusoidal, while it
turns in a square wave going towards lower frequencies (Figures 5.2b, d). Moreover,
the oxygen and water perturbations are out of phase to each other. Then, an increment
of the oxygen in the stream is followed by a simultaneous decrease of the water partial
pressure and vice versa. This is due to fact that the addition of a dry flow of oxygen
increases the oxygen partial pressure in the main stream, but on the other side, it leads
to a decrease of the one of the water. The effect of this out of phase coupling of the
inputs is well observed in the voltage response at the lower frequency (Figure 5.2f),
where a fast increase is first detected as result of the rise of oxygen pressure. Then, a
slow decrease of the voltage is verified probably due the lowering membrane hydration
consequent to the decreasing water partial pressure. Contrary behaviour is seen when
periodically the additional flow of oxygen is not supplied and a quick decrease of
voltage followed by a slow increment is observed.

The inputs and output profiles produced using periodic addition of nitrogen are dis-
played in the Figure 5.3. In this case, the two pressure perturbations are in phase with
respect to each other, as the periodic addition and subtraction of an additional flow
of nitrogen to the cell feed respectively causes a simultaneous increase and decrease
of both oxygen and water partial pressure (Figures 5.3a-d). Dislike the previous case,
the voltage response, after the initial fast increase along with the higher oxygen partial
pressure, continues to rise as result of the concurrent increase of water pressure which
improves the membrane hydration (Figure 5.3f). On the other hand, the periodic low-
ering of the partial pressure of both the components leads to a sharp decrease of the
voltage followed by a slower one.

5.1.2 Fuel cell hardware
All the experiments shown in this work were performed using a single PEMFC having
an active area of 25.8 cm2 and flow fields with parallel channel configuration. Two
type of membrane electrode assembly (MEA) were used. One was prepared in-house
following the same procedure described in the reference [192] using Nafion 117 mem-
brane and catalyst ink consisting of platinum black (Alpha Aesar). The other one pro-
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Figure 5.2: Pressure input and voltage output profiles obtained by using periodic addi-
tion of oxygen flow at different frequencies: (a) periodic oxygen pressure input at 500
mHz, (b) periodic oxygen pressure input at 8 mHz, (c) periodic water pressure input
at 500 mHz, (d) periodic water pressure input at 8 mHz, (e) periodic voltage output at
500 mHz, (f) periodic voltage output at 8 mHz

vided by Quintech which was based on advanced surface area carbon on Nafion 115.
In both cases, the platinum loading on cathode and anode side was 1 mg/cm2. Toray
paper TGP-H-060 was used as GDL. The temperature of the fuel cell was controlled
by a heating box equipped with a PID controller. An Autolab potentiostat PGSTAT302
(10) with FRA unit and a BOOSTER20A was used to control and monitor the fuel cell
voltage and current during the measurements.

71



Figure 5.3: Pressure input and voltage output profiles obtained by using periodic ad-
dition of nitrogen flow at different frequencies: (a) periodic oxygen pressure input at
500 mHz, (b) periodic oxygen pressure input at 8 mHz, (c) periodic water pressure at
500 mHz, (d) periodic water pressure input at 8 mHz, (e) periodic voltage output at
500 mHz, (f) periodic voltage output at 8 mHz

5.1.3 Calibration of the oxygen fiber sensor for faster measuring
of water pressure perturbations

A schematic of the calibration procedure is depicted in the Figure 5.4a. First, a hu-
midified flow Fin corresponding to the main feed characterized by an initial pressure
of oxygen PO2,0 and water PH2O,0 was sent to the cathode inlet. Then, the additional
flow rate of oxygen was step-wise increased until a certain value ∆FO2,n = n∆FO2,0,
where n and ∆FO2,0 are respectively the total number of the applied steps and the step
increment of the flow rate. For each step, the variation of the pressure of water and
oxygen was registered after a time sufficient to the slower dew point meter to stabilize
its value (see Figure 5.4a). In this way, a series of corresponding n partial pressure data
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Figure 5.4: Schematic of the calibration of the oxygen fiber sensor for the indirect mea-
surements of the water pressure: (a) detailed scheme of the cathode inlet and applied
partial pressure steps, (b) calibration line displaying the dependence of water pressure
over oxygen pressure.

(PO2,i, PH2O,i) were collected which can be fitted to obtain a linear relation expressing
the dependence between the oxygen pressure variation measured by the sensor and
the pressure of water (Figure 5.4b). Then, the obtained equation could be simply ap-
plied to extract the pressure of water from the measured oxygen pressure during the
CFRA experiments. In this way, the limitation to the measurements of fast variations
of water pressure due to the slow response time of the dew point meter could be over-
came. The value of ∆FO2,n was kept below or equal to the additional flow rate used in
the performed CFRA in order to assure the validity of the calibration line during the
experiments.

The calibration procedure was repeated adding the additional flow rate of nitrogen
as well. In the example depicted in the Figure 5.4, the step-wise increment of oxygen
cause a decrease of the partial pressure of water and, for this reason, a descending
calibration line is obtained. The situation is reversed in the calibration of the sensor
related to the addition of nitrogen which is here not depicted. A decrease of both the
partial pressures is verified along with the the nitrogen flow steps, and a calibration
line increasing together with the oxygen pressure is obtained. The operation of the
calibration of the sensor was repeated any time the feature of the main stream changes
(total flow rate, dew point temperature, ratio between oxygen and nitrogen etc.).

However, some phenomena which could limit the validity of the calibration line for
periodic pressure perturbations at high frequencies must be considered and evaluated.
For fast periodic additions of flows, the partial pressure perturbations are comparable to
the ones obtained by adding concentration pulses of a certain component. Under these
circumstances, a significant backward and forward diffusion of the chemical species
of the gas mixture occurs. This phenomenon is well known with the name of Taylor
diffusion. As the extent of the effect of it mainly depends on the molecular diffusivity,
it influences the distribution of the components of the gas mixture along the space in a
different way for each one. For these reasons, the ratio between the pressures of water
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and oxygen could be slightly different from the one in equilibrium conditions at which
the calibration line has been determined

The effect of the dispersion can be expressed for a component α by the adimen-
sional dispersion coefficient defined as the ratio between the pressure at the point of
the tube where the additional flow is added P 0

α and the one at the cell inlet PL
α . The

mathematical expression of this value reads:

φα =
PL
α

P 0
α

=
Ftot

π3/2r2

√
Dα,airLsetup

ū

(5.1)

where r is the radius of the tube, ū the average velocity of the gas and Lsetup the dis-
tance between the point where the additional flow is added to the main stream and the
cell inlet. The ratio between the values of φα of two components can be considered
as a parameter to compare the effect of the dispersion between them. In this regard,
a ratio of the dispersion coefficients close to 1 implies that the the ratio of the partial
pressures of the two components in transient regimes is equal to the one at steady con-
ditions. At the usual operating conditions employed in this work, the ratio of the values
of φα of the water and oxygen is 0.9 implying an almost complementary dispersion.
This result was expected, since the values of the diffusivity of oxygen and water in air
is comparable (check Table 4.1). For this reason, the effect of the Taylor diffusion is
considered tolerable and the estimation of the water pressure using the calibration line
valid for periodic input at high frequencies as well.

It must be remarked that the effect of the Taylor diffusion involves periodic input
characterized by a frequency at least higher than 120 mHz. At lower frequencies, the
perturbations achieve a stable value assuming the square wave shape seen in the previ-
ous section. Additionally, the influence of the effect of the dispersion quantified in the
Equation 5.1 could be overestimated, as it is based on the ideal case of concentration
pulse occurring at an infinitesimal range of time. The values used in the equation 5.1
and their reference are listed in the Table 5.1.

Quantity Value Dimension
Lsetup 1 m
r 1.225× 10-3 m
t∗ 0.71 s
ū 1.4 m s-1

Table 5.1: Parameters related to fluid dynamics and geometry of the setup.

5.1.4 Limitations of the setup
The wide frequency band considered in the theoretical studies of the CFRA discussed
in the Chapter 4 is practically not accessible using the developed setup. Basically, the
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highest frequency limit achievable is determined by the features of two devices: (i) the
fiber oxygen sensor which limits the measurability of the periodic input up to a certain
frequency, (ii) the switching valve which determines the maximum frequency of the
periodic pressure input that can be produced.

The technical features determining the capability of the optical fiber sensor to de-
tect fast changes of the oxygen partial pressure are the time response and the sampling
frequency. According to the provider (PyroScience Gmbh), the time response of the
used sensor τ90 is around 200 ms meaning that only the 90% of the actual value of the
amplitude of a periodic input with a frequency of 2.5 Hz is detected. However, the
effect of this delay can be compensated to evaluate correctly the measured signal if the
exact value of τ90 is determined and the dynamic behaviour of the sensor is known.
On the other hand, the maximum sampling frequency of the sensor is 7 Hz. According
to the Nyquist-Shannon sampling theorem, this implies that a periodic signal with a
frequency up to 3.5 Hz can be meaningfully detected.

The limitation of the switching valve is related to the maximum switching rate of
0.5 s which makes possible to produce a periodic partial pressure perturbation up to 1
Hz.

Among all the technical features mentioned, the one presenting the lowest fre-
quency limit is the switching rate of the switching valve. Thus, it determines the
highest frequency achievable by the experiments. Therefore, all the CFRA spectra
experimentally measured in this work are determined for a frequency range approxi-
mately up to 1 Hz. In the Figure 5.5, a sketch of the the inaccessible frequency range
in the CFRA Bode plots represented by the grey area is displayed. As one can see, the
dynamics detected are not excluded by this restriction.

5.2 Data analysis procedure and determination of CFRA
spectra

5.2.1 LST description of the setup
In the model based study, the model could be excited by a single sinusoidal pressure
input for each frequency. On the contrary, the setup simultaneously applies to the fuel
cell both oxygen and water perturbations which are characterized by a square wave
shape at lower frequencies. Therefore, different operations and data treatment must be
performed in order to determine CFRA transfer functions experimentally.

From the LST point of view, the setup constitutes a multiple input single output
(MISO) system, as it implies two perturbations applied at the same time and a sin-
gle response. A block diagram of the MISO system related to the setup in terms
of FRA transfer functions is pictured in the Figure 5.6. The terms P̃O2 (iω) and
P̃H2O (iω) are the actual pressure perturbations in frequency domain, while ˜Pm,O2 (iω)
and ˜Pm,H2O (iω) are their respective values measured by the fiber sensor which dy-
namic behaviour is contained in the transfer function S (iω). The mathematical ex-

75



Figure 5.5: Representation of the inaccessible frequency range (grey area) in the CFRA
experiments.

pression of this transfer function was determined by fitting the response of the sensor
to partial pressure step experiments performed using the setup and considering the de-
vice as a second order dynamic system. The procedure is described in detail in the
Section 5.2.2. In this way, the effect of the delay of the response of the sensor can
be compensated giving the correct value also at higher frequencies. The product be-
tween the partial pressure inputs and the generic CFRA transfer functions ζO2 (iω) and
ζH2O (ω) are added up giving the electric response in frequency domain, i.e. current
Ĩ (iω) or voltage Ẽ (iω). For a generic electrical output Yel, according to the MISO
scheme, this relation reads:

Ỹel (iω) = P̃O2 (iω) ζYel,O2 (iω) + P̃H2O (iω) ζYel,H2O (iω) = (5.2)

= P̃m,O2 (iω)S (iω) ζYel,O2 (iω) + P̃m,H2O (iω)S (iω) ζYel,H2O (iω) (5.3)

In the Equation 5.3, the transfer functions ζYel,O2 (iω) and ζYel,H2O (iω) represent the
unknown terms , while the variables P̃O2 (iω), P̃H2O (iω) and Ỹel (iω) can be deter-
mined through measurements. Therefore, for each frequency, two sets of measured
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Figure 5.6: Block diagram of the of the MISO system related to the CFRA experiments
using the developed setup.

inputs and outputs are required to assess the related CFRA transfer functions. In this
way, the following system of two equations is obtained:

Ỹ
′

el (iω) = P̃
′

O2
(iω) ζYel,O2 (iω) + P̃

′

H2O
(iω) ζYel,H2O (iω) (5.4)

Ỹ
′′

el (iω) = P̃
′′

O2
(iω) ζYel,O2 (iω) + P̃

′′

H2O
(iω) ζYel,H2O (iω) (5.5)

where the single and the double quote marks respectively stand for the first and the
second set of measured values. In order to be the system solvable, the Equations 5.4
and 5.5 have to be linear independent. If this is verified, the CFRA transfer function
are obtained by the following soulutions of the system:

ζYel,O2 (iω) =
P̃

′′
H2O

(iω) Ỹ
′

el (iω)− P̃ ′
H2O

(iω) Ỹ
′′

el (iω)

P̃
′
O2

(iω) P̃
′′
H2O

(iω)− P̃ ′
H2O

(iω) P̃
′′
O2

(iω)
(5.6)

ζYel,H2O (iω) =
P̃

′′
O2

(iω) Ỹ
′

el (iω)− P̃ ′
O2

(iω) Ỹ
′′

el (iω)

P̃
′
O2

(iω) P̃
′′
H2O

(iω)− P̃ ′
H2O

(iω) P̃
′′
O2

(iω)
(5.7)

The two set of input and output variables were obtained perturbing the cell first by
adding periodically additional flow of oxygen to the main feed, and then repeating
the same experimental steps by adding nitrogen. As seen in the section 5.1, the two
perturbation are out of the phase. For this reason, the linear independence required for
the solution of the equations 5.6 and 5.7 is ensured.

5.2.2 Evaluation of the setup and sensor contributions to the CFRA
transfer function

The applications of the partial pressure perturbations to the cell can indirectly induce
the change of other operating conditions or influence the functioning of some units
of the setup. Additionally, the delay of the oxygen fiber sensor in the detection of
fast pressure changes leads to an underestimation of the actual extent of the periodic
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perturbation at high frequencies. The contributions of these two effects on the mea-
surements were evaluated and subtracted in order to obtain CFRA transfer functions
containing the correct response of the fuel cell exsclusively due to the partial pressure
inputs.

The addition of the flow of a gas in another stream can cause fluctuations of the to-
tal pressure and the temperature. In order to detect these effects, these two parameters
were monitored during the CFRA experiments through the related sensors at the cath-
ode inlet (see Figure 5.1). A maximum periodic variation of 30 Pa was measured for
the total pressure. This value can be considered negligible compared to the maximum
amplitude of the oxygen pressure perturbation of 750 Pa. However, in order to verify
the influence of this change on the electric response of the cell, experiments involving
variations of the flow rate of the feed with constant the composition and the relative
humidity were performed. Specifically, the flow rate of the cell feed was increased
of the same increment of the additional flow rate applied during the CFRA to obtain
equivalent total pressure variations and the response of the cell was monitored. No
significant fluctuations from the steady state value were observed. Therefore, it could
be concluded that the total pressure changes were not influencing the determination of
the CFRA transfer functions.

On the other hand, no temperature variations were observed during the applications
of the partial pressure perturbations. This is probably due to the fact that all the tubes
of the setup are heated up approximately to achieve the same temperature and the
distance covered by the gases in the pipeline between the addition of the additional
flow and the fuel cell inlet (about 1 meter) is enough to uniform the temperature.

As already discussed in the Section 5.2, the effect of the delay due to the time re-
sponse of the sensor was compensated through the determination of the transfer func-
tion S̃ (iω) accounted in the Equation 5.3. To achieve this purpose, a model describ-
ing the physical principles by which the fiber sensor measures the oxygen variations
was developed. Two dynamics acting in series determine the speed of the oxygen
detection [193]: (i) the diffusion of the oxygen in the polymer matrix in which the
REDFLASH indicator is immersed; (ii) the quenching of the fluorescence of the RED-
FLASH indicator which the kinetics is usually described by the Stern-Volmer rela-
tionship. This concatenation of processes constituting an overall SISO system can be
represented by the transfer function block diagram depicted in the Figure 5.7. For
enough small oxygen pressure perturbations, the linear response of such a system can
be described by the transfer function relative to a second order model which reads:

S (iω) =
1

(1 + iωτs,diff ) (1 + iωτs,kin)
. (5.8)

In the Equation 5.8, τs,diff and τs,kin are respectively the time constant of the diffusion
and kinetic processes mentioned above. These parameters which characterize the time
delay of the sensor were obtained by fitting the corresponding expression of the trans-
fer function in time domain s(t) to oxygen pressure step experiments. Specifically,
considering an initial pressure PO2,in and a step-wise increase of pressure to PO2,fin,
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Figure 5.7: Block diagram of the SISO system describing the dynamic process occur-
ring in the oxygen fiber sensor.

the response is equal to:

s (t) = PO2,in + (PO2,fin − PO2,in)1−

(
τs,diffexp

(
− t
τs,diff

)
− τs,kinexp

(
− t
τs,kin

))
τs,diff − τs,kin

 (5.9)

The step experiments were performed by adding an additional flow of oxygen to the
main stream using the switching valve. Because of the Taylor diffusion, the obtained
pressure profile is characterized by a sigmoidal shape. However, the length of the
transition region Lstep where the value of the oxygen pressure changes from 1.1··PO2,in

to 0.9 · PO2,fin in laminar conditions can be estimated by the following equation:

Lstep = 3.62 ·

√
r2ū

192DO2,air

· tstep (5.10)

Putting the parameters related to our setup (Table 5.1) in the Equation 5.10, it was
estimated a value of 0.11 m for Lstep. Given the value of the average gas velocity
inside the tube, the time tstep in which the step transition occurs at the cell inlet is
0.08s. As this value is lower than the sampling time of the oxygen fiber sensor (0.15s),
the variation of the oxygen can be approximated to a step function.

In the Figure 5.8, the results related to the estimation of S̃ (iω) are displayed.
Specifically, the fitting of the oxygen pressure step is shown in the Figure 5.8a, while
the obtained S̃ (iω) in frequency domain is depicted in the Figure 5.8. A value of
210 ms was estimated for both τs,diff and τs,kin which is close to the value indicated
in the technical specifications by the provider Pyro Science Gmbh (<300ms). It is
remarkable that the effect of the delay affect periodic signals higher than 0.1 Hz.

5.2.3 Spectral analysis of the input and output signals
The input and output signals P̃O2 (iω), P̃H2O (iω), Ĩ (iω) and Ṽ (iω) in frequency
domain were obtained by applying a build MATLAB® function performing discrete
Fourier transformation on the respective signals collected in time domain. In the Fig-
ure 5.9, the Fourier amplitude spectra of the signals depicted in the Figure 5.3 are
displayed in the same order. The spectra of the periodic signals at higher frequencies
(Figure 5.9a, c, e) are similar to the one of a pure sinusoidal with a dominant harmonic
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Figure 5.8: Diagrams related to the estimation of the transfer function of the oxygen
fiber sensor S: (a) fitting of the oxygen pressure step experiment, (b) transfer function
of the oxygen fiber sensor in frequency domain.

at the main frequency of the periodic signal. A smaller peak at a frequency which is
the double of the main one indicates a small deviation from a pure sinusoidal shape.
As expected, the spectra of the signals with a lower periodic frequency (Figure 5.9b, d,
f) reflect perfectly the ones of a periodic square wave, presenting descending harmonic
components at multiple odd integer frequencies with respect to the one at the lowest
frequency with the highest amplitude. The latter is named fundamental harmonic of
the signal.

To determine the values of the pressure inputs and electrical outputs in frequency
domain used in the Equations 5.6 and 5.7, only the fundamental harmonics detected
in the Fourier spectra were registered ignoring the other ones. The harmonics with
lower amplitudes located at higher frequencies were characterized by a lower signal
to noise ratio which could lead to highly scattered measurements. The effect of the
noise can be further decreased by measuring the signals for longer time. However, a
trade-off between the accuracy and measurement time must be defined for each signal
depending on the frequency. In this work, the periodic signals with a frequency up to
0.1 Hz were collected for 60 seconds. On the other hand, 4 cycles at least of the ones
at lower frequencies were registered.

Moreover, prior to the spectra analysis, a procedure of windowing was applied to
the signal in time domain to cut some initial and final measured points in order to
select an integer number of periods to analyse. In case of Fourier transform analysis
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Figure 5.9: Fourier amplitude spectra of periodic partial pressure inputs and voltage
output at different frequencies: (a) oxygen pressure input at 500 mHz, (b) oxygen
pressure input at 8 mHz, (c) water pressure input at 500 mHz, (d) water pressure input
at 8 mHz, (e) voltage output at 500 mHz, (f) voltage output at 8 mHz.

applied to not integer fraction of periods, the phenomenon of the spectral leakage
occurs leading to an erroneous evaluation of the harmonics.

An example of magnitude plots of pressure inputs and electrical outputs in fre-
quency domain obtained collecting the fundamental harmonics is shown in the Figure
5.10. Specifically, the spectra collected through the stimulation of the cell by periodic
addition of the dry oxygen flow are displayed in the Figure 5.10a, c, e (the ones in
the Equation 5.4), while the ones obtained by dry nitrogen flows are depicted in the
Figure 5.10b, d, f (the second set in the Equation 5.5). It is noticeable that the am-
plitudes of the partial pressure inputs increase until the frequencies of 100 mHz prior
to achievement of a constant value in both the cases. This depends on the fact that
the components of the gas mixture distribute themselves differently depending on the
frequency of the periodic perturbation. This is due to a different effect of the Taylor
diffusion depending on the frequency of the periodic flow addition. Moreover, the
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Figure 5.10: Example of pressure inputs and voltage outputs in frequency domain.

magnitude of the voltage response in the Figure 5.10e decreases at lower frequencies,
while the one in the Figure 5.10f keeps the increasing trend. In the first case, this
behaviour reflects the opposite effects of the simultaneous periodic oxygen and water
variation which are out of phase and, consequently, subtract each other. On the other
hand, the constructive overlapping in phase of the pressure perturbations in the second
case leads to the sum up of the beneficial effects at low frequencies.
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5.2.4 Protocol for the determination of CFRA spectra
Combining the mathematical scheme and the spectral data analysis respectively de-
scribed in the Sections 5.2.1 and 5.2.3 a protocol for the determination of experimental
CFRA spectra was developed. The steps of the protocol are described in the following:

(i) Setting of the operating conditions of the experiment defining cathode and anode
feed specifications (flow rates, temperature and relative humidity), back pressure and
temperature of the cell.

(ii) Setting of the steady state current or voltage; waiting until steady state condition
has been achieved in order to not have effect of drifting of the signal in the dynamic
measurement.

(iii) Periodic addition to the cathode feed of additional flow of oxygen (6 % of the
cathode feed flow rate) by using the switching valve to produce perturbations char-
acterized by a determined set of angular frequencies ω = [ω1, ..., ωn]; collection of
the corresponding partial pressure inputs P ′O2,k

(t) and P ′H2O,k
(t) and electrical outputs

E ′k(t) or I ′k(t) in time domain.
(iv) Periodic addition to the cathode feed of a small flow of nitrogen (6 % of the

cathode feed flow rate) by using the switching valve to produce perturbation character-
ized by the same set of angular frequencies of the step (iii) ω = [ω1, ..., ωn]; collection
of the corresponding second set of partial pressure inputs P ′′O2,k

(t) and P ′′H2O,k
(t) and

electrical outputs E ′′k (t) or I ′′k (t) in time domain.
(v) Fourier analysis of inputs and outputs signals registered in the steps (iii) and

(iv) and determination of fundamental harmonics.
(vi) Insertion in the equations 5.6 and 5.7 of the values P̃O2 (iωk), P̃H2O (iωk),

Ĩ (iωk) or Ẽ (iωk) obtained in the step (v) for each set of measurements and determi-
nation of ζO2 (iωk) and ζH2O (iωk) for each element of the set.

In the Figure 5.11, an example of galvanostatic CFRA magnitude Bode spectra
obtained from the data shown in the Figure 5.10 following the described protocol are
displayed.

It must be remarked that the registration of the signals in time domain in the steps
(iii) and (iv) must be performed in quasi-steady state conditions, where there is no
drifting component which could affect the spectral analysis. For this reason, prior to
any measurement, an certain time was awaited for the stabilization of the quasi steady
state at each periodic pressure stimulation.
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Figure 5.11: Example of magnitude Bode plot spectra of CFRA transfer functions
obtained under galvanostatic conditions by different pressure inputs: (a) oxygen partial
pressure, (b) water partial pressure.
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Chapter 6

Validation of CFRA experimental
technique

The experimental protocol described in the Chapter 5 was applied to determine ex-
perimental CFRA spectra of a PEMFC system. The obtained results are compared to
the theoretical ones in the Section 6.1. First of all, the linearity of the CFRA spectra
is evaluated (Section 6.1.2). Then, the predicted features as well as the discrepan-
cies between experiments and simulations are discussed (Sections 6.1.4 and 6.1.5).
Hypothesis on the phenomena behind the patterns not predicted by the model simula-
tions are made. In the Section 6.2, the quality of the parameter estimation performed
through fitting of spectra of the different CFRA transfer functions and classic EIS is
evaluated. Based on the identifiability framework previously presented in the Chapter
4, the performance regarding the reliability of parameter estimated obtained by the dif-
ferent techniques is compared in order to determine the best one to identify a specific
set of parameters.

6.1 Validation of CFRA spectra

6.1.1 Experimental operating conditions
The setup described in the Chapter 5 was used to perform all the experiments shown
in the following. Additionally, the developed spectral analysis procedure and protocol
were used to determine the inputs and outputs in frequency domain and the CFRA
transfer functions.

A feed of pure hydrogen with a flow rate fixed at 800 ml/min was supplied to
the anode, while the cathode was fed with 600 ml/min of nitrogen and oxygen in air
proportion. Both the gas streams were first heated at a temperature of 60 ◦C before
entering in the cell. Dew point temperatures of 55 ◦C were set for the cathode and
anode feed stream corresponding to 30 % relative humidity. The fuel cell hardware is
the one described in the Section 5.1.2 using as MEA a Nafion 115 membrane coated
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with advanced surface area carbon platinum catalyst provided by Quintech. The tem-
perature of the cell was set to 80◦C. A value of 20 ml/min was used as additional flow
rate of oxygen to produce the periodic pressure perturbations out of phase (first data
set), while 30 ml/min of nitrogen for the ones in phase (second data set).

6.1.2 Linearity assessment of CFRA spectra
Prior to the experiments showed in this section, the linearity of the measured CFRA
transfer functions was verified. Since the inputs and outputs at lower frequencies
present a periodic square wave shape instead of a sinusoidal one, the evaluation of
linearity based on total harmonic distortions of the signal used in the Section 4.5 was
inapplicable. For this reason, the homogeneity principle was employed instead. Ac-
cordingly, the CFRA transfer functions were determined twice using two different
values of amplitude of the partial pressure inputs. If the resulted spectra were invariant
to the change of the input, the linearity condition was assumed to hold in the range of
the input amplitude considered.

An example of the application of this procedure is displayed in the Figure 6.1. At
first, oxygen pressure perturbations with a maximum amplitude of 2000 Pa were used
to measure galvanostatic and voltastatic CFRA transfer functions (red dots). Then,
the measurements were repeated by applying a perturbation which the amplitude was
half of the previous one (cyan dots). As it can be seen, the obtained CFRA magnitude
Bode plots are not affected by the value of the amplitude of the input under both gal-
vanostatic and voltastatic control. An observed slight variation could be be attributed
to the decrease of the signal to noise ratio of the input and output signals. The signal
to noise ratio, which quantifies the contribution of the ground noise on a measured
signal, presents a quadratic and inverse proportional dependence on the value of the
amplitude. Therefore, using half amplitude, this parameter lowers of a factor of 0.25
implying that the measurement are more affected by noise interference. According to
this, the electric response of the system could be considered linear.

6.1.3 Parameter estimation setting
The experimental spectra were measured at the same steady state conditions consid-
ered in Chapter 4 in order to compare them to the previous results of the theoretical
study and reproduce kinetic activation, ohmic and mass transport regimes. In this case,
classic EIS spectra are used as reference to depict the different dynamics detected.

The developed PEMFC model was employed to fit all the experimental spectra
shown in this chapter. The fitted parameters are the same considered in the identi-
fiability analysis reported in the Section 4.3.2. Different ranges for the variation of
each parameter were set according to physicochemical considerations in order to per-
form a meaningful validation analysis. The cathode transfer coefficient αc was varied
with respect to a range of values between 0.2 and 1, as suggested by several reports
in the literature [135]. The exchange current density i0 resulted to have a low impact
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Figure 6.1: Magnitude Bode plots of CFRA measured under galvanostatic (a) and
voltastatic (b) control using oxygen partial pressure perturbations using two different
values of the input amplitudes.

on the CFRA spectra and, for this reason, its value was fixed. The effective porosi-
ties εO2 and εH2O respectively related to the oxygen and water diffusion in the GDL
were estimated to quantify the resistance to the gas transport in the electrode on the
cathode side. Their values were separately fitted by varying them in a range between
0.03 and 1. The separated estimation of these parameters is physically meaningless,
but it allows in practice to evaluate individually the transport resistances related to
the two species, which could be significantly different due to accumulation of liquid
water in the electrode. Finally, the nominal diffusion coefficient of water in Nafion
D0,M
H2O

and the electroosmotic drag constant KH+ characterizing the transport of water
in the membrane were fitted (Chapter 4). According to the work of Vetter and Schu-
macher [194, 195], the values of these two parameters are the most uncertain among
the ones determining the performance of PEMFCs due to the lack of precise experi-
mental techniques capable to measure them. Their fitting was performed by varying
them by a factor in a range between 0.5 and 60 respect to the base case value.

The fitting procedure was performed in order to find a set of parameters for each
FRA interpolating the spectra at all the steady state conditions. For this purpose, the
MATLAB® function sqnonlin was employed to minimize the least square between the
experimental magnitude Bode plots and the simulated ones. The estimated optimal
parameters for each FRA transfer function are listed in the Table 6.1. It is remarkable
that the values of the parameters largely differ in some cases depending of the transfer
function fitted to estimate them. An example is the transfer coefficient αc which the
estimated values are scattered from 0.36 to 0.98. The reason of these discrepancies
and the quality of parameter estimation are further discussed in the Section 6.2.
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Technique αc εO2 εH2OD
M
H2O

KH+

EIS 0,43 0,03 0,04 1,01 1
CFRA(O2) vol. 0.98 0.52 0.59 0.81 2.47
CFRA(O2) gal. 0.850.0370.93 0.73 0.93
CFRA(H2O) vol.0.63 0.15 0.15 0.96 1.13
CFRA(H2O) gal.0.360.035 1 3.1 3.22

Table 6.1: Set of parameters fitted for the validation of the CFRA techniques. For the
parameters DM

H2O
and KH+ , the multiplicative factors with respect to the base case

values are reported.

6.1.4 Validation of CFRA spectra obtained by oxygen pressure
perturbations

The experimental EIS spectra already shown in the Chapter 4 are newly displayed in
the Figure 6.2. Unlike the previous EIS spectra, they are shown in the frequency range
below 1 Hz which represents the frequency limit due to the restrictions of the CFRA
setup. This frequency range is kept in all the FRA spectra shown in this chapter. EIS
spectra are used here as reference case in order to compare the dynamics observed
with the ones detected through other FRA techniques. The value of the magnitude
of the EIS (Figure 6.2a) around 1 HZ decreases with the increase of the steady state
current density indicating an expected lowering of the kinetic resistance. In the con-
sidered region of the spectra, the influence of two dynamics with opposite effects on
the cell performance are observed: (i) the transport of the oxygen in the cathode chan-
nel (frequency range 0.1-1 Hz), (ii) the sorption of the water produced through ORR
in Nafion causing an increase of the proton conductivity (frequency below 80 mHz).
The two phenomena are also detected in the phase Bode plot (Figure 6.2b) respec-
tively by a positive and a negative angle peak, as well as in the Nyquist plot (Figure
6.2c) where a capacitive arc for the oxygen transport and an inductive loop related
to the water transport in Nafion appears. It is noticeable that the impact of the oxy-
gen transport resistance dramatically increases at the highest current density due to
higher accumulation of water inside the porous structure of the GDL. As already seen,
this phenomenon has only a quantitative impact on the spectra, since the time of the
dynamic response is dominated by the slower gas transport in the channel.

The fitted spectra quantitatively underestimate the magnitude of the impedance at
the steady state current of 100 mA cm−2 and 200 mA cm−2, while the one at 300
mA cm−2 matches better the data. The predicted response of membrane hydration is
slower and occurs at lower frequencies. The same fitting accuracy is obtained for the
Nyquist plot, whereas the phase angle shows a good quantitative agreement at all the
steady state current. The reason of these discrepancies is mainly due to the simplicity
of the model which is not able to predict the changes of the physical parameters of the
cell components along the operating conditions investigated.

The CFRA spectra obtained by oxygen partial pressure perturbations are shown in
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Figure 6.2: Experimental (circle markers) and fitted simulated (solid line) EIS spectra:
(a) magnitude Bode plot, (b) phase Bode plot, (c) Nyquist plot.

89



the Figure 6.3. In the Figure 6.3a, CFRA magnitude Bode plot obtained by periodic
oxygen pressure inputs under galvanostatic conditions are displayed. The experimen-
tal data match the fitted ones with good accuracy along all the steady state conditions
verifying the features predicted in the theoretical studies. All the spectra approach to
zero at the frequency around 1 Hz confirming that the effect of the pressure input on
the fuel cell electric output is dominated by the time required to the gas to flow in
the channel and diffuse in the GDL. For this reason, the effects of transients which
are faster than this phenomenon, as for example the charging of the double layer, can-
not be detected. The dynamics related to the gas transport in the channel is the only
dynamics observed. As predicted by the model, the CFRA magnitude is constant at
lower frequency where the effect of the hydration of the Nafion membrane should be
detected. Then, it can be confirmed that the rate of water production by ORR and the
electroosmotic flux are constant under galvanostatic control, and the water content in
the membrane is, consequently, unchanged. For this reason, there is no variation of the
ohmic resistance related to the membrane.

A slight decrease of the magnitude is only observed in the spectra collected at 300
mA cm−2 in the frequency region between 20 mHz and 70 mHz. This range is higher
than the one in which the dynamics of water sorption in Nafion are observed. A phe-
nomenon which could originate such a path is the desorption of intermediate species
of the ORR which the effect has been observed in EIS spectra in that frequency re-
gion [141]. However, this statement has not been currently proved and further theoret-
ical and experimental studies should be performed in this direction.

The value of the magnitude increases along with the current density showing a
proportionality with mass transport resistance. This behaviour is also predicted by the
model. Such a relation can also be verified making some remarks on the ORR kinetic.
Considering an ORR kinetics of the first order with respect to the oxygen pressure
(Equation 4.18) , and assuming that the voltage variation in the CFRA experiments
under galvanostatic control are only due to the change in the cathode overpotential
(∆Ẽ (iω) = ∆η̃c (iω)), the magnitude at lower frequency reads:

| ζI,O2 (ω → 0) | = ∂ηc
∂PO2

=
RT

αcFPCL
O2

. (6.1)

It is clear from the Equation 6.1 that the value of the galvanostatic CFRA magnitude
is inversely proportional to the oxygen pressure at the catalyst interface. Therefore,
this representation of the transfer function can be used as evaluation of the increase
of mass transport resistances impeding the path of the oxygen to the catalyst. This
monotonic dependence is not verified with classic EIS because of the coupling of the
effects of different processes which contributes in different way to the overall value of
the impedance.

Unlike the case of galvanostatic control, in the experimental magnitude Bode plot
of the volstastatic CFRA (Figure 6.3d), the dynamics related to the hydration of Nafion
are detected. After the initial increase of the magnitude in the frequency region associ-
ated to gas transport in the channel, another slight increment is observed for the spectra
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Figure 6.3: CFRA spectra obtained by using oxygen partia pressure inputs at three dif-
ferent steady state conditions: galvanostatic CFRA (a), (b) and (c); voltastatic CFRA
(d), (e) and (f).

collected at 200 mA cm−2 and 300 mA cm−2 below 30 mHz. As seen in the theoretical
studies (Figure 4.6), oxygen pressure changes under voltastatic conditions affect the
ORR rate leading to a variation of water production which is absorbed in part by the
membrane. Because of the beneficial influence of the increase of water content on the
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proton transport, the ohmic resistance decreases improving the current response and
leading to a consequent rise of the magnitude of the CFRA.

The fitted spectra match the experimental results with a lower accuracy with respect
to the galvanostatic ones. Nevertheless, they correctly reproduce the qualitative trend.
It is particularly remarkable that the simulated spectra overestimate the contribution of
the membrane hydration.This could be due to the inadequacy of the used constitutive
equations to describe the dependence of the transport parameters on the water content
in the membrane under the experimental conditions considered.

Also in this case, an increase of the magnitude along with the steady state current
density is observed. Considering the used kinetic expression of the ORR (Equation
4.18), the value of the spectra at the plateau prior to the contribution of the membrane
hydration (frequency range 20 < ω < 87mHz) is equivalent to :

| ζI,O2 (20 < ω < 87mHz) | = ∂j

∂PCL
O2

= i0exp

(
−Fαc
RT

ηc,ss

)
. (6.2)

The symbol ηc,ss stands for the steady state cathode overpotential which is negative for
cathodic reactions. Since the absolute value of ηc,ss increases along the current due to
the higher mass transport resistance, the magnitude of ζI,O2 will raise as well.

The experimental phase angle plots (Figures 6.3b, e) are in good qualitative and
quantitative agreement with the simulated ones reflecting the typical behaviour of sys-
tems characterized by a time delay between the input and the effect on the output.
Accordingly, the phase dramatically increases at higher frequencies achieving values
larger than 360◦. As explained in the Section 4.2.2, the delay is due the time required
to the partial pressure perturbation to propagate in the channel, diffuse in the GDL and
achieve the catalyst surface changing the electric response. The different experimental
conditions have a negligible effect on the value of the phases which diverge maximum
of 5 ◦ from each other. This suggests that the time delay between the pressure input
and the electrical output does not change significantly along with the steady state cur-
rent densities. Additionally, the value of the phase spectra determined at the lowest
frequency is about zero for the galvanostatic CFRA collected at 300 mA cm−2 (Figure
6.3b) indicating that no dynamics processes are acting in the corresponding range of
time. On the contrary, a phase about 4◦ is observed in voltastatic CFRA spectra (Figure
6.3e) confirming the detection of the membrane hydration process already seen in the
magnitude plots.

The shape of the experimental Nyquist plots are consistent with the other repre-
sentations of the CFRA transfer functions. Only one arc is obtained for all the three
experimental conditions under galvanostatic control (Figure 6.3c), as the spectra are
affected only by one dynamics (gas transport in the channel). On the other hand, the
Nyquist plot of the voltastatic CFRA (Figure 6.3f) presents an additional slight arc
better visible at the highest current density which is due to the dynamics related to the
membrane hydration.

The spiral predicted by the model at higher frequency is not completely observed
in the experimental spectra. In the higher frequency region of the Nyquist plots of
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galvanostatic CFRA (Figure 6.4), only the initial part of the spiral is detected, which
is visible especially in the spectra registered at 300 mA cm−2 (red dots). It can be
seen that the experimental diagram enters in the second quadrant with negative real
axes approaching to cross it. As previously explained (Section 4), the time constant of
the process delaying the input can be estimated by the frequency at which the Nyquist
plot cross the real negative axes through the Equation 4.33. The experimental point
collected at the highest frequency in the Figure 6.4 can be considered as approxima-
tion of this intersection point giving the value of 0.42 s as time delay. This value
is significantly larger from the one calculated by the model. This difference can be
due to the fact that only the GDL is considered as spatially distributed element in the
model, while the channel is assumed to be a lumped element where the transport along
the space is immediate. Additionally, the mass transport in the cell is characterized
by gradient along axial direction of the the channel which has not been considered in
the theoretical studies and could have an influence on this pattern. Moreover, the gas
transport in the channel is one generally slower than the one in the GDL contributing
the most to the delay of the response [130]. This feature of the CFRA spectra gives the
possibility to obtain precise estimation about the time of transport inside the cathode
electrode of the fuel cell.

Figure 6.4: Spiral behaviour observed at higher frequencies in the Nyquist plots of
galvanostatic CFRA tranfer function obtained by oxygen pressure perturbation.

In order to further prove the inverse relationship between the magnitude of the
spectra and the pressure of oxygen at the catalyst interface (Equations 6.1 and 6.2),
CFRA experiments were performed using inlet flows with different composition of
oxygen. Specifically, the flow rate of the oxygen sent to the cell was increased, while
the one of the nitrogen was decreased of the same extent to keep the same value of
the total flow rate. Additionally, the same value of the steady state current was set for
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all the measurements. In this way, the water content inside the cathode electrode was
supposed to be constant along the experiments, as the main parameters influencing the
liquid water distribution (the velocity of the gas inside the flow fields and the water pro-
duction by the ORR at the cathode) were kept unchanged. For this reason, the variation
of the mass transport resistance could be assumed to be only due to the different partial
pressure in the inlet flow. The spectra so obtained are shown in the Figure 6.5 for both
the electric control galvanostatic (Figure 6.5a-b) and voltastatic (Figure 6.5c-d). As it
can be seen, the value of the magnitude dramatically decreases as the employed flow
rate of oxygen decreases in the two cases confirming the expected trend. Then, it is
noticeable that the increase of the volstastatic magnitude spectra (Figure 6.5c) at lower
frequency due to the sorption of the water in the Nafion membrane is more visible in
the case of the highest flow rate of oxygen. This is could be probably because the ef-
fect of this phenomenon is less masked by the gas mass transport which is lower under
these conditions and, consequently, more visible. Moreover, it is remarkable that the
magnitude spectra converge to zero at higher frequencies. In the voltastatic magnitude
at lower oxygen inlet pressure (see cyan and magenta plots in the Figure 6.5), a mini-
mum point at zero seems to be achieved. This patterns are characteristic of resonance
phenomena due to the distributed effect of the input perturbation [196]. The discussion
of this aspect is postponed to the next section.

The phase plots show a different behaviour depending on the electric control.
While they are not influenced from this operating parameter under galvanostatic con-
ditions, a decrease is observed at higher frequencies for the phase related to the lowest
value considered for the oxygen flow rate. Additionally, the measured points of the
spectra tend to be scattered in this frequency region.

6.1.5 Validation of CFRA spectra obtained by water pressure per-
turbations

CFRA spectra obtained by water concentration perturbations at the same seady state
conditions of the previous ones are displayed in the Figure 6.6. The magnitude Bode
plots of the galvanostatic transfer function (Figure 6.6a) match with good agreement
the simulated ones at the steady state current of 100 mA cm−2 and 200 mA cm−2.
The periodic water pressure inputs have a low influence on the electric response at
high frequencies. The spectra start to increase significantly below the frequency of
100 mHz selectively detecting the dynamics of the sorption of water in the Nafion
membrane as predicted by the model. However, the magnitude registered at 300 mA
cm−2 presents a maximum peak around 1 Hz prior to the increment at lower frequency.
This path is not predicted by the model.

In the case of the magnitude registered under voltastatic control (Figure 6.6d), the
simulated spectra reproduce the experimental ones at low frequencies, while the pat-
terns, which have not been predicted, are observed at higher frequencies for all the
steady states. Additionally, the spectra are shifted towards lower frequencies with re-
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Figure 6.5: Experimental CFRA spectra obtained by oxygen partial pressure measured
using different values of oxygen flow rate at a steady state current density of 300
mA cm−2 : (a)-(b) magnitude and phase Bode plots of galvanostatic CFRA, (c)-(d)
magnitude and phase Bode plots of voltastatic CFRA.

spect to the galvanostatic ones. This trend suggests a slower transport of water in the
membrane under voltastatic control. This is probably due to the fact that the current
changes consequent to the water pressure perturbation leads to the variation of the
electroosmotic drag force in the Nafion under this control regime. As this flux is op-
posite to the diffusion of the produced water from anode to cathode, it consequently
could make the total water flux in the membrane decreasing, slowing down the sorp-
tion process. On the other hand, in galvanostatic conditions, the transport of water is
mainly driven by the diffusion without changes in the electroosmotic forces and could
be faster. This different features in CFRA spectra under voltastatic and galvanostatic
control could allow to study separately the transport in the membrane driven by diffu-
sion mechanism and evaluate the impact of the electroosmotic flux on the dynamics of
sorption of the water.

As in the case of the magnitude, the fitted phase angle Bode plots agree with the ex-
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Figure 6.6: CFRA spectra obtained by water partial pressure perturbations under gal-
vanostatic control (a), (c), (e) and voltastatic control (b), (d), (f) at three different steady
state current densities.

perimental ones at lower frequencies, while some discrepancies are observed at higher
ones. For example, in the galvanostatic phase plot (Figure 6.6b), it is visible a not
predicted maximum and minimum respectively at the frequency of 90 mHz and 400
mHz in the spectra collected at 300 mA cm−2 (red plot). Similarly, the voltastatic
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phase plots (Figure 6.6e) display a minimum around 60 Hz in the negative region of
the diagram which is also not reproduced by the model. In both the cases, an increas-
ing asymptotic behaviour is observed at the highest frequencies similar to the one seen
in the CFRA phase plots obtained by oxygen perturbation. This pattern indicates an
analog delay between input and output which is probably due to the diffusion of the
water partial pressure perturbation in the electrode and membrane.

The experimental Nyquist plots (Figure 6.6c, f) are reproduced by the model only
at the lower frequencies. As observed in the spectra collected at 300 mA cm−2, the
diagram approaches the second quadrant with negative real and positive imaginary
axes at high frequencies under galvanostatic control. Under voltastatic control, the
Nyquist plots present an additional arc in the fourth quadrant with negative imaginary
and positive real axes. In both cases, the collected points are enough to determine the
time constant of the the transport of water in Nafion from the characteristic frequencies
at the top of the arc at lower frequencies. In this way, the values of 15 mHz and 8 mHz
were determined respectively for the galvanostatic and voltastatic case.

Two type of hypothesis are given on the dynamics originating the not predicted
patterns at higher frequencies: (i) the action of a two or more contrasting dynamic
process with opposite effects on the fuel cell response, (ii) a resonance behaviour due
to the spatially distributed effect of the water pressure perturbations.

In the first case, one of the two contrasting dynamics involved in the generation of
the pattern could be the water sorption in Nafion which increases the magnitude of the
electric response by lowering the ohmic resistance of the fuel cell. The two possible
phenomena opposing to this beneficial effects could be the accumulation of the liquid
water in the porous structure of the cathode GDL and catalyst layer, or the dehydration
of the ionomers on the anode side due to the electroosmotic flux. The change of the
water pressure can influence the content of liquid water retained in the GDL which can
increase reducing the porosity. As consequence, the free path available for the oxygen
to achieve the catalyst layer decreases bringing to an increase of the performance losses
due to mass transport. On the other hand, the resulting increase of the current density
and of the hydration level of the membrane due to the water perturbations could lead
to a temporary dehydration of the ionomer on the anode side [131, 132]. As result,
the ohmic resistance increases. As seen in the Section 2.2.3, each of these phenomena
occurs in the frequency range in which the unexpected patterns of the CFRA spectra
are observed. According to this hypothesis, the minimum observed in the magnitude
Bode plot would occur when the effects of the two contrasting processes are equal in
their absolute value.

The hypothesis of the resonance behaviour is discussed in the next section.
In the Figure 6.7, CFRA magnitude and phase Bode plots obtained by water partial

pressure inputs at different flow rate of oxygen are shown. The operating conditions
are the same of the spectra displayed in the Figure 6.5. As it can be seen, the galvano-
static and voltastatic CFRA magnitude is not significantly affected by this parameter
at lower frequencies. This trend was expected, since this FRA technique detects the
dynamics related to the water sorption in Nafion and, as pointed out previously, the
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Figure 6.7: Experimental CFRA spectra obtained by water partial pressure inputs mea-
sured using different values of oxygen flow rate at 300 mA cm−2 : (a)-(b) magnitude
and phase Bode plots of galvanostatic CFRA, (c)-(d) magnitude and phase Bode plots
of voltastatic CFRA.

distribution of the water in the different layers of the fuel cell along the different mea-
surements is supposed to be unchanged under these conditions. On the other hand,
there is a decrease of the value of the maximum point observed at higher frequencies
along with increment of oxygen flow rate. This suggests that the phenomena related
to this path could be connected to the mass transport resistance of the gas (transport
in the channel, liquid water, etc.). The phase Bode plots (Figure 6.5b, d) only present
slight quantitative differences between each other, but the patterns are the same ones
observed in the previous spectra.

The influence of the humidification of the cathode feed on the CFRA spectra by
water pressure input is displayed in the Figure 6.8. Two different dew point tempera-
ture values are set for the cathode feeds in the results showed (the base case value of 55
◦C in red and 35 ◦C in black). This parameter has a significant influence on both gal-
vanostatic and voltastatic magnitude Bode plots, but different on the qualitative point
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Figure 6.8: Experimental CFRA spectra obtained by water partial pressure inputs mea-
sured setting different values of dew point temperature at 300 mA cm−2: (a)-(b) mag-
nitude and phase Bode plots of galvanostatic CFRA, (c)-(d) magnitude and phase Bode
plots of voltastatic CFRA.

of view. Higher values are obtained at lower humidification of the feed with respect to
the base case under galvanostatic control (Figure 6.8a, c black circle markers). On the
contrary, a decrease of magnitude is registered at lower frequencies under voltastatic
control. Moreover, the spectra at this control option are shifted at lower frequencies
suggesting a slowing down of the dynamics involved. The phase Bode plots are only
quantitatively affected by the change of the dew point temperature. Therefore, the two
Figures 6.7 and 6.8 confirm the capability of the CFRA by water partial pressure to
selectively detect mostly the phenomena related to the transport of water in a PEMFC
and monitor the dynamic response of them.
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6.1.6 Effect of resonance phenomena in CFRA experiment
As seen in the previous sections, characteristic patterns of resonance phenomena are
observed in the experimental CFRA spectra obtained using both oxygen and water
partial pressure as input. Resonances occurs when a periodic perturbation has a dis-
tributed effect along certain spatial coordinates of a system. They have been widely
observed in FRA experiments on heat exchangers involving flow perturbations [196].
Fahidy theoretically predicted in his work [197] the effect of resonance for electro-
chemical reactors in transfer functions based on concentration inputs. However, no
experimental evidence of these phenomena were observed so far to our knowledge.

During the CFRA experiments, the periodic partial pressure perturbation is dis-
tributed not only towards the sandwich coordinate, but along the channel as well.
Therefore, the global electrical response is given by the integration of the local vari-
ations of current and voltage along this direction. In order to verify the rise of reso-
nances due to this spatially distributed response in CFRA by oxygen input and find out
if they could be related to the patterns observed, a simplified PEMFC channel model
was developed.

The following model aims to describe exclusively the effect of the distribution of
the oxygen pressure along the channel on the electric response. For these reasons, most
of the dynamics connected to other phenomena are not contemplated. Only variations
along the axial coordinate y of the channel are considered. The transport of oxygen is
the only one simulated without taking into account effects related to the liquid water.
Moreover, the transport in the GDL and catalyst layer, as well as the water sorption in
Nafion are neglected. The contribution of the anode to the electric response of the cell
is also considered negligible. Then, according to these assumptions, the mass balance
of oxygen in the channel reads:

∂PCH
O2

∂t
= −

∂uPCH
O2

∂y
+RT

rORR(y)

HCH
(6.3)

where u is the velocity of the gas in the channel and H the height of the channel.
The boundary conditions required to solve the partial differential equation above are
respectively:

PCH
O2

(t = 0, y) = PO2,in (t) (6.4)

PCH
O2

(t, y = 0) = PO2,in (6.5)
(6.6)

The formulated charge balance at the cathode catalyst interface is a spatially distributed
version of the one expressed in the Equation 4.16:

CDL
c

∂ηc
∂t

= j (y) + 4FrORR (y) . (6.7)
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As in the previous model, the relation between the cell voltage, the cathode overpoten-
tial and the ohmic resistance is expressed by a polarization equation obtained through
the application of Kirchhoff’s voltage law

E = EOCP + ηc − j (y)RM (6.8)

The relation between the total current I obtained or imposed to the cell, and the local
current densities is expressed by the integration of the latter along the catalyst area:

I = WCH

∫ LCH

0

j (y) dy. (6.9)

In the Equation 6.10, WCH is the width of the channel while LCH its length.
In the figure 6.9, simulated CFRA magnitude and phase Bode plots under galvano-

static conditons are displayed. The values of the parameters changed with respect ot
the other simulations are listed in the Table 6.2. As seen in the experimental spec-
tra (Figures 6.3 and 6.5), the value of the magnitude decreases going from lower to
higher frequencies until a certain critical frequency fc,1 = 1.9Hz where it approaches
zero. Then, the value starts to oscillate achieving periodically a minimum value at
frequencies which are multiple of the critical value (for example fc,2 = 2fc,1 = 3.8Hz
in the Figure 6.9). This trend was also observed by Fahydi [197]. In the same fre-
quency range, the phase angle also oscillates. This pattern could explain the scattering
observed in the phase plot in the Figures 6.5b, d at higher frequencies and the oscil-
lations occurring at lower frequencies in the CFRA phase spectra obtained by water
pressure perrturbation (Figure 6.6b, e).

Quantity Value Dimension
HCH 26.2× 10-3 m
LCH 6.2× 10-2 m
PO2,in 21× 103 Pa
RM 2× 10-2 Ω
WCH 4× 10-2 m

Table 6.2: Values of the parameters used for the simulation of the simplified channel
model.

In the Figure 6.10, simulated pressure oxygen inputs and related voltage outputs
at three different frequencies indicated in the Figure 6.9 are displayed. Specifically,
a low frequency value (f1), the critical frequency (fc,1) and the one at which the first
maximum of the oscillation is observed are considered. As expected, while the ampli-
tudes of the input are kept constant for each frequency, the one of the voltage output
present a minimum at the critical frequency where the oscillations are almost close to
disappear or negligible compared to the other case.

The reason of this trend can be explained through the Figure 6.11 where the steady
state profile along the axial channel coordinate together with the quasi-steady state
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Figure 6.9: Simulated galvanostatic CFRA spectra obtained by oxygen perturbations
using the simplified cathode channel model. Steady state current at 300 mA cm−2: (a)
magnitude Bode plot, (b) phase Bode plot.

profile during CFRA experiments at the critical frequency of oxygen partial pressure
(Figure 6.11a) and cathode overpotential (Figure 6.11b) are displayed. As it can be
seen, at this frequency, a complete period of the oxygen pressure perturbation lies
along the spatial coordinate. Under such condition, the spatial positive and negative
variation of the cathode overpotential compensate each other giving an average change
of the overpotential ηc approximating zero. The situation depicted in the Figure 6.11b
can be expressed through the following equation

ηc =
1

L

∫ L

0

(ηc,ss − η (y)) dy ≈ 0. (6.10)

For the reason explained above, the global voltage response to the periodic pressure
excitation at this frequency present a low amplitude. Moreover, it can be deduced
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Figure 6.10: Periodic oxygen pressure inputs and voltage outputs simulated by the
simplified cathode channel model at different frequencies: (a)-(b) 0.1 Hz, (c)-(d) 1.9
Hz (critical frequency), (e)-(f) 2.8 Hz.

from this theoretical analysis that the value of the critic frequency is dependent on the
residence time of the gas and on the inhomogeneities of the voltage or current profile
along the channel. Therefore, it be used as value to evaluate these parameters.

The results of these simulations show that the not predicted patterns from the model
described in the Chapter 4 and observed in the experimental CFRA spectra could be
due to phenomena of resonance. These effects are registered at lower frequencies for
the CFRA by water partial pressure input because phenomena slower than the oxygen
transport in the channel, like the water sorption in Nafion, could be involved.

6.2 Comparison of parameter estimation by different
FRA techniques

The model simulations fitted to the experimental spectra do not reproduce all the data at
different steady current densities with the same accuracy by the same set of estimated
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Figure 6.11: Simulated oxygen pressure and cathode overpotential profiles along the
channel coordinate at the critical frequencies. The simplified cathode channel model
was used for the simulations.

parameters. The main reason can be attributed to the assumptions made in the model
which does not include effects of parameters change with operating conditions.

First of all, the rate determining step of the ORR changes by decreasing the voltage
of the fuel cell implying a variation of the transfer coefficient from 1 to 0.5 [135].
The simplified one step mechanism used in the model does not predict such a trend,
providing an unique value for all the experimental conditions. For this reason, an
inaccurate estimation of the kinetic resistance could be performed.

Then, the neglect of the liquid water formation inside the catalyst layer and GDL
does not allow to account the increase of the mass transport resistance due to the con-
sequent reduction of the effective porosity along with the steady state current density.
This assumption can lead to an underestimation of the concentration polarization at
high current densities and to an overestimation at lower ones.

Moreover, the constitutive equations used to express the dependence of the elec-
troosmotic drag coefficient and the diffusivity of water in Nafion on the water con-
tent in the membrane could be inadequate to describe correctly their change in all
the operating conditions considered. In this regard, it must be also mentioned that
equations capable to universally predict the value of these two parameters along all
the relative humidity conditions at the membrane interfaces have not been formulated
yet [194, 195].

However, the change of these parameters and the related power losses can also be
meaningfully evaluated by fitting the model to the single spectra at each steady state.
By this way, the trend of the values of the obtained parameters along with the differ-
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ent experimental conditions could be monitored and related to specific faulty states
allowing the use of the the spectra for diagnosis purposes. As already discussed in the
Section 2.2.1, this approach has been used in many onnboard model based diagnostic
methodologies recently developed for PEMFCs.

In the Section 4.3.2, a mathematical framework to evaluate the identifiability of
parameters and compare the reliability of their estimation using the different FRA
techniques was introduced. The results obtained from this analysis are dependent on
the frequency range in which the spectra is determined and the number of the measured
points per decade. As these settings are different in the experiments from the one
considered in the Section4.3.2, in the following, the identifiability analysis is repeated
considering the same parameters for these different conditions. Then, the parameters
are estimated through model fitting of the spectra of each FRA transfer functions at
different steady state. The plausibility of the trend of the parameter changes obtained
over the different conditions is analyzed. According to these results, the most suitable
FRA technique to be used as online diagnostic tool for PEMFCs is determined.

6.2.1 Comparison of parameter identifiability
The spectra are measured in the constrained frequency region between 8 mHz and
1 Hz collecting 8 points per decade. Considering these specifications, mean square
sensitivities of each simulated transfer function at any operating conditions are listed
in the Table 6.3. The trends of the values obtained are similar to the ones found in
the Chapter 4. The cathode transfer coefficient turns out to have also in this case a
high influence on all the FRA spectra, as well as the porosity of the GDL relative to
oxygen transport. Moreover, the sensitivity to parameters related to the transport of
water (GDL porosity relative to oxygen transport, intrinsic water diffusivity in Nafion,
electroosmotic drag constant) is significant only for CFRAs involving water pressure
inputs, as previously verified.

On the contrary, some differences from the previous calculations are observed
about the collinearity index (Table 6.4). The first consideration to point out concerns
the extremely high values of the index related the galvanostatic CFRA by oxygen pres-
sure at all the steady state conditions and for all the parameters subsets. Because of
this high correlation implying an undetermined number of parameters sets fitting the
data, this FRA methodology cannot give reliable diagnostic information based on a
single spectra at this frequency range.

Furthermore, it is noticeable that the value of the collinearity index of the sub-
set 1 containing the charge transfer coefficient and the GDL porosity relative to the
oxygen transport largely overcomes the fixed threshold in all the the frequency re-
sponse methodologies and operating conditions except for the EIS at 100 mA cm−2.
Therefore, these two parameters result to be highly correlated and cannot be estimated
together by fitting the model to the experimental spectra collected. One of them must
be guessed or determined by other experimental techniques and, then, fixed in order to
obtain a reliable estimation of the other parameters.
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Current Technique δmsqrαC
δmsqrεO2

δmsqrεH2O
δmsqr
DMH2O

δmsqrKH+

100 mA cm−2

EIS 0.58 0.11 0.03 0.0040.003
CFRA(O2) vol. 0.4 0.08 0.02 0.01 0.01
CFRA(O2) gal. 0.99 0.19 0.0070.0080.007
CFRA(H2O) vol. 0.28 0.06 0.51 0.08 0.06
CFRA(H2O) gal. 0.74 0.14 0.54 0.08 0.07

200 mA cm−2

EIS 0.56 0.34 0.06 0.01 0.01
CFRA(O2) vol. 0.41 0.26 0.04 0.03 0.02
CFRA(O2) gal. 0.99 0.62 0.02 0.02 0.01
CFRA(H2O) vol. 0.32 0.21 0.56 0.13 0.05
CFRA(H2O) gal. 0.75 0.48 0.66 0.16 0.04

300 mA cm−2

EIS 0.71 1.73 0.12 0.02 0.02
CFRA(O2) vol. 0.26 0.64 0.03 0.02 0.02
CFRA(O2) gal. 0.99 2.41 0.1 0.05 0.04
CFRA(H2O) vol. 0.23 0.61 0.61 0.15 0.07
CFRA(H2O) gal. 0.85 2.15 0.74 0.13 0.07

Table 6.3: Mean square sensitivities of the different transfer functions at thre steady
state currents.

Current Subset numberParameters EIS CFRA(O2) gal.CFRA(O2) vol.CFRA(H2O) gal.CFRA(H2O) vol.

100 mA cm−2

1 αc, εO2 12.44 61.1 78.37 42.5 27.01
2 DM

H2O
, ξel 12.76 507.26 12.03 1.39 1.22

3 εO2 , εH2O, DM
H2O

7.88 97.96 113.39 4.74 1.53
4 εO2 , εH2O, KH+ 7.93 95.33 11.57 3.9 3.66
5 εO2 , DM

H2O
, KH+ 23.23 582.04 12.72 2.7 1.41

6 εH2O, DM
H2O

, KH+ 18.75 517.9 13.48 2.04 1.64
7 εO2 , εH2O, DM

H2O
, KH+23.93 589.7 20 4.81 5.57

200 mA cm−2

1 αc, εO2 19.48 171.94 279.61 120.8 81.47
2 Dλ, KH+ 8.41 668.24 4.81 1.03 1.86
3 εO2 , εH2O, DM

H2O
9.83 464.6 11.6 3.82 2.36

4 εO2 , εH2O, KH+ 14.63 543.1 9.57 5.41 1.53
5 εO2 , DM

H2O
, KH+ 15.93 1027.6 6.77 1.62 2.39

6 εH2O, DM
H2O

, KH+ 10.61 738.4 7.38 1.98 1.98
7 εO2 , εH2O, DM

H2O
, KH+20.36 1102.6 14.41 5.43 8.37

300 mA cm−2

1 αc, εO2 40.34 447.1 297.21 400.73 249.96
2 DM

H2O
, KH+ 15.92 984 7.5 7.5 1.33

3 εO2 , εH2O, DM
H2O

22.21 1943.9 17.9 3.71 195
4 εO2 , εH2O, KH+ 37.88 3893.4 15.5 9.43 2.62
5 εO2 , DM

H2O
, KH+ 23.4 2444.8 10.3 3.62 1.7

6 εH2O, DM
H2O

, KH+ 18.35 4259.3 10.6 10.06 13.89
7 εO2 , εH2O, DM

H2O
, KH+37.99 4419.6 17.9 10.1 15

Table 6.4: Collinearity index of EIS and CFRA transfer function at three different
current densities.

Additionally, voltastatic CFRA by oxygen pressure and the ones performed by
water inputs are the only techniques to present a low correlation index for the subset 7
which contains all the transport parameter fitted.
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Therefore, to summarise, from the analysis of the collinearity index reported above,
two main considerations can be deduced about the reliability of the parameter estima-
tion. First, charge transfer coefficient and oxygen diffusivity cannot be determined
together by the fitting the collected experimental spectra at one steady state by none
of the methodologies examined. This was expected, since both the kinetic transfer and
diffusivity influence directly the faradaic efficiency of the ORR reaction (see Equation
4.18). The former changing the free energy required to make the electron transfer oc-
curring at the interface, while the latter changing the oxygen pressure at the catalyst
surface. For this reason, their effects are always coupled and impossible to distinguish
in one set of measurements in the frequency range in which the experiments were per-
formed. Secondly, voltastatic and galvanostatic CFRA by water pressure are the only
experimental techniques to present a tolerable correlation index between the transport
parameters which are grouped in the subset 7. Therefore, the model fitting of the spec-
tra obtained through these methodologies should give the most reliable results which
could be used to get information on the PEMFC performance losses.

In order to further verify the findings of the identifiability analysis and investigate
the plausibility of the parameters obtained, all the spectra were fitted by the model
keeping constant the cathode transfer coefficient αc. Since the IR free steady state
voltages of the performed experiments lie between 762 mV and 659 mV, the value of
this parameter was fixed to 0.5 as suggested by several studies [135]. The employed
fitting algorithm was run four times in order to determine if the the stable solution
is achieved. In case of high correlation, the optimal set of parameters obtained by
this process changes after any run showing the impossibility to converge to a unique
solution or not possible convergence at all. It must be also pointed out that another
reason hindering the achievement of a unique solution is the presence of local optimal
points close to the global one which the number is independent on the parameters
correlation.

Different set of parameters for each run were obtained for the classic EIS, galvano-
static and voltastatic CFRA by oxygen pressure input, and voltastatic CFRA by water
pressure. For the first three FRA techniques, this was expected due the high correlation
index determined for the set of the fitted parameters not finding a converging solution.
Regarding the latter, the fail to reach a stable solution is surprising and could be due
to the presence of different local optimal point minimizing the least square objective
function. A single optimal set of parameters was obtained after the first algorithm run
by the fitting of the galvanostatic CFRA performed by water perturbations, fulfilling
the expectation indicated by a low correlation index. Therefore, only the parameters
estimated by this technique can be considered reliable.

In the Table 6.5, the parameters estimated after the fourth run of the fitting opti-
mization algorithm are displayed for any spectra. An analysis of the physical plau-
sibility of the results obtained confirms the previous conclusions. Basically, except
for the case of the galvanostatic CFRA performed by using water partial pressure per-
turbations, the trend of the parameters along the different steady states is inconsistent
with the expected physicochemical behavior of a PEMFC. As example, the effective
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porosity εO2 related to the oxygen diffusion estimated by the classic EIS increase its
value from 0,03 to 0,34 respectively at 100 mA cm−2 and 200 mA cm−2, and then
decreases again to 0,032 at 300 mA cm−2. This trend is meaningless, since a mono-
tone decrease of effective porosity should be verified as consequence of the increase
of the mass transport. Similar situation is observed through the fitting of the spectra of
the other FRA techniques except for galvanostatic CFRA by water input for which the
value of εO2 shows the expected descending trend.

Current Technique εO2 εH2OD
M
H2O

KH+

100 mA cm−2

EIS 0,03 1 0,1 1,85
CFRA(O2) pot 0.59 0.41 0.16 0.13
CFRA(O2) gal 0.69 0.03 0.1 0.91
CFRA(H2O) pot 0.04 0.042 0.99 1.6
CFRA(H2O) gal 0.15 0.78 0.6 2.45

200 mA cm−2

EIS 0.34 0.06 0.01 0.01
CFRA(O2) vol. 0.49 0.61 0.01 0.01
CFRA(O2) gal. 0.8 0.3 0.11 2.98
CFRA(H2O) vol. 0.38 0.16 0.87 1.03
CFRA(H2O) gal. 0.06 1 1.32 2.3

300 mA cm−2

EIS 0.032 0.48 1 1
CFRA(O2) vol. 0.42 0.41 0.96 0.69
CFRA(O2) gal. 0.065 0.48 1.7 0.66
CFRA(H2O) vol. 0.57 0.062 1.1 1.29
CFRA(H2O) pot.0.045 0.97 2.97 2.42

Table 6.5: Parameters estimated by fitting of the experimetnal magnitude Bode plots.

Discrepancies are verified in the estimated values of the Nafion intrinsic diffusivity
DM
H2O

as well. It is noticeable that the fitted value by all the FRA techniques exclud-
ing the galvanostatic CFRA by water pressure displays his lowest value at mA cm−2

suggesting the presence of a minimum. A higher steady state current implies a larger
water content in the membrane which results in a monotone increase of the water dif-
fusivity in Nafion along with this variable till the achievement of a plateau [177, 194].
Therefore, these estimations cannot be considered realistic. On the other hand, the in-
creasing trend of the intrinsic Nafion diffusivity obtained by the fitting of galvanostatic
spectra of CFRA by water perturbations reproduce the expected scenario.

The estimated electroosmotic drag constant is expected to be unchanged along the
steady state current as well established in the literature [3,194]. Once again, this condi-
tion is only fulfilled by the fitting of the of the spectra obtained from the galvanostatic
CFRA by water perturbation which the value of KH+ slightly changes from an aver-
age one of 2,37. Then, the parameters estimated through this FRA technique using the
formulated model are characterized not only by good identifiability parameters, but
also from a physical plausibility. For this reason, it can be considered suitable for the
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employment as onboard diagnostic tool among the others.

Figure 6.12: Experimental magnitude Bode plots (circle markers) together with simu-
lated ones (solid lines) using the parameter set obtained by fitting of the galvanostatic
CFRA performed by water pressure perturbations: (a) galvanostatic CFRA by water
pressure perturbations, (b) impedance, (c) galvanostatic CFRA by oxygen pressure
perturbations, (d) voltastatic CFRA by oxygen pressure perturbations, (e) voltastatic
CFRA by water pressure perturbations.

In the Figure 6.12, it has been been showed the capability of the parameters ex-
trapolated from the model fitting of the spectra of CFRA by water inputs to match the
patterns observed by the other FRA methodologies. Simulated magnitude Bode plots
using the fitted set of transport parameters and experimental ones are displayed for
comparison purpose. The simulations which replicate the spectra of CFRA by water
perturbations with a good accuracy, quantitatively overestimate the magnitude plots
of all the other CFRA techniques, while the ones of the EIS are underestimated. The
reason of these discrepancies can be probably attributed to the effects of not accounted
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phenomena in the model. This can have a different impact on the response depending
on the input considered. Nevertheless, it is remarkable that a good qualitative agree-
ment is verified.

6.3 Conclusion
Using the setup and the experimental procedure described in the Chapter 5, CFRA
spectra were experimentally determined at different experimental conditions. The ob-
tained CFRA spectra obtained by using oxygen pressure inputs reflected all the fea-
tures observed in the theoretical ones shown in the Chapter 4. Therefore, the capa-
bility to detect selectively the contribution of the mass transport in the channel was
confirmed. The spectra related to the CFRA by water perturbations replicated the
simulated ones only at lower frequencies, while they showed some patterns at higher
ones which were not predicted. These differences were associated to phenomena not
accounted in the model. For example, the transport of the liquid water in the GDL
produced on the cathode could originate such a path. On the other hand, phenomena
of resonance could give the same response on the spectra. Signs of resonances were
observed in the CFRA spectra obtained using both the partial pressures as input. They
were assumed to due the distribution of the effect of the pressure waves along the
channel. In order to verify this hypothesis, a simplified model of the cathode channel
accounting for spatial variations along the axes was developed. The simulations repro-
duced the ambiguous patterns at higher frequencies confirming the possibility of the
influence of resonance processes.

The quality of the parameter estimation performed by fitting a single experimental
CFRA and EIS spectra with the model was evaluated in order to compare the results
obtained through the different FRA techniques. The main purpose of this analysis was
about evaluating which techniques were the most suitable to be applied in model based
onboard diagnostic tool. The analysis was based on the concept of mean square sen-
sitivity and coillinearity coefficient. It was found that transfer coefficient and oxygen
effective diffusivity cannot be estimated correctly together considering the frequency
range and the data points set because extremely correlated. Among all techniques,
CFRA performed by water perturbation showed the best reliability of parameters esti-
mated.
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Chapter 7

Coupled CFRA transfer functions

In this chapter, the concept of coupled CFRA transfer function is introduced and its
use as diagnostic tool is discussed. First, the mathematical definition and the exper-
imental procedure to measure the novel transfer function are respectively described
in the Sections 7.1 and 7.2. Then, experimental and theoretical coupled CFRA spec-
tra are compared to identify the phenomena related to the patterns observed (Section
7.2). Finally, the capabilities to isolate faulty conditions due to reactants starvation is
demonstrated (Section 7.2.3).

7.1 Definition of coupled CFRA transfer function
As in the case of the normal CFRA, the coupled CFRA transfer function is based on
the perturbation of the cell through a simultaneous change of oxygen and water partial
pressure. As seen in the Chapter 5, this double perturbation is produced by the peri-
odic addiction of a small flow of dried oxygen to the cathode cell feed at different time
intervals. In this way, not only a periodic variation of the oxygen pressure is obtained,
but a variation of water vapour pressure as well. Basically, an increment of the oxygen
partial pressure excites a complementary decrement of the partial pressure of water
and viceversa, resulting in a simultaneous periodic stimulation where the two pressure
inputs (O2 and H2O) are in antiphase.The relation between the inputs and the resulting
electrical output of the cell is described in terms of frequency response transfer func-
tion by the equation 5.3. Dividing this equation by the measured variation of oxygen at
different frequencies P̃O2 (iω), the following coupled CFRA transfer functions under
galvanostatic ζI,O2 ′ and voltastatic conditions ζE,O2 ′ are determined:

ζI,O2 ′ (iω) =
Ĩ (iω)

P̃O2 (iω)
= ζI,O2 (iω) + βζI,H2O (iω) (7.1)

ζE,O2 ′ (iω) =
Ẽ (iω)

P̃O2 (iω)
= ζE,O2 (iω) + βζE,H2O (iω) (7.2)
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Basically, a linear combination of the two ”pure” CFRA transfer functions is obtained.
The variable β =

P̃H2O
(iω)

P̃O2
(iω)

quantifies the fraction of the CFRA transfer function ob-
tained by water pressure input overlapping with the one determined by using oxygen
pressure perturbations. The value of β depends on the specification of the main flow
and it is assumed to be constant over all the frequencies. Since P̃O2 (iω) and P̃H2O (iω)
have opposite signs, the value of β is negative and the contribution of the CFRA trans-
fer function by water is subtractive. In case of the use of additional flow of nitrogen to
create the pressure perturbations, the value of β is positive since the inputs are in phase
(see Section 5.2.1). However, this is not considered here and we restrict our study only
to oxygen based coupled CFRA transfer function.

7.2 Experimental and theoretical study

7.2.1 Experimental operating conditions
The setup described in the Chapter 5 was used to perform the experiments shown in
the following. Additionally, the same spectral analysis procedure and protocol were
used to determine the inputs and outputs in frequency domain.

A feed of pure hydrogen with a flow rate fixed at 800 ml/min was supplied to the
anode, while the cathode was fed with 250 ml/min of nitrogen and oxygen. Dew point
temperatures of 60 ◦C and 40 ◦C were respectively set for the cathode and anode feed
stream. These conditions of wet cathode/almost dry anode were chosen to induce a
significant backwards permeation of water in the membrane. The fuel cell was already
described in Section 5.1.2. The MEA used in these experiments was prepared in house
using Nafion 117 membrane and catalyst ink containing platinum black (Alpha Aesar).

7.2.2 Coupled CFRA spectra
Experimental voltastatic and galvanostatic coupled CFRA spectra recorded at three
different steady states are displayed in the Figure 7.1. As can be seen, at frequency
higher than 0.1 Hz, the magnitude of CFRA (Figure 7.1a-b) presents the same features
seen in the normal CFRA in both the electric controls applied. A steep increment up
to the achievement of a plateau is observed, indicating the dynamics of the gas trans-
port in the cathode. Also in this case, the value at the plateau increases along with
the steady state current suggesting a proportional relation with the concentration po-
larization. Moreover, the value of the spectra at the highest frequency detected (f≈ 1
Hz) results to be almost independent on the steady state conditions and approaching
the valuo of zero. This behaviour, observed already in the not coupled oxygen CFRA
spectra, is due to resonance phenomena caused by the spatial distribution of the oxy-
gen pressure fluctuation along the channel which annul their concentration polarization
contribution to the response at a certain frequency (see Section 6.1.6). The time con-
stant of the gas transport in the PEMFC channel can be estimated from the minimum
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Figure 7.1: Magnitude (top) and imaginary part (bottom) spectra of voltastatic CFRA
(a, c) and galvanostatic CFRA (b, d). β=0,45.

points of the imaginary part plots of the coupled transfer function (Figure 7.1c-d). At
lower frequencies, differencies are verified between the coupled and the pure CFRA
spectra As seen in the figure 6.3, an increase of the magnitude is observed at such
frequencies under voltastatic conditions, while a constant value is kept under galvano-
static conditions. On the contrary, both coupled CFRA spectra present a decrease for
both the cases which is slighter for the voltastatic control and more pronunced in the
galvanostatic one. This discrepancies are mainly assigned to the subtractive contribu-
tion of the CFRA transfer function by water pressure input which is more prominent in
the low frequency range. As result of the water perturbation during two simulataneous
inputs CFRA experiments, the amplitude of the current and voltage outputs change
due to membrane hydration and consequent lowering of the ohmic resistance.. This
contribution is mostly contained in the pure water transfer function ζH2O which is sub-
tractive in the coupled CFRA and, therefore, a decrement is obtained in the magnitude
(see Equations 7.1 and 7.2).

This hypothesis is confirmed in the simulated spectra through the developed PEMFC
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model shown in the Figure 7.2. Specifically, magnitudes of CFRA oxygen transfer
function (Figures 7.2 a-b) are compared to the coupled ones (Figures 7.2 c-d) which
were obtained by simulating a simultaneous oxygen and water perturbation in an-
tiphase and by applying the Equations 7.1 and 7.2. As expected, the oxygen CFRA
transfer function under voltastatic condition shows an increment at lower frequencies
due the hydration of membrane, while the one at galvanostatic control is contant due to
the constant current production. On the contrary, the simulated coupled CFRA trans-
fer functions are characterized by a decrease like the experimental ones due to the
subtractive contribution of CFRA transfer function by water pressure input.

Figure 7.2: Simulated magnitude plots of the CFRA transfer function obtained by
oxygen pressure perturbations: a) voltastatic CFRA transfer function, b) galvanostatic
CFRA transfer function, c) voltastatic coupled CFRA transfer function, d) galvanos-
tatic coupled CFRA transfer function.
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7.2.3 Coupled transfer function analysis for diagnosis of reactant
starvation

As mentioned previously, the value of β, which quantifies the contribution of the water
transfer function to the coupled one, changes with the specification of the main feed.
This feature was found to be helpful for diagnosis of reactant starvation, especially to
identify low humidification of the feed.

Voltastatic CFRA and EIS spectra were recorded experimentally at a steady state
current density of 100 mA cm−2 using two different experimental conditions with
asymmetric dew point temperature values of the feed, named a dry anode/wet cath-
ode configuration, and a dry anode/dry cathode configuration. In the first case, the
fraction of the CFRA transfer function by water input β is 0.45, while the second
case is characterized by a lower value of β equal to 0.15. Unlike EIS spectra (Fig-
ure 7.3a) which cannot differentiate between two cathode states (in both cases, strong
membrane hydration results in lowering the EIS magnitude at low frequencies), the
voltastatic CFRA method shows a qualitative difference of the magnitude spectra at
low frequencies. Namely, for the voltastatic CFRA, an increment is observed with
the dry anode/dry cathode configuration, while a decrement of the magnitude is ob-
tained with the dry anode/wet cathode configuration (Figure 7.3a). This is due to the
fact that the contribution of the transfer function by water pressure input is smaller at
lower β values and has a minimized impact on the increment of the oxygen transfer
function due to membrane hydration registered at low frequancies in voltastatic con-
trol. This diagram demonstrates that coupled CFRA under voltastatic control can be
used as complementary technique to the classic EIS for identification of dehydrated
faulty condition due to malfunctioning of the humidification system of the cathode of
PEMFC. Therefore, this method can be considered suitable for implementation of FDI
diagnostic algorithms to isolate reactants starvation problems.

7.2.4 Conclusions
The concept of coupled CFRA transfer function was defined and an experimental pro-
cedure for its measurement described. Experimental coupled cFRA spectra results to
be affected by oxygen transport in the channel and water sorption of water in the mem-
brane under both galvanostatic and voltastatic control. The latter dynamics is observed
through a lowering of the magnitude at low frequencies. The theoretical simulations
showed that such a decrease is due to the subtractive contribution of a fraction β of
the CFRA transfer function obtained by water pressure perturbations. Finally, it was
verified that coupled CFRA under voltastatic control can be used as a complemen-
tary technique to the classic EIS for isolation of dehydration faulty conditions due to
malfunctioning of the humidification system of the PEMFC system.
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Figure 7.3: Magnitude spectra of EIS (a) and of voltastatic coupled CFRA (b) at a
steady state current of 100 mA cm−2 for dry anode/wet cathode (dew point temperature
anode and cathode feed respectively 40 ◦C and 60 ◦C) and dry anode/dry cathode
configurations (dew point temperature of anode and cathode feed at 30 ◦C).
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Chapter 8

Summary and Conclusions

In this work, a novel FRA methodology based on concentration inputs alternative to
the EIS was developed to study PEMFC dynamics. The aim was to overcome limi-
tations of the EIS with respect to identification and diagnosis of PEMFCs. EIS often
fails to separate contributions of different processes due to the coupling in the fre-
quency spectra of the effects of various dynamic phenomena with similar time con-
stants. The proposed technique, named concentration-alternating frequency response
analysis (abbreviated CFRA), utilizes periodic inputs of partial pressure of one or more
feed components at different frequencies to probe PEMFC dynamics. The electric out-
put obtained, current or voltage, depends on the control regime applied to the fuel cell
which would be respectively voltastatic or galvanostatic.

According to the linear system theory, by changing the type of input and/or output,
the impact related to a specific dynamic process could be more detectable than others
leading to more selective information contained in the transfer function. Following
this principle, the primary motivation of using partial pressure inputs was to verify the
possibility to separate contributions of overlapping dynamics to PEMFC performance
losses which would be coupled to other ones in EIS spectra or not detected at all.

As first step, the capabilities of the CFRA were theoretically investigated through
the development of a PEMFC one dimensional dynamic model spatially distributed
along the sandwich coordinate including the main physical processes influencing the
transient performance, i.e. the charging/discharging of the double layer at the electrode
interface acting in parallel to electrochemical reactions, mass transport of gaseous re-
actants in flow channels and in the porous electrode layers, and water sorption in the
Nafion membrane. Prior to the theoretical analysis, the model was successfully vali-
dated through comparison to experimental EIS spectra. CFRA experiments involving
periodic perturbations of oxygen and water partial pressure sent to the cathode side of
the fuel cell under galvanostatic and voltastatic conditions were performed. Therefore,
four CFRA transfer functions were determined, i.e. CFRA transfer functions based
on oxygen and water pressure inputs for both galvanostatic and voltastatic conditions.
The simulations confirmed the capability of CFRA to detect selectively only specific
dynamics depending on the input/output configuration used. Transfer functions based
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on oxygen pressure inputs under galvanostatic conditions contained only dynamics re-
lated to the mass transport of the oxygen inside the channel. On the contrary, the addi-
tional dynamics of the water sorption into Nafion membrane were observed in spectra
under voltastatic condition. Both the techniques were insensitive to the dynamics of
double layer charging and any other phenomenon with time constants lower than the
transport of gas in the channel. Additionally, the values of the magnitudes increased
with the increase of the mass transport resistance. This trend makes CFRA by oxygen
pressure inputs suitable for the evaluation of the impact of cathode flooding.

Transfer functions based on water pressure inputs were mostly influenced by dy-
namics related to the water sorption in Nafion. Additionally, the proportionality be-
tween the water content in the membrane and the magnitude of the transfer functions
under galvanostatic conditions makes CFRA by water pressure perturbations an instru-
ment usable to determine conditions of membrane dehydration.

Then, an identifiability analysis regarding the main parameters influencing the per-
formance of the fuel cell was performed. It was demonstrated that CFRA offers more
reliable parameter estimation than EIS. In this regard, CFRAs based on water pressure
perturbations showed the best performance with respect to parameter estimation. This
makes this method especially suitable for application as onboard diagnostic tool.

In order to validate the theoretical findings, an experimental setup capable to pro-
duce simultaneous periodic perturbations of oxygen and water was designed. Since
the shape of the pressure inputs replace a periodic square wave instead of a sinusoidal,
a spectral analysis different from the one applied in the theoretical studies was estab-
lished which was based on the detection of the fundamental harmonics of the signal.
Moreover, it was established an experimental protocol to decouple the contribution
to the electric responses of the two simultaneous partial pressure perturbations and
determine the CFRA transfer functions.

Using the setup and the established experimental procedure, CFRA spectra were
experimentally determined in the same steady state conditions which were considered
in the theoretical study. The CFRA spectra obtained by using oxygen pressure inputs
reproduced all the features observed in the theoretical ones, confirming the capability
to selectively detect the contribution of the mass transport in the channel. On the other
hand, the use of water pressure inputs allowed to detect mostly the dynamics of water
sorption in Nafion, as also observed in the simulations. However, all the collected
experimental CFRA spectra showed patterns at higher frequencies which were not
predicted. These features were assumed to be due to phenomena not accounted in the
model. For example, the transport of the liquid water produced on the cathode could
cause such patterns. On the other hand, phenomenon of resonance due the distribution
of the effect of the partial pressure waves along the axial direction in the channel
could be also responsible for such features. The latter hypothesis was supported by
simulations performed by using a simplified PEMFC channel model distributed along
the axial coordinate.

The reliability of the parameters estimation performed by fitting a single CFRA
and EIS spectra with the model was compared. The main purpose was to evaluate
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which technique was the most suitable to be applied in model based onboard diagnos-
tic tool. For this, the identifiability analysis based on the same concepts used in the
theoretical study was repeated considering the setting of the experiments. It was found
that charge transfer coefficient and oxygen effective diffusivity cannot be estimated
correctly together because they are extremely correlated in all the cases. Moreover,
CFRAs performed by water perturbation were confirmed to be most reliable techniques
for parameters estimation.

Finally, the concept of coupled transfer function was advanced which is defined as
a linear combination of CFRA transfer functions obtained by two simultaneous partial
pressure inputs. Due to the different qualitative shape of the spectra depending on
the humidification of the fuel cell feed, the coupled transfer functions were found to
be helpful in the detection of drying out of the membrane which could be caused by
malfunctioning of external humidification systems.

To conclude, CFRA proved to be an experimental technique complementary to EIS
capable to discriminate the contributions of gas transport and water sorption in Nafion
from the overall performance. These features candidate it as a promising onboard di-
agnostic tool, overcoming the ambiguities of the EIS. However, some challenges must
be solved to make the methodology implementable. First of all, a faster and automated
procedure to measure CFRA transfer functions on a large frequency range should be
designed. A possibility to perform the measurements faster could be to collect all the
harmonics of the square wave input signal. This would allow to determine the value
of the transfer function at different frequencies applying a periodic input at a single
fundamental frequency and, thus, save time. Additionally, a theoretical investigation
employing more detailed two-dimensional model including spatial distribution along
the sandwich coordinate and the channel, liquid water transport, ORR mechanism con-
templating adsorption/desorption of intermediate steps and a more detailed description
of the catalyst layer should be performed to examine further the unexpected patterns
observed in the experiments.
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