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Chapter 1

Introduction

This thesis is devoted to the study of elliptic problems with respect to comparison principles
as well as multiple solutions. Our approach is mainly based on the method of sub- and
supersolutions, which is an extremely useful and effective tool for proving existence and
comparison results for a wide range of nonlinear elliptic boundary value problems. It implies
the existence of solutions of variational equations within the interval [u,u] for a given
ordered pair u,u of sub- and supersolutions, i.e., the method yields both existence and
bounds of solutions. The sub- and supersolution technique for general classes of elliptic
and parabolic variational equations is nowadays an important tool for qualitative analysis
of elliptic and parabolic boundary value problems. The aim of this dissertation is the
generalization and practical realization of the sub- and supersolution method to suitable
classes of variational inequalities, hemivariational inequalities as well as certain mixed types of
nonsmooth variational problems. For variational equations the terms sub- and supersolution
are a natural generalization of the corresponding classical terms, whereas there are different
possibilities to define sub- and supersolution in the case of nonsmooth variational problems.
Concerning this, V. K. Le, D. Motreanu and S. Carl provided promising new approaches (cf.
[17, 18, 19, 22, 23, 24, 26, 27, 29, 30, 31, 32, 33, 38, 39, 40, 86, 87]) which served as basis
and starting point for this dissertation.

This thesis is organized as follows.

In Chapter 2 we provide the mathematical background as it will be used in later chapters.
The objective of the first two parts is the presentation of the notations of Sobolev spaces and
operators of monotone type as well as the specification of their main properties. The third
section briefly introduces the theory of nonsmooth analysis which will be used in Chapter 4
and 5. The main notion therein is the definition of Clarke's generalized gradient along with
its characteristic features. The last section in this chapter lists some important tools like
the Mountain-Pass Theorem or Vazquez's strong maximum principle which are needed in the

proofs of our main results in later chapters.
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In Chapter 3 we study a class of nonlinear elliptic problems under nonlinear Neumann condi-
tions involving the p—Laplacian. This chapter is divided into two parts. In the first one, the
investigation of the problem

—Apu = f(x,u) — |ulP2u in €,
ou (1.0.1)

|VulP™ Y MulP~2u + g(x, u) on 01,

takes the center of our considerations. The domain Q C R is supposed to be bounded with
a smooth boundary 02 and the operator —A, is the negative p-Laplacian. Moreover, %
denotes the outer normal derivative of u with respect to 92, A is a real parameter and the
nonlinearities f : 2 x R — R as well as g : 92 x R — R are some Carathéodory functions. For
u € WP(Q) (the usual Sobolev space), the functions u — AulP~2u + g(x, u) on O apply
to the corresponding traces u — A|y(u)|P~2y(u) + g(x, ¥(u)), where v : W1P(Q) — LP(9Q)
is the compact trace operator.
Neumann boundary value problems in the form (1.0.1) arise in different areas of pure and
applied mathematics, for example in the theory of quasiregular and quasiconformal mappings in
Riemannian manifolds with boundary (see [59],[114]), in the study of optimal constants for the
Sobolev trace embedding (see [47], [64], [65], [63]) or in the theory of non-Newtonian fluids,
flow through porous media, nonlinear elasticity, reaction diffusion problems and glaciology (see
[6]. [8]. [7], [49]).
We prove the existence of at least three nontrivial solutions of problem (1.0.1). To be more
precise, we obtain two extremal constant-sign solutions and one sign-changing solution by using
truncation techniques and comparison principles for nonlinear elliptic differential inequalities.
In our consideration, the nonlinearities f and g only need to be Carathéodory functions which
are bounded on bounded sets whereby their growth does not need to be necessarily polynomial.
We only require some growth properties at zero and infinity given by

f(x,s) . g(xs) " f(x,s) . glxs)

s—0 |s|P72s  s—0[s|P~2s 7 |sjooo [S|PT25  |s|—oo |S|PT2s

and we suppose the existence of df > 0 such that f(x,s)/|s|P=2s > 0 for all 0 < |s| < J¢.
Our main idea is the construction of a positive and a negative ordered pair of sub- and super-

solutions by using the solutions of the Neumann boundary value problems given by
~Apu=—|uP?u  inQ, ~Apu=—luP2u+1 inQ,
0 0
|Vu|p_2—u = Mu|P2u on 99, |Vu|p_2—u =1 on 99,
ov ov

where ¢ > 1 and X are real parameters. The problem on the left-hand side is the well-known
Steklov eigenvalue problem which has a positive first eigenvalue A1 corresponding to its first
eigenfunction 1 > 0 in Q (see [95] or [85]). Moreover, the second problem possesses a
unique C1(Q)-solution e > 0 in Q. With the aid of these solutions and under the assumption
that A > \;, we prove that A; = [ep1, Je] (respectively, Ay = [—e, —cpi1]) is a positive
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(respectively, negative) ordered pair of sub- and supersolutions of problem (1.0.1) with a
positive constant ¥ and & > 0 sufficiently small. Based on this result, Theorem 3.1.8 proves
the existence of a smallest positive solution wy in [0, €], respectively, the existence of a
greatest negative solution u_ in [—Je, 0] of problem (1.0.1). A variational characterization
of these extremal solutions is given in Section 3.1.4 and finally, Theorem 3.1.16 provides the
existence of a nontrivial sign-changing solution ug of (1.0.1) satisfying u_ < up < uy provided
A > Aa. The proof is based on the Mountain-Pass Theorem, the Second Deformation Lemma
and a variational characterization of the second eigenvalue A\, of the Steklov eigenvalue
problem. We emphasize the regularity problem that arises in the proof of Proposition
3.1.11 (CY(Q) versus W P(Q) local minimizers) which at the end is solved by proving L*°-
bounds where we make use of the Moser iteration technique along with real interpolation theory.

The second part of Chapter 3 extends our results to the more general problem: Find u €
WP(Q) \ {0} and constants a € R, b € R such that

—Apu = f(x,u) — |ulP2u in Q,
9y (1.0.2)
\Vu\p_za =a(u™P L —b(u™ )P +g(x,u) ondQ,
where u™ = max{u,0} and v~ = max{—u, 0} are the positive and negative parts of u,

respectively. In case a = b = ), problem (1.0.2) reduces to the Neumann boundary value
problem given in (1.0.1). The existence of extremal constant-sign solutions in the intervals
[0,V,€] and [—Upe, 0] will be shown by similar arguments provided a, b > A1, where ¥, and 9,
are positive constants depending on a and b, respectively. However, the proof for the existence
of a sign-changing solution proceeds in a different way . We obtain a nontrivial sign-changing
solution of problem (1.0.2) provided (a, b) € R is above the curve C of the Fugik spectrum
constructed in [97] (see Figure 1.1).
b

e (a,b)

(A2, A2)

HCSERSY)

Figure 1.1. Fucik Spectrum
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In addition, the applicability of our results is demonstrated by an example in which functions
and g are given satisfying all the assumptions. Furthermore, the graphs of these functions are
presented.

Chapter 4 is devoted to the study of quasilinear elliptic variational-hemivariational inequalities
involving general Leray-Lions operators. Hemivariational inequalities have been introduced by
P. D. Panagiotopoulos (cf. [105, 106]) to describe, e.g., problems in mechanics and engineer-
ing governed by nonconvex, possibly nonsmooth energy functionals (so-called superpotentials).
This kind of energy functionals appears if nonmonotone, possibly multivalued constitutive laws
are taken into account. Variational-hemivariational inequalities arise from hemivariational in-
equalities if in addition some constraints have to be taken into account.

Let Q@ ¢ RN be a bounded domain with Lipschitz boundary 9Q. We deal with the following

elliptic variational-hemivariational inequality: Find u € K such that
(Au+ F(u),v—u) + /Jf( u; v — u)dx + / S5, yu;yv — yu)do > 0, (1.0.3)
Q o0

for all v € K, where j@(x,s;r), k = 1,2 denotes the generalized directional derivative of the
locally Lipschitz functions s — jk(x, s) at s in the direction r. The constraints are given by a
closed convex subset K C W1P(Q), and A is a second-order quasilinear differential operator in

divergence form of Leray-Lions type given by

AR
Za— x), Vu(x)). (1.0.4)

Moreover, the operator F stands for the Nemytskij operator associated with some Carathéodory
function f : Q x R x RN — R. The novelty is to provide existence and comparison results
whereby only a local growth condition on Clarke's generalized gradient is required. More
precisely, first we prove the existence of at least one solution between a given ordered pair of
sub- and supersolutions. The proof is presented in Theorem 4.3.1. In order to obtain extremal
solutions, we drop the u—dependence of the operator A. This result is stated in Theorem
4.4.3 whose proof is mainly based on an approach developed recently in [38].

In Section 4.5, we will extend our problem (1.0.3) to include discontinuous nonlineari-
ties f of the form f : @ x R x R x RV — R. The Nemytskij operator F is given by
F(u)(x) = f(x, u(x), u(x), Vu(x)) where we will allow f to depend discontinuously on its third
argument. An important tool in extending the previous results to discontinuous Nemytskij
operators is a fixed point result given in Lemma 2.4.6. The existence of extremal solution of
problem (1.0.3) is the main goal in Section 4.5. This will extend recent results obtained in
[120].

In the last part of this chapter, the construction of sub- and supersolutions of (1.0.3) will
be demonstrated in case A is the negative p-Laplacian. Under additional conditions, the

constructed sub- and supersolutions in Chapter 3 are also sub- and supersolutions of problem
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(1.0.3) which is an amazing result. Finally, an example is given to show the applicability of our

results.

The subject of Chapter 5 are multivalued quasilinear elliptic problems of hemivariational type
in all of RV. More precisely, we study elliptic differential inclusions of Clarke's gradient type in

the form
Au+9j(-,u)>0 inD', (1.0.5)

where A is again a second-order quasilinear differential operator as in (1.0.4). The function
j RN xR — R is assumed to be measurable in x € RN for all s € R, and locally Lipschitz
continuous in s € R for almost all (a.a.) x € RV, The multivalued function s — 9j(x, s)
stands for Clarke's generalized gradient of the locally Lipschitz function s — j(x, s) and is given

by
dj(x,s) ={£ €R:j°(x,s;r) >&r,Vr € R}, (1.0.6)

for a.a. x € RV. We denote by D = C§°(RN) the space of all infinitely differentiable functions
with compact support in RV and by D’ its dual space.

This type of hemivariational inequalities has been studied by various authors on bounded do-
mains. Concerning Dirichlet boundary conditions under local growth conditions, we refer e.g. to
[34] and for hemivariational inequalities with measure data on the right-hand side see [25]. Sin-
gle valued problems in the form (1.0.5) for Neumann boundary conditions of Clarke's gradient
type are considered in [16]. In [15] the author discusses our problem (1.0.5) with a multivalued
term in form of a state-dependent subdifferential in all of RN which turns out to be a special
case of problem (1.0.5). Let @ C RN be a bounded domain. We consider problem (1.0.5)
under zero Dirichlet boundary values as well as A = —A, which is the negative p—Laplacian.

Let f : Q2 x R — R be a Carathéodory function. If j is a primitive of f, meaning that

J(x,s) = /OS f(x, t)dt,

then s — j(x, s) is continuously differentiable and hence, 9j(x, s) = {9j(x,s)/ds} = {f(x,s)}.
Thus, problem (1.0.5) simplifies to the elliptic boundary value problem

e WeP(Q): —Dpu+f(Lu)=0 inWtQ) (1/p+1/g=1) (1.0.7)

for which the method of sub- and supersolutions is well known (see [28, Chapter 3]). Comparison
principles for general elliptic operators A, in particular for the negative p-Laplacian —A, and

Clarke's gradient s — 0j(x, s) satisfying a one-sided growth condition in the form
G<&+alsn—s) (1.0.8)

for all & € 9j(x,si), i = 1,2, for a.a. x € Q, and for all s1, s> with s; < sp, are also studied

in [28, Chapter 4]. Recently, a new comparison result for inclusions of the form (1.0.5) for
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bounded domains without the condition (1.0.8) has been obtained in [39].

The main goal in this chapter is to show the existence of entire extremal solutions of (1.0.5)
by applying the method of sub- and supersolutions without imposing any condition at infinity.
Due to the unboundedness of the domain, standard variational methods cannot be applied.
The novelty of our approach is on the one hand to obtain entire solutions, and on the other
hand that Clarke's generalized gradient only needs to satisfy a natural growth condition without
assuming any conditions as in (1.0.8). In the last section conditions are provided that ensure
the existence of nontrivial positive solutions. We refer to the paper in [121] studying problem
(1.0.5) in case A = —A,,.
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suggestions. Moreover, | am deeply grateful to Dr. Rico Zacher and Dr. Mathias Wilke who

gave me a lot of useful advice and inspirations.



Chapter 2

Mathematical Preliminaries

In this chapter, we provide the mathematical background as it will be used in later chapters.

2.1 Sobolev Spaces

This section is devoted to the introduction of Lebesgue and Sobolev spaces including their main

properties.

2.1.1 Lebesgue Spaces

Let RN, N > 1, be equipped with the Lebesgue measure and let Q@ ¢ RM be a domain which
means that Q is an open and connected subset of RV. For 1 < p < oo, we denote by LP(Q)
the class of all measurable functions u : Q — R satisfying

1
lullumisy = < / |u|'°dx) < o0,

for which LP(€2) becomes a Banach space. A measurable function u : Q2 — R is called essentially
bounded on Q if there is a constant C such that |u(x)| < C almost everywhere (a.e.) on Q.
The greatest lower bound of such constants C is said to be the essential supremum of |u| on
Q. We put
[ull oo (@) = ess sup |u(x)|
XxXEN

and denote by L>°(£2) the Banach space of all measurable functions u satisfying ||ul| o (q) < co.
Moreover, we also introduce the local LP-spaces denoted by Lf (£2). A function u belongs to
LP (Q) if it is measurable and

loc

/ |ulPdx < oo
K

for every compact subset K of 2. Here and also later on, we denote the Lebesgue measure of
a measurable subset Q ¢ RN through

meas(Q2) = |Q].
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The next theorems present some main results dealing with Lebesgue spaces and their qualities.
As for the proofs, we refer to standard textbooks in real analysis and measure theory, for example
[78, 111].

Theorem 2.1.1 (Lebesgue's Dominated Convergence Theorem). Suppose (up) is a sequence
in L1(Q) such that

u(x) = lim un(x)

exists a.e. on Q. If there is a function g € L1(Q) such that, for almost all (a.a.) x € Q, and
foralln=1,2,...,

|un(x)| < &(x),

then u € L1(Q) and

lim /|u,,—udX:0.
n—oo Q

A reverse statement of Theorem 2.1.1 can be given as follows.

Theorem 2.1.2. Let u,, u € LY(Q), n € N, such that

lim / |up — uldx = 0.
n—oo Q
Then a subsequence (up,) of (up) exists with
Up,(x) — u(x) fora.a. x € Q.

Theorem 2.1.3 (Fatou's Lemma). Let (u,) be a sequence of measurable functions and let
gcLiQ). If

u, > g a.e onf,
then we obtain

/ liminf u,dx <liminf | u,dx.
Q

n—oo n—oo Q

The dual space of LP(Q) is characterized in the following theorem.

Theorem 2.1.4 (Dual Space). Let Q C RN be a bounded domain and let ® be a linear
continuous functional on LP(Q),1 < p < co. Then a uniquely defined function g € L9(Q)
exists with q satisfying % + % =1 such that

(O, u) = / gudx  for all u € LP(Q),
Q
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and

[l (Le()y = llgllLa(e)-

If ® is a linear continuous functional on L1(2), then a uniquely defined function g € L>=(Q)
exists such that

(®,u) = / gudx  for all u € Ll(Q),
Q
and

[Pl ()) = lIgll(@)-

Theorem 2.1.4 implies that the dual space of LP(Q) is isometrically isomorphic to L9(2) for
1< p<oo. Incase p =1, we set g = co. Let us consider some important properties of
LP-spaces given in the next theorem.

Theorem 2.1.5. Let Q C RN be a domain.
(i) For1l < p < oo, the spaces LP(QQ) are separable.
(ii) L*°(Q2) is not separable.
(iii) For1l < p < oo, the spaces LP(Q2) are reflexive.
(iv) LY(Q) and L>=(R) are not reflexive.

(v) For1l < p < oo, the spaces LP(Q2) are uniformly convex.

2.1.2 Definition of Sobolev Spaces

The objective of this subsection is the study and characterization of Sobolev spaces. To this
end, let « = (a1, ..., an) be a multi-index with nonnegative integers ag, ..., ap. Its order is
denoted by |a] = a3 + -+ + ay. We set D; = 8%,-"‘ =1,..,N, and D% = Df” -~D,?,"’u,
with D% = u. Let Q be a domain in RV with N > 1. Then w € L} () is said to be the o'
weak or generalized derivative of u € L. (Q) if and only if

/ ubD®pdx = (~1)\" / wpdx,  forall p € G(9),
Q Q

holds, where C3°(€2) denotes the space of infinitely differentiable functions with compact sup-
port in . The generalized derivative w = D%u is unique up to a change of the values of w
on a set of Lebesgue measure zero.

Definition 2.1.6. Let1 < p < oo and m=0,1,2,.... The Sobolev space W™P(Q) is the
space of all functions u € LP(Q) which have generalized derivatives up to order m such that
D%u € LP(Q) for all o with |a| < m. We set W%P(Q) = LP(Q) if m = 0.
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The space W™P(Q) is a Banach space with respect to the norms
1
P

lullwne@y = | 32 10%ulqy | -

lo|<m
if 1 <p< oo, and
|ull wmes (@) = max 1D%ull Lo (),
if p=o0.
Definition 2.1.7. W;"P(Q) is the closure of C§°(2) in W™P(Q).

Notice that Wy™"(2) becomes a Banach space with the norm || - || yme(q).

The definition of the regularity of boundaries reads as follows.

Definition 2.1.8. Let Q C RN be a bounded domain with boundary Q. The boundary
0 is of class Ck* k € Ng, A € (0,1] if there are m € N Cartesian coordinate systems
G.j=1..,m,

G = (X1 Xin-1,%,n) = (X, X, n)
and real numbers o, 3 > 0, as well as m functions a; with

a € C*[~a,a]" ), j=1,..,m,
such that the sets defined by

N ={(x, xin) €RY: x| < a,x;n = a;(x))},
V_{_ = {()(J/v)(_jN) c RN . ]XJ/| <q, aj(XJ{) <xn < aj(XJ{) + 5},

VI = {(x, xin) € R x| < a, aj(x)) — B < xj.n < aj(x))},
possess the following properties:
Nco, VicQ VcRV\Q j=1..m,

and
U N = 0Q.
j=1

The boundary 99 is said to be a Lipschitz boundary if 9Q € C%! which means that 9Q can be
locally characterized by a graph of a Lipschitz continuous function. Now, we summarize some

basic properties of Sobolev spaces stated in the next theorem. The proofs can be found in [74].

Theorem 2.1.9. Let Q C RN be a bounded domain, N > 1. Then we have the following:
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(i) W™P(Q) is separable for 1 < p < oo.
(i) W™P(Q) is reflexive for 1 < p < oo.

(i) Let1 < p < oco. Then C*(Q)NW™P(Q) is dense in W™P(QQ), and if 02 is a Lipschitz
boundary, then C*°(Q) is dense in W™P(Q), where C*=(Q) and C>(S) are the spaces
of infinitely differentiable functions in Q and Q, respectively (cf. [74]).

Let us briefly recall the definition of an embedding operator. Let X, Y be two normed linear
spaces satisfying X C Y. The operator i : X — Y defined by i(u) = u for all u € X is said to
be the embedding operator of X into Y. The space X is continuously (respectively, compactly)
embedded in Y if the embedding operator i : X — Y is continuous (respectively, compact).
The following theorem presents the important Sobolev Embedding Theorem whose proof can
be found, e.g. in [74, 123].

Theorem 2.1.10 (Sobolev Embedding Theorem). LetQ C RN, N > 1, be a bounded domain
with Lipschitz boundary 0. Then the following holds:

(i) If mp < N, then the space W™P(Q) is continuously embedded in LP"(Q), p* = Np/(N —
mp), and compactly embedded in L9(Q2) for any q with 1 < g < p*.

(i) If0 < k < m-— % < k + 1, then the space W™P(Q) is continuously embedded in
CkMQ), A=m— % — k, and compactly embedded in Ck*' (Q) for any N < \.

(i) Let 1 < p < oo, then the embeddings
LP(Q) D WHP(Q) D WAP(Q) D ---
are compact.

The space CK*(Q) stands for the Holder space introduced for example in [74]. In order to

define Sobolev functions on the boundary, we make use of the important Trace Theorem.

Theorem 2.1.11 (Trace Theorem). Let Q C RN be a bounded domain with Lipschitz (C%!)

boundary 0Q, N > 1, and 1 < p < co. Then exactly one continuous linear operator exists
v WHP(Q) — LP(0R)
such that:
(i) v(u) = ulo if u e CY(Q).
(ii) [[v(u)llean) < Cllullwrr(q) with C depending only on p and Q.

(iii) If u € WYP(Q), then y(u) = 0 in LP(OR) if and only if u € Wg’p(Q).
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We call y(u) the trace (or generalized boundary function) of u on 99Q. It should be pointed
out that the trace operator

v WHP(Q) — LP(0Q)

mentioned in Theorem 2.1.11 is not surjective. Indeed, there exist functions ¥ € LP(92) which
are not the traces of functions u from W'P(Q). The next result provides the surjective result
(see [83, Theorem 6.8.13, Theorem 6.9.2]).

Theorem 2.1.12. Let Q C RN be a bounded domain with Lipschitz boundary 9Q, N > 1,
and 1 < p < co. Then

1 1-1p
V(WHP(Q)) = W2 5(09).
As we know, the trace operator is compact due to the following theorem.

Theorem 2.1.13. Let Q C RN be a bounded domain with Lipschitz boundary 9Q, N > 1.
(i) If1 <p <N, then
v WHP(Q) — L9(09Q)
is completely continuous for any q with 1 < g < 'X,”—:If.
(ii) If p> N, then for any q > 1,
v WHP(Q) — L9(09Q)

is completely continuous.

We refer to [83] verifying the proof of the theorem.

2.1.3 Chain Rule and Lattice Structure

In this subsection, we suppose that Q C R" is a bounded domain with a Lipschitz boundary

0. The important chain rule is stated in the next two lemmas.

Lemma 2.1.14 (Chain Rule). Let f € C1(R) and supyep |f'(s)| < co. Let 1 < p < oo and
u € WYP(Q). Then the composite function f o u € WYP(Q) and its generalized derivatives

are given by
Di(fou)=(fou)Dju, i=1,..,N.

Lemma 2.1.15 (Generalized Chain Rule). Let f : R — R be continuous and piecewise
continuously differentiable with sup,cg |f'(s)] < oo and u € W1P(Q),1 < p < oco. Then
foue WYP(Q), and its generalized derivative is given by

f'(u(x))Dju(x)  if f is differentiable at u(x),

Di(f o u)(x) =
0 otherwise.
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In order to extend the chain rule to Lipschitz continuous functions f, we refer to [74, 123]. The
Sobolev space W1P(Q) satisfies the so-called lattice structure which yields the following result
(see [77, Theorem 1.20]).

Lemma 2.1.16 (Lattice Structure for WYP(Q)). Let u,v € W'P(Q),1 < p < co. Then
max{u, v} and min{u, v} are in WP(Q) with generalized derivatives

Diu(x) if u(x) > v(x),

Dimax{u, v}(x) = Div(x) if v(x) > u(x),

Diu(x) if u(x) < v(x),

D; min{u, v}(x) =
Div(x) if v(x) < u(x).
From [77, Lemma 1.22], we obtain the next lemma.

Lemma 2.1.17. If (), (v;) C WLP(Q),1 < p < oo, are such that u; — u and v; — v in
W1P(Q), then min{u;, v;} — min{u, v} and max{u;, v;} — max{u, v} in WP(Q) as j — oc.

As a consequence of Lemma 2.1.17, truncation operators defined on WP(Q) are bounded and

continuous.

Lemma 2.1.18. Let u,u € W'P(Q) satisfy u < U, and let T be the truncation operator
defined by

u(x) if u(x) >
Tu(x) = S u(x) if u(x) < u(x) <u(x),
u(x) if u(x) < u(x).
Then T is a bounded continuous mapping from W'P(Q) (respectively, LP(Q)) into itself.

The lattice structure also holds for the subspace W&’p(Q) C WLP(Q), which is proven in [77].

Lemma 2.1.19 (Lattice Structure for Wol’p(Q)). If uyv e W&’p(Q), then max{u, v} and
min{u, v} are in W&’p(Q).

In view of Lemma 2.1.19, a partial ordering of traces on 9% is defined in the following way.

Definition 2.1.20. Let u € WP(Q),1 < p < co. Then u <0 on dQ if ut € WyP(Q).

2.1.4 Some Inequalities

In later chapters, we make use of some well-known inequalities given in this subsection. We
refer to standard textbooks (see [60, 83, 123]) reproducing the proofs of the inequalities.
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Young’s Inequality
Let 1 < p, g < oo satisfying % + % =1 and let a, b > 0. Then it holds

aP b9
ab< — + —.
P q

Young's Inequality with Epsilon

Let 1 < p, g < oo satisfying % + % =1 and let a, b,e > 0. Then it holds
ab < eafP + C(e)b?

q
with the positive constant C(g) = (%) g %.

Monotonicity Inequality

Let 1 < p < oo and consider the vector-valued function a : RN — RN defined by

a(&) = [£]P72¢ for £ # 0 and a(0) = 0.

If 1 < p < 2, then we obtain

(a(€) —a(€)) - (¢ —¢)>0forall £,¢ e RN £ £ ¢

If 2 < p < oo, then a constant ¢ > 0 exists such that
(a(&) — a(¢))) - (€ — &) = cl¢ — €|P for all € e RV,

Holder’s Inequality

Let 1 < p, g < oo with % + % =1 If ue LP(Q),v e LQ), then we get
/Q Juvldx < Jlulluoay 1 vilisay-

Minkowski’s Inequality

Let 1 < p < oo and u, v € LP(Q), then it holds

lu+ vl < llulle@) + [IVIie()-

2.2 Operators of Monotone Type

In this section, we give some results about pseudomonotone and monotone operators acting

from X into X*.
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2.2.1 Main Theorem on Pseudomonotone Operators

First, we denote by X a real, reflexive Banach space equipped with the norm || - ||. Its dual
space is identified by X* and (-, -) stands for the duality pairing between them. In order to
avoid misunderstandings, we recall that the notation of the norm convergence in X and X* is
denoted by — and the weak convergence by —.

Definition 2.2.1. Let A: X — X* be given. Then A is said to be
(i) continuous iff u, — u implies Au, — Au.
(ii) weakly continuous iff u, — u implies Au, — Au.
(i) demicontinuous iff u, — u implies Au, — Au.

(iv) hemicontinuous iff the real function t — (A(u + tv), w) is continuous on [0,1] for all
u,v,we X.

(v) completely continuous iff u, — u implies Au, — Au.

(vi) bounded iff A maps bounded sets into bounded sets.

(vii) coercive iffH IHim </4|\’1[11”u> =

Next, we recall the definition of operators of monotone type.
Definition 2.2.2. Let A: X — X* be given. Then A is called
(i) monotone iff (Au— Av,u—v) >0 for all u,v € X with u# v.
(i) strictly monotone iff (Au — Av,u— v) >0 for all u,v € X with u # v.

(iii) strongly monotone iff there is a constant ¢ > 0 such that (Au— Av,u—v) > c|ju— v/|?
for all u,v € X.

(iv) uniformly monotone iff (Au — Av,u — v) > a(|lu — v||)||lu — v|| for all u,v € X where

a: [0,00) — [0, 00) is strictly increasing with a(0) = 0 and a(s) — +o0 as s — o©.

(v) pseudomonotone iff u, — u and limsup,_, . (Aun, up — u) < 0 implies (Au, u — w) <
liminf(Au,, u, — w) for all w € X.

(vi) to satisfy (54 )-condition iff u, — u and limsup(Aup, up — u) <0 imply u, — u.

n—oo

An equivalent definition for the pseudomonotonicity is given as follows.

Definition 2.2.3. The operator A : X — X* is called pseudomonotone iff u, — u and
limsup(Aup, up — u) < 0 implies Au, — Au and (Aup, un) — (Au, u).

n—oo
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The next result plays an important role in our considerations. The proof can be found for

example in [123, Proposition 27.6].

Lemma 2.2.4. Let A,B: X — X* be given operators on the real reflexive Banach space X.
Then it holds:

(i) If A is monotone and hemicontinuous, then A is pseudomonotone.
(ii) If A is completely continuous, then A is pseudomonotone.

(i) If A and B are pseudomonotone, then A+ B is pseudomonotone.

Due to Brézis, the main theorem on pseudomonotone operators reads in the following way (see
[123, Theorem 27.A]).

Theorem 2.2.5 (Main Theorem on Pseudomonotone Operators). Let X be a real, reflexive
Banach space and let A : X — X* be a pseudomonotone, bounded, and coercive operator, and
b € X*. Then there exists a solution of the equation Au = b.

2.2.2 Leray-Lions Operators

We introduce the so called Leray—Lions operators which stand for an important class of elliptic
operators. For more details we refer to [90] and [118].

Definition 2.2.6 (Leray-Lions Operator). Let X be a real, reflexive Banach space. We say
that A: X — X* is a Leray—Lions operator if it is bounded and satisfies

Au = A(u,u), foruelX,
where A : X x X — X* has the following properties:

(i) For any u € X, the mapping v — A(u, v) is bounded and hemicontinuous from X to its
dual X* with

(A(u,u) — A(u,v),u—v) >0, forveX.

(ii) For any v € X, the mapping u — A(u, v) is bounded and hemicontinuous from X to its
dual X*.

(iii) For any v € X, A(up, v) converges weakly to A(u,v) in X* if (uy) C X such that

up, — u in X and

(A(up, up) — A(up, u), up — u) — 0.

(iv) For any v € X, (A(un, v), un) converges to (F,u) if (uy) C X such that u, — u in X
and A(up, v) — F in X*.
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An important result is the following.
Theorem 2.2.7. Every Leray-Lions operator A : X — X* is pseudomonotone.

The proof of this theorem can be found in [118]. Let us consider the mapping properties of

superposition operators which are also called Nemytskij operators.

Definition 2.2.8 (Nemytskij Operator). Let Q € RN, N > 1 be a nonempty measurable set
andlet f : QxRN - R, m>1and u:Q — R™ be a given function. Then the superposition

or Nemytskij operator F assigns u — f o u that means F is given by
Fu(x) = (f o u)(x) = f(u(x)) forx € Q.

Definition 2.2.9 (Carathéodory Function). Let Q € RN, N > 1 be a nonempty measurable
set and let f : Q x R™ — R, m > 1. The function f is said to be a Carathéodory function if
the following two conditions are fulfilled:

(i) x — f(x,s) is measurable in Q for all s € R™.

(ii) s — f(x,s) is continuous on R™ for a.a. x € Q.

Lemma 2.2.10. Letf:Q xR™ — R, m> 1 be a Carathéodory function satisfying a growth
condition of the form

F(x,9)| < k() + €Y Isil @

i=1
with some positive constant ¢ and some function k € L9(Q) and 1 < q,p; < oo for all
i=1,..., m. Then the Nemytskij operator F defined by

Fu(x) = f(x, u1(x), ..., um(x))

is continuous and bounded from LP*(Q2) x - - - x LPm(Q) into L9(Q2). Here u denotes the vector

function u = (u1, ..., um). Moreover, we have

| Full oy < (nkum) ns ||u,||Lp,(m>

i=1
Definition 2.2.11. Let Q ¢ RN N > 1 be a nonempty measurable set. A function f :
QxR™ — R, m > 1, is called superpositionally measurable (or sup-measurable), if the function
x +— Fu(x) is measurable in Q0 whenever the component functions u; : Q@ — R of u =

(ui, ..., um) are measurable.

Let Q ¢ RN be a bounded domain with Lipschitz boundary 9. We consider the second order

quasilinear differential operator in divergence form given by

Aru(x Z (x, u(x), Vu(x)),
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and let Ag denote the operator defined by
Aou(x) = ap(x, u(x), Vu(x)).

Letl < p < o0, %—i—% = 1, and assume for the coefficients a; : QxRxRN - R,i=0,1,...,N
the following conditions.

(H1) Each aj(x,s, &) satisfies Carathéodory conditions, i.e., is measurable in x € Q for all
(s,€) € R x RN and continuous in (s, £) for a.a. x € Q. Furthermore, a constant ¢y > 0
and a function ko € L9(2) exist such that

[ai(x, 5, )| < ko(x) + co([s|P~" + [€[P7H),

for a.a. x € Q and for all (s,€&) € R x RV, where |¢] denotes the Euclidian norm of the
vector £.

(H2) The coefficients a; satisfy a monotonicity condition with respect to £ in the form

N
> (ailx5,€) = aix,5,€))(& — &) > 0,
i=1

fora.a. x € Q, for all s € R, and for all £, & € RN with ¢ # ¢,

(H3) A constant ¢; > 0 and a function k; € Ll(Q) exist such that

N
S ailx 5,66 > alel — ka(x),
i=1

fora.a. x € Q, for all s € R, and for all ¢ € RV,

Let V be a closed subspace of W1P(Q) satisfying Wol'p(Q) C V C WLP(Q). Due to (H1) the
operators A; and Ag generate mappings from V into its dual space defined by

N
(Aru, @) = / Za,-(x, u, Vu)g—fdx, (Aou, p) = / ao(x, u, Vu)pdx.
Qi i Q

We set A = A; + Ag. The next theorem provides some properties of the operators A, A; and
Ao (see e.g. [123]).
Theorem 2.2.12.

(i) If (H1) is satisfied, then the mappings A, A1, Ay : V — V* are continuous and bounded.

(ii) If (H1) and (H2) are satisfied, then A: V — V* is pseudomonotone.

(iii) If (H1), (H2), and (H3) are satisfied, then A has the (5. )-property.



2.2. Operators of Monotone Type 19

Let Q@ € RN be a bounded domain. A prototype of a nonlinear monotone elliptic operator is

the negative p-Laplacian —A,, 1 < p < oo, defined by
—Apu = —div(|Vu[P™Vu), where Vu= (du/dxi,...,u/Oxn).
The coefficients a;,i =1, ..., N are given by
ai(x,s,€) = [¢[P72¢;.

Thus, hypothesis (H1) is satisfied with ko = 0 and ¢y = 1. Hypothesis (H2) is a consequence
of the inequalities from the vector-valued function ¢ — |£[P~2¢ (see Section 2.1) and (H3) is
satisfied with ¢; = 1 and k3 = 0. In Chapter 3, we make use of the p—Laplacian which has
the following characteristics.

Lemma 2.2.13. Let V be a closed subspace of W1P(Q) such that Wol’p(Q) CVCwlr(Q).
Then it holds:

(i) —Ap : V — V* is continuous, bounded, pseudomonotone and has the (5. )—property.
(i) —Dp: WyP(Q) — WL9(Q) is
(a) strictly monotone if 1 < p < co.

(b) strongly monotone if p =2 (which is the well-known Laplace operator).

(c) uniformly monotone if 2 < p < oo.

2.2.3 Multivalued Pseudomonotone Operators

This section provides some results about pseudomonotone multivalued operators. For com-
pleteness we refer to the monographs [104] and [123]. First, we start with some definitions.
Let X be a real, reflexive Banach space and X* denotes its dual space.

Definition 2.2.14. Let A: X — 2X° be a multivalued mapping meaning that to each u € X
there is assigned a subset A(u) of X* which may be empty if u ¢ D(A) where D(A) is the
domain of A given by

D(A) ={ue X : A(u) # 0}.
The graph of A denoted by Gr(A) is given by
Gr(A) ={(u,u*) e X x X* 1 u* € A(u)}.
Definition 2.2.15. The mapping A : X — 2X" is said to be
(i) monotone iff

(" —=v*u—v)>0 forall (u,u),(v,v") € Gr(A).
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(ii) strictly monotone iff

(" —v*u—v)y>0 forall (u,u*),(v,v") € Gr(A) with u # v.

(iii) maximal monotone iff A is monotone and there is no monotone mapping A : X — 2X°
such that Gr(A) is a proper subset of Gr(A) which is equivalent to the following implication

(u,uye X x X*: (u"—=v:u—v)>0 forall (v,v") e Gr(A)
implies (u, u*) € Gr(A).

Note that the notions of strongly and uniformly monotone multivalued operators are defined
in a similar way as for single-valued operators. The definition of a pseudomonotone operator
reads as follows.

Definition 2.2.16. The operator A : X — 2X" is called pseudomonotone if the following
conditions are satisfied.

(i) The set A(u) is nonempty, bounded, closed and convex for all u € X.

(ii) A is upper semicontinuous from each finite dimensional subspace of X to the weak

topology on X*.
(iii) If (up) C X with u, — u, and if u}, € A(up) such that
limsup(u,, up — u) <0,
then for each element v € X there exists u*(v) € A(u) with

liminf(uy, uy — v) > (u*(v),u —v).

The next proposition provides a sufficient condition to prove the pseudomonotonicity of
multivalued operators and is an important part of our argumentations. The proof is presented
for example in [104, Chapter 2].

Proposition 2.2.17. Let X be a reflexive Banach space, and assume that A : X — 2X°

satisfies the following conditions:
(i) For each u € X we have that A(u) is a nonempty, closed and convex subset of X*;
(i) A: X — 2X" is bounded;

(iii) If uy = v in X and u}; — u* in X* with u}, € A(up) and if limsup(u}, u, — u) <0, then
u* € A(u) and (u, up) — (u*, u).

Then the operator A : X — 2X" is pseudomonotone.
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The invariance of pseudomonotonicity under addition is stated in the next theorem.

Theorem 2.2.18. Let A, A; : X — 2X" i =1,2. Then it holds:

(i) If A is maximal monotone with D(A) = X, then A is pseudomonotone.

(i) If A1 and Ay are two pseudomonotone operators, then the sum Ay + Ay : X — 2X7 s
pseudomonotone, too.

The main theorem on pseudomonotone multivalued operators is given as follows.

Theorem 2.2.19. Let X be a real reflexive Banach space and let A : X — 2X" be a
pseudomonotone and bounded operator which is coercive in the sense that there exists a real-

valued function c : Ry — R with

c(r) = 400, asr— +oo
such that for all (u, u*) € Gr(A), we have

(", u— o) = c(|lullx)lullx

for some uy € X. Then A is surjective, which means range(A) = X*.

An significant instrument is the following surjectivity result for multivalued pseudomonotone
mappings perturbed by maximal monotone operators in reflexive Banach spaces.

Theorem 2.2.20. Let X be a real reflexive Banach space with the dual space X*, ® : X — 2X°
a maximal monotone operator and ug € D(®). Let A: X — 2X" be a pseudomonotone operator
and assume that either A,, is quasi-bounded or &, is strongly quasi-bounded. Assume further
that A: X — 2X" is ug—coercive, that is, there exists a real-valued function ¢ : R, — R with
c(r) — +o0 as r — +oo such that for all (u, u*) € Gr(A) one has (u*, u—ugp) > c(||ul|x)| vl x-
Then A+ & is surjective, that is, range(A + ) = X*.

The proof of the theorem can be found for example in [104, Theorem 2.12]. The notations A,
and ¢, stand for A, (u) := A(up + u) and ®,,(u) := P(up + u), respectively. Note that any
bounded operator is, in particular, also quasi-bounded and strongly quasi-bounded. For more
details we refer to [104].

2.3 Nonsmooth Analysis
In this section, we provide some basic facts of nonsmooth analysis.

2.3.1 Clarke's Generalized Gradient

Let X be a real Banach space equipped with the norm || - ||. The dual space of X is denoted
by X* and the notation (-, -) means the duality pairing between them.
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Definition 2.3.1 (Lipschitz Condition). A functional ® : X — R is said to be locally Lipschitz
if for every point x € X a neighborhood V' of x in X and a constant K > 0 exist such that

[(y) = ®(2)| < Klly —z[l, Vy.zeV.

Notice that a convex and continuous function ® : X — R is locally Lipschitz. More generally,
a convex function ® : X — R which is bounded above on a neighborhood of some point is
locally Lipschitz (cf. [42, Proposition 2.2.6]).

The classical theory of differentiability does not work in the case of locally Lipschitz functions.
However, a suitable subdifferential calculus approach has been developed by Clarke (see [42]).

The definition of the generalized directional derivative is stated as follows.

Definition 2.3.2 (Generalized Directional Derivative). Let ® : X — R be a locally Lipschitz
function and fix two points u,v € X. The generalized directional derivative of ® at u in the

direction v is defined as

®°(u; v) = limsup Plx +tv) d)(x).

x—u,t]0 t

It is clear that ®°(u; v) € R, because @ is locally Lipschitz. We also denote ®° as Clarke's
generalized directional derivative which has the following properties (see [43, Proposition 2.1.1]).

Proposition 2.3.3. Let ® : X — R be a locally Lipschitz function. Then it holds:

(i) The function ®°(u;-) : X — R is subadditive, positively homogeneous and satisfies the
inequality

|®°(u; v)| < K|lv|l, VveX,
where K > 0 denotes the Lipschitz constant of ® near the point u € X.
(ii) ®°(u; —v) = (—P)°(u; v), Vv € X.
(iii) The function (u,v) € X x X — ®°(u; v) € R is upper semicontinuous.

Now, we point out the relation between Clarke's generalized directional derivative and the usual

directional derivative given by

ooy P(u A+ tv) — d(u)
(D(u,v)—ltl[B ; :

Definition 2.3.4. A locally Lipschitz function ® : X — R is called regular at a point u € X if
(i) there exists the directional derivative ®'(u; v) for every v € X.

(i) ®°(u;v) = ®'(u;v), VveX.
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For example, every continuous convex function ® : X — R is regular.

One of the main notations in this subsection is the following.

Definition 2.3.5 (Generalized Gradient).  The generalized gradient of a locally Lipschitz
functional ® : X — R at a point u € X is the subset of X* defined by

OP(u) ={& € X*:d°(u;v) > (€, v),Vv € X}

The Hahn-Banach theorem ensures that 0®(u) is not empty (cf. [13]). Let us consider some

examples.

(i) If : X — R is continuously differentiable, then 0®(u) = {®'(u)} for all u € X, where
®’(u) denotes the Fréchet differential of ® at u.

(i) If & : X — R is convex and continuous, then the generalized gradient 0®(u) coincides
with the subdifferential of ® at u in the sense of convex analysis.

(iii) The generalized gradient of a locally Lipschitz functional ¢ : X — R at a point u € X is
given by

00(u) = 0(®°(u; ))(0),
where in the right-hand side the subdifferential in the sense of convex analysis is written.

The next proposition presents some important properties of generalized gradients.

Proposition 2.3.6. Let ® : X — R be a locally Lipschitz function. Then for any u € X the
properties below hold:

(i) O®(u) is a convex, weak*-compact subset of X* and
1€llx+ < K, V& € 0P(u),
where K > 0 is the Lipschitz constant of ® near u.
(i) ®°(u; v) = max{({,v) : £ € 0®(u)}, Vv € X.
(iii) The mapping u — 0®(u) is weak*-closed from X into 2X".

(iv) The mapping u — 0®(u) is upper semicontinuous from X into 2X", where X* is equipped
with the weak*-topology.

The proof of Proposition 2.3.6 can be found for example in [28, Proposition 2.171].
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2.3.2 Basic Calculus

In this subsection, we present some calculus for Clarke's generalized gradient. For the proofs of
the following two propositions, we refer to [28, Proposition 2.173 and Proposition 2.174] and
[42, Proposition 2.3.1 and Proposition 2.3.3].

Proposition 2.3.7 (Scalar Multiples). Let ® : X — R be a locally Lipschitz function, let
a € R and let u € X. Then the following formula holds

0(a®)(u) = add(u).
In particular, one has
(=) (u) = =0 (u).

Proposition 2.3.8 (Finite Sums). Let®;: X — R,i=1,..., m, be locally Lipschitz functions.
Then for every u € X the following inclusion holds

d (Z q>,-> (u) C > 0Pi(u).
i=1 i=1
If all but at most one of the locally Lipschitz functions ®; are strictly differentiable, then the

inclusion above becomes an equality.

Note that the inclusion in Proposition 2.3.8 also becomes an equality if all functions ®; are
regular at the point u € X. Then it holds, in particular, that Zl'":l o; is regular at u € X.

Now, we give the relationship between local extrema and Clarke's generalized gradient (see
[28, 42]).

Proposition 2.3.9 (Local Extrema). [Ifu e X is a local minimum or maximum point for the
locally Lipschitz function ® : X — R, then 0 € 0®(u).

The Mean-Value theorem for locally Lipschitz functions is presented in the next theorem due
to Lebourg (cf. [42, Proposition 2.3.7]).

Theorem 2.3.10 (Lebourg's Theorem). Let ® : X — R be a locally Lipschitz function. Then
for all x,y € X, there exist u = x + to(y — x), with 0 < ty < 1, and £ € OP(u) such that

O(y) — o(x) = (£ y —x).
In our calculations we apply the very useful chain rule given as follows.

Theorem 2.3.11 (Chain Rule). Let F : X — Y be a continuously differentiable mapping
between the Banach spaces X, Y, and let & : Y — R be a locally Lipschitz function. Then
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the function ® o F : X — R is locally Lipschitz and for any point u € X the formula below
holds

O(P o F)(u) C 0P(F(u)) o DF(u), (2.3.1)
in the sense that every element z € O(® o F)(u) can be expressed as
z=DF(u)*¢, for some & € OP(F(u)),

where DF (u)* denotes the adjoint of the Fréchet differential DF (u) of F at u. If, in addition,
F maps every neighborhood of u onto a dense subset of a neighborhood of F(u), then (2.3.1)

becomes an equality.

Corollary 2.3.12. If there exists a (linear) continuous embedding i : X — Y of the Banach
space X into a Banach space Y, then for every locally Lipschitz function ® : Y — R one has

O(Poi)(u) Ci*oP(i(u)), Vu e X.
I, in addition, i(X) is dense in Y, then

A(® o i)(u) = i*ad(i(u)), Yu € X.

2.4  Variational Tools

This section lists some variational tools which we need in later chapters. The following theorem
is an important one to prove the existence of minimum points of weakly coercive functionals
(cf. [123, Theorem 25.D]).

Theorem 2.4.1 (Main Theorem on Weakly Coercive Functionals). Suppose that the functional
f: M C X — R has the following three properties:

(i) M is a nonempty closed convex set in the reflexive Banach space X.
(ii) f is weakly sequentially lower semicontinuous on M.
(iii) f is weakly coercive.
Then f has a minimum on M.

A criterion for the weak sequential lower semicontinuity of C!-functionals can be read as follows.

For more details we refer to Zeidler [123, Proposition 25.21].

Proposition 2.4.2. Let f : M C X — R be a C'—functional on the open convex set M
of the real Banach space X, and let f' be pseudomonotone and bounded. Then, f is weakly

sequentially lower semicontinuous on M.
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A significant tool in the proof for the existence of a nontrivial sign-changing solution is the
following Mountain-Pass Theorem (see [110]). First, we give the definition of the Palais-
Smale-Condition.

Definition 2.4.3 (Palais-Smale-Condition). Let E be a real Banach space and | € C1(E, R).
The functional | is said to satisfy the Palais-Smale-Condition if for each sequence (u,) C E
that fulfills

(i) 1(up) is bounded,
(ii) I'(up) — 0 as n — oo,
there exists a strong convergent subsequence of (up).

Theorem 2.4.4 (Mountain-Pass Theorem). Let E be a real Banach space and | € C1(E,R)
satisfying the Palais-Smale-Condition. Suppose
(1) there are constants p > 0 and o as well as an e, € E such that Iyp (o) > o, and

() there is an e; € E \ B,(e1) such that I(e2) < I(e1) < .

Then | possesses a critical value ¢ corresponding to a critical point ug such that I(up) = ¢ > «.
Moreover, the critical value ¢ can be characterized as

— inf I(u), 2.4.1
© = el (241

where
N={geC([-11.E) | g(-1) = e1,g(1) = e2}.

In our considerations, we make use of the following strong maximum principle due to Vazquez
(see [119]).

Theorem 2.4.5 (Vazquez's strong maximum principle). Let u € C*(Q) such that

(i) Dpu € L3 (),

loc

(i) u>0ae inQand u#0inQ,

(iii) Apu < B(u) a.e. in Q with 5 :[0,00) — R continuous, nondecreasing, $(0) = 0 and
either
(i) B(s) =0 for some s > 0 or,
(ii) B(s) > 0 for all s > 0 with fol(ﬁ(s)s)_l/”ds = +o0.
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Then it holds
u(x) >0 a.e. in Q.

Moreover, if u € CY(Q U xo) for an xo € OQ satisfying an interior sphere condition and
u(xp) =0, then

9
8—5()@) <0,

where v is the outer normal derivative of u at xg € Of).

We recall that a point xg € 02 satisfies the interior sphere condition if there exists an open
ball B = Bg(x1) C Q such that BN JQ = {xo}. Then one can choose a unit vector

v=(x0—x1)/|x0 — x1],

and v is a normal to OB at xg pointing outside. A sufficient condition to satisfy the interior
sphere condition is a C?>—boundary.

The proof of the following fixed point result is given in [20, Theorem 1.1.1].

Lemma 2.4.6. Let P be a subset of an ordered normed space, G : P — P an increasing
mapping and G[P] = {Gx | x € P}.

(i) If G[P] has a lower bound in P and the increasing sequences of G[P] converge weakly in
P, then G has the least fixed point x,, and x, = min{x | Gx < x}.

(ii) If G[P] has an upper bound in P and the decreasing sequences of G[P] converge weakly
in P, then G has the greatest fixed point x*, and x* = max{x | x < Gx}.



Chapter 3
Nonlinear Neumann Boundary Value

Problems

This chapter is devoted to the study of a class of nonlinear elliptic problems under Neumann

conditions involving the p—Laplacian.

3.1 Multiple Solutions Depending on Steklov Eigenvalues

Let Q@ C RN be a bounded domain with smooth boundary 9Q. We consider the quasilinear

elliptic equation

—Apu = f(x,u) — |ulP2u in Q,

) (3.1.1)
|Vu|p_2—u = MulP?u+g(x,u)  ondQ,
ov
where —A,u = —div(|Vu|P~2Vu) is the negative p-Laplacian, g—g means the outer normal

derivative of u with respect to 02, \ is a real parameter and the nonlinearities f : Q x R — R
and g : 90 x R — R are some Carathéodory functions. For u € W'P(Q) defined on the
boundary 99, we make use of the trace operator v : WP(Q) — LP(9) which is well known
to be compact. For easy readability we will drop the notation (u) and write u for short.

Our main goal is to provide the existence of multiple solutions of (3.1.1) meaning that for
all values A\ > Xp, where X denotes the second eigenvalue of (—A,, W1P()) known as the
Steklov eigenvalue problem (see, e.g., [67, 97, 109]) given by

~Apu=—|ulP?u  inQ,

ou (3.1.2)

[VulP? 5 = MulP™2u on 99,

there exist at least three nontrivial solutions. More precisely, we obtain two constant-sign
solutions and one sign-changing solution of problem (3.1.1). This is the main result of the

present section and it is formulated in the Theorems 3.1.8 and 3.1.16, respectively. In our

28
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consideration, the nonlinearities f and g only need to be Carathéodory functions which are
bounded on bounded sets whereby their growth does not need to be necessarily polynomial.
We only require some growth properties at zero and infinity given by

L flxs) . g(x.s) L flxs) L glxs)
lim ——~ = =0, lim = =—
s=0 [s|P=2s 50 [s[P~2s [sl=o0 [s[P=2s  |s|—oo [s[P~2s

and we suppose the existence of df > 0 such that f(x,s)/|s|P=%s > 0 for all 0 < |s| < d¢.
In the past many papers about the existence of Neumann problems like the form (3.1.1) were
developed (see, e.g., [5, 46, 62, 66, 96, 125]). Martinez et al. [96] proved the existence of weak
solutions of the Neumann boundary problem
—Apu=—|ulP2u—f(x,u) inQ,

) (3.1.3)
28—5 = Mu|P~2u — h(x, u) on 09,
where the perturbations f : Q x R — R and h : 92 x R — R are bounded Carathéodory
functions satisfying an integral condition of Landesmann-Lazer type. Their main result is given
in [96, Theorem 1.2] which yields the existence of a weak solution of (3.1.3) with A = Ay,

[VulP™

where A is the first eigenvalue of the Steklov eigenvalue problem (see (3.1.2)). Moreover, they
suppose in their main theorem the boundedness of f(x, t) and h(x, t) by functions f € L9(Q)
and h € L9(0Q) for all (x,t) € Q x R and (x,t) € 9Q x R, respectively. A similar work on
(3.1.1) can be found in [63]. There the authors get as well three nontrivial solutions for the
nonlinear boundary value problem
—Apu + lulP~2u = f(x, u) in Q,

|Vu|p2g:l =g(x,u) on0Q, (314)
where they assume among others that the Carathéodory functions f and g are also continu-
ously differentiable in the second argument. The proof is based on the Lusternik-Schnirelmann
method for non-compact manifolds. If the Neumann boundary values are defined by a function

f : R — R meaning the problem

—Apu=—|ulP?u  inQ,
(3.1.5)
\Vu\p_za—z = f(u) on 09,

we refer to the results of J. Fernandez Bonder and J.D. Rossi in [66]. They consider various
cases where f has subcritical growth, critical growth and supercritical growth, respectively. In
the first two cases the existence of infinitely many solutions under some conditions on the
exponents of the growth were demonstrated.

Another result to obtain multiple solutions with nonlinear boundary conditions can be found in
the paper of J.H. Zhao and P.-H. Zhao [125]. They study the equation

—Apu + AX)|ulP2u = f(x, u) in Q,
Ju

ov

(3.1.6)

|VulP™2 = =nlulP?u  on 0Q,
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where \(x) € L*°(Q) satisfying ess inf 5 A(x) > 0 and 7 is a real parameter. They prove
the existence of infinitely many solutions when f is superlinear and subcritical with respect
to u by using the fountain theorem and the dual fountain theorem, respectively. In case
that f has the form f(x,u) = |u|P"~?u + |u|""?u they get at least one nontrivial solution
when p < r < p* and infinitely many solutions when 1 < r < p by using the Mountain-Pass
Theorem and the "concentration-compactness principle”, respectively. A similar result of the
same authors is also developed in [124]. The existence of multiple solutions and sign-changing
solutions for zero Neumann boundary values has been proven in [88, 107, 108, 122] and
[125], respectively. Analogous results for the Dirichlet problem have been recently obtained in
[35, 36, 37, 41, 57, 99, 101]. An interesting problem about the existence of multiple solutions
for both, the Dirichlet problem and the Neumann problem, can be found in [44]. The authors
study the existence of multiple solutions to the abstract equation J,u = Nfu, where J, is the
duality mapping on a real reflexive and smooth Banach space X, corresponding to the gauge
function ¢(t) = tP~1,1 < p < oo and Nf : L9(Q) — L9(Q),1/q+1/q" = 1, is the Nemytskij
operator generated by a function f € C(Q x R, R).

The novelty of our treatment is the fact that we do not need differentiability, polynomial
growth or some integral conditions on the mappings f and g. In order to prove our
main results we make use of variational and topological tools, e.g. critical point theory,
Mountain-Pass Theorem, Second Deformation Lemma and variational characterization of the
second eigenvalue of the Steklov eigenvalue problem. This section is motivated by recent
publications of S. Carl and D. Motreanu in [37] and [36], respectively. In [37] the authors
consider the Dirichlet problem —Apu = Aul[P~2u + g(x, u) in Q, u = 0 on 9%, and show
the existence of at least three nontrivial solutions for all values A > X, where A\, denotes
the second eigenvalue of (—A,, Wol’p(Q)). Therein, the main theorem about the existence
of a sign-changing solution is also based on the Mountain-Pass Theorem and the Second
Deformation Lemma. These results have been extended by the same authors to the equation
—Apu = a(ut)P~t — b(u™)PL + g(x,u) in Q, u =0 on I, where u* = max{u, 0} and
u~ = max{—u, 0} denote the positive and negative part of u, respectively. Carl et al. have
shown that at least three nontrivial solutions exist provided the value (a, b) is above the first

nontrivial curve C of the Fiicik spectrum constructed by Cuesta et al. in [45].

3.1.1 Auxiliary Neumann Problems

Let us consider some nonlinear boundary value problems with Neumann conditions involving

the p-Laplacian. In [95] the authors study the Steklov eigenvalue problem

~Apu=—|uP?u  inQ,
20U (3.1.7)

pP— =
|Vul 5

NulP~2u on 0.
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The trace operator v : WP(Q) — LP(09) is linear bounded (and even compact), thus a best
constant A1 exists such that

1
)‘1/p||u||LP(8Q) < lullwrr(e)-

The best Sobolev trace constant A\; can be characterized as

A= inf {/ [IVul|P + |ulP]dx such that / lulPdo = 1} ,
Q o

ue WLr(Q)

and \p is the first eigenvalue of (3.1.7). Martinez et al. showed that the first eigenvalue
A1 > 0 is isolated and simple. The corresponding eigenfunction ¢ is strictly positive in Q and
belongs to L>°(Q2) (cf. [85, Lemma 5.6 and Theorem 4.3]). Applying the results of Lieberman
in [89, Theorem 2] implies p1 € CY*(Q), € (0,1). This fact along with ¢1(x) > 0 in
Q yields o1 € int(C(Q),), where int(C}(Q)4) denotes the interior of the positive cone
CYQ)y ={ue CYQ): u(x) > 0,¥x € Q} in the Banach space C1(Q), given by

int(C'(Q)4) = {ue CYQ) : u(x) >0,Vx € Q}.

The study of Neumann eigenvalue problems with or without weights are also considered in
[46, 58, 81, 85, 115]. Analogous to the results for the Dirichlet eigenvalue problem (see [45]),
there also exists a variational characterization of the second eigenvalue of (3.1.7) meaning that

Ao can be represented as follows

A2 = inf  max / (\Vu|p + |u|p> dx, (3.1.8)
geNueg([-11]) Jo
where
N={ge C([-1.1].5) | g(~1) = —1,8(1) = ¢1}, (3.1.9)
and
S— {u e WP(Q) / \ulPdo = 1} | (3.1.10)
o9

The proof of this result can be found in [97]. Now we consider solutions of the Neumann
boundary value problem

~Apu=—cluP?u+1  inQ,
(3.1.11)
|Vu|p*2@ =1 on 012,
v

where ¢ > 1 is a constant. Let B : LP(Q2) — L9(Q2) be the Nemytskij operator defined
by Bu(x) := clu(x)|P~2u(x). It is well known that B : LP(Q) — L9(Q) is bounded and
continuous. We set B := i*o Boi: WLP(Q) — (WLP(Q))*, where i* : LI(Q) — (WLP(Q))*
is the adjoint operator of the compact embedding i : WP(Q) — LP(Q). The operator Bis
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bounded, completely continuous and thus, also pseudomonotone. We denote by v : W1P(Q) —
LP(0Q) the trace operator and by v* : L9(0Q) — (WP(Q))* its adjoint operator. The weak
formulation of (3.1.11) is given by

ue WHP(Q): (~Bput Bu—i"(1) =77(1).9) =0, Yo W(Q),  (31.12)

meaning
/|Vu|p_2Vquodx+</ |u|P_2ug0dx—/godx—/ odo =0, Yo WHP(Q),
Q Q Q [2}9]

where (-, -) stands for the duality pairing between W1P(Q) and its dual space (W'P(Q))*. The
negative p-Laplacian —A, is pseudomonotone and therefore, the sum —Ap—i—é is pseudomono-
tone. The coercivity of —A, + B follows directly and thus, classical existence results imply
the existence of a solution of problem (3.1.11). Let e, & be solutions of (3.1.11) satisfying
e; # e. Subtracting the corresponding weak formulation of (3.1.11) with respect to e;, e, and
taking ¢ = e; — e yields

/ [VeilP2Ve, — [VeslP2Ver]V(er — e2)dx
Q

+ </Q[\61|p_261 — |e2|P2ey](e1 — e2)dx = 0.

As the left-hand side is strictly positive for e; # e, we obtain a contradiction and thus,
e; = e. Let e be the unique solution of (3.1.11) in the weak sense. Choosing the test function
¢ = e~ = max{—e, 0} € WLP(Q) results in

—/ |Ve|pdx—§/ le|Pdx = / edx+/ e do >0,
{xeQ:e(x)<0} {xeQ:e(x)<0} Q 12]9)

which proves that e is nonnegative. Notice that e is not identically zero. Applying the Moser
lteration (cf. [56],[85] or see the proof of Proposition 3.1.11) yields e € L>°(€2) and thus, the
regularity results of Lieberman (see [89, Theorem 2]) ensure e € C1%(Q),a € (0,1). From
(3.1.11) we conclude

Ape =clelP2e—1<cePlae inQ

Setting 3(s) = ¢sP~! for s > 0 allows us to apply Vazquez's strong maximum principle stated

in Theorem 2.4.5 which is possible since [, st = +00. This shows e(x) > 0 for all
x € Q. If there exists xp € 0N such that e(xp) = 0, we obtain by applying again Vazquez's
strong maximum principle that %(Xo) < 0, which is a contradiction since \Ve|p_2g—§(xo =1

Hence, e(x) > 0 in Q and therefore, we get e € int(C1(Q)4).

3.1.2 Notations and Hypotheses

We impose the following conditions on the nonlinearities f and g in problem (3.1.1). The
mappings f : Q@ xR — R and g : 92 xR — R are Carathéodory functions (that is, measurable

in the first argument and continuous in the second argument) such that
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f(x,s)

(f1) Sll_rn) 's[P25 =0, uniformly with respect to a.a. x € Q.
f(x, , :
(f2) lim (x, 5) —o00,  uniformly with respect to a.a. x € Q.

500 [s|P25

(f3) f is bounded on bounded sets.

(f4) There exists 6¢ > 0 such that flx,s) >0 for all 0 < |s| < 0 and for a.a. x € Q.

|s|P2s
(gl) lim g(x.5) =0, uniformly with respect to a.a. x € 9.
s—0 |S‘P_2S
. 'S . .
(g2) lim glx.s) _ —o0,  uniformly with respect to a.a. x € 99.

ls|—co |S[P2s
(g3) g is bounded on bounded sets.
(g4) g satisfies the condition
lg(x1,51) — g(>x2, %2)| < L[|x1 —x|" + |51 — %2/,

for all pairs (x1,s1), (x2,52) in OQ x [—My, Mp], where My is a positive constant and
a € (0,1].

Note that the mapping ® : 9Q x R — R defined by ®(x, s) := \|s|P~2s + g(x, s) also fulfills a
condition as in (g4). Recall that we write g(x, u(x)) := g(x, v(u(x))) for u € W1P(Q), where
v 1 WEP(Q) — LP(0) stands for the trace operator. With a view to the conditions (f1) and
(gl), we see at once that f(x,0) = g(x,0) = 0 and thus, u = 0 is a trivial solution of problem
(3.1.1).

Corollary 3.1.1. Let (f1),(f3) and (g1),(g3) be satisfied. Then, for each a > 0 there exist
constants by, bo > 0 such that

1f(x,s)| < by|s|P™, foraa x € Qandall0<|s|<a,

3.1.13
lg(x,s)| < ba|s|P7Y, fora.a. x € dQ andall0 < |s| < a. ( )

Proof. The assumption (f1) implies that for each ¢; > 0 there exists § > 0 such that
1f(x,s)| < ci|s|P~t, foraa. xeQandall0<|s| <. (3.1.14)
Due to condition (f3), there exists a constant ¢, > 0 such that for a given a > 0 holds
|f(x,s)| < c, foraa. xeQandall0<]|s|<a. (3.1.15)
If 6 > a, then inequality (3.1.14), in particular, implies

1f(x,s)| < by|s|P7!, foraa. xcQandall0<|s|<a,
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3.1

where by := ¢j. Let us assume § < a. From (3.1.15) we obtain

If(x, )] < (S,f—fl\s!"‘l. fora.a. x € Qand all § < |s| < a,

(3.1.16)

and thus, combining (3.1.14) and (3.1.16) yields
If(x,s)] < (cl + %) s|P7t, fora.a. xe€Qandall 0<|s| < a,

where the setting by := c1 + 5;%7 proves (3.1.13). In the same way, one shows the assertion

O

for g.
Example 3.1.2. Consider the functions f : Q x R — R and g : 92 x R — R defined by

|s|P~2s5(1 4 (s + 1)e™) if s<-1

f(x,s) = sgn(s)%ﬂ(s —1)cos(s+1)|+s+1) if —1<s<1
sP=lel=s — |x|(s — 1)sP~1e® ifs>1,
and
|s|P~2s(s + 1+ eT) if s<—1
g(x,s) = |s|p—15e(52_1)\/m if —1<s<1
ifs>1.

sP~1(cos(1 — s) + (1 — s)e®)

One verifies that all assumptions (f1)-(f4) and (gl1)-(g4) are satisfied.

f(x,s)

Figure 3.1. The function f in case Q = (—3,3) and p =2



3.1. Multiple Solutions Depending on Steklov Eigenvalues 35

Figure 3.2. The function f near zero in case Q = (—3,3) and p =2
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The definition of a solution of problem (3.1.1) in the weak sense is defined as follows.

Definition 3.1.3. A function u € WYP(Q) is called a solution of (3.1.1) if the following
holds:

/ |V u|P~2VuVpdx
Q

= /(f(x, u) — |ulP~2u)pdx —I—/ (\ulP2u + g(x, u))edo, Yo € WEHP(Q).
Q Glel
Next, we recall the notations of sub- and supersolutions of problem (3.1.1).

Definition 3.1.4. A function u € WYP(Q) is called a subsolution of (3.1.1) if the following
holds:

/ |VulP~2VuVpdx
Q

< / (F(x, 1) — |uP~2u)pdx + / (AulP2u + g(x. u)pdo, Ve € WhP(Q),.
Q oQ

Definition 3.1.5. A function t € W1P(Q) is called a supersolution of (3.1.1) if the following
holds:

CUP ZCuCcpdx
|
Q

> /Q(f(x,u) — |a|P~%0)pdx + /(m()\upzu—kg(x,u))goda, Yo € WHP(Q)4.

Here, W'P(Q)y := {¢ € WLP(Q) : ¢ > 0} stands for all nonnegative functions of W1P(Q).
Recall that if u € W1P(Q) satisfies v < u < w, where v, w are some functions in WP(Q),
then it holds y(v) < vy(u) < vy(w), where v : W1P(Q) — LP(9R) denotes the trace operator.

3.1.3 Extremal Constant-Sign Solutions

We start by generating two ordered pairs of sub- and supersolutions of problem (3.1.1) having
constant signs. Here and in the following we denote by ¢ € int(C1(Q).) the first eigenfunction
of the Steklov eigenvalue problem (3.1.7) corresponding to the first eigenvalue A;.

Lemma 3.1.6. Assume (f1)-(f4), (g1)—(g4) and X\ > X1 and let e be the unique solution of
problem (3.1.11). Then there exists a constant 9 > 0 such that Ve and —Je are supersolution
and subsolution, respectively, of problem (3.1.1). In addition, ep; is a subsolution and —ep;

is a supersolution of problem (3.1.1) provided the number ¢ > 0 is sufficiently small.

Proof. Let u = ep1, where ¢ is a positive constant to be specified later. In view of the Steklov

eigenvalue problem (3.1.7) it holds

/ V(1) [P~V (e¢01) Vipdx
(3.1.17)

= /Q(sgol)p 190dx+ /89 Al(sgol)p_lgoda,Vg@ € Wl’p(Q).
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We are going to prove that Definition 3.1.4 is satisfied for u = €1 meaning that the inequality

/ 1V (1) P2 (e01) Vipdlx
Q (3.1.18)
<

< / (F(x,201) — (e01)P Ve + / (A(eer)? ™ + g(x, e01))pdlor,
Q oQ

is valid for all ¢ € WP(Q),. By (3.1.17) we see that (3.1.18) is fulfilled provided the following

holds true

/ —f(x, ep1)pdx +/ (M = M) (ep1)Pt = g(x,e91))pdo <0, Ve € WHP(Q).
Q 0N

Condition (f4) implies for £ € (0, 6¢/||©11]00]

f(x, ep1) -1
—f(x, e1 dx:/—s 1)P~Lpdx <0,
/Q (x,e01)¢ A (wl)p_l( P1)P

where || - ||oo stands for the supremum norm. Due to assumption (gl) there exists a number
0 > 0 such that

lg(x. s)|

s <A—A1 foraa. xe€0Qandall 0<|s| <9y.

(Y
If e € (0, ”%Hm], we get

[ (Ou =Ny = glzen)edo < [
oQ

()\1 _ )\+ ’g(X,EgO)) (gspl)P—lgde_
o0

(epr)Pt

< / (/\1 — A+ A /\1)(6901)p71g0d0'
12,9}

=0.

Choosing 0 < & < min{d¢/||¢1]lc0, Or/||¥1]lcc} Proves that u = 1 is a positive subsolution.
In a similar way one proves that 7 = —ey1 is a negative supersolution.

Let 7 = e, where 1 is a positive constant to be specified later. From the auxiliary problem
(3.1.11) we conclude

/ IV (de)|P~2V (¥e)Vpdx

@ (3.1.19)

= —g/(ﬁe)plcpdx—i-/ﬁplcpdx—i-/ WP Lodo, Y € WHP(Q).
Q Q o0

In order to fulfill the assertion of the lemma, we have to show the validity of Definition 3.1.5
for T = e meaning that for all p € W1P(Q), holds

/ IV (9e) P2V (Ve)Vpdx

Q (3.1.20)

> /(f(x, ve) — (ﬁe)P_l)godX +/ ()\(19e)p_1 + g(x, ve))pdo.
Q o0
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With a view to (3.1.19) we see at once that inequality (3.1.20) is satisfied if the following holds
/ (9P~1 _ E(0e)P~1 — F(x, Ve))pdx
& (3.1.21)
+/ (9P~ — \(We)P™! — g(x,Ve))pda >0,
o

where ¢ = ¢ — 1 with ¢ > 0. By (f2) there exists s. > 0 such that

f(x,s)
sp—1

< —¢, foraa. xeQandalls>s,
and by (f3) we have
| — f(x,s) —CsP7H < |f(x,s)| +CsP P <c, foraa xcQandallsc|0s]
Thus, we get
f(x,5) < —¢sP 14 ¢, foraa xe€Qandalls>0. (3.1.22)

Applying (3.1.22) to the first integral in (3.1.21) yields
/ (9P~ —Z(9e)P~1 — f(x, Ve))pdx
Q

> / (9P~ 1 — E(De)Pt + E(9e)PL — ¢ )pdx
Q

-

which shows that for ¥ > ¢”~* the integral is nonnegative. Due to hypothesis (g2) there is
sy > 0 such that

g(x,s)

- <=\ foraa. xeQandalls>s,.
S

Assumption (g3) ensures the existence of a constant ¢y > 0 such that
| —g(x,8) = AP < |g(x,s)| + AsP 1 <y, foraa. xcQandallse[0s].
We obtain
g(x,s) < —AsP"t 4 ¢y, foraa. xcdQandall s> 0. (3.1.23)

Using (3.1.23) to the second integral in (3.1.21) provides
/ (9P~1 = A(We)P~L — g(x, de))pdx
o0
> / (9P~ — A(We)P™t + A(We)P™! — cy\)pdx
o0

> / (9P~ — c\)pdx.
o0
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1 1
p—1

Choosing ¢ := max {cg”_l,cA proves that both integrals in (3.1.21) are nonnegative and
thus, @ = Je is a positive supersolution of problem (3.1.1). In order to prove that u = —de is

a negative subsolution we make use of the following estimates
f(x,s) > —csPt—c, foraa xeQandalls<0,
(3.1.24)
g(x,s) > —AsP"t —¢,, foraa. xcdQandall s <0,
which can be derivated as stated above. With the aid of (3.1.24) one verifies that u = —de is
a negative subsolution of problem (3.1.1). O

According to Lemma 3.1.6 we obtain a positive pair [e¢1, J€] and a negative pair [—Ue, —c¢1]
of sub- and supersolutions of problem (3.1.1) assumed ¢ > 0 is sufficiently small.

The next lemma will prove the C1 regularity of solutions of problem (3.1.1) lying in the order
interval [0, Ye] and [—de, 0], respectively. Note that u = 7 = 0 is both, a subsolution and a
supersolution due to the assumptions (f1) and (gl). In the following proof we make use of the
regularity results of Lieberman (see [89]) and Vazquez in [119]. To obtain regularity results, in
particular for elliptic Neumann problems, we also refer to the papers of Tolksdorf in [114] and
DiBenedetto in [50].

Lemma 3.1.7. Let the conditions (f1)—(f4) and (g1)—(g4) be satisfied and let X > A\1. If
u € [0, V€] (respectively, u € [—e,0]) is a solution of problem (3.1.1) satisfying u # 0 in Q,
then it holds u € int(C*(Q)y) (respectively, u € —int(C}(Q)1)).

Proof. Let u be a solution of (3.1.1) such that 0 < u < ¥e. Then it follows u € L>®(Q)
and thus, u € C**(Q) by Lieberman [89, Theorem 2] (see also Fan [61]). The conditions
(f1),(f3),(g1) and (g3) (cf. Corollary 3.1.1) imply the existence of constants ¢, ¢, > 0 such
that

|f(x,s)| < crsP™? fora.a. x € Qand all 0 <s < Y| €| o,

(3.1.25)
lg(x,s)| < cgsP™? for a.a. x € 9Q and all 0 < s < Y| e]|o-

Applying the first line in (3.1.25) along with (3.1.1) yields A,u < cuP~! a.e. in Q, where € is
a positive constant. This allows us to apply Vazquez's strong maximum principle (see Theorem
2.4.5). We take B(s) = ¢sP~! for all s > 0 which is possible because [,, ——ds = +oc.

(sB(s))P
Hence, it holds u > 0 in Q. Let us assume there exists xop € 90 such that u(xg) = 0.
By applying again the maximum principle we obtain %(Xg) < 0. But taking into account

g(x0, u(x0)) = g(x0,0) = 0 along with the Neumann condition in (3.1.1) yields %(Xo) =0,

which is a contradiction. Thus, u > 0 in Q which proves u € int(C!(Q),). The proof in case
u € [—ve, 0] can be shown in an analogous manner. O

The result of the existence of extremal constant-sign solutions reads as follows.
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Theorem 3.1.8.  Assume (f1)-(f4) and (gl)—(g4). Then for every X > A1 there exists
a smallest positive solution uy = uy()\) € int(CY(Q).) in the order interval [0,9e] and a
greatest negative solution u_ = u_(\) € —int(C1(Q)4) in the order interval [—e, 0] with
¥ > 0 stated in Lemma 3.1.6.

Proof. We fix A > A\1. On the basis of Lemma 3.1.6, there exists an ordered pair of a positive
supersolution @ = e € int(C(Q);) and a positive subsolution u = 1 € int(CH(Q);) of
problem (3.1.1) assuming e > 0 is sufficiently small such that ep; < ¥e. The method of sub-
and supersolution (see [18]) with respect to the order interval [ep1, Ye] implies the existence
of a smallest positive solution u. = u-(\) of problem (3.1.1) satisfying ep1 < u. < e which
ensures u. € int(C1(Q);) (see Lemma 3.1.7). Hence, for every positive integer n sufficiently
large there exists a smallest solution u, € int(C!(2)) of problem (3.1.1) in the order interval

[L1,9€] and therefore, we have
up | ug foraa. x €Q, (3.1.26)

where vy : Q — R is some function satisfying 0 < u; < ¥e. We are going to show that v,
is a solution of problem (3.1.1). Since u, belongs to the order interval [%gpl,b‘e], it follows
that u,, is bounded in LP(€2). Moreover, we obtain the boundedness of u,, in LP(0R2) because
Y(un) < v(Ve). As u, solves (3.1.1) in the weak sense, one has by setting ¢ = u, in Definition
3.1.3

||Vu,,||'L)p /|f X Un)’UndX+||UnH +)\||u,,|| aQ)+/ |g(x, up)|undo
< Nlunllfo(qy + atllunllio(@) + Munllfoian) + 2]l unlle(o0)
< a3,

where a;,/ = 1,...,3, are some positive constants independent of n. Thus, u, is bounded in
W'P(Q). The reflexivity of W1P(Q),1 < p < oo, ensures the existence of a weakly convergent
subsequence of u,. Because of the compact embedding W1P(Q) < LP(2), the monotony of
u, and the compactness of the trace operator «, we get for the entire sequence u,

Uy — uy  in WHP(Q),
up — ugp  in LP(Q) and for a.a. x € Q, (3.1.27)
up — ugp in LP(0Q) and for a.a. x € 0N2.

Due to the fact that u, solves problem (3.1.1), one has for all p € W1P(Q)

/ |V tn|P~2V u,Vpdx
@ (3.1.28)
= /Q(f(x, up) — uﬁ_l)cpdx + /89()\u,’3_1 + g(x, un))pdo.
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The choice ¢ = u, — uy € WHP(Q) is admissible in equation (3.1.28) which implies

/Q IV unP2Vu,V(u, — uy)dx

(3.1.29)
= /Q(f(x, up) — P~ (up — uy)dx + /{m()\uﬁl + g(x, un))(up — uy)do.
Applying (3.1.27) and the conditions (f3), (g3) results in
lim sup/Q |V un|P2Vu,V (u, — uy)dx <0, (3.1.30)
which ensures by the (S, )-property of —A, on W'P(Q) combined with (3.1.27)
Up — uy in WHP(Q). (3.1.31)

Taking into account the uniform boundedness of the sequence (u,) in combination with the
strong convergence in (3.1.31) and the assumptions (f3) and (g3) allows us to pass to the limit
in (3.1.28) which proves that uy is a weak solution of problem (3.1.1).

As uy is a solution of (3.1.1) belonging to [0, Ye], we can use Lemma 3.1.7 provided uy # 0.
We argue by contradiction and assume that u; = 0 which in view of (3.1.26) results in

un(x) 1 0 forall x € Q. (3.1.32)
We set
~ Un
Up = for all n. (3.1.33)
[unllwir(q)

Obviously, the sequence (u,) is bounded in W1P(Q) which implies the existence of a weakly

convergent subsequence of w,, not relabeled, such that

U, — 1 in WHP(Q),
up — u in LP(Q) and for a.a. x € Q, (3.1.34)
up — 0 in LP(0Q) and for a.a. x € 09,

where T : Q — R is some function belonging to W'P(). Moreover, we may suppose there
are functions z; € LP(Q)4, z» € LP(0Q)4 such that

[un(x)| < z1(x) for a.a. x € Q,

(3.1.35)
[Un(x)| < z2(x) for a.a. x € 9Q.
By means of (3.1.28), we get for u, the following variational equation
~ | p—2T F(X Un)~p1  ~po1 ~p—1
|Vun|P~*Vu,Vedx = Ut = ) pdx AP~ pdo
Q o\ uh o9
(3.1.36)

+ /aQ g(u):_tin)ﬂﬁlgoda, Yo € Wl’P(Q).
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Choosing ¢ = U, — u € W1P(Q) in (3.1.36), we obtain
/ VT P2V 5,V (i — ) dx
_/ (f(xul,,)uﬁ L _wP- 1) (un —u)dx+/ NP~ YU, — t)do (3.1.37)
Q n o9

Un

+/ Li’_‘j")ﬂg YU, — B)do.
o

Un

Using (3.1.25) along with (3.1.35) implies

T a0l — 504 < sz ) + [0 (3139)
respectively,
1806 0NN G2 ) (x) — 1) < 22307 (z2() + ()] (3139)

uh ™~ (x)

The right-hand sides of (3.1.38) and (3.1.39) are in L}(Q) and L1(0Q), respectively, which
allows us to apply Lebesgue's Dominated Convergence Theorem (cf. Theorem 2.1.1). This

fact and the convergence properties in (3.1.34) show

f n)~ -~
lim / (Xi_ul)uﬁ_l(un — u)dx =0,
Q

n—oo un

(3.1.40)
lim / g(x;‘j”)'ag—l(an — W)do = 0.
n—c Joq up
From (3.1.34), (3.1.37), (3.1.40) we conclude
Iimsup/ |V in|P2V 1,V (U — up)dx = 0.
Taking into account the (S )-property of —A, with respect to W1P(Q), we have
U, — 0 in WHP(Q). (3.1.41)

Notice that ||| y1p(q) = 1. The statements in (3.1.32), (3.1.41) and (3.1.36) yield along with
the conditions (f1),(gl)

/ |Vu|P2ViVedx = — / P Lpdx + / NoProdo, Vo e WHP(Q).  (3.1.42)
Q Q oQ

Due to u # 0, the equation (3.1.42) is the Steklov eigenvalue problem in (3.1.7), where
u > 0 is the eigenfunction corresponding to the eigenvalue A\ > \;. The fact that w > 0 is
nonnegative in Q yields a contradiction to the results of Martinez et al. in [95, Lemma 2.4]
because u must change sign on 9Q2. Thus, uy # 0 and we obtain by applying Lemma 3.1.7
that vy € int(CH(Q)4).

Now we need to show that u; is the smallest positive solution of (3.1.1) within [0, Je]. Let
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u € WLP(Q) be a positive solution of (3.1.1) lying in the order interval [0,¢]. Lemma
3.1.7 implies u € int(C}(Q)+). Then there exists an integer n sufficiently large such that
u € [Lp1,9€]. On the basis that uj is the smallest solution of (3.1.1) in [2¢py, €] it holds
u, < u. This yields by passing to the limit uy < u. Hence, uy must be the smallest positive
solution of (3.1.1). In similar way one proves the existence of the greatest negative solution of
(3.1.1) within [—ve, 0]. This completes the proof of the theorem. O

3.1.4 Variational Characterization of Extremal Solutions

Theorem 3.1.8 implies the existence of extremal positive and negative solutions of (3.1.1) for
all A > \; denoted by vy = wuy()\) € int(CHQ)y) and v = u_(N\) € —int(CHQ)L),
respectively. Now, we introduce truncation functions T, T_,Tg : Q@ x R — R and
TfQ, T T 9Q x R — R as follows.

0 ifs<0 0 if s<0
Ti(x,s)=14s if0<s<up(x), T{%(x,s)={s if 0<s < up(x)
up(x)  if s> up(x) up(x) if s> up(x)
( u_(x) ifs<u_(x) u_(x) ifs<u_(x)
T_(x,s)=1s ifu_(x)<s<0, T?x,s)={s ifu_(x)<s<0
0 ifs>0 \0 ifs>0
u_(x) ifs<u_(x) ( u_(x) ifs<u_(x)
To(x,s) =1qs if u_(x) <s<up(x), T&HUx.s)=<s if u_(x) <s < up(x)
uy(x) if s> uy(x) up(x) if s> uy(x)

For u € W1P(Q) the truncation operators on 9Q apply to the corresponding traces y(u). We
just write for simplification Tfﬂ(x, u), TJ?Q(X, u), TEQ(X, u) without . Furthermore, the
truncation operators are continuous and uniformly bounded on R and they are Lipschitz
continuous with respect to the second argument (see, e.g. [77]). By means of these truncations,

we define the following associated functionals given by

1 u(x)
Ex(6) = [IVullqy + lulfq] = [ [ o T s))dsce
(3.1.43)

1 u(x)
E_(u) ==[IVullZoiq) + lullfoie)] — f(x, T-(x, s))dsdx
» ®) @~/ s 140
3.1.44

_ /BQ /Ou(x) [)\\T‘?Q(X,s)|p—2 T9x, s) + g(x, T?Q(x,s))} dsdo.
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1 u(x)
o(u) =S [IV ey + 1) = | [ £l T, ) e
3.1.45

u(x) .
—/ / [M T (x, )P 2 T9%(x, s) + g(x, T¢¥(x, s))] dsdo,
o0QJ0
which are well-defined and belong to CY(W1P(Q)).

Lemma 3.1.9. The functionals E,E_, Ey : Wl'p(Q) — R are coercive and weakly sequen-

tially lower semicontinuous.

Proof. First, we introduce the Nemytskij operators F, F? : LP(Q) — L9(Q) and G, F? :
LP(Q) — LI(99) by

Fu(x) = f(x, Te(x, u(x)),  FRu(x) = |u(x)[P?u(x),
Gu(x) = g(x, T_(EQ(X, u(x))), FaQu(x) = )| T_?_Q(X, u(x))\‘o_2 T_?_Q(X, u(x)).

It is clear that E; € CY(WP(Q)). The embedding i : W1P(Q) — LP(Q) and the trace
operator v : W1P(Q) — LP(O) are compact. We set

F:=i"oFoi:W"(Q)— (W'P(Q)),
F.= "o F2 i WHP(Q) — (WEP(Q))",

G:=~"0Gonx: Wl'p(Q) — (Wl'p(Q))*'
FOU im0 FO% 6o - WRP(Q) — (WLP(Q))",

where i* : LI(Q) — (W1P(Q))* and v* : LI(0Q) — (WP(Q))* denote the adjoint operators.
With a view to (3.1.43) we obtain

(El(u), p) = (—Dpu, ) + </I-:Qu, ) — (I?u ) — </l—:89u 1+ Gu, ®), (3.1.46)

where (-,-) stands for the duality pairing between WP(Q) and its dual space (WP(Q))*.
The operators F,F2 F9? and G are bounded, completely continuous and hence also pseu-
domonotone. Since the sum of pseudomonotone operators is also pseudomonotone, we obtain
that £} : WP(Q) — (WP(Q))* is pseudomonotone. Note that the negative p-Laplacian
—A, : WEP(Q) — (WLP(Q))* is bounded and pseudomonotone for 1 < p < oco. Using
Proposition 2.4.2 shows that E, is weakly sequentially lower semicontinuous. Applying the
assumptions in (f3),(g3), the boundedness of the truncation operators and the trace operator
v WEP(Q) — LP(0R), we obtain for a positive constant ¢

Ei(v) %H”Hﬁvlvp(n) = cllullwrr(q)

> — 00 as [lulwrrq) — oo,
HUHWLP(Q) HUHWLP(Q)

which proves the coercivity. In the same manner, one shows this lemma for E_ and Eg,

respectively. O
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Lemma 3.1.10. Let uy and u_ be the extremal constant-sign solutions of (3.1.1). Then the
following holds:

(i) A critical point v.€ WYP(Q) of E, is a (nonnegative) solution of (3.1.1) satisfying
0<v<uy.

(i) A critical point v € WYP(Q) of E_ is a (nonpositive) solution of (3.1.1) satisfying
u_<v<Oo.

(iii) A critical point v.€ WYP(Q) of Ey is a solution of (3.1.1) satisfying u_ < v < u,.

Proof. Let v be a critical point of EL, that is, it holds £ (v) = 0. In view of (3.1.46) we

obtain
/ |Vv|P72V vV pdx
Q
= / [F(x, T(x,v)) — |v|P~2v]pdx (3.1.47)
Q
—i—/ AT (x,v)P7L + g(x, T (x, v))]pdo, Vo € WHP(Q).
o0
Since uy is a positive solution of (3.1.1) we have by Definition 3.1.3

|1Vl 20us Dpds = [ [fxius) - o pds

Q Q (3.1.48)

+ / Nt 4 g(x, us)ledo, Ve € WHP(Q).
[2)9]

Choosing ¢ = (v — uy)t € WLP(Q) in (3.1.48) and (3.1.47) and subtracting (3.1.48) from
(3.1.47) results in

/[\VV|P_2VV — |[Vui P2V uy V(v — uy) Tdx + / [[v[P~2v — uP (v — uy)Tdx
Q Q
= [0 Tl ) = Flx i l(v — us o
+ / INTO%(x, v)P~t — Aui_l +g(x, T%(x,v)) — g(x, up)](v — uy) T do
o2

=0,

by the definition of T and szQ, respectively. The monotonicity inequalities in Section 2.1.4

provide for v > uy
0= /[|VV|P_2VV — |Vuy [P2Vuy V(v — uy)Tdx + / [[v]P~2v — ui_l](v —uy)Tdx >0,
Q Q

which is a contradiction. This implies (v — uy)™ = 0 and thus, v < uy. Taking p = v~ =
max(—v, 0) in (3.1.47) yields

/ ]Vv|pdx+/ [v|Ppdx =0,
x:v(x)<0} {x:v(x)<0}



3.1. Multiple Solutions Depending on Steklov Eigenvalues 46

consequently, it holds “V_"ﬁ\/l,p(Q) = 0 and equivalently v~ = 0, that is, v > 0. By the
definition of the truncation operators we see at once that T (x,v) = v, T?}(x,v) = v and
therefore, v is a solution of (3.1.1) satisfying 0 < v < u;. The statements in (ii) and (iii) can

be shown in a similar way. O

The next result matches C1(Q) and W1P(Q)-local minimizers for a large class of C'— func-
tionals. We will show that every local C'—minimizer of Ey is a local W1P(Q)-minimizer of
Eo. This result was first proven for the Dirichlet problem by Brezis and Nirenberg [14] if p = 2
and was extended by Garcia Azorero et al. in [72] for p # 2 (see also [76] when p > 2).
For the zero Neumann problem we refer to the recent results of Motreanu et al. in [100] for
1 < p < oo. In case of nonsmooth functionals the authors in [102] and [11] prove the same
result for the Dirichlet problem and the zero Neumann problem when p > 2. We give the proof

for the nonlinear nonzero Neumann problem for any 1 < p < co.

Proposition 3.1.11. If zp € WYP(Q) is a local C}(Q)-minimizer of Ey meaning that there
exists 1 > 0 such that

Eo(20) < Eo(z0 + h)  for all h e CH(Q) with ||h]| gy < 1,
then zq is a local minimizer of Eq in WYP(Q) meaning that there exists ry > 0 such that
Eo(z0) < Eo(zo+ h)  for all h € WHP(Q) with ||hl|wie(q) < r2.
Proof. Let he C}(Q). If B> 0 is small, we have

Eo(20 + 8h) — Eo(20)
5 :

meaning that the directional derivative of Ey at zy in direction h satisfies

0<

0 < Ej(z0;h) forall he CYQ).

We recall that h — E{(zo; h) is continuous on W1P(Q) and the density of C(Q) in W1P(Q)

results in
0 < Ei(z0;h) forall he Wl"’(Q).
Therefore, setting —h instead of h, we get
0 = Ej(z0),

which yields

0:/ |Vzo|p_2Vzng0dX—/(f(x,zo)— |20|P~220)pdlx

& 2 (3.1.49)

—/ )\\ZO\P_zzogodo—/ g(x, z0)pdo, Yo e WHP(Q).
o o
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By means of Lemma 3.1.10, we obtain u_ < zp < vy and thus, zg € L*°(Q). As before, the
regularity results of Lieberman [89] imply zy € C1*(Q), a € (0, 1).

Let us assume that the proposition is not valid. The functional Ey : WP(Q) — R is weakly
sequentially lower semicontinuous (cf. Lemma 3.1.9 ) and the set B. = {y € W1P(Q) :
[yllwreq) < €} is weakly compact in WP(Q). Thus, for any € > 0 we can find y. € B. such
that

Eo(z0 + y:) = min{Eg(z0 + y) : y € B:)} < Eo(20). (3.1.50)
Obviously, y. is a solution of the following minimum-problem

min Eo(z0 + y)
y € Esrgs()/) = %(Hynevl,P(Q) - 6p) < 0.

Applying the Lagrange multiplier rule (see, e.g., [92] or [42]) yields the existence of a multiplier
Ae > 0 such that

E(/)(ZO + YE) + )\agé(ya) =0, (3'1'51)
which results in
/ V(20 + y2)|P 2V (20 + y=) Vipdx
~ [ Tolo 204 32)) = fzo 32”2z + v
“ (3.1.52)
— /m(A\ T (x, 20 + y.) [P 2 TENx, 20 + v ) + g(x, TE(x, 20 + y.)))pdo

—1—)\5/ Vys\p_ZVyEVgodx—i—)\g/ ly|P~2y.pdx = 0,
Q Q

for all ¢ € W1P(Q). Notice that \. cannot be zero since the constraints guarantee that y.
belongs to B.. Let 0 < \. < 1 for all £ € (0, 1]. We multiply (3.1.49) with A, set v. = zo+y.
in (3.1.52) and add these new equations. One obtains

/ |VVve|P2Vv.Vidx + A / |V 20|P~2V 29V pdx
Q Q
Y / V(v — 2)[P~2V(v. — 20)Vipae
Q
= /()\Ef(x, 20) + f(x, To(x, v)))pdx
Q (3.1.53)
/(/\ \zo\p_ Z0 + ]vglp_zv5 + Ae|ve — zo|”_2(vE — 20))pdx

/ A(Aelzo|P™ 220+ ] (x, v€)|p_2Tg)Q(x, v:))edo

/ (Aeg(x, 20) + g(x, TO (x, v:)))pdo.
o0
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Now, we introduce the maps A, : Q xRV - RN, B.: QxR - Rand &, : 90 xR — R
defined by

Ac(x,€) = €772 + A HIP2H + Aclg = HIP2(€ = H),

—B:(x, ) = \f(x, 20) + f(x, To(x, ¥))
= (el 7220 + [W1P720 + Aelt — 207720 - ),
- (x, ¥) = Al 20”220 + | T (x, ) P2 TG (x, 9)) + Aeg (%, 20) + g (x, T3 (x,9)),
where H(x) = Vz(x) and H € (C%(Q))N for some a € (0,1]. Apparently, the operator
A-(x, €) belongs to C(Q x RV, RV). For x € Q we have
(A(x, €), E)rn
= [l€lIP + A(l€ = HIPT2(€ = H) = [ = HIPT2(=H), & = H — (=H))gn (3.1.54)
> ||€||P forall € e RV,

where (-, -)gn stands for the inner product in RV, (3.1.54) shows that A. satisfies a strong

ellipticity condition. Hence, the equation in (3.1.53) is the weak formulation of the elliptic

Neumann problem

—div A (x, Vo) + Be(x,ve) =0 in Q,
(3.1.55)
({;‘;‘E =®d.(x,vz) on 09,

where d"g denotes the conormal derivative of v..

To prove the L>°—regularity of v, we will use the Moser iteration technique (see e.g. [53],
[54], [55], [56], [85]). It suffices to consider the proof in case 1 < p < N, otherwise we would
be done. First we are going to show that v;m = max{v., 0} belongs to L>(Q). For M > 0 we
define vy (x) = min{v"(x), M}. Letting K(t) = tif t < M and K(t) = M if t > M, it follows
by [85, Theorem B.3] that K o v = vy € W1P(Q) and hence vy € WP(Q) N L>®(Q). For
o1 , then Vo = (kp + 1)v;? Vv and ¢ € WLP(Q) N L2(Q).

Notice that v.(x) < 0 implies directly vas(x) = 0. Testing (3.1.53) with ¢ = v,’\</,p+1 one gets

real k > 0 we choose ¢ = vy,

(kp+1)/ V(P 2Vv‘*'Vv/\/,vMpdx—i—/ lvr P2y v,l\(ﬂpﬂdx
o (kp+ 1)/Q [1V( — 20)P 2V (v — 20) | ~ Vo 2(~V0)]
X (Vvy — Vzg — (szo))v,Cfdx
K,
/Q()\ f(x, z0) + f(x, To(x, v.')))vps PHL iy (3.1.56)
—/()\6\20\"_220—&—/\6v;“—zop_z(vj—zo)) VP gy
Q

T / AQel20/P~220 + | TER(x, vi)IP 2 T (x, v2)) v do
o0

+ / (Aeg(x, 20) + g(x, Toag(x, vj)))vﬁ“da.
o0
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Since zo € [u_,ui], Y(z0) € [y(u),v(up)l, Tolx,ve) € [u_,ui] and TP%(x,v.) €
[v(u=),v(us)] we get for the right-hand side of (3.1.56) by using (f3) and (g3)

(1) / (Aef(x, 20) + f(x, To(x, v_ )))kaHdX < e1/(vg+)kp+1dx
Q
(2) - /Q (\el20lP 220 + AelviF — 20P=2(v — 20))v/+ iy
<e / WV PL( ) L+ e / |20]P (v )P
Q Q

g/ez(v;)(k+1>de+e4/(vj)kpﬂdx
Q Q

(3.1.57)
() [ Ml 220+ T80 )P 2 T3%0x, v )i
< 65/ (vHkPlde
o0
@) [ Ovglx ) + gl T80 v)vigdor
oQ
< eﬁ/ (v )R+ do.
o)
The left-hand side of (3.1.56) can be estimated to obtain
(kp—l—l)/Q|Vv€+|p_2VvE+Vva dx—|—/ [v|P~ 2v+vll\(4p+:l
+ Ae(kp + 1)/Q [|V(v€+ —20)PAV (v —z9) — | — Vzo\pfz(—Vzo)}
X (Vv — Vzg — (—Vz0))viPdx (3.1.58)
> (kp+1 /|VVM|PV de+/( )Pyt
Q
kp+1 k+1p / +yp—1, kp+1
d P P dx| .
= k1) {/Wv Pdx + Q(VE) x
Using the Holder inequality we see at once
62,
—1 k+1
/Ql (vt iy < |Q|TTe (/Q(vj)(k“)f’dx) " (3.1.59)
and analogous for the boundary integral
G,
1 k+1
/{991 (v do < |00 T </m(v;)(k+1>"da> " (3.1.60)

Applying the estimates (3.1.57)—(3.1.60) to (3.1.56) one gets
kp +1 k+1(p / 1, kp+1
_rr - d p— P d
k+ 1) [/ Vv, [Pdx + Q( ) x
kp+1

kp+1
< e2/ (k+1 Pdx + e </(V5+)(k+1)pdx> (k+1)p tes (/ (V:.)(k—i-l)pdo_) (k+1)p .
Q 12)9)
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We have limp;_oo vm(x) = v (x) for a.a. x € Q and can apply Fatou's Lemma which results

kp+1 [/ |V k+l|pdx+/ ’(V k+1|de:|

kp+1
(k+1)
<e / (vH) P dx 4 & ( / (v;)(kﬂ)f’dx) o (3.1.61)
Q Q

kp+1

1 oeg (/ (V;r)(kJrl)de) (G |
o9

kp+1 kp+1

</(V€+)(k+1)pdx> (kDp <1 or (/(V;)(Hl)pd){) (k1Dp < /(Vg_)(k—i—l)pdxy
Q Q Q

respectively, either

in

We have either

kp+1 kp+1

</ (vj)(k+1)pda> kDp <1 or </ (vj)("“)”dg) (k+1)P§/ (v:)(k+1)pd0.
N 90 20

From (3.1.61) we obtain

g e [

< eg/ (k+1 Pdx + 610/ (V6+)(k+1)pd0. + er1.
o0

(3.1.62)

Next we want to estimate the boundary integral by an integral in the domain Q. To this end,

we need the following continuous embeddings
s—1 _ 1
T1: By, () — Bpp P(09),  with s > o

T, : (OQ) Fop "(89) — 192(69) = LP(0Q2), withs > 113

where Q is a bounded C°°-domain (see [112, Page 75 and Page 82], [116, 2.3.1 and 2.3.2] and
[117, 3.3.1]). Let s = m+ ¢ with m € Ng and 0 < ¢ < 1. Then the embeddings are also valid
if 9Q € C™1! ([113]). In [51, Satz 9.40] a similar proof is given for p = 2, however, it can be
extended to p € (1, 00) by using the Fourier transformation in LP(2) ([52]).

Here By, and F;, denote the Besov and Lizorkin-Triebel spaces, respectively, which are equal
incase p=qgwith1 < p<ooand —oo < s < oo. Wesets= %—1—5, where £ > 0 is arbitrarily
fixed such that s = % + & < 1. Thus the embeddings are valid for a Lipschitz boundary 99).
This yields the continuous embedding

Ty: BLE(Q) - 12(69). (3.1.63)
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The real interpolation theory implies

(F(9), F5 () .-, = (L7(2), WH(9)

;-i-gp

=B (Q),

(for more details see [2], [116], [117]) which ensures the norm estimate

4z 1_z
nw%ﬁm<mwmmwwh,, Vv e WhP(Q) (3.1.64)

PP

with a positive constant ej2. Using (3.1.63), (3.1.64) and Young's inequality yields
| (ytyds
o0

= () oy

< ef3l(v." )k“Hp

1+E
B (D) (3.1.65)
1-1-2)p
< efsepol(v." )k“\lsvlp) I1(v2 )k“IIEp(Q’S )
1+4+€ 1-¢
< eDael (1 (v ) it + COI) gy ™)
= ey 31V sy + CON) 2y,
where g = 1+€p and ¢’ = — satlsfy + , =1 and § is a free parameter to be specified

later. Note that the posmve constant C(5) depends only on §. Applying (3.1.65) to (3.1.62)

shows
l/jPJ:rll [/ V(v k+1’pdx+/ (v k+1‘PdX}

< eg/ (k+1 Pdx + 610/ (V;)(k+1)pd0 + e11
o

< eg/ (k+l de+ 6146”( )k+1”|€vl,p(ﬂ) + 614C((5)H(V )k+1|| + €11,

kp+1
a2(kr)e to get

kp +1 kp+1
<(k+l)P — €14 e2(k +1)P > [/ |V (v, k+1’pdx+/ ‘(V k+1|p)dX:|

S@/MW“WW+WGMW)“W e,
Q

where ej4 = ejgef;el, is a positive constant. We take § =

(3.1.66)

where it holds

z q
2e14\» ((k+1)P\» 1 b
= . D < :
C(9) < > <kp+1> q—els(kp+1) T

kp+1 FykFLp / JeH1pp
2(k+ [/ |V (v, Pdx + [ |(v)P)dx

< ers(kp + 1)ﬁ [/(vj)(kﬂ)pdx + 1} ,
Q

This yields
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equivalently
1
[[CAD a1 )SﬂﬂMr+Upqk+1y[/ogymﬂmk+1
Q

By Sobolev's Embedding Theorem a positive constant e;g exists such that

H(V;)k+1||Lp*(Q < 618||(Vj)k+1\|wl,p(g), (3.1.67)
where p* = f ifl<p<Nandp*“=2pif p=N. We have
g .
S o
< el 0V gy

1

1
L (k+1)
<efy? ((kp+ 1) (k+1)) i ek P [/(vj)(k“)pdx—kl] o
Q

1

Since ((kp+ 1)®-Dp ) e (k + 1)) s > 1 and Iim ((kp+ 1)(=-Dp T P (k + 1)) =1, there ex-
1 1
ists a constant ejg > 1 such that ((kp +1)6-1p T e (k + 1)) i < ey . This implies

1 1 1

1
(Dp
IV | o () < efg ™ eny” Gt g kr e [/(vj)(k+1)pdx+1] - (3.1.68)
Q

Now, we will use the bootstrap arguments similarly as in the proof of [56, Lemma 3.2] starting
with (k1 + 1)p = p* to get
vl e ) < € ()

for any finite number k > 0 which shows that v € L"(Q) for any r € (1,00). To prove the
uniform estimate with respect to k we argue as follows. If there is a sequence k, — oo such
that

/(V:")(kn'f‘l)l’dx <1,
Q

we immediately have

vl <1

(cf. the proof of [56, Lemma 3.2]). In the opposite case there exists ko > 0 such that

/(vj)(kﬂ)pdx >1
Q

for any k > ko. Then we conclude from (3.1.68)

1 1 1

IVl ke (o < efa - i el v || jksnyp, for any k > ko, (3.1.69)
L @ S eg ey € L
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where ey0 = 2e17. Choosing k := ky such that (ky + 1)p = (ko + 1)p* yields

k
[Py ‘@) < ek1+1 1\9/ 11 (k1+1)PHv+HLk1+1 o) (3.1.70)
Next, we can choose k in (3.1.69) such that (ko + 1)p = (k1 + 1)p* to get
||vz ||Lk2+1 @) < 1k§+1 1\9/k2+ GV ‘|V+HLk2+1 ’(c)
Co (3.1.71)
k (k2 +1)p
— e1k§+1 91\9/ 2+1 ezSZHPHVJrHLkl“ ‘(@)
By induction we obtain
1 1 G 1
||V+HL(kn+1)P* Q) = “-‘1I(§+1 elgk"+ ‘920"+1 g ||V+||L(kn+1)P Q
) @=ne e ) ) (3.1.72)
= ef§+1 e1¢9kn+ e kn+1 )P ||V+|| . 1+1)p*(9),

where the sequence (kj) is chosen such that (k, +1)p = (kn—1 +1)p* with kg > 0. One easily
£\ N
verifies that k, +1 = (%) . Thus

n

i=1 k41 i=1 k+1 i=1 (k+1)p
vz HL (kn+1)p* (Q) = 618 T €19 +1 “ v ”Lkoﬂ) @) (3.1.73)
with r, = (k, + 1)p* — o0 as n — oo. Since ﬁ = (p%)i and % <1 there is a constant
e>1 > 0 such that
IV Lknr0m Q) < 621||V;—HL(ko+l)p*(Q) < o0. (3.1.74)

Let us assume that v~ ¢ L°°(Q). Then there exist 7 > 0 and a set A of positive measure in
such that v (x) > ex1 ||V || ko +1e* (@) 1 for x € A It follows that

1
H HL kn+1)p (/ ]v (kn+1)p )(kn+1)p

> (e21[IVe" [l o 1o () + )| A| Fr 0P Ry
Passing to the limes inferior in the inequality above yields
|'m'”f\| ] e ‘@) = e21 [V [l ko 10e ) TN

which is a contradiction to (3.1.74) and hence, v;t € L>°(Q). In a similar way one shows that
= max{—v., 0} € L>(Q). This proves v. = v;" — v € L=(Q).

In order to show some structure properties of A. note that its derivative has the form

Ve

DeA-(x, &) =|¢[P721 + (p — 2)|¢|P*eeT

3.1.75
]~ HIPT2 + e(p = 2)I€ = HIPTHE — H)(E— H) T, ( )
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where | is the unit matrix and ¢7 stands for the transpose of £. The use of (3.1.75) implies
1DeA(x, €)llrw < a1 + a2(€[P72, (3.1.76)

where a1, a» are some positive constants. We also obtain

(DeAc(x, E)y. y )Jgm
= EP2llyllfw + (p — 2)IEIP7* (&, ¥)Gn
+ A€ = HP2|lyllgw + Ae(p = 2)I€ = HIPTH(E = H, y)w

P2y 2, fp>2

(p—DIEP2lyI2y 1< p<2

> min{1, p = LH¢I"ly [

For the case 1 < p < 2 in (3.1.77) we have used the estimate |¢[P72||y[2y + (p —
2)|£|P_4(£,y)]§,\, > (p—l)\§|p_2||y|\%,\,. Because of (3.1.76) and (3.1.77), the operators A., B

and &, satisfy the assumptions (0.3a-d) and (0.6) of Lieberman in [89] and thus, Theorem 2 in
[89] ensures the existence of o € (0,1) and M > 0, both independent of £ € (0, 1], such that

(3.1.77)
>

v. € Ct*(Q)  and HVEHCM@) <M, forallee(0,1]. (3.1.78)

Due to y. = v. — z and the fact that v.,zg € C1%(Q), one immediately realizes that y.
satisfies (3.1.78), too. Next, we assume A\, > 1 with ¢ € (0, 1]. Multiplying (3.1.49) with —1
and adding this new equation to (3.1.52) yields

/ V(20 + v2)P 2V (20 + yo)Vipdx — / VP2V 2V ipdx
Q Q
+ e / |Vy.|P2Vy. Vdx

Q

_ / (F(x, To(x, 20 + y:)) — F(x, 20))pdx
Q (3.1.79)

+ [ (27220~ 20 + 1P 2z + 1) = Aclye P2y
Q

+/ A T(‘?Q(X, Zo + yg)|p_2 T(?Q(X, 20+ y:) — |ZO|P_2zo)g0d0
o0

+ [ (el T80 20+ ) — (x ))pdo
o0
Defining again
1
A(x, &) = —([H + EPT2(H+€) — |HIPT2H) + [¢[P~2¢
—B.(x,9) = f(x, To(x, 20 + ¥)) — f(x, 20) + |20|" 220
o ‘ZO + w|p—2(20 + w) _ /\g‘w‘p—Zys (3180)
O (x, ¥) = M| T§(x, 20 + ¥) P2 T (x, 20 + ) — | 20/P*20)
+g(x, T{?(x, 20 + 1)) — &(x, 20),
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and rewriting (3.1.79) yields the Neumann equation

1
—divA.(x, Vys) + )TBE(X')/E) =0 in Q,
o (3.1.81)
€ _ I
W N O (x,y.) on9Q,

where %"; denotes the conormal derivative of v.. As above, we have the following estimate

1
(Ac(x, ), ) = = (IH + EP2(H+&) — [HIP2H, H+ & — H)gn + [I€]1°

(3.1.82)
> ||E]|P forall € € RN,
and can write the derivative D¢ A-(x, §) as
1
DeAc(x, &) =—([H+ &P 21+ (p=2H+ &P H+EH+ )T
S Ae (3.1.83)
€1P21+ (p — 2) P *ee T
We have again the following estimate
1D A-(x, ) [pv < a1+ a2€]P72, (3.1.84)
where a1, ap are some positive constants. One also gets
(DeA-(x, &)y, y)rw
1 _ _
= (IH+¢P 2Iylzn + (p—2)[H+ P (H + & y)an)
p—2 2 . p—4 2
1Py + (P~ 2IEPE ) 5.185)

[€1P=2 ]y 12w if p>2
(p—=DEP2llyll2y Fl<p<2
> min{1, p— 1}E[P2(lyl 3w

>

As before, the nonlinear regularity theory implies the existence of « € (0,1) and M > 0, both
independent of € € (0, 1) such that (3.1.78) holds for y..

Let € | 0. Using the compact embedding C1*(Q) — CY(Q) (cf. [83, p. 38] or [1, p. 11]), we
may assume y. — y in C1(Q) for a subsequence. By construction we have y. — 0 in WP(Q)
and thus, it holds y = 0 which implies Hy€||C1(§) < n for a subsequence. Hence, one has

Eo(20) < Eo(z0 + ye),
which is a contradiction to (3.1.50). This completes the proof of the proposition. O

Lemma 3.1.12. Let A > A;. Then the extremal positive solution uy (respectively, negative
solution u_) of (3.1.1) is the unique global minimizer of the functional E (respectively, E_).

Moreover, uy and u_ are local minimizers of Ey.
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Proof. By Lemma 3.1.9 we know that E; : WYP(Q) — R is coercive and weakly se-
quentially lower semicontinuous. Therefore, by Theorem 2.4.1 there exists a global minimizer
vy € WLP(Q) of E;. Since vy is a critical point of E,, Lemma 3.1.10 implies that v, is a
nonnegative solution of (3.1.1) satisfying 0 < v < uy. By (gl) we infer

lg(x, )| < (A= \)sP71, Vs:0<s <. (3.1.86)

Using (f4), (3.1.86) and the Steklov eigenvalue problem in (3.1.7), we conclude for ¢ <

. 5 5
min {anm Mol }
ep1(x) A1 — A
E+(€<,01)=—/Q/0 f(x, s)dsdx + 1p 5p||g01||’zp(8m

ep1(x)
- / / g(x, s)dsdo
oQ J0o

A1 — A\ ep1(x) B
L 5pH‘P1|’ip(BQ) + /69/0' ()\ — )\1)5’3 1d5d0’

<
=0.

This shows E;(v4) < 0 and we obtain vy # 0. Applying Lemma 3.1.7 implies v, €
int(C*(Q);). Since uy is the smallest positive solution of (3.1.1) in [0, €] and 0 < v; < uy,
it holds v = uy. Thus, uy is the unique global minimizer of E, . In the same way one verifies
that u_ is the unique global minimizer of E_.

Now we want to show that u; and wu_ are local minimizers of the functional Ey. As
uy € int(CY(Q)4) there exists a neighborhood V,, of u; in the space C}(Q) such that
Vi, C C}(Q).. Hence, E, = Eq on V., which ensures that uy is a local minimizer of Ey on
CY(Q). In view of Proposition 3.1.11, we obtain that v, is also a local minimizer of Eq on the
space W1P(Q). By the same arguments as above one may prove that u_ is a local minimizer
of Eo. O

Lemma 3.1.13. The functional Ey : WP(Q) — R has a global minimizer vy which is a
nontrivial solution of (3.1.1) satisfying u_ < vy < uy.

Proof. The functional Ey : WP(Q) — R is coercive and weakly sequentially lower semicon-
tinuous (see Lemma 3.1.9). Hence, a global minimizer vy of Ey exists. Since v is a critical
point of Eg we know by Lemma 3.1.10 that vy is a solution of (3.1.1) satisfying u— < vy < .
Due to Ep(us) = E4(us) < 0 (cf. the proof of Lemma 3.1.12) we obtain that v is nontrivial
meaning vg # 0. ]

3.1.5 Existence of Sign-Changing Solutions

First, we are going to show that our functionals introduced in Section (3.1.4) satisfy the Palais-
Smale condition. In order to prove this result, we will need a preliminary lemma which can be

found in [96, Lemma 2.1-Lemma 2.3] in similar form.
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Lemma 3.1.14. Let A, B, C: WYP(Q) — (WP(Q))* be given by
(A(u), v) ::/Q|Vu|p2Vqudx+/Q|u|p2uvdx,
(B(u), v) = /m AT, u)|P~2 T2, u)vex,
(C(u),v) = /Q f(x, To(x, u))vdx + /BQ g(x, T¢%(x, u))vdx,

then A is continuous, continuously invertible and the operators B, C are continuous and com-

pact.

Proof. According to Lemma 3.1.9 we introduce again the Nemytskij operators F, F :
LP(Q) — L9(Q) and G, FO: [P(9Q) — LI(0RQ) by

Fu(x) = f(x, To(x, u(x))), FQu(x) = ]u(x)|p*2u(x),
Gu(x) = g(x, Tg¥(x, u(x))),  F?Pu(x) = A T§2(x, u(x))[P2Tg(x, u(x)).
We set
F:=i*oFoi:W"(Q)— (W'P(Q))",
FL= "o F20i: WP(Q) — (WIP(Q))*,
G :=v"0Goy: WHP(Q) — (WP(Q))*,
FO% .= 4% 0 F¥%0 ~ : WHP(Q) — (WHP(Q))".

The operators F,F2 F9? and G are bounded, completely continuous and hence also compact.
Thus, B = F?? and C = F + G are bounded, continuous and compact. Since the negative
p-Laplacian is bounded and continuous for 1 < p < oo, we obtain that A = —A, + F2is
bounded and continuous.

Finally, we have to show that A is continuously invertible. By Lemma 2.1 in [66] there exists
for every fixed ¢ € (WP(Q2))* a unique solution u € WP(Q) of the equation

Au=-A u—i—I?Qu:qﬁ, 3.1.87
P

which is a consequence of the Browder theorem (e.g. in [71]) since A is bounded, continuous,
coercive and strictly monotone. This implies the surjectivity of A and since A is also injective,
the mapping A~! exists. To prove that A™! is continuous, we make use of the following

estimates

C(p)Ix = yIP if p=2,

e (3.1.88)
CP)ape=e  Fr<2(xy)#(00)

([x[P72x = |y|P 2y, x — y)rm >

where (-, -)gm denotes the usual scalar product in R™. Let ¢1, ¢2 € (WP(Q))* be given and
let uy = A=(¢1), u2 = A=1(¢2) be the corresponding solutions of (3.1.87). Testing the related
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weak formulation with ¢ = u; — up, subtracting the equations and using (3.1.88) for p > 2

yields

— 2]l wir()

[¢1 — 2l (wrr(a))
> /(Vul\p‘QVul — ‘VU2|p_2VU2)(VU1 — VUQ)dX
Q

+ /Q(U1|p_2'~’1 - ‘U2|p_2uz)(u1 — up)dx
> C(p)/(|Vu1 - VU2‘p + ‘Ul — u2|p)dx
Q
= C(p)lox — w2l

Consequently,

_1
|A™ (1) — A" H(e2)lwrea) < Clldr — ¢2\|(p‘;vllp Q

Let us consider the case p < 2. We have

Vln =)l (1G04 [Vul) 2,

|V(up — w)|P = 5=
(V] + [Vil) 77

R e s
(ut] + |27

and obtain by applying the Holder inequality

Jy vt = o< ( f —vuuzz)‘y;_de)? ([aval+ [Tulya) -

P 2—p

luy — wp? >2</ >2

up — us|Pdx < dx | + |ua|)Pdx :
/’ 1 2‘ (/ (‘U1|+‘U2|)2 p Q(‘ 1‘ ‘ 2‘)

From (3.1.88) and the estimates above we get

ur — |
lur — w2l wis(a) < Cllé1 — doll wrray)- (3.1.89)

(lurllwrr(e) + lu2llwre@))® =P ~

where C is a positive constant. The weak formulation of (3.1.87) implies for u = u; and ¢ = u;
018y < 91l wasay- Nullwingay i = 1.2,
and thus, (3.1.89) provides

IA™H(¢1) = A7H(¢2)lwre(@)
2—p
< € (101 eghocay + Woel oy ) 161 = Gl

which completes the proof.
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By means of this lemma, we can prove the following.

Lemma 3.1.15. The functionals E,, E_, Ey : WYP(Q) — R satisfy the Palais-Smale condi-

tion.

Proof. We show this Lemma only for Ey. The proof for E, E_ is very similar. Let (u,) C
WP(Q) be a sequence such that Eq(u,) is bounded and E[(u,) — 0 as n tends to infinity.

Since |Eg(un)| < M for all n, we obtain by using Young's inequality and the compact embedding
WLP(Q) — LP(0Q)

M Z Eo(un)
un(x)
= 1 [HVU,,H’ZP(Q) + ||Un||FL)p(Q):| - / / f(X, TO(X, 5))deX
P QJo

un(x)
—/ / [)\\T(?Q(X,s)|p*2T§Q(X, s) + g(x, Tgm(x,s)) dsdo
o0 Jo
> (1/p —e1— 2 = &3)||unl[ Y1) — C-

Choosing ¢;,i = 1,2, 3 sufficiently small yields the boundedness of u, in WP(Q), and thus,

we get u, — u for a subsequence of u, still denoted with u,. We have
A(up) — AB(up) — C(up) = Ej(u,) — 0,
which implies the existence of a sequence (5,) C (W1P(2))* converging to zero such that
Uy = AY(AB(up) + C(un) + 6,).

By Lemma 3.1.14 we know that B, C are compact and A~! is continuous. Passing to the limit

in the previous equality yields
up — A"Y(AB(u) + C(u)) =: u,
meaning that u, — u strongly in W1P(Q). O

Now, we can formulate our main result about the existence of a nontrivial solution of problem
(3.1.1).

Theorem 3.1.16.  Under hypotheses (f1)-(f4), (g1)—(g4) and for every number X\ > X,
problem (3.1.1) has a nontrivial sign-changing solution ug € C1(Q).

Proof. Lemma 3.1.10 implies that every critical point of Ej is a solution of problem (3.1.1)
in [u_, uy]. The coercivity and the weakly sequentially lower semicontinuity of Ey ensure along
with infy1p(q) E4(u) < 0 (cf. the proof of Lemma 3.1.12) the existence of a global minimizer
vo € WLP(Q) satisfying vo # 0. This means that vg is a nontrivial solution of (3.1.1) belonging

to [u—,uq]. If vop # u_ and vy # uy, then up := vp must be a sign-changing solution since
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u_ is the greatest negative solution and uy is the smallest positive solution of (3.1.1) which
proves the theorem in this case. So, we still have to show that the theorem is also true in case
that either vo = u_ or vg = u,. Without loss of generality we suppose vo = u;. The function
u_ can be assumed to be a strict local minimizer. Otherwise we would be done. Now, we can

find a p € (0, [|uy — u—|lwrr(q)) such that
Eo(uy) < Eo(u-) < inf{Ep(u) : u € 0B,(u-)}, (3.1.90)

where 9B, = {u € WP(Q) : |lu— u—|lwie@y = p}. Due to (3.1.90) along with the fact that
Ep satisfies the Palais-Smale condition (see Lemma 3.1.15) we may apply the Mountain-Pass
Theorem to Eg (cf. Theorem 2.4.4) which yields the existence of up € WP(Q) satisfying
E{(up) =0 and

inf{Eo(u) : u€ 0B,(u-)} < Eg(ug) = 7!2}‘1 teT—affl] Eo(m(t)), (3.1.91)

where
N={reC([-11], W'P(Q)): 7(-1) = u_,n(1) = uy}.

We see at once that (3.1.90) and (3.1.91) show up # u_ and ug # uy, and therefore, ug is a
sign-changing solution provided uy # 0. In order to prove ug # 0 we are going to show that
Eo(uo) < 0, which is satisfied if there exists a path 7 € I1 such that

Eo(7(t)) <0, Vte[-1,1]. (3.1.92)

Let S = WLP(Q) N 9By P, where 9B = {u € LP(3Q) : ||ullwon) = 1}, and

Sc = SNCYQ) be equipped with the topologies induced by W1P(Q) and C*(Q), respectively.

Furthermore, we set

Mo ={me C([-1,1],5) : w(-1) = —¢1,7(1) = 1},
Mo,c = {m € C([-1,1], 5¢) : m(~1) = —¢1,7(1) = ¢1}.

In view of assumption (gl) there exists a constant J, > 0 such that

lg(x, 5)|

s 1 <p, foraa xe€dQandall0<|s| <4, (3.1.93)

where € (0, A — A\2). We select pg € (0, \ — A2 — p1). Thanks to the results of Martinez
and Rossi in [97] we have the following variational characterization of A\, given by (see (3.1.8)-
(3.1.10) in Chapter 2)

Ao = inf VulP Pldx. 3.1.94
2= 1t oty [ 7 oo (3100

Since (3.1.94) there exists a 7 € Mg such that

Po
t)||? A2+ o
terp_af,(ﬂ I )HWI"’(Q) < A2 2
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It is well known that Sc is dense in S. Let w € M meaning 7 : [-1,1] — S is continuous and
let to € [—1,1] fixed. The continuity of 7 implies the existence of 61 > 0 such that for ¢ > 0
it holds

|7(t) — 7(to)]| < vt € B(tg, 01),

Wl m

where B(tp, 61) stands for the open ball around ty with radius 6*. Since Sc is dense in S, we
find 7. € Mg ¢ such that

I7e(to) — (o)l <

Wl m

Applying the continuity argument again guarantees the existence of §° > 0 such that

|me(to) — m(2)|| < vt € B(to, 6%).

W ™

Let 63 := min{d%, 62}. Then we obtain

[me(t) — m(2)]]
< lme(t) — me(to)ll + [lme(to) — w(to)|| + [l (o) — m (1)l
<e, VteB(ty, ).

Hence, we have found an open cover of [—1, 1] such that

[111c |J B(4.4(n),
t,‘E[—l,].]
and due to the compactness of [—1, 1], there exists a finite open cover meaning
[111c | B(t.6(t),

tie[—1.1]
i=1,...k

which implies

5
2
N
\
3
©
AN
-
m
l
m
<C
~
=y
o
=
o
U
T
J—‘
st

This proves the density of Iy ¢ in My and thus, for a fixed number r satisfying 0 < r <
1 1
(A2 4 po)? — (A2 + )P, there is a mp € Mg ¢ such that

o P
e I (t) = mo(6) [iyaq) <

This yields

p
teT—af,(l] [mo(t)l Wir(Q) < A2 + po.
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Let 6 := min{dr, 62}, where dr is the constant in condition (f4). The boundedness of the set
mo([—1,1])(Q) in R ensures the existence of eg > 0 such that

eolu(x)] <6 forall x € Q and all u € mo([—1, 1]). (3.1.95)

Lemma 3.1.8 ensures that uy, —u_ € int(C}(Q).). Thus, for every u € mo([—1,1]) and any
bounded neighborhood V,, of uin C1(Q) there exist positive numbers h, and j, satisfying

wo— gy ein(C@)) ad —utovem(C@.),  (3196)

if h> hy,j > ju,, v €V, Bya compactness argument along with (3.1.96) we conclude the

existence of €1 > 0 such that
u_(x) <ceu(x) <uy(x) forall x e Q uem([—1,1]) and Ve € (0,e1). (3.1.97)

Let 0 < € < min{eg,e1}. Now, we consider the continuous path emg in C1(Q) joining —e¢1
and e¢3. Using hypothesis (f4) yields

emo(t)(x)
/ / f(x, To(x, s))dsdx < 0. (3.1.98)

Applying (3.1.93), (3.1.95), (3.1.96), (3.1.97), (3.1.98) and the fact that mo([—1,1]) C

88“(89) we have

Eo(&ﬂ'o(t))

P , , emo(t)(x)
= VOl + el = [ [l Tol, )

emo(£)(x)
- / / NTEHx, )P 2 T¢%(x, ) + g(x, T§(x,5))] dsdo
a9 Jo (3.1.99)

eP eP emo(t)(x)

<L o4 p)— Tan / / g(x, s)dsdo
p P 0 Jo
E‘p

< ;(Az+po—A+u)

<0 forall t e [-1,1].

In the next step we are going to construct continuous paths 7, 7— which join e and vy,

respectively, u_ and —ep1. We denote

cr = c(A) = Ex(e1),
my = my(A) = Er(ug),
ESt = {ue WHP(Q): Ex(u) < ¢t}

Since vy is a global minimizer of E,, we see at once that m; < c¢;. Using Lemma 3.1.10
yields the nonexistence of critical values in the interval (my, cy]. Due to the coercivity of E;
along with its property to satisfy the Palais-Smale condition (see Lemma 3.1.15), we can apply
the Second Deformation Lemma (see, e.g. [73, p. 366]) to E;. This guarantees the existence
of a continuous mapping n € C([0,1] x ES", E{") with the following properties:
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(i) n(0,u) =u forallue Efr*,
(i) n(1l,u) =uy forallue Ef,
(iii) Ex(n(t u)) < Eq(u), Vte[0,1] and Vu € ES.

We introduce the path 7, : [0,1] — WZYP(Q) given by 7, (t) = n(t,ep1)t =
max{n(t,ep1),0} for all t € [0,1]. Apparently, 7, is continuous in WP(Q) and joins e¢;
and uy. Moreover, we have

Eo(ms(t)) = Ex(mi(t)) < Ex(n(t,ep1)) < Ex(ep1) <0  forall t €[0,1]. (3.1.100)

Analogously, we can apply the Second Deformation Lemma to the functional E_ and obtain a
continuous path _ : [0, 1] — WYP(Q) between —ep1 and u_ such that

Eo(m_(t)) <0 forall t €0,1]. (3.1.101)

Putting the paths together, 7_, emg and 74 yield a continuous path 7 € I joining u_ and u.
In view of (3.1.99), (3.1.100) and (3.1.101) it holds up # 0. So, we have found a nontrivial
sign-changing solution wug of problem (3.1.1) satisfying u— < wp < w;. This completes the
proof. O

3.2 Multiple Solutions Depending on the Fucik Spectrum

In this section, we consider the following nonlinear elliptic boundary value problem. Find
u € WHP(Q)\ {0} and constants a € R, b € R such that

—Apu = f(x,u) — |ulP2u in Q,
,0u - - (3.2.1)
|VulP Ev a(um)P™ = b(u" )P+ g(x,u)  on 99,
v
where —Apu = —div(|[Vu[P~2Vu) is the negative p-Laplacian, % means the outer normal
derivative of u with respect to 99, and u™ = max{u,0} and u= = max{—u,0} are the

positive and negative parts of u, respectively. The domain Q@ C RV is supposed to be bounded
with a smooth boundary 02 and the nonlinearities f : 2 x R — R aswell as g : 02 x R — R
are some Carathéodory functions which are bounded on bounded sets. As before, we will drop
the notation ~(u) and write u for the sake of simplicity.

In Section 3.1, we investigated problem (3.2.1) in case a = b for proving multiple solutions.
Now, we extend these results to show the existence of multiple solutions of (3.2.1). More
precisely, we are going to show the existence of at least three nontrivial solutions of (3.2.1)
meaning two extremal constant-sign solutions and at least one nontrivial sign-changing

solution. The conditions for the nonlinearities f and g are the same as in Section 3.1.
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First, we have to make an analysis of the associated spectrum of (3.2.1). The Fugik
spectrum for the p-Laplacian with a nonlinear boundary condition is defined as the set fp of
(a, b) € R x R such that
—Apu = —|ulP%u in Q,
o (3.2.2)
87“ = a(t)P L - bu")P L ondQ,
v

has a nontrivial solution. In view of the identity

[V ulP~?

0P 2u = 020" —u7) = ()P (P
we see at once that for a = b = \ problem (3.2.2) reduces to the Steklov eigenvalue problem

—Apu=—|uP?u  inQ,
(3.2.3)
\Vu]p_zgz = MNulP?u on 0Q.

We say that A is an eigenvalue if (3.2.3) has nontrivial solutions. As we pointed out in Sec-
tion 3.1, the first eigenvalue A1 > 0 is isolated and simple as well as its corresponding first
eigenfunction ¢; belongs to int(C1(Q)) meaning

int(C'(Q)4) = {ue CYQ) : u(x) >0,¥x € Q}.

Let us recall some properties of the Futik spectrum. If X is an eigenvalue for (3.2.3) then
the point (A, \) belongs to fp. Since the first eigenfunction of (3.2.3) is positive, fp clearly
contains the two lines R x {A1} and {A1} x R. A first nontrivial curve C in ip through (A2, A2)
was constructed and variationally characterized by a mountain-pass procedure by Martinez and
Rossi [97]. This yields the existence of a continuous path in {u € WP(Q) : 1©@b)(4) <
0, lulltpa) = 1} joining —p1 and 1 provided (a, b) is above the curve C. The functional
1(25) on WLP(Q) is given by

/(a'b>_/Q<\VU\P+|U|P)CIX—/89 (au)? + b(u)P) do. (3.2.4)

Due to the fact that A, belongs to C, there also exists a variational characterization of the

second eigenvalue of (3.2.3) meaning that A, can be represented as follows

A2 = inf  max / <|Vu|p + |u|p) dx, (3.2.5)
geNueg([-11]) Jo
where
N={ge C([-11],5) | g(-1) = —¢1.8(1) = ¢1}, (3.2.6)
and

S = {u e WP(Q) /aQ ulPdo = 1} . (3.2.7)
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An important part in our considerations plays again the following Neumann boundary value

problem defined by

~Apu=—cluP?u+1  inQ,
pﬁ@

ov

(3.2.8)

|Vul =1 on 012,

where ¢ > 1 is a constant. As proved in Section 3.1, there exists a unique solution e €
int(C1(Q)4) of problem (3.2.8) which is required for the construction of supersolutions of
problem (3.2.1).

3.2.1 Notations and Hypotheses

Now, we impose the following conditions on the Carathéodory functions f and g as well as the

real parameters a and b in problem (3.2.1).

. f(x,s) . .
(H1) (f1) Sll_rg Sp2s 0,  uniformly with respect to a.a. x € Q.
. f(x,s) . .
(f2) lim = —o00, uniformly with respect to a.a. x € Q.

|s]—o0 |5’P—25 N
(f3) f is bounded on bounded sets.
f(x,s)

|sP—2s

(f4) There exists 6¢ > 0 such that >0 for all 0 < |s| < 0 and for a.a. x € Q.

(H2) (g1) lim g(x.s) =0, uniformly with respect to a.a. x € 9Q.
s—0 ’5‘/3—25

X,s : .
o ig(’p_2) = —00,  uniformly with respect to a.a. x € 04.
s|—o0 |S S

(s2)
(g3) g is bounded on bounded sets.

(g4) g satisfies the condition
lg0x,51) — g2 )| < L[ =l + [s1 — 2I°)

for all pairs (xi, s1), (x2, 52) in 9Q x [—Mo, Mp], where My is a positive constant
and a € (0, 1].

(H3) Let (a, b) € R2 be above the curve of the Fugik spectrum constructed in [97]
(see Figure 1.1).

We see at once that u = 0 is a trivial solution of problem (3.2.1) because of the conditions
(H1)(f1) and (H2)(gl) implying that f(x,0) = g(x,0) = 0. It should be noted that hypothesis
(H3) include that a, b > Ay (see Figure 1.1). Let us briefly recall some definitions.
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Definition 3.2.1. A function u € WYP(Q) is called a solution of (3.2.1) if the following
holds:

/ IV ulP~2V uVpdx :/(f(x, u) — |ulP~2u)pdx
Q Q
n / (a(ut)Pt — b(u™ PP + g(x, u))pdo, Vi € WHP(Q).
Glo}

Definition 3.2.2. A function u € W1P(Q) is called a subsolution of (3.2.1) if the following
holds:

/ [VulP2VuVpdx < / (F(x, u) — |ulP~2u)pdx
Q Q
+/ (a(u™)P~t — b(u™ )Pt + g(x, u))pda, Vo€ WHP(Q),.
o

Definition 3.2.3. A function t € WYP(Q) is called a supersolution of (3.2.1) if the following
holds:

/ \Va|P~2VaVpdx 2/(f(x,u) — [G|P~20)pdx
Q Q

—i—/ (a(@ )Pt — b(T )P + g(x,0))pdo, Vo € WHP(Q),.
o0

3.2.2 Extremal Constant-Sign Solutions

For the rest of the section we denote by ¢; € int(C1(Q),) the first eigenfunction of the
Steklov eigenvalue problem (3.2.3) related to its first eigenvalue A;. Furthermore, the function
e € int(C}(Q)4) stands for the unique solution of the auxiliary Neumann boundary value

problem defined in (3.2.8). Our first lemma reads as follows.

Lemma 3.2.4. Let the conditions (H1)-(H2) be satisfied and let a,b > A\1. Then there
exist constants ¥,, 9, > 0 such that ¥,e and —pe are a positive supersolution and a negative
subsolution, respectively, of problem (3.2.1).

Proof. Setting & = 1¥,e with a positive constant ¥, to be specified and considering the

auxiliary problem (3.2.8), we obtain

/ IV (0,6)[P~2V(1,e) Vipdx = — / (92e)PLodx + / 9P Loaddx + / 9P~ do,
Q Q Q o0

for all ¢ € WP(Q). In order to satisfy Definition 3.2.3 for 7 = 9),e, we have to show that the

following inequality holds true meaning
/ (0P E(0ae)P~1 — F(x, 0pe))pdx
Q

(3.2.9)
+ / (981 — a(Wae)P! — g(x, 0s¢))pdo > 0,
o0
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where ¢ = ¢ — 1 with ¢ > 0. Condition (H1)(f2) implies the existence of s; > 0 such that
f(x,s)
sp—1

and due to (H1)(f3) we have

< —¢, foraa. xeQandalls>s,

| — f(x,s) —CsP7Y| < |f(x,s)| +CsP 1 <, foraa. xecQandallsecl(0s]
Hence, we get
f(x,5) < —csP 14 ¢, foraa xeQandalls>0. (3.2.10)

Because of hypothesis (H2)(g2) there exists s, > 0 such that

g(x,s)
sp—1

< —a, fora.a. xe€Qandalls>s,,
and in consequence of condition (H2)(g3) we find a constant c; > 0 to get
| —g(x,5) —asP7 ! <|g(x,s)| +asP P <c, foraa x€cQandallscl0s,)
Finally, we have
g(x,s) < —asP™t + ¢, foraa. x € dQandalls>0. (3.2.11)

Applying the inequality in (3.2.10) to the first integral in (3.2.9) yields
/ (981 — E(0,e)P~1 — F(x, 91€) )
Q
> / (921 E(0ae)P~1 + E(06)P~L — & )pdlx
Q

— /Q (981 — &),

1

which proves its nonnegativity if ¥, > cZ~'. Equally, we apply (3.2.11) to the second integral
in (3.2.9) to obtain

/ (921 — a(d,e)P~ — g(x, Vse))pdx

o0

> / (921 — a(d,e)P ! + a(d,e)P ! — c,)pdx
oQ

> [ @2t - e)ede
0
_1

1 p—1

We take ¥, := max< ™, cj to verify that both integrals in (3.2.9) are nonnegative.

Hence, the function @ = ¥,e is in fact a positive supersolution of problem (3.2.1). In similar

way one proves that u = —1,e is a negative subsolution, where we apply the following estimates:

f(x,s) > —csP 1 —c, foraa xeQandalls<0,
(3.2.12)
g(x,s) > —bsP71 —¢,, fora.a. x € 9Q and all s <O0.

This completes the proof. O
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The next two lemmas demonstrate that constant multipliers of ¢1 may be sub- and supersolution

of (3.2.1). More precisely, we have the following result.

Lemma 3.2.5. Assume (H1)-(H2) are satisfied. If a > A1, then for € > 0 sufficiently small
and any b € R the function e is a positive subsolution of problem (3.2.1).

Proof. The Steklov eigenvalue problem (3.2.3) implies

[ IVl 29 (o) Vs

Q (3.2.13)

= —/(Esol)plsodXJr/ M(ep1)P odo, Vo € WHP(Q).
Q o0

Definition 3.2.2 is satisfied for u = £y provided the following inequality
| ~fxeogdct [ (n = a)(en) - glxpn))edo <0,
Q o0

is valid for all ¢ € WP(Q),. With regard to hypothesis (H1)(f4) we obtain for ¢ €
(0, 9¢/llp1l o]

f(x ep1) -1
—f(x,e1 dx:/e 1)Ppdx <0,
/Q (x,e1)e A (wl)p,l( P1)" "

where || - || denotes the usual supremum norm. Thanks to condition (H2)(gl) there exists a
number 6, > 0 such that

g(x.5)
s

<a—A; foraa. xedQandall0<|s| <0,

In case € € (O, } it holds

s
llealloo

—a)(ep1 )Pt — g(x, e1 o<
/mwl Jewr)P ! — g @))sod</

o <)\1 a+ lg(x, 880)1|> (ep )pilwda

(e1)P
< (/\1—a+3—)\1)(€(p1) -1 dO’
oQ
=0.

Selecting 0 < € < min{d¢/||¥1/lcc, Ir/|l¢1]lcc } guarantees that u = ey is a positive subsolu-
tion. g

In a similar way the following lemma on the existence of a negative subsolution can be proven.

Lemma 3.2.6. Assume (H1)-(H2) are satisfied. If b > A1, then for € > 0 sufficiently small
and any a € R the function —ep1 is a negative supersolution of problem (3.2.1).

Concerning Lemma 3.2.4-3.2.6, we obtain a positive pair [ep1,7,€] and a negative pair
[—0pe, —ep1] of sub- and supersolutions of problem (3.2.1) assumed ¢ > 0 sufficiently small.
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In the next step we are going to prove the Cl“-regularity of solutions of problem (3.2.1)
belonging to the order interval [0, J,e] and [—Jpe, 0], respectively. We also point out that
u =1 = 0 is both, a subsolution and a supersolution because of the hypotheses (H1)(f1) as
well as (H2)(gl).

Lemma 3.2.7. Assume (H1)-(H2) and let a,b > X\i. If u € [0,9,€] (respectively, u €
[~pe, 0]) is a solution of problem (3.2.1) satisfying u % 0 in , then it holds u € int(C1(Q),)
(respectively, u € —int(C(Q)4)).

Proof. We just show the first case, the other case acts in the same way. Let u be a solution
of (3.2.1) satisfying 0 < u < ¥,e. We directly obtain the L°°—boundedness, and hence, the
regularity results of Lieberman in [89, Theorem 2] imply u € CY*(Q) with a € (0,1). By
reason of the assumptions (H1)(f1),(H1)(f3),(H2)(g1) and (H2)(g3), we obtain the existence
of constants cf, ¢z > 0 fulfilling

1f(x,s)| < crsP™? fora.a. x € Qand all 0 <s < 4,]le]lco,

(3.2.14)
lg(x,5)| < cgsP™? fora.a. x € 92 and all 0 < s < ¥,]/e]/co,

(cf. Corollary 3.1.1). Applying (3.2.14) to (3.2.1) provides
Apu < CuPlae inQ,

where € is a positive constant. We set 3(s) = ¢sP~! for all s > 0 and use Vazquez's strong

maximum principle (cf. [119]) which is possible because [, —!—ds = +oc0. Hence, it holds
(sB(s))P
u > 0in Q. Finally, we suppose the existence of a xg € 0Q satisfying u(xo) = 0. Applying again

the maximum principle yields %(Xg) < 0. However, because of g(xp, u(x0)) = g(x0,0) =0 in
combination with the Neumann condition in (3.2.1) we get %(xo) = 0. This is a contradiction
and hence, u > 0 in Q which demonstrates u € int(C1(Q)). O

The main result in this subsection about the existence of extremal constant-sign solutions is

given in the following way.

Theorem 3.2.8. Assume (H1)-(H2). For every a > A1 and b € R there exists a smallest
positive solution u; = uy(a) € int(C1(Q)4) of (3.2.1) in the order interval [0, 9,€] with the
constant ¥, as in Lemma 3.2.10. For every b > A1 and a € R there exists a greatest solution
u_ = u_(b) € —int(CY(Q).) in the order interval [~V e, 0] with the constant 1, as in Lemma
3.2.10.

Proof. Let A > \;. Lemma 3.2.4 and Lemma 3.2.5 guarantee that u = cp; € int(C1(Q),)
is a subsolution of problem (3.2.1) and & = ¥,e € int(C(Q)4) is a supersolution of problem
(3.2.1). Moreover, we choose £ > 0 sufficiently small such that ep; < ¥,e. Applying the
method of sub- and supersolution (see [18]) corresponding to the order interval [ep1, V€]

provides the existence of a smallest positive solution u. = u-(\) of problem (3.2.1) fulfilling
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ep1 < u. < J,e. We have u. € int(C1(Q),) (see Lemma 3.2.7). Hence, for every positive
integer n sufficiently large there exists a smallest solution u,, € int(C(£2)..) of problem (3.2.1)
in the order interval [Egol, v,€]. We obtain

up | uy foraa. xeQ, (3.2.15)

with some function vy : Q — R satisfying 0 < uy < J,e.
Claim 1: u; is a solution of problem (3.2.1).

As u, € [2¢1,9,€] and v(up) € [v(E¢1), 7(Vae)], we obtain the boundedness of uj, in LP(1)
and LP(0RQ), respectively. Definition 3.2.1 holds, in particular, for u = u, and ¢ = u, which

results in

IV uloay < [ 17k o+ ey + 2oy + | 1605, un)lundio

< Nl + atlltalliey + 2ll ooy + 22llnllisony
< a3

with some positive constants a;, i = 1, ..., 3, independent of n. Consequently, u,, is bounded in
W'P(Q) and due to the reflexivity of W1P(Q),1 < p < oo, we obtain the existence of a weakly
convergent subsequence of u, . Because of the compact embedding WP(Q) — LP(Q), the
monotony of u, and the compactness of the trace operator v, we get for the entire sequence
Up

U, — uy  in WHP(Q),

up — uy in LP(Q) and for a.a. x € Q, (3.2.16)

up — ugp in LP(0Q) and for a.a. x € 092.

Since u,, solves problem (3.2.1), one obtains for all ¢ € WP(Q)

/ IV un|P2V u,Vdx
Q

(3.2.17)
= /(f(x, un) — uP~Hpdx +/ (auP™! + g(x, up))pdo.
Q o
Setting ¢ = up, — up € WLP(Q) in (3.2.17) results in
/ |V un|P2Vu,V (u, — ug)dx
Q (3.2.18)

= /(f(x, up) — P~ (upy — uy)dx + / (auP™ + g(x, up))(un — uy)do.
Q Glel
Using (3.2.18) and the hypotheses (H1)(f3) as well as (H2)(g3) yields

lim sup/ IV un|P~2Vu,V(u, — uy)dx <0, (3.2.19)
Q

n—oo
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which provides by the (S, )-property of —A, on WP(Q) along with (3.2.16)
Up — uy in WHP(Q). (3.2.20)

The uniform boundedness of the sequence (u,) in conjunction with the strong convergence in
(3.2.20) and the conditions (H1)(f3) and (H2)(g3) admit us to pass to the limit in (3.2.17).
This shows that v, is a solution of problem (3.2.1).

Claim 2: u; €int(CHQ)4).

In order to apply Lemma 3.2.7, we have to prove that v, # 0. Let us assume this assertion is
not valid meaning uy = 0. From (3.2.15) it follows

un(x) 1 0 for all x € Q. (3.2.21)
We set
- Un
Up = ———— forall n. (3.2.22)
lunllwre(e)

It is clear that the sequence (1,) is bounded in W:P(Q) which ensures the existence of a weakly

convergent subsequence of u,, denoted again by u,, such that

U, — 1 in WHP(Q),
up — u in LP(Q) and for a.a. x € Q, (3.2.23)
up — 0 in LP(0Q) and for a.a. x € 09,

with some function @ : Q — R belonging to W'P(Q), . In addition, we may suppose there are
functions z; € LP(Q)4, zo € LP(0RQ)+ such that

[Un(x)| < z1(x) fora.a. x € Q,

(3.2.24)
[Un(x)| < z2(x) for a.a. x € O0.
With the aid of (3.2.17), we obtain for 4, the following variational equation
~ |p=2y7 FOx un)—p 1  ~po1 ~p—1
|V, P~*Vu,Vpdx = — U Uy ) pdx + aub " pdo
@ @A Un o8 (3.2.25)

p—1 —n

+/ EXUn) ot g0 v e WhR(Q).
oQ Up

We select ¢ = U, — u € W1P(Q) in the last equality to get
/ VT P2V 5,V (i — ) dx
f n) ~ ~ -~
_/ ( (x. ul) p= 1—u” 1> (un —u)dx+/ auﬁ_l(un—u)d(f (3.2.26)
Q n o9

u

+/a g(X'_‘i")ag LGy — B)do.
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Making use of (3.2.14) in combination with (3.2.24) results in

706 0G|y

E) (X)[Tn(x) = T(x)| < crzi(x)P~Hz1(x) + [U(x)]), (3.2.27)

respectively,

X, Un(X))] ~p_ - - _ ~
‘g((()))' ) Tn(x) — T3] < ez (x)P " za(x) + (X)) (3:2.28)
up (x
We see at once that the right-hand sides of (3.2.27) and (3.2.28) belong to L1(Q2) and L1(09Q),
respectively, which allows us to apply Lebesgue's dominated convergence theorem. This fact
and the convergence properties in (3.2.23) show

im /Qf():_ul”)’ﬁﬁ‘l(ﬁ,, ~B)dx =0,

Un

(. un) (3.2.29)
lim / 8 Un) oG, G)do = 0,
n— Joq  uf
From (3.2.23), (3.2.26), (3.2.29) we infer
lim sup/ |V ti,|P~2V 10,V (U — up)dx = 0,
n—oo Q
and the (S )-property of —A, corresponding to W1P(Q) implies
Up— 10 in WHP(Q). (3.2.30)

Remark that [[u||y1pq) = 1 which means u # 0. Applying (3.2.21), (3.2.30) and (3.2.25)
along with the conditions (H1)(f1),(H2)(gl) provides

/|V17|P—2vawdx: —/ap—1¢dx+/ atProdo, Vo WHP(Q).  (3.2.31)
Q Q oQ

The equation above is the Steklov eigenvalue problem in (3.2.3), where u > 0 is the eigen-
function with respect to the eigenvalue a > A;. As U > 0 is nonnegative in Q, we get a
contradiction to the results of Martinez et al. in [95, Lemma 2.4] because U must change sign
on 0. Hence, uy # 0. Applying Lemma 3.2.7 yields u, € int(C}(Q)4).

Claim 3: u; € int(C(Q); ) is the smallest positive solution of (3.2.1) in [0, ¥,e].

Let u € WP(Q) be a positive solution of (3.2.1) satisfying 0 < u < ¥,e. Lemma 3.2.7
immediately implies v € int(C1(Q),). Then there exists an integer n sufficiently large such
that u € [L¢1,9,€]. However, we already know that uj is the smallest solution of (3.2.1) in
[%apl,ﬁae] which yields u, < u. Passing to the limit proves u; < u. Hence, u; must be the
smallest positive solution of (3.2.1). In a similar way one proves the existence of the greatest
negative solution of (3.2.1) within [—9pe, 0]. This completes the proof of the theorem. O
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3.2.3 Variational Characterization of Extremal Solutions

Theorem 3.2.8 ensures the existence of extremal positive and negative solutions of (3.2.1) for all
a> A;and b > \; denoted by uy = uy(a) € int(C1(Q)4) and u_ = u_(b) € —int(CH(Q)+),
respectively. At the moment, we introduce truncation functions T, T_, Top : 2 x R — R and
TJ‘?Q, T2 Tém 100 xR — R as follows:

0 ifs<0 0 ifs<0
Ti(x,s)=1s if0<s<u(x), T?xs){s if 0 <s<uy(x)
ur(x) if s> uy(x) uy(x) if s> uy(x)
u(x) ifs<u(x) (U (x) ifs<u(x)
T_(x,5)=1s ifu_(x)<s<0, T%%x,s)=<s ifu_(x)<s<0
0 ifs>0 0 ifs>0
u_(x) ifs<u_(x) u_(x) ifs<u_(x)
To(x,s)=1{'s if u_(x) <s<up(x), T9%(x,s)=1s if u_(x) <s < up(x)
uy(x) if s> uy(x) up(x) if s> uy(x)

As before, the truncation operators on 92 apply to the corresponding traces v(u). With the

aid of these truncations, we introduce the associated functionals

1
() =L0IT ol 0y + Iolfo)— [ [ FCe T x5

" (3.2.32)
—/ / [anQ(x,s)p*1 + g(x, TfQ(x,s))} dsdo,
o Jo
1 u(x)
E-(0) =11V ol + o) - Fx, T (x, 5))dsdx
b = | | 5o
/ / (672, 5)/P~" — g(x, T2(x,5))| dsdo,
12,9}
Eo(u) =3[|Wuu‘zp(m+||u||'zp -/ / F(x, To(x, s))dsdx
/ / aTaQ (x,5)P~1 — b T%(x, s)|P~ 1} dsdo (3.2.34)
oQ

_ /aQ/o g(x, T{%(x, s))dsdo,

which are well-defined and belong to C1(WP(Q)). Due to the truncations, one can easily
show that these functionals are coercive and weakly lower semicontinuous which implies that

their global minimizers exist (see Lemma 3.1.9 and Theorem 2.4.1).
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Lemma 3.2.9. Let uy and u_ be the extremal constant-sign solutions of (3.2.1). Then the

following holds:

(i) A critical point v € WYP(Q) of Ey is a (nonnegative) solution of (3.2.1) satisfying
0 S v S uy.

(i) A critical point v € WLYP(Q) of E_ is a (nonpositive) solution of (3.2.1) satisfying
u_ <v<0o.

(iii) A critical point v.€ WYP(Q) of Eq is a solution of (3.2.1) satisfying u_ < v < uy.

Proof. Let v be a critical point of Eg meaning Ej(v) = 0. With a view to (3.2.34), we have

/ IVv|P2VvVdx

Q
= /[f(x, To(x, v)) — |v|P~2Vv]pdx +/ aT%(x,v)P~Lpdo (3.2.35)
Q Glel
+ [ BT+ gl T v)leda, o € WHP(Q).
Glel

As u, is a positive solution of (3.2.1) it satisfies

/ |Vuy|P~2Vu, Vdx :/[f(x, uy) — uifl]godx
Q @ (3.2.36)

+/ [auf;1 + g(x, up)]edo, Vo € WHP(Q).

o

Subtracting (3.2.36) from (3.2.35) and setting » = (v — uy)™ € W1P(Q) provides
/[\VV|P_2VV — |Vuy |P2Vu V(v — uy ) Tdx + / [[v]P~2v — ui_l](v —uy)Tdx
ol Q

= [0 To(x, ) = il w)l(v — us )

+ [ [aT%(x, v)Pt — b| T2 (x, v)|Pt — au (v — up)tdo

o0
+ [ Tt T9%0x, ) — glx wl(v — ) dor
o0

Based on the definition of the truncation operators, we see that the right-hand side of the
equality above is equal to zero. On the other hand the integrals on the left-hand side are
strictly positive in case v > z; (cf. Section 2.1.4) which is a contradiction. Thus, we get
(v —ug)™ =0 and hence, v < ui. The proof for v > u_ acts in similar way which shows
that To(x,v) = v, T?%(x,v) = v+, T%(x,v) = v~ and therefore, v is a solution of (3.2.1)
satisfying u_ < v < uy. The statements in (i) and (ii) can be shown in an analogous manner.

[l
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An important tool in our considerations is the relation between C!(Q) and W1P(Q)-local
minimizers for C— functionals. Fact is that every local C'—minimizer of Eq is a local W1P(Q)-
minimizer of Eg which is proven in similar form in Proposition 3.1.11. This result reads as

follows.

Proposition 3.2.10. If zg € WYP(Q) is a local C1(Q2)-minimizer of Ey meaning that there
exists rp > 0 such that

Eo(z0) < Eo(zo + h) forall h e Cl(ﬁ) with ||h||C1(§) <n,
then zq is a local minimizer of Ey in WYP(Q) meaning that there exists r, > 0 such that
Eo(z0) < Eo(zo+ h)  for all h € WHP(Q) with ||hl|wip(q) < r2.

With the aid of Proposition 3.2.10, we can formulate the next lemma about the existence of

local and global minimizers with respect to the functionals E,, E_ and Ep.

Lemma 3.2.11. Let a> A\ and b > A\1. Then the extremal positive solution u, of (3.2.1)
is the unique global minimizer of the functional E. and the extremal negative solution u_ of
(3.2.1) is the unique global minimizer of the functional E_. In addition, both u; and u_ are

local minimizers of the functional Ey.

Proof. As E, : WLP(Q) — R is coercive and weakly sequentially lower semicontinuous, its
global minimizer vy € W1P(Q) exists (cf. [123, Theorem 25.D]) meaning that v, is a critical
point of E;. Concerning Lemma 3.2.9 we know that v is a nonnegative solution of (3.2.1)
satisfying 0 < v4 < u;. Due to condition (H2)(gl) there exists a number §, > 0 such that

lg(x,s)| < (a— \)sP7 L, Vs:0<s <4, (3.2.37)
Choosing ¢ < min {”;ﬁ, Msﬁ} and applying assumption (H1)(f4), inequality (3.2.37) along

with the Steklov eigenvalue problem implies

ep1(x) A\ —a »
Ei(ep1) = — /Q/O f(x, s)dsdx + Pllerllioaq)

p
ep1(x)
—// g(x, s)dsdo
o0 Jo

A1—a ep1(x) B
< EPH<P1HIZp(aQ) + /39/0 (a—A1)s? ldsdo

=0.

From the calculations above, we see at once that E;(v;) < 0 which means that v # 0. This
allows us to apply Lemma 3.2.7 to get v; € int(C(Q);). Since uy is the smallest positive
solution of (3.2.1) in [0, ¥,€] fulfilling 0 < v < w4, it must hold vy = u; which proves that

uy is the unique global minimizer of E,. The same considerations show that u_ is the unique
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global minimizer of E_. In order to complete the proof, we are going to demonstrate that
uy and u_ are local minimizers of the functional Ep, too. The extremal positive solution vy
belongs to int(C1(Q);) which means that there is a neighborhood V,,, of u, in the space C}(Q)
satisfying V,,, C C}(Q);. Therefore Ey = Ey on V,,, proving that u is a local minimizer of
Eo on C1(Q). Applying Proposition 3.2.10 yields that u, is also a local minimizer of Eq on the
space W1P(Q). Similarly we see that u_ is a local minimizer of Ey which completes the proof.

[l

Lemma 3.2.12. The functional Ey : WYP(Q) — R has a global minimizer vy which is a
nontrivial solution of (3.2.1) satisfying u_ < vo < uy.

Proof. As we know, the functional Ey : WP(Q) — R is coercive and weakly sequentially
lower semicontinuous. Hence, it has a global minimizer vy. More precisely, vy is a critical point
of Eg which is a solution of (3.2.1) satisfying u_ < vy < uy (see Lemma 3.2.9). The fact that
Eo(uy) = Ef(uy) < 0 (see the proof of Lemma 3.2.11) proves that vg is nontrivial meaning

Vo # 0. [l
3.2.4 Existence of Sign-Changing Solutions

In order to prove the existence of a sign-changing solution of problem (3.2.1), we have to show
first that the functional Eg introduced in Section 3.2.3 satisfies the Palais-Smale condition. The

following result is proven in similar form in Lemma 3.1.14.

Lemma 3.2.13. Let A, B, C: WYP(Q) — (WP(Q))* be given by
(A(u), v) ::/ |Vu|p2Vqudx+/ |lulP~2uvdx,
Q Q
(B(u), v) = / (anQ(x, u)P~t — b| T2 (x, u)|[P~ 1) vdx,
o0

(C(u),v) = /Q f(x, To(x, u))vdx + /BQ g(x, TO%(x, u))vdx,

then A is continuous, continuously invertible and the operators B, C are continuous and com-
pact.

We obtain the following lemma.
Lemma 3.2.14. The functional Eg : WYP(Q) — R fulfills the Palais-Smale condition.

Proof. Let (u,) C W'P(Q) be a sequence such that Eg(u,) is bounded and Ef(u,) — 0 as n
tends to infinity. Applying Young's inequality and the compact embedding W1P(Q) — LP(0RQ)
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along with the premise |Eo(up)| < M for all n provides

M > EO(Un)
un(x)
= 1 |:HVUnH;Zp(Q) + ”UnHFZp(Q):| _/ / f(X, TU(X, S))deX
p QJo

un(x)
—/ / [aTj?Q(X, s)”*1 — b T?Q(X, s)|p*:l + g(x, T(?Q(X, s))] dsdo
o0 J0o
> (1/p—e1—e2—e3 = &a)|tnlly1pq) — C-

We select ¢, i =1, ..., 4 sufficiently small to have 1/p —e1 —e3 —e3 —e4 > 0. This yields the
boundedness of u, in W'P(Q), and thus, we get u, — u for a subsequence of u, still denoted
with u,. We obtain

A(up) — AB(up) — C(up) = Ej(un) — 0,
which implies the existence of a sequence (5,) C (W1P(2))* converging to zero such that
up = AX(AB(un) + C(un) + 6n).

Lemma 3.2.13 shows that B, C are compact and A~! is continuous. Passing to the limit in the

previous equality yields
up — AL AB(u) + C(v)) =: u,
meaning that v, — u strongly in WP(Q). O

The main result in this subsection about the existence of a nontrivial solution of problem (3.2.1)

is phrased as follows.

Theorem 3.2.15. Under hypotheses (H1)—(H3) problem (3.2.1) has a nontrivial sign-changing
solution ug € C(Q).

Proof. In view of Lemma 3.2.12 the existence of a global minimizer vy € W'P(Q) satisfying
vo # 0 has been proven. This means that vy is a nontrivial solution of (3.2.1) belonging to
[u_,uy]. If vo # u_ and vy # uy, then up := vy must be a sign-changing solution since u_ is
the greatest negative solution and v is the smallest positive solution of (3.2.1) which proves
the theorem in this case. We still have to prove the theorem in case that either vy = u_ or
vo = uy. Let us only consider the case vy = vy because the case vo = u_ can be proven
similar. The function u_ is a local minimizer of Ey. Without loss of generality we suppose that
u_ is a strict local minimizer, otherwise we would obtain infinitely many critical points v of Ey
which are sign-changing solutions due to v < v < u; and the extremality of the solutions

u—, uy. Under these assumptions, there exists a p € (0, [luy — u_|[w1r(q)) such that

Eo(uy) < Eo(u-) < inf{Eg(u) : u € 0B,(u-)}, (3.2.38)
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where 0B, = {u € W'P(Q) : [|u — u_||w1sq) = p}. Now we may apply the Mountain-Pass
theorem to Eg (cf. Theorem 2.4.4) thanks to (3.2.38) along with the fact that Ey satisfies
the Palais-Smale condition (see Lemma 3.2.14). This yields the existence of up € WP(Q)
satisfying Eg(ugp) = 0 and

inf{Eo(u) : u € 0B,(u-)} < Eo(up) = ;glf_l terF—al)fl] Eo(m(t)), (3.2.39)

where
N={reC([-1,1, WrP(Q): 7(-1) = u_, 7(1) = uy}.

One easily verifies that (3.2.38) and (3.2.39) imply up # u_ and ug # uy. Hence, up is a
nontrivial sign-changing solution of (3.2.1) provided up # 0. We have to show that Eg(up) < 0
which is fulfilled if there exists a path 7 € I1 such that

Eo(7(t)) <0, Vte[-1,1]. (3.2.40)

Let S = WhP(Q) N aBY ), where 9B = {u € LP(0Q) : ||ullirpa) = 1}, and
Sc = SN CY(R) be equipped with the topologies induced by W1P(Q) and C(Q), respectively.

Furthermore, we set

Mo ={me C([-1,1],5) : w(-1) = —¢1,7(1) = 1},
Mo,c = {m € C([-1,1], 5¢) : m(=1) = —¢1,7(1) = ¢1}.

Because of the results of Martinez and Rossi in [97] there exists a continuous path m € [y
satisfying t — m(t) € {u € WHP(Q) : 1@b)(u) <0, |lullraq) = 1} provided (a, b) is above
the curve C. Recall that the functional /(20) is given by

2b) — /(|vaP |u[P)dx — / (a(u™ )P + b(u)P)do. (3.2.41)
Q o0
This implies the existence of p > 0 such that
1P (n(t)) < —pp <0, Vte[-1,1]. (3.2.42)

It is well known that S¢ is dense in S which implies the density of Mg ¢ in My. Thus, a

continuous path my € Mg ¢ exists such that
11D (2(2)) — 1D (1)) < g vt e [-1,1]. (3.2.43)
The boundedness of the set mo([—1,1])(Q2) in R ensures the existence of M > 0 such that
|mo(t)(x)| < M for all x € Q and for all t € [-1,1]. (3.2.44)

Lemma 3.2.8 yields that vy, —u_ € int(CY(Q)4). Thus, for every u € mo([—1,1]) and any
bounded neighborhood V,, of uin C1(Q) there exist positive numbers h, and j, satisfying

uy —hv €int(CY(Q)y) and  —u_ +jv € int(CHQ),), (3.2.45)
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forall h:0< h<h, forallj:0<j<j, and for all v € V. Using (3.2.45) along with a
compactness argument implies the existence of ¢9 > 0 such that

u_(x) <emp(t)(x) < up(x), (3.2.46)

for all x € Q, for all t € [-1, 1] and for all ¢ < gg. Representing Ep in terms of 1(2.b) \we obtain
Eo(u) f/<a ) (1) +/ (a(ut)? + b(u™)P)do —/ / F(x, To(x, s))dsdx

/E)Q/ (aTaQ (x,s)P7Y — b| T x, s)|P~ ) dsdo (3.2.47)

/m/ x, 5))dsdor.

In view of (3.2.46) we get for all ¢ < gp and all t € [-1, 1]

E()(Eﬂ'o(t))

1 emo(t emo(t)(x)
=5 10) (erro(t) // f(x, s)dsdx—/ / g(x,s)dsdo
a9 Jo
E7To(t
=P [llj/(a b) / / f(x, s)dsdx

1 emo(t)(x) 3.2.48
— 6p/ / g(x, s)dsda] ( )
aa Jo

b1 emol(£)(x)
<eP ~2 + = Jq /0 f(x,s)ds| dx
1

T

emo(t)(x)
/ g(x,s)ds|do| .
0

Due to hypotheses (H1)(f1) and (H2)(gl) there exist positive constants d1, d2 such that

o0

|f(x, s)]< ]s\p 1 foraa. xcQandalls:|s| <4y,
(3.2.49)
lg(x,s)] < 5I\/IP’S‘p 1 foraa. x€dQandalls:|s| < do.
Choosing € > 0 such that € < min{eo, 91 52} one obtains by using (3.2.49)
emo(t)(x)
1 / f(x,s)ds| dx < 1,
eP Ja|Jo 5p'
(3.2.50)
1 /Eﬂo(t)(x) ( )d d M
— g(x,s)ds|do < —.
o |Jo 5p
Applying (3.2.50) to (3.2.48) yields
Eo(emo(t)) <eP(—— + L+ By <o, forall te[-1,1]. (3.2.51)

2p bp b5p
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We have constructed a continuous path emg joining —ep1 and 1. In order to construct

continuous paths 74, m_ connecting 1 and u,, respectively, u_ and —ep1, we first denote
¢ = Ei(epr),  me=Ep(us),  EY ={ue W'P(Q): Ey(u) < ¢t}

It holds m, < c, because uy is a global minimizer of E,. By Lemma 3.2.9 the functional E
has no critical values in the interval (m4, c;]. The coercivity of E; along with its property to
satisfy the Palais-Smale condition (see Lemma 3.2.14) allows us to apply the Second Deforma-
tion Lemma (see, e.g. [73, p. 366]) to E. This ensures the existence of a continuous mapping
n e C([0,1] x ESH, ET") satisfying the following properties:

(i) n(0,u) =u forall ue E},
(i) n(1,u) = uy forallue EF,
(i) Ey(n(t,u)) < Ex(u), Vte€[0,1] and Vu € ES.

Next, we introduce the path 7, : [0,1] — WZYP(Q) given by 7. (t) = n(t,ep1)t =
max{n(t, ep1),0} for all t € [0,1] which is obviously continuous in W1P(Q) joining e¢;
and uy. Additionally, one has

Eo(m (1)) = Eo(m4(t)) < Ex(n(t, ep1)) < Ex(epr) <0 forall te[0,1].  (3.2.52)

Similarly, the Second Deformation Lemma can be applied to the functional E_. We get a

continuous path 7_ : [0, 1] — WYP(Q) connecting —ep1 and u_ such that
Eo(m—(t)) <0 forall t €]0,1]. (3.2.53)

In the end, we combine the curves m_, emp and 7 to obtain a continuous path 7 € I1 joining
u_ and uy. Taking into account (3.2.51), (3.2.52) and (3.2.53) we see ug # 0. This yields the
existence of a nontrivial sign-changing solution uy of problem (3.2.1) satisfying u_ < ug < uy

which completes the proof. O



Chapter 4
General Comparison Principle for Variational-

Hemivariational Inequalities

Let Q ¢ RN, N > 1, be a bounded domain with Lipschitz boundary 9Q. By WP(Q) and
W&'p(Q), 1 < p < 0o, we denote the usual Sobolev spaces with their dual spaces (W1P(Q))*
and W~19(Q), respectively, where g is the Hlder conjugate satisfying %—l—% = 1. We consider
the following elliptic variational-hemivariational inequality: Find v € K such that

(Au+ F(u),v —u) + /Jf(, u; v — u)dx +/ S5, yu;yv —yu)do > 0, (4.0.1)
Q o

for all v € K where j@(x,s;r), k = 1,2 denotes the generalized directional derivative of the

locally Lipschitz functions s — jik(x, s) at s in the direction r given by

: o)
Je(x,s;r) = lim suka(X'y i rt) Jk(X'y), k=12, (4.0.2)

y—s,t]0

(cf. Section 2.3). We denote by K a closed convex subset of W'P(Q) and A is a second-order
quasilinear differential operator in divergence form of Leray-Lions type given by

oo
Au(x) == 5,21, u(x), Vu(x)).
i=1

The operator F stands for the Nemytskij operator associated with some Carathéodory function
f:Q xR xRN — R defined by

F(u)(x) = f(x, u(x), Vu(x)). (4.0.3)

Furthermore, we denote the trace operator by v : WP(Q) — LP(9S) which is known to be
linear, bounded and even compact.

The aim of this chapter is to establish the method of sub- and supersolutions for problem (4.0.1).
We prove the existence of solutions between a given pair of sub-supersolution assuming only a

local growth condition on Clarke's generalized gradient which extends results recently obtained
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by S. Carl in [19]. To complete our findings, we also present the proof for the existence of
extremal solutions of problem (4.0.1) for a fixed ordered pair of sub- and supersolutions in case
A has the form

N
Au(x) = — Z ;Xi ai(x, Vu(x)). (4.0.4)

In the second part we consider (4.0.1) with a discontinuous Nemytskij operator F involved,
which extends results in [120] and partly of [21]. Finally, we construct some sub- and super-
solution of problem (4.0.1) where we make use of the special case A = —A, which is the
negative p-Laplacian. Let us consider some special cases of problem (4.0.1) where we suppose
A= —A,, too.

(1) If K= WYP(Q) and ji are smooth, problem (4.0.1) reduces to
(—QApu+ F(u),v) +/J{( u)vdx —I—/ G yu)yvde =0, Vv e WHP(Q),
Q o9

which is equivalent to the weak formulation of the nonlinear boundary value problem

—Apu+ F(u)+ji(u)=0 inQ,

ou
Ew +jo(yu) =0  on 99,

where 3—5 denotes the conormal derivative of u. The method of sub- and supersolution

for this kind of problems is a special case of [18].

(2) For f € W™19(Q), K € WyP(Q) and j, = 0, (4.0.1) corresponds to the variational-

hemivariational inequality given by
(=Apu+f,v—u) —i—/jf(-,u;v— u)dx >0, YveK,
Q

which has been discussed in detail in [17].

(3) K C Wol’p(Q) and jx = 0, then (4.0.1) is a classical variational inequality of the form
ueK: (=Apu+F(u),v—u)>0, VvekK,
whose method of sub- and supersolution has been developed in [28, Chapter 5].

(4) Let K = Wol’p(Q) or K = WP(Q) and ji not necessarily smooth. Then problem
(4.0.1) is a hemivariational inequality which contains for K = Wol’p(Q) as a special case

the following Dirichlet problem for the elliptic inclusion

—Apu+ F(u)+0j(-,u)>0 inQ,

(4.0.5)
u=20 on 012,
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and for K = W1P(Q) the elliptic inclusion

—Apu+ F(u)+0j1(-,u)20  inQ,
(4.0.6)

ou .
5—1—8]2(-#) 50 onoq,

where the multivalued functions s — 9jk(x,s), k = 1,2 stand for Clarke's generalized

gradient of the locally Lipschitz functions s — jk(x,s), k = 1,2 given by
Ojk(x,s) ={£ e R: jR(x,s;r) > &r,Vr € R} (4.0.7)
Problems of the form (4.0.5) and (4.0.6) have been studied in [39] and [18], respectively.

Existence results for variational-hemivariational inequalities with or without the method of sub-
and supersolutions have been obtained under different structure and regularity conditions on the
nonlinear functions by various authors. We refer for example to [12, 29, 30, 69, 75, 82, 91, 94].
In case that K is the whole space Wol’p(Q) or WLP(Q), respectively, problem (4.0.1) reduces
to a hemivariational inequality which has been treated in [10, 40, 48, 68, 70, 80, 84, 93, 101].
Comparison principles for general elliptic operators A including the negative p-Laplacian —A,
and Clarke's generalized gradient s — 0j(x, s) satisfying a one-sided growth condition in the
form

G<b+als—s) (4.0.8)

for all & € 0j(x,si),i = 1,2, for a.a. x € Q, and for all s1, s, with s; < s, can be found in
[28]. Inspired by results recently obtained in [39] and [38], we prove the existence of (extremal)
solutions for the variational-hemivariational inequality (4.0.1) within a sector of an ordered pair
of sub- and supersolutions u, T without assuming a one-sided growth condition on Clarke's

generalized gradient of the form (4.0.8).

4.1 Notation of Sub- and Supersolutions

For functions u, v : Q — R we use the notation uAv = min(u, v), uVv =max(u,v), KAK =
{unv:uve K}, KVK={uVvv:uveK} anduNK={u} ANK,uVK={u}V K and
introduce the following definitions.

Definition 4.1.1. A function u € WYP(Q) is said to be a subsolution of (4.0.1) if the
following hold:

() F(u) € L9(9),
(i) (Au+F(u), W—U>+/ij(',U; W—U)dX+/E)Qj§(',7U;’yW—7u)da >0, VweuArK.

Definition 4.1.2. A function u € WYP(Q) is said to be a supersolution of (4.0.1) if the
following hold:
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(i) F(o) € L9(Q),
(i) <Au+F(u),w—u)+/jf(-,u;w—u)dx+/ S5, yu;yw—~u)do >0, Vw e uVK.
Q o
In order to prove our main results, we additionally assume the following

uVvVKCK, uUANK CK. (4.1.1)

4.2  Preliminaries and Hypotheses

Let 1 < p < o0, % +% =1, and assume for the coefficients a; : Q x Rx RV - R,i=1,..., N

the following conditions.

(A1) Each aj(x, s, &) satisfies Carathéodory conditions, i.e., is measurable in x € Q for all
(s,€) € R x RN and continuous in (s, £) for a.a. x € Q. Furthermore, a constant ¢y > 0
and a function ko € L9(2) exist such that

|ai(x, 5, €)| < ko(x) + col|s[P~ + ¢[P7),

for a.a. x € Q and for all (s,&) € R x RV, where |¢| denotes the Euclidian norm of the

vector £.

(A2) The coefficients a; satisfy a monotonicity condition with respect to £ in the form

N

3 (ai(x,s.€) — ailx, s, €))(E — &) > 0,

i=1

fora.a. x € Q, for all s € R, and for all £, & € RN with ¢ # ¢

(A3) A constant ¢; > 0 and a function k; € L}(Q) exist such that

N

ai(x,s,&)& > alé|P — ki(x),
i=1

fora.a. x € Q, for all s € R, and for all £ € RN,

Condition (A1) implies that A : W1P(Q) — (W'P(Q))* is bounded continuous and along with
(A2) it holds that A is pseudomonotone. Due to (A1) the operator A generates a mapping
from WL1P(Q) into its dual space defined by

N
_ _ dp
(Au, p) = /Q;a,(x, u,Vu)a—Xidx,

where (-, -) stands for the duality pairing between W1P(Q) and (W1P(Q))*. Assumption (A3)
is a coercivity type condition.

Let [u, 7] be an ordered pair of sub- and supersolutions of problem (4.0.1). We impose the
following hypotheses on ji and the nonlinearity f in problem (4.0.1):
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(1) x+— ji(x,s) and x — jo(x, s) are measurable in Q and 0%, respectively, for all s € R.

(J2) s+ ji(x,s) and s — ja(x,s) are locally Lipschitz continuous in R for a.a. x € Q and

for a.a. x € 09, respectively.

(J3) There are functions Ly € L () and L, € LI (9Q) such that for all s € [u(x), u(x)] the
following local growth conditions hold:
n € dji(x,s):|n| < Li(x), fora.a. x€Q,

(4.2.1)
€ € 0ja(x,s):[¢] < Ly(x), fora.a. xe 0.

(F1) (i) x — f(x,s,€) is measurable in Q for all (s, &) € R x RV.
(ii) (s,€) = f(x,s,£) is continuous in R x RN for a.a. x € Q.

(iii) There exist a constant ¢, > 0 and a function k3 € LI (Q) such that
f(x.5.)| < ka(x) + cal€]P7,
fora.a. x € Q, for all ¢ € RN, and for all s € [u(x), T(x)].

Note that the associated Nemytskij operator F defined by F(u)(x) = f(x, u(x), Vu(x)) is
continuous and bounded from [u, 7] € W1P(Q) to LI(Q) (cf. [123]). We recall that the
normed space LP(Q2) is equipped with the natural partial ordering of functions defined by u < v
if and only if v — u € L} (Q) where LF (Q) is the set of all nonnegative functions of LP().

Based on an approach in [39], the main idea in our considerations is to modify the functions

Jk. First we set for k =1,2

ak(x) :=min{{ : £ € Oji(x, u(x))}, Br(x) :=max{¢: &€ € Aju(x,u(x))}.  (4.2.2)

By means of (4.2.2) we introduce the mappings 71 QxR — R and 72 1 02 x R — R defined
by

B Jk(x, u(x)) + ou(x)(s — u(x)) ifs < u(x),
Jk(x,8) = 9 jk(x,s) if u(x) <s <1(x), (4.2.3)
Jk(x,T(x)) + Bk(x)(s — u(x)) if s > (x).

The following lemma provides some properties of the functions j; and Jo.

Lemma 4.2.1. Let the assumptions (j1)-(j3) be satisfied. Then the modified functions
1:QxR—>Randj,: 00 x R — R have the following characteristics:

(j1) x — ji(x,s) and x — jo(x, s) are measurable in Q and 8, respectively, for all s € R
and s — ji(x,s) and s — jo(x, s) are locally Lipschitz continuous in R for a.a. x € Q

and for a.a. x € 0N, respectively.
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(j2) Let dji(x,s) be Clarke's generalized gradient of s — ji(x,s). Then for all s € R the
following estimates hold true:

nedj(xs): n <Li(x), foraa xeQ,

~ (4.2.4)
€€ 0jax,s): €| < Ly(x), fora.a xe Q.
(73) Clarke's generalized gradient of s — jk(x, s), k =1,2, is given by
ak(x) if s < u(x),
Aje(x, u(x))  ifs = u(x),
Dji(x,5) = 4 Dju(x. 5) if u(x) < s < T(x), (4.2.5)
ju(x,u(x))  if s =u(x),
Br(x) if s > u(x),

and the inclusions 8ji(x, u(x)) C dj(x, u(x)) and dji(x,T(x)) C djk(x, u(x)) are valid
fork =1,2.

Proof. With a view to the assumptions (j1)—(j3) and the definition of i in (4.2.3), one verifies

the lemma in few steps. O

With the aid of Lemma 4.2.1, we introduce the integral functionals J; and J, defined on LP(Q2)
and LP(0R), respectively, given by

() = /jl(x, u(x))dx, u € LP(),
“ (4.2.6)

b(v) :/mj'zu, v(x))do, v e LP(OQ).

Due to the conditions (j1)-(j2) and Lebourg’s mean value theorem (see [43, Chapter 2]), the
functionals J; : LP(2) — R and J; : LP(02) — R are well-defined and Lipschitz continuous
on bounded sets of LP(€2) and LP(0X2), respectively. This implies among others that Clarke's
generalized gradients 9J; : LP(Q) — 2D and 9y : LP(0Q) — 2L(%D) are well-defined, too.
Furthermore, by means of Aubin-Clarke's theorem (see [43]), for u € LP(Q2) and v € LP(0Q)

we get

n e dh(u) = n e L9(Q) with n(x) € dj1(x, u(x)) for a.a. x € Q,

~ 4.2.7
£ € 0h(v) = & € LI(0N) with £(x) € 0ja(x, v(x)) for a.a. x € 9. ( )

We denote by i* : LI(Q) — (WLP(Q))* and v* : LI(0Q) — (WLP(Q))* the adjoint operators
of the imbedding i : W1P(Q) — LP(Q) and the trace operator v : W1P(Q) — LP(0RQ),

respectively, given by

<i*nys0>=/QWde Vo € WHP(Q), (v*€, o) Z/mfwda Vo € WHP(Q).
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Next, we introduce the following multivalued operators
®1(u) == (i* 00 o i)(u), Dy (u) == (v 00l o) (v), (4.2.8)

where i, i*, 7, v* are defined as mentioned above. The operators ®,, k = 1, 2, have the following
properties (see e.g. [18, Lemma 3.1 and Lemma 3.2]).

Lemma 4.2.2. The multivalued operators ®; : WhP(Q) — 2W" (@) and &, : WLP(Q) —

2WH Q)" are bounded and pseudomonotone.

Let b: Q x R — R be the cut-off function related to the given ordered pair u, 7 of sub- and

supersolutions defined by
(s —u(x))P~1 if s> T(x),
b(x,s) =40 if u(x) < s <u(x), (4.2.9)
—(u(x) —s)P71 if s < u(x).
It is clear that the mapping b is a Carathéodory function satisfying the growth condition
1b(x, 5)| < ka(x) + c3|s|P7?, (4.2.10)

for a.a. x € Q, for all s € R, where ks € L(Q) and c3 > 0. Furthermore, elementary

calculations show the following estimate
/ b(x, u(x))u(x)dx > C4||U||’ZP(Q) — o5, Yue LP(Q), (4.2.11)
Q

where ¢4 and ¢ are some positive constants. Due to (4.2.10) the associated Nemytskij operator
B : LP(Q2) — L9(Q2) defined by

Bu(x) = b(x, u(x)), (4.2.12)
is bounded and continuous. Since the embedding i : WP(Q) — LP(Q) is compact, the

composed operator B := i* o Bo i : WhP(Q) — (WLP(Q))* is completely continuous.

For u € W1P(Q), we define the truncation operator T with respect to the functions u and T

given by
u(x) if u(x) > u(x),
Tu(x) = < u(x) if u(x) < u(x) < T(x), (4.2.13)
u(x) if u(x) < u(x).

The mapping T is continuous and bounded from WP(Q) into W'P(Q) which follows from
the fact that the functions min(-,-) and max(-, -) are continuous from W1P(Q) to themselves
and that T can be represented as Tu = max(u, u) + min(u,w) — u (cf. [77]). Let Fo T be
the composition of the Nemytskij operator F given by

(F o T)(u)(x) = f(x, Tu(x), V Tu(x)).
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Due to hypothesis (F1)(iii), the mapping Fo T : WP(Q) — L9(Q) is bounded and continuous.
We set F : i* o (Fo T): WLP(Q) — (W'P(Q))* and consider the multivalued operator

A= Aru+F + AB+ &1 + &y : WIP(Q) — 2W (@) (4.2.14)

where X is a constant specified later and the operator At is given by

(ATu, ) Z/ x, Tu, Vu) afdx

We are going to prove the following properties for the operator A

Lemma 4.2.3. The operator A : wir(Q) — 2WH(Q)" s bounded, pseudomonotone and

coercive for X sufficiently large.

Proof. The boundedness of A follows directly from the boundedness of the specific operators
AT, /I-: E ®; and ®,. As seen above, the operator Bis completely continuous and thus
pseudomonotone. The elliptic operator A+ + Fis pseudomonotone because of hypotheses
(A1), (A2), and (F1), and in view of Lemma 4.2.2 the operators ®; and ®, are bounded and
pseudomonotone as well. Since pseudomonotonicity is invariant under addition, we conclude
that A : W1P(Q) — 2W" ()" is bounded and pseudomonotone. To prove the coercivity of
A, we have to find a real-valued function ¢ : R, — R satisfying

lim c(s) = +oo, (4.2.15)

s—00
such that for all u € WXP(Q) and u* € A(u) the following holds
(0", u—wo) = c(lullwrr@))llullwrea), (4.2.16)
for some ug € K. Let u* € Z\(U) that is, u* is of the form
= (A1 + F + AB)(u) + i*n + ¢,

where n € L9(Q) with 5(x) € da(x, u(x)) for aa. x € Q and £ € L9(dQ) with £(x) €
dja(x, u(x)) for a.a. x € OQ. Applying (A1), (A3), (F1)(iii), (4.2.11), (j2), the trace operator
v WHP(Q) — LP(0Q) and Young's inequality yields

(u™, u— up)

= (A1 + F + AB)(u) + "+ 7"€, u — uo)

/Z x, Tu, Vu) Ou 8Xau0d —i—/ﬂ(f(-, Tu, VTu)(u — up) + Ab(x, u)(u — ug))dx

1

+/Qn(u—uo))dx+/m§’y(u—uo)d0

> 1| VullBugy — lall sy — dullullZaky — dallVullZrdy — ds — £ Vull 2y — €()lullZuey
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— ds||ull o) — d6l| Vullpgy — dr + Acallullfoq) — Acs — ds — dol|ullFrig
— dol|ulle(e) — ci1 — dizl|ullp(00) — di3

= (c1 = )| Vullfp ) + (\ea = c(@)[ullfniqy — drall Vullfogy — disllullfrgy
— ds||ullr(q) — 7,

where d; are some positive constants. Choosing ¢ < ¢; and A such that A > %f) yields the

estimate
—1
(u", u— uo) > dig|ullfy1pq) — drollulllyisgy — dollullwre(e) — dar.

Setting c(s) = digsP ™1 —d1gsP ™2 —dag — % for s > 0 and ¢(0) = 0 it follows that (4.2.15) and
(4.2.16) are satisfied. This proves the coercivity of A and completes the proof of the lemma.
O

4.3 Existence and Comparison Results

Theorem 4.3.1. Let hypotheses (A1)—-(A3), (j1)-(j3) and (F1) be satisfied and assume the
existence of sub- and supersolutions u and T, respectively, satisfying u < T and (4.1.1). Then,

there exists a solution of (4.0.1) in the order interval [u, T].

Proof. Let Ix : W1P(Q) — RU {+oc0} be the indicator function corresponding to the closed
convex set K # () given by

0 if vekK,
Ik(u) = (4.3.1)
+o0 if vuédK,
which is known to be proper, convex and lower semicontinuous. The variational-hemivariational

inequality (4.0.1) can be rewritten as follows. Find u € K such that

(Au+ F(u), v —u) + Ix(v) — Ix(u) + /Jf( u; v — u)dx

“ (4.3.2)

+/ B yu;yv —yu)do >0, Vv e WHP(Q).
12]9)

By using the operators A, F, B and the functionsj’ljg introduced in Section 4.2, we consider
the following auxiliary problem. Find u € K such that

(Aru+ F(u) + AB(u), v — u) + I (v) — Ix(u) + / 2, u v — u)dx

N @ (4.3.3)

+/ S yu;yv —yu)do >0, Vv e WHP(Q).
o0

Consider now the multivalued operator

A+l WEP(Q) — 2W ()" (4.3.4)
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where A is as in (4.2.14) and dlx : WLP(Q) — 2W™(D)" is the subdifferential of the
indicator function /x which is known to be a maximal monotone operator (cf. [104, Page 20]).
Lemma 4.2.3 provides that A is bounded, pseudomonotone and coercive. Applying Theorem
2.2.20 proves the surjectivity of A + dlx meaning that range(A + dlx) = (WLP(Q))*. Since
0 € (WLP(Q))*, there exists a solution u € K of the inclusion
A(u) + 0l (u) 3 0. (4.3.5)
This implies the existence of n* € ®1(u), {* € 2(u), and 6* € Olk(u) such that
Aru+ F(u)+ ABu) + 1"+ & +6* =0, in (WHP(Q))*, (4.3.6)

where it holds in view of (4.2.7) and (4.2.8) that n* = i*n and £* = v*¢ with n € L9(2) and
n(x) € O (x, u(x)) as well as ¢ € LI(0Q) and £(x) € dja(x, yu(x)). Due to the Definition of
Clarke's generalized gradient 67/((-, u), k =1,2, one gets

(", ) = /SIU(X)w(X)dX < /Qj'f(xy u(x); p(x))dx, Vo € WHP(Q),

437
(€ p) = /BQ E(x)ye(x)do < /6)975(& yu(x);vp(x))do, Ve € WHP(Q). 20
Moreover, we have by the definition of O/
0, v —u) < Ix(v) — Ix(u), Yve WHP(Q). (4.3.8)
From (4.3.6) we conclude
(Aru+ F(u) + AB(u) + 7" + & +6%,¢) =0, Vo e WHP(Q). (4.3.9)

Applying the estimates in (4.3.7) and (4.3.8) to the equation above where ¢ is replaced by
v — u yields for all v € W1P(Q)
0= (Ar — Apu+/l-:(u)+/\§(u)—|-77* +&+60%v—u)
< (Aru+ F(u) + AB(u), v — u) + I (v) — Ix(v)

+ /jf( u; v — u)dx +/ 75(~,’yu;'yv — yu)do.
Q o0

Hence, we obtain a solution u of the auxiliary problem (4.3.3) which is equivalent to the problem
below: Find u € K such that

(Aru+ F(u) + AB(u), v — u) + /jf(., Ui v — u)dx

_ ? (4.3.10)

+/ J5(,yu;yv —yu)do >0, Vv e K.
o

In the next step we have to show that any solution u of (4.3.10) belongs to [u, T]. By Definition
4.1.2 and by choosing w =7V u=1+ (u—1u)" €TV K, we obtain

(AT + F(@), (u—8)*) + /Q J2( T (u —T) ) + /a (A=) )do >0,
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and selecting v=uAu=u— (u—1u)*t € K in (4.3.10) provides

(Aru+ F(u) + AB(u), —(u — 1)1 + /’jf(-, u; —(u — )" )dx
Q
+/ B, yu; —y(u—1)")do > 0.
Glo}
Adding these inequalities yields

N u—T1u)t
; /Q (a:(x. T, Va) — ai(x, Tu, V) L ~ )

= [(F@ - (Fo D)o - 1) o
"’/Q(J'f(',U;1)+7f(-,u;—1))(u—u)+dx (4.3.11)
+ aQ(jﬁ)(‘v’Yﬂ;1)+J~'§(’vVU;—1))’y(u—H)+do—

u)(u—1)Tdx.
>0 [ Bl -a)'d

Let us analyze the specific integrals in (4.3.11). By using (A2) and the definition of the

truncation operator, we obtain

u—1u)"
/(a,-(x,u, Vo) — ai(x, Tu, V”))a(ax-)
Q i

[ (F@ = (Fo @) - ex =0

dx <0,
(4.3.12)

Furthermore, we consider the third integral of (4.3.11) in case u > u. Otherwise it would be
zero. Applying (4.2.3) proves

B (x u(x); -1)

~ s 1)~ h(x,
= limsup Jilx.s )~ ji(x.5)
s—u(x),t]0 t

Alx8(x)) + A1(x)(s — t —u(x)) = a(x. u(x)) = Ai(x)(s — u(x))
t

= limsup
s—u(x),t|0

= limsup —Hilx)t
s—u(x),t]0 t

= —B1(x).

Proposition 2.3.6 along with (4.2.2) shows
0 a(x)i1) = max{¢ « € € Oj1(x, U(x))} = fu(x)-
We obtain

/ (P, B 1) + (0 1)) (u — 1) " dx = / (B1(x) — Bu())(u—B) " dx =0,  (43.13)
Q Q
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and analogous to this calculation
[ G3.9m D) + 3w 1)~ 0) o =0, (+3.19)
0N

Due to (4.3.12), (4.3.13), and (4.3.14), we immediately realize that the left-hand side in (4.3.11)

is nonpositive. Thus, we have
0> )\/ B(u)(u — 1) dx
Q

_ )\/Q b, u)(u — 1) dx

= )\/ (u—1)Pdx
{x:u(x)>u(x)}

= )\/((u — ) ")Pdx
Q

>0

which implies (u — 7)™ = 0 and hence, u < u. The proof for u < u is done in a similar
way. So far we have shown that any solution of the inclusion (4.3.5) (which is a solution of
(4.3.3) as well) belongs to the interval [u,u]. The latter implies Aru = Au, B(u) = 0, and
(Fo T)(u) = F(u), and thus from (4.3.5) it follows

(Au+ F(u)+i"n+~"¢,v—u) >0, VYveK,

where n(x) € 9j(x, u(x)) C dj(x, u(x)) and &(x) € Dja(x,yu(x)) C Bja(x, yu(x)) which
proves that u € [u, 0] is also a solution of our original problem (4.0.1). This completes the
proof of the theorem. O

4.4  Compactness and Extremality Results

Let S denote the set of all solutions of (4.0.1) within the order interval [u, T]. In addition, we

will assume that K has lattice structure, that is, K fulfills
KV KCK, KANKCK. (4.4.1)

We are going to show that S possesses the smallest and greatest element with respect to the

given partial ordering.

Theorem 4.4.1. Let the hypothesis of Theorem 4.3.1 be satisfied. Then the solution set S
is compact.

Proof. First, we are going to show that S is bounded in W1P(Q). Let u € S be a solution of
(4.3.2) and notice that S is LP(2)-bounded because of u < u <. This implies yu < yu < ~u
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and thus, u is also bounded in LP(02). Choosing a fixed v = up € K in (4.3.2) gives

(Au+ F(u), up — u) + / J (-, u; ug — u)dx —I—/ 3 (-, yu; yup — yu)do > 0.
Q o0

Using (A1), (j3), (F1)(iii), Proposition 2.3.6 and Young's inequality yields

i dx—i—/ |f(x, u, Vu)||ug — u|dx
i Q

N
9
(Au, u) S/Q;\a;(x, 0, Vu) |50

+ /Q max{n(ug — u) : n € Ij1(x, u)}dx + /BQ max{{(up — u) : £ € Ojp(x, u)}do

N
< / > (ko + colulP™t + co| VulP ™) [V ug|dx +/(k3 + | VulP~Y)|up — uldx
Qi Q

—|—/ Li|up — u|dx—i—/ Lo|yug — yuldo

Q 0N

< e+ e|ull o) + @l Vullfog) + es + esllull o) + el Vullfog + el Vullfq)
+c(@)ull oy + &7 + e8H“HLP(Q) + €9 + exol|ull Lr(a0)

< el|Vullfpq) + el Vullfog) + ezl Vull () + e,

where the left-hand side fulfills the estimate
(Au, u) > ClHVuH’Zp(Q) — k.
Thus, one has
(c1 = )Vl < extll Vulihy + et

where the choice ¢ < ¢; proves that ||Vu||;s(q) is bounded. Hence, we obtain the boundedness
of uin WIP(Q). Let (u,) C S. Since WP(Q),1 < p < o0, is reflexive, there exists a
weakly convergent subsequence, not relabelled, which yields along with the compact imbedding
it WHP(Q) — LP(Q) and the trace operator v : W1P(Q) — LP(0R)

Up — u in Wl’p(Q),

up — u in LP(Q) and a.e. pointwise in €, (4.4.2)

~yup — yu in LP(0Q) and a.e. pointwise in 0S2.
As up, solves (4.3.2), in particular, for v = u € K, we obtain
(Aup, up — u)

(4.4.3)
< (F(un), u— up) —|—/Jf( Up; U — Up)dXx + / J5 (o yun; yu — yun)do.
Q o0
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Since (s, r) n—>j,‘3(x, s;r), k =1,2, is upper semicontinuous and due to Fatou's Lemma, we get
from (4.4.3)

lim sup(Aup, up — uy < limsup(F(up), u— up) —i—/ limsup 7 (-, up; u — up) dx
Q

n—oo n—oo n—oo

-0 <j°(-,u,0)=0
<i(e0) (4.4.4)

—|—/ limsup j3 (-, yup; yu — yup) do < 0.
0!

Q n—oo

<jg(-,yu,v0)=0
The elliptic operator A satisfies the (S, )-property, which due to (4.4.4) and (4.4.2) implies

Uy — u in WHP(Q).

Replacing u by uj, in (4.0.1) yields the following inequality

(Autn + F(u), v — up) + / J9(es v — )

? (4.4.5)

‘1‘/ S5, yup;yv — yup)do >0, Vv e K.
[0)9]

Passing to the limes superior in (4.4.5) and using Fatou's Lemma, the strong convergence of

(un) in WLP(Q) and the upper semicontinuity of (s, r) — j2(x,s; r), k = 1,2, we obtain

(Au+ F(u),v —u) + /jf( u v — u)dx+/ SCyu;yv —yu)do >0, VveK.
Q o0
Hence, u € S. This shows the compactness of the solution set S. O

In order to prove the existence of extremal elements of the solution set S, we drop the

u—dependence of the operator A. Then, our assumptions can be read as follows.

(A1') Each a;(x, &) satisfies Carathéodory conditions, i.e., is measurable in x € Q for all ¢ € RN
and continuous in £ for a.a. x € Q. Furthermore, a constant ¢g > 0 and a function
ko € L9(2) exist such that

|ai(x, &)| < ko(x) + (¢,
for a.a. x € Q and for all £ € RN, where |¢| denotes the Euclidian norm of the vector £.

(A2') The coefficients a; satisfy a monotonicity condition with respect to £ in the form

N

> (ai(x.€) — ai(x. €))(& — &) > 0,

i=1

for a.a. x € Q, and for all £, & € RN with ¢ # ¢,
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(A3') A constant c¢; > 0 and a function k; € L}(f) exist such that

ai(x, )& > arlélP — ki(x),

i=1
for a.a. x € Q, and for all ¢ € RV,

Then the operator A: W1P(Q) — (W1P(Q))* acts in the following way

N

D
(Au, p) = /Q ;_1 a;(x,Vu)a—Xidx.
Let us recall the definition of a directed set.

Definition 4.4.2. Let (P, <) be a partially ordered set. A subset C of P is said to be upward
directed if for each pair x,y € C there is a z € C such that x < z and y < z. Similarly, C is
downward directed if for each pair x,y € C there is a w € C such that w < x and w < y. IfC

is both upward and downward directed it is called directed.

Theorem 4.4.3. Let hypotheses (A1')-(A3’) and (j1)—(j3) be fulfilled and assume that (F1)
and (4.4.1) are valid. Then the solution set S of problem (4.0.1) is a directed set.

Proof. By Theorem 4.3.1, we have S # (. Let u1,u» € S be solutions of (4.0.1) and let
up = max{uy, u}. We have to show that there is an u € S such that up < u. Our proof is
mainly based on an approach developed recently in [38] which relies on a properly constructed
auxiliary problem. Let the operator B be given basically as in (4.2.9)-(4.2.12) with the following
slight change:

(s — u(x))P1 if s> u(x),
b(x,s) =40 if u(x) <s <ux), (4.4.6)
—(uo(x) —s)P~1  if s < wp(x).

We introduce truncation operators T; associated with u;, and modify the truncation operator

T as follows: For j = 1,2, we define

) if u(x) > 1(x),
Tiu(x) = 1 u(x) it uj(x) < u(x) <a(x),
ui(x) if u(x) < uj(x),
u(x) if  u(x) > (x),
Tu(x) =  u(x) if  uo(x) < u(x) <a(x),

uo(x) if u(x) < wo(x),
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and we set
2
Gu(x) = f(x, Tu(x), VTu(x)) — Z |f(x, Tu(x), VTu(x)) — f(x, Tju(x), VTju(x))|,
j=1
as well as

F:i*oG: WWP(Q) — (WHP(Q))*.
Moreover, we define

a,j(x) = min{¢ : £ € Oji(x, uj(x))}, Br(x) = max{€ : € € Ojx(x,u(x))}, (4.4.7)

and

Oék,O(X) = Ozk’2(X) if x € {U2 > Ul}y

{akll(x) if x € {Ul > UQ},

for k,j = 1,2, and introduce the functions 71 QxR —Rand 72 102 x R — R defined by

Jk(x, uo(x)) + ako(x)(s — up(x)) if s < wp(x),
Ji(x,s) = q jk(x,s) if up(x) <'s <7u(x), (4.4.8)
Jk(x,T(x)) + Br(x)(s — (x)) if s > u(x).
Furthermore, we define the functions hy; : @ x R — R and hyj : 02 x R — R for j =0,1,2
as follows:
ag o(x) if s < up(x),
hico(x,5) = Q ako(x) + 2RIkl (s — ug(x)) i wo(x) < s < T(x),
Br(x) if s > 1(x),
and for j=1,2
ag,j(x) if s < wj(x),

hij(x,8) = e j(x) + 2097000 (6 () if wi(x) < s < wp(x),

uo(x)—ug(x)

hkvg(X, S) I'FS Z U()(X),

where k = 1,2. (Note that for k = 2 we understand the functions above being defined on 02.)
Apparently, the mappings (x, s) — hy j(x,s) are Carathéodory functions which are piecewise
linear with respect to s. Let us introduce the Nemytskij operators H; : LP(Q) — L9(Q2) and
Hy : LP(02) — L9(00Q) defined by

2

Hiu(x) = Z |h1j(x, u(x)) — h10(x, u(x))|.
2
Hou(x) = [ha,j(x, (u(x))) = hao(x, ¥(u(x)))].

j=1
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Due to the compact imbedding i : W™P(Q) — LP(Q) and the compactness of the trace
operator v : WP(Q) — LP(AR), the operators Hy = i* o Hy o i : WLP(Q) — (WLP(Q))*
and Hy = v* o Hy oy : WLP(Q) — (WLP(Q))* are bounded and completely continuous,
and thus pseudomonotone. Now, we consider the following auxiliary variational-hemivariational
inequality: Find v € K such that

(Au + l?(u) + )\E(u), v—u)+ /jf(, u; v — u)dx — (Hyu, v — u)

N ’e (4.4.9)

+ / J2(yuiyv —yu)do — (Hayu, v —qu) >0,
o

for all v € K. The construction of the auxiliary problem (4.4.9) including the functions Hj
and G is inspired by a very recent approach introduced by Carl and Motreanu in [38]. The
first part of the proof of Theorem 4.3.1 yields the existence of a solution u of (4.4.9), since all
calculations in Section 4.2 are still valid. In order to show that the solution set S of (4.0.1) is
upward directed, we have to verify that a solution u of (4.4.9) satisfies y < v <@,/ =1,2.
By assumption u; € S, that is, u; solves

(Auj+ F(up), v —u) + /Jf( up; v — up)dx —I-/ S5 yusyv —yu)do >0, (4.4.10)
Q oQ
for all v € K. Selecting v =u A u; = uj — (u) — u)*t € K in the inequality above yields

(Aur + F(ur), —(ur — u)*) + /Q J2( urs —(ur — u)*)dx

(4.4.11)
+/ 35 (. yur; —y(up — u)*)do > 0.
o
Taking the special test function v = uV uj = u+ (uy — u)* € K in (4.4.9), we get
(Au+ F(u) + AB(u), (ur — u)™) + / J20 u; (uy — u)Fydx — (Hy, (u — u)™)
N e (4.4.12)
+ [ B = o) )do = (Haye (o= 0)) >
Adding (4.4.11) and (4.4.12) yields
N )t
/ (31(x, V) — ay(x, V) L=
Q4 Oxi
+/ [f(x, Tu), V Tu) — f(x, u;, Vu)
Q
2
- Z \f(x, Tu, VTu) — f(x, Tju, VTJU)’:| (u — u)tdx
j=1
+/Q [7?(-. u; 1) + 7 (- us —1) (4.4.13)

2
- Z |hyj(x, u) — h1o(x, U)@ (uj — u)Tdx

j=1
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+/ [B(-,vu;l)ﬂé’(wwnl)
o0
2

= > I j(x,vu) = hao(x, yu)| | y(uy — u)do
j=1

> —)\/Q B(u)(uy — u)*tdx.

The condition (A2') implies directly

N )
/ S (ailx, Vi) — ai(x, vu 2 =" 4 < (4.4.14)
Qi3 0xi
and the second integral can be estimated to obtain
/ [f(x, Tu, V Tu) — f(x, u, Vuy)
Q
2
- Z |f(x, Tu, VTu) — f(x, Tju, VTJu)|] (u — u)tdx
j=1

g/ﬂ [f(x, Tu, V Tu) — f(x, up, Vuy)

— |f(x, Tu,VTu) — f(x, Tyu, VT,u)@ (ur — u)dx (4.4.15)

/ [f(x, Tu,VTu) — f(x, u, Vu)
{xeQ:u(x)>u(x)}

— |f(x, Tu, VTu) — f(x, u, Vu,)@ (uj — u)dx

<0.
In order to investigate the third integral, we make use of some auxiliary calculations. In view

of (4.4.8) we have for uj(x) > u(x)

B (x,u(x); 1)

(x5 4 t) — a(x,s)

= limsup
s—u(x),t|0 t

— limsup J1(x, uo(x)) + a1,0(x)(s + t — wo(x)) — j1(x, uo(x)) — a1,0(x)(s — uo(x))
s—u(x),t]0 t

. t
= limsup 7041,0(X)
s—u(x),t|0 t

= a1,0(x).
Applying Proposition 2.3.6 and (4.4.7) results in
JL(x, up(x); =1) = max{—& : £ € I (x, u(x))}
=—min{{: & € 9j1(x, u(x))}

= —011’/(X).



4.4, Compactness and Extremality Results 99

Furthermore, we have in case u(x) > u(x)

h1.1(x, u(x)) = a1,(x),
hio(x, u(x)) = a1,0(x).

Thus, we get
2

/Q (}vi’( u; 1) 4 9w =1) = [hyj(x, u) = hyo(x, U)|)(U/ — u)Tdx

j=1
< [ (e ) iz =1) ~ Ihuatx ) — hrolx ) )= o)y q5)
= / (a1,0(x) = a1(x) = |ag,i(x) = a1,0(x)|)(u — u)*dx

{xeQ:u)(x)>u(x)}

<0.

The corresponding estimate can be proven for the boundary integral that is

/[fé’(nw;l)ﬂé’(‘.w/;—l)
o0
2 (4.4.17)
= 12, j(x, yu) = hao(x, yu)| | (u — u)tdo < 0.
j=1

Applying (4.4.14)—(4.4.17) to (4.4.13) yields
0> —)\/ B(u)(u; — u)*dx
Q

= -\ —(up — u)P~H(uy — u)dx
{xeQ:u)(x)>u(x)}

> A/Q((u, _ u)H)Pdx

>0

and hence, (u;— u)* = 0 showing that u; < u for | = 1,2. This proves ug = max{uy, uz} < u.
The proof for u < T can be done in a similar way. More precisely, we obtain a solution
u € K of (4.4.9) satisfying u < up < u < T which implies /I-:(u) = f(-, u, Vu), §(u) =0 and
Hi(u) = Ha(~yu) = 0. The same arguments as at the end of the proof of Theorem 4.3.1 apply,
which shows that v is in fact a solution of problem (4.0.1) belonging to the interval [ug, T].
Thus, the solution set S is upward directed. Analogously, one proves that S is downward
directed. O

Theorem 4.4.1 and Theorem 4.4.3 allow us to formulate the next theorem about the existence
of extremal solutions.

Theorem 4.4.4. Let the hypotheses of Theorem 4.4.3 be satisfied. Then the solution set S
possesses extremal elements.
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Proof. Since S ¢ WYP(Q) and W1P(Q) is separable, S is also separable, that is, there
exists a countable, dense subset Z = {z, : n € N} of S. We construct an increasing sequence
(up) C S as follows. Let u; = z; and select u,11 € S such that

max(zn, up) < Upy1 < T.

By Theorem 4.4.3, the element w11 exists because S is upward directed. Moreover, we can
choose, by Theorem 4.4.1, a convergent subsequence (denoted again by u,) with u, — u in
WP(Q) and u,(x) — u(x) a.e. in Q. Since (uy,) is increasing, the entire sequence converges

in WLP(Q) and further, u = sup u,. One sees at once that Z C [u, u] which follows from
max(z1,...,2zp) < upy1 < u, Vn,
and the fact that [u, u] is closed in WP(Q) implies
ScZcuu=uu.

Therefore, as u € S, we conclude that u is the greatest element in S. The existence of the

smallest solution of (4.0.1) in [u, T] can be proven in a similar way. O

Remark 4.4.5. If A depends on s, we have to require additional assumptions. For example,
if A satisfies in s a monotonicity condition, the existence of extremal solutions can be shown,
too. In case K = WP(Q), a Lipschitz condition with respect to s is sufficient for proving
extremal solutions. For more details we refer to [28].

4.5 Generalization to Discontinuous Nemytskij Operators

In this section, we will extend our problem in (4.0.1) to include discontinuous nonlinearities f
of the form f : @ x R x R x RN — R. We consider again the elliptic variational-hemivariational

inequality

(Au+ F(u), v —u) +/_/f( u; v — u)dx
& (4.5.1)
+/ J5(,yu;yv —yu)do >0, Vv e K,
o

where all denotations of the previous sections are valid. Here, F denotes the Nemytskij operator

given by
F(u)(x) = f(x, u(x), u(x), Vu(x)). (4.5.2)

where we will allow f to depend discontinuously on its third argument. The aim of this section
is to deal with discontinuous Nemytskij operators F : [u, 7] C W1P(Q) — L9(Q) by combining
the results of Section 4.3 with an abstract fixed point result for not necessarily continuous
operators, cf. Lemma 2.4.6. This will extend recent results obtained in [120]. Let us recall the

definitions of sub- and supersolutions.
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Definition 4.5.1. A function u € WYP(Q) is called a subsolution of (4.5.1) if the following
hold:

() F(u) € L9(9),
(ii) <Au+F(u),W—u>—|—/ﬂjf(-,u;W—u)dX-i-/ang(',’YUi’yW—’yu)dJ >0 VweunK.

Definition 4.5.2. A function i € W1P(Q) is called a supersolution of (4.5.1) if the following
hold:

(i) F(u) € L9(Q),
(ii) (Au+ F(u), W—U>+/ij(',u; W—u)dx+/89j§(-,'yu;vw—7u)da >0, VveuVK.

The conditions for Clarke's generalized gradient s — 9jk(x, s) and the functions ji : Q x R —
R, k=1,2, are the same as in (j1)—(j3). We only change the property (F1) to the following:

(F2) (i) x = f(x,r, u(x),£) is measurable for all r € R, for all ¢ € RV, and for all measur-

able functions v : Q — R.
(i) (r, &) — f(x,r,s, &) is continuous in R x RN for all s € R and for a.a. x € Q.
(iii) s~ f(x,r,s,&) is decreasing for all (r,&) € R x RN and for a.a. x € Q.

(iv) There exist a constant ¢, > 0 and a function k> € LI (Q) such that
|F(x, 1,5, )| < ka(x) + col€[P7, (4.5.3)
fora.a. x € Q, for all ¢ € RN, and for all r, s € [u(x), u(x)].

By [4] the mapping x — f(x, u(x), u(x), Vu(x)) is measurable for x — (u(x), Vu(x)) mea-
surable, however, the associated Nemytskij operator F : W1P(Q) C LP(Q) — L9(RQ) is not
necessarily continuous.

One of our main results is the following theorem.

Theorem 4.5.3. Let hypotheses (A1')—-(A3’),(j1)-(j3).(F2) and (4.4.1) be satistied and as-
sume the existence of sub- and supersolutions u and U satisfying u < T and (4.1.1). If f
is right-continuous (respectively, left-continuous) in the third argument, then there exists a
greatest solution u* (respectively, a smallest solution u,) of (4.5.1) in the order interval [u, T].

Proof. We choose a fixed element z € [u, U] which is a supersolution of (4.5.1) satisfying
z A K C K and consider the following auxiliary problem

ve K: (Au+ F(u),v—u) —i—/jf(-, u; v — u)dx
& (4.5.4)
+/ 5, yu;yv —yu)do >0, Vv eK,
o
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where F,(u)(x) = f(x, u(x), z(x), Vu(x)). It is readily seen that the mapping (x, u, Vu) —
f(x,u,z(x), Vu) is a Carathéodory function satisfying some growth condition as in (4.5.3).
Since F,(z) = F(z), z is also a supersolution of (4.5.4). By Definition 4.5.1, we have for a
given subsolution u of (4.5.1)

(Au+F(u),W—u>+/jf(-,u;w—u)dx+/ Js(,yu;yw —yu)do >0, Yw e uAK.
Q o0

Setting w = u — (u — v)™ for all v € K and using the monotonicity of f with respect to s we
get

0> (Au+ F(u). (u—v)*) - /Q J2(e 1 —(u — v) ) — /a (=2 {u =) )do

> (Au+ Fa(u), (5 — v)*) - /Q J2(e 15 —(u — v)*)dx — /8 (A= (=) )do

for all v € K, which shows that u is also a subsolution of (4.5.4). Theorem 4.4.4 implies the
existence of a greatest solution u* € [u, z] of (4.5.4). Now we introduce the set H given by
H:={ze€ WYP(Q):z € [u,1] and z is a supersolution of (4.5.1) satisfying z A K C K} and
define the operator L : H — K by z — u* =: Lz. This means that the operator L assigns
to each z € H the greatest solution u* of (4.5.4) in [u, z]. Due to the lattice structure of
the closed convex set K, Lz is also a supersolution of problem (4.5.1). In the next step we
construct a decreasing sequence as follows:

up :=u
up = Lug with uy € [u, up]

up :=Luy  with wp € [u, u1] (4.5.5)

up = Lup—1  with u, € [u, up—1]

As up € [u, up—1], we get up(x) \, u(x) a.e.x € Q. Furthermore, the sequence uj, is bounded
in WHP(Q), that is, [|up|lwieiq) < C for all n (see the proof of Theorem 4.4.1). Due to the
monotony of u, and the compact embedding i : W1P(Q) — LP(Q) and the trace operator
v 1 WHP(Q) — LP(0Q) we obtain

Up—u in Wl'p(Q),

up — u in LP(Q) and a.e. pointwise in Q, (4.5.6)

yu, — yu in LP(0R2) and a.e. pointwise in 0.

The fact that u, is a solution of (4.5.4) with z = u,_1 and v = u € K results in

(Aup, up — u) < (Fy, ,(up),u— up) + / JT (o, Uns u — up)dx +/ J5 (-, yun; yu — yup)do.
Q a0
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Applying Fatou's Lemma, (4.5.6) and the upper semicontinuity of (s, r) — j2(x,s;r), k =1, 2,
yields

limsup(Aup, up — uy < limsup(Fy, ,(up), u— up) —i—/ limsup 7 (-, un; u — up) dx
Q

n—oo n—oo n—oo

—0 <j2(-,u;0)=0

+ / limsup 3 (-, Yun; yu — yup) do
0!

Q n—oo

<jB(-yu;v0)=0

<0,
which implies by the (S, )-property of A on W1P(Q) along with (4.5.6)
U, — u in WHP(Q).

The right-continuity of f and the strong convergence of the decreasing sequence (u,) along
with the upper semicontinuity of j2(x, ;) allow us to pass to the limsup in (4.5.4) where u

(respectively, z) is replaced by u,, (respectively, u,—1). We have

0 <limsup{Au, + Fy, ,(un), v — up) + lim sup/jf(-, Up; V — Up)dX
Q

n—oo n—oo

+ lim sup/ (-, yun; yv — yup)do
oQ

n—oo

< lim (Aup + Fu, ,(upn), v — un) +/ limsup j7(+, up; v — up)dx
Q

n—oo n—oo

+/ limsupj3 (-, yun; yv — yup)do
0

Q n—oo

< <Au+Fu(u),v—u>—l—/jf(-,u;v—u)dx-i—/ S5, yu;yv —yu)do, Vv e K.
Q o

This shows that u is a solution of (4.5.1) in the order interval [u, T]. Now, we still have to prove
that v is the greatest solution of (4.5.1) in [u, u]. Let u be any solution of (4.5.1) in [u, T].
Because of the fact that K has lattice structure, @ is also a subsolution of (4.5.1), respectively,

a subsolution of (4.5.4). By the same construction as in (4.5.5) we obtain:

Up:=T1

uy = Lup with 01 € [0, wp]

up :=Luy with wp € [0, uq] (4.5.7)

Up == Lunfl with LTn S [Ey Unfl]

Obviously, the sequences in (4.5.5) and (4.5.7) create the same extremal solutions u, and u,
which implies that o < u, = u, for all n. Passing to the limit yields the assertion. The existence

of a smallest solution can be shown in a similar way. O
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In the next theorem we will prove that only the monotony of f in the third argument is sufficient
for the existence of extremal solutions. The function 7 needs neither be right-continuous nor left-
continuous. An important tool in extending the results in the previous sections to discontinuous

Nemytskij operators is the fixed point result given in Lemma 2.4.6 to obtain the following.

Theorem 4.5.4. Assume that hypotheses (A1')—(A3’), (j1)-(j3), (F2) and (4.4.1) are valid
and let u and T be sub- and supersolutions of (4.5.1) satisfying u < U and (4.1.1). Then there

exist extremal solutions u* and u, of (4.5.1) with u < u, < uv* <T.

Proof. As in the proof of Theorem 4.5.3 we consider the following auxiliary problem

veK: (Au+ F(u),v—u) —1—/1{’( u; v — u)dx

Q (4.5.8)

+/ 5, yu;yv —yu)do >0, Vv e K,
o

where F,(u)(x) = f(x, u(x), z(x), Vu(x)). We define again the set H := {z € WYP(Q): z €
[u, U] and z is a supersolution of (4.5.1) satisfying z A K C K } and introduce the fixed point
operator L : H — K by z+— u* =: Lz. For a given supersolution z € H, the element Lz is the
greatest solution of (4.5.8) in [u, z] and thus, it holds u < Lz < z for all z € H which implies
L:H— [u,u]N K. Because of (4.4.1), Lz is also a supersolution of (4.5.8) satisfying

(ALz + F,(Lz),w — Lz) + / Ji( Lz w — Lz)dx +/ B yLlz;yw —yLz)do > 0,
Q o0

for all w € Lz v K. By the monotonicity of f with respect to its third argument, Lz < z and

using the representation w = Lz + (v — Lz)* for any v € K we obtain

0 < (ALz + Fy(Lz), (v — L2)T) + /ij(, Lz; (v — Lz))dx + /89j§(-,'yLz;'y(v — Lz)%)do

<ALz + F,(Lz), (v — L2)T) + /ij( Lz; (v — Lz))dx + /BQJS(-, yLz;y(v — Lz)")do,

for all v € K. Consequently, Lz is a supersolution of (4.5.1). This shows L: H — H.
Let v1, vo € H and assume that v; < v». Then we have

Lvy € [u, v1] is the greatest solution of
(Aut Fuu v =)+ [ v = u)ds (459)
—i—/ Js(,yu;ywv —yu)do >0, Vv eK
o0

and

Lvy € [u, vo] is the greatest solution of
(Aut Fow) v =)+ [ v = (45.10)

+/ i yuiyv —qu)do >0, Vv eK.
Q
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Since vi < v; it follows that Lv; < vy, and due to (4.4.1), Lv; is also a subsolution of (4.5.9),
that is, (4.5.9) holds, in particular, for v € Lv; A K meaning

0> (ALw + Foy(Lv1), (Lvy — v)*) — /jf(~, Lvi: —(Lvi — v)*)dx
Q
- / SC.yLv; —y(Lvy — v)T)do, Vv € K.
o0
Using the monotonicity of f with respect to its third argument yields
0> (ALvi + F (Lv1), (Lvy — v)T) — /Jf(, Lvi; —(Lvy — v)T)dx
Q
= [ _BCAtus = (La - v )do
o9
> (ALvy + F,,(Lv1), (Lvy — v)T) — /jf(, Lvi; —(Lvy — v)T)dx
Q
= [ BCAtwi = (tn - o,
o

for all v € K. Hence, Lv; is a subsolution of (4.5.10). By Theorem 4.4.4, we know there
exists a greatest solution of (4.5.10) in [Lvy, v»]. But L, is the greatest solution of (4.5.10)
in [u, va] 2 [Lvi, v2] and therefore, Lv; < Lvy. This shows that L is increasing.

In the last step we have to prove that any decreasing sequence of L(H) converges weakly in
H. Let (up) = (Lz,) C L(H) C H be a decreasing sequence. Then up(x) N\, u(x) for a.a.
x € Q and for some u € [u, u]. The boundedness of u, in WP(Q) can be shown similarly as
in Section 4.4. Thus the compact imbedding i : W1P(Q) — LP(£) along with the monotony
of u, as well as the compactness of the trace operator v : W1P(Q) — LP(9S) imply

Uy — u in WHP(Q),
up — u in LP(Q) and a.e. pointwise in Q, (4.5.11)
yup, — yu in LP(0R) and a.e. pointwise in 0.

Since u, € K, it follows u € K. From (4.5.8) with u being replaced by u, and v by v, and

using the fact that (s, r) — jP(x,s;r), k = 1,2, is upper semicontinuous, we obtain by applying

Fatou's Lemma

lim sup(Aup, u, — u)

n—oo
<limsup(F,,(un), u— up) + lim sup/jf(-, Up; U — Up)dX
n—o0 n—oo Q

+|imsup/ Js(-syup; yu — yup)do
o0

n—oo

< limsup(F,,(upn), u— up) +/ limsup j7(+, up; u — up) dx
Q

n—00 n—oo

~~

—0 ij(-,u;o):[)
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+ / limsup j3 (-, yun; yu — yup) do
0!

Q n—oo

<J§(-yu;y0)=0

<0.

The (S )-property of A provides the strong convergence of (u,) in W*P(Q). As Lz, = u, is
also a supersolution of (4.5.8) Definition 4.5.2 yields

(At + Fop (), (v — un) ™) + /Q J2(e tmi (v = un) )l + /a AV = un) ) >0,

for all v € K. Due to z, > u, > u and the monotonicity of f we get
0 < (Aup + Foy(un), (v — un) ") + / J2C tins (v — un) ) + / 8 yumi AV — un)*)do
Q o0
< (Aun + Fuun), (v — un)") + / JC s (v — ) )b+ / BG4 (v — un)*)do,
Q 1919}

for all v € K. Since the mapping u +— ut = max(u,0) is continuous from W1P(Q) to itself

(cf. [77]), we can pass to the upper limit on the right hand side for n — co. This yields
(Au+ Fu@) (v =)+ [ 20 (v = ) )
Q
—i—/ (- yu; (v — u)+)dx >0, VveK,
o

which shows that v is a supersolution of (4.5.1), that is, u € H. As U is an upper bound of
L(H), we can apply Lemma 2.4.6, which yields the existence of a greatest fixed point u* of
L in H. This implies that u* must be the greatest solution of (4.5.1) in [u, u]. By analogous
reasoning, one shows the existence of a smallest solution u, of (4.5.1). This completes the

proof of the theorem. O

4.6 Construction of Sub- and Supersolutions

In this section we are going to construct sub- and supersolutions of problem (4.5.1) under the
conditions (A1')—(A3'), (j1)-(j2) and (F2)(i)—-(F2)(iii), where we drop the gradient dependence
of f meaning f(x,r,s) := f(x,r,s,&). Further, we set A = —A, which is the negative
p-Laplacian defined by

—Apu = —div(|VulP"?Vu) where Vu=(0u/dx,...,0u/dxy). (4.6.1)
The coefficients a;,i =1, ..., N are given by
ai(x,s,€) = |£[P72¢;.

Thus, hypothesis (A1) is satisfied with kg = 0 and ¢y = 1. Hypothesis (A2') is a consequence
of the inequalities from the vector-valued function & — [£|P~2¢ (see [28, p. 37]) and (A3') is



4.6. Construction of Sub- and Supersolutions 107

satisfied with ¢; = 1 and k; = 0.
First, we suppose that v = 0 on 99 and j, = 0 and denote for simplification j := j;. Then,
our variational-hemivariational inequality gets the form

(—Apu+ F(u),v—u)+ /Qj°(-, u;v—u)dx >0, VYveK, (4.6.2)

where K is a closed convex subset of Wol’p(Q). Furthermore, we denote by A\; > 0 the first
eigenvalue of (—A,, W,"(Q)) and by ¢y the first eigenfunction of (—A,, Wy'P(R)) corre-
sponding to A; satisfying o1 € int(C3(Q2)+) and [|¢]lpq) = 1 (cf. [3]). Here, int(C3(Q)4)
describes the interior of the positive cone C}(Q)1 = {u € CG}(Q) : u(x) > 0,Vx € Q} in the
Banach space C}() given by

v

int(C3(Q)1) = {u € GA(Q): u(x) >0,Vx € Q, and %(X) <0,¥x € BQ} , (4.6.3)

where %(X) is the outer normal derivative of u in the point x € 9Q. The definitions of sub-

and supersolution in this case are defined as follows.

Definition 4.6.1. A function u € WYP(Q) is said to be a subsolution of (4.6.2) if the
following hold:

(i) F(u) € L9(Q),u <0 on 09,

(i) (—Apu+ F(u),W—u>+/Qj°(-,u;W—u)dx2O, VweuAK.

Definition 4.6.2. A function u € WP(Q) is said to be a supersolution of (4.6.2) if the
following hold:

(i) F(u) € L9(Q2),u > 0 on 09,
(i) (—Apu+ F(u), w — 1) —|—/Qj°(-,u;w—u)dx >0, YweuVK.

We suppose the following conditions for f and Clarke's generalized gradient of s — j(x,s),

where A > )1 is any fixed constant.

f(x,s,s)

(F3) (i) lim ————==+oc, uniformly with respect to a.a. x € Q.
|s|—o0 ‘5|P— )
f'

(i) lim flx.ss) = —X, uniformly with respect to a.a. x € Q.
s—0 ‘5”’_25

(i) lim % = +o00, uniformly with respect to a.a. x € Q, for all £ € 9j(x, s).
|sl—o0 |s|P~2s

(iv) lim 3 0, uniformly with respect to a.a. x € £, for all £ € 9j(x, s).

500 s]P2s
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Proposition 4.6.3. Assume hypotheses (j1)-(j2), (F2)(i)-(F2)(iii) and (F3). Then there
exists a constant ay such that aye; and —aye, are supersolution and subsolution of problem
(4.6.2), where e; € int(CH(RQ)) is the unique solution of —A,u =1 in WyP(Q). Moreover,
—ep1 is a supersolution and ey is a subsolution of (4.6.2) provided that € > 0 is sufficiently
small.

Proof. A sufficient condition for a subsolution u € W1P(Q) of problem (4.6.2) is u < 0 on
0Q, F(u) € L) and

—Apu+ F(u)+ € <0in WH9(Q), forall £ € 9j(-, u). (4.6.4)

Multiplying (4.6.4) with (u — v)T € Wol'p(Q) N L% (Q) and using the fact jo(-, u; —1) > —¢,
for all £ € 9j(+, u), yields

> (—Apu+ F(u)+ &, (u—v)Jr

)
= (=Dpu+ F(u),(u—v)")+ [ &u—v)tdx

> (=Apu+ F(u), (u—v) 1)(u — v)Tdx

'\

= (=Dpu+ F(u),(u—v)") = [ j°Cu;—(u—v)")dx, VveK,

:a\o\p

and thus, u is a subsolution of (4.6.2). Analogously, @ € WP(Q) is a supersolution of problem
(4.6.2) if u > 0on 09, F(u) € L9Q) and if the following inequality is satisfied

—ApU+ F(@)+€>0in WH9(Q), for all € € 9j(-, T).

The main idea of this proof is to show the applicability of [36, Lemmas 2.1-2.3]. We put
g(x,s) = f(x,s,5) + &+ As|P=2s for & € Jj(x,s) and notice that in our considerations
the nonlinearity g does not need to be a continuous function. The condition (F3) yields the
following limit values

i 806S)

. &(x.s)
| _
|s|—o0 |5|p*25

= 400, and im sp2s =

By [36, Lemmas 2.1-2.3] we obtain a pair of positive sub- and supersolutions given by u = ey
and T = aj ey, respectively, a pair of negative sub- and supersolutions given by u = —aye; and
u= —cp1. U

With the aid of these constructed sub- and supersolutions, we see at once that the assumptions
(j3) and (F2)(iv) are satisfied, too.

Example 4.6.4. The function f : R x R — R defined by
— (A +1)|s]P~25 + elrlHIxl|r|p=1r fors < —1,
f(x,r,s) =< —\|s|P~2s + elrl+Ixl|p|p—1, for —1<s<1, (4.6.5)
— (A4 1)|s]P2s + elrlHIxl|pp=1, fors>1,
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fulfills the assumption (F2) and (F3), where A > A1 is fixed. Clarke's generalized gradient can

be given by
((e~(+D) _ 2)|s]P—2s ifs <1,
[-1,1] ifs=—1,
9j(x,s) = —|s|P if—1<s<1, (4.6.6)
[-1,1] ifs=1,
e(s—1)(Ix[+1) gp—1 ifs>1,

where all conditions in (j1)-(j3) and (F3) are satisfied.

f(x,r,s)

Figure 4.1. The function f with respect to Q = (0, 7), p1(x) = sin(x),\1 =1, A = 2,
p=2andx=1
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dj(x,s)
-

-2 -15 -1 -0.5 0 0.5 1 15

Figure 4.2. Clarke's generalized gradient with respect to p =2 and x = 1

Remark 4.6.5. In order to apply Theorem 4.5.4 we need to satisfy the assumptions
uVKCK, tAKCK, KVKCK, KANKCK, (4.6.7)
which depends on the specific K. For example the obstacle problem is given by
K={veWyP(Q): v(x) <o(x) foraa xeQ}, $el®Q),¢y>C>0  (468)

where C is a positive constant. One can show that for the positive pair of sub- and supersolutions
in Proposition 4.6.3 all these conditions in (4.6.7) with respect to the closed convex set K
defined in (4.6.8) can be satisfied.

Next, we are going to construct sub- and supersolutions for our main problem (4.5.1) meaning

(=Dpu+ F(u),v—u) -I-/jf( u; v — u)dx

? (4.6.9)

+/ Js(-,yu;yv —yu)do >0, Vv e K.
on

To this end, we study some auxiliary problems in form of differential equations with Neumann
boundary values. Let Q C RN be a bounded domain with smooth boundary Q. We consider
the quasilinear elliptic equation

—Apu=hi(x,u) = BlufP?u  inQ,

o (4.6.10)

‘VU|P_23LI = MulP™2u + hy(x, u) on 09,
v
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where % means the outer normal derivative of u with respect to 99, 3, A are real parameters

and the nonlinearities h; : Q@ x R — R and hy : 92 x R — R are some Carathéodory functions
which satisfy the following conditions:

h
(H) (a) Sll_rn) ‘;|(:25_3 =0, uniformly with respect to a.a. x € Q.
h
(b) lim 1(x.5) = —o00, uniformly with respect to a.a. x € Q.

|s]—o0 ’5|p*25

(c) hy is bounded on bounded sets.

h
(d) lim 2(x, 5) =0, uniformly with respect to a.a. x € 0%.
s—0 |5|p—25
h
(e) lim 2(x, 5) —o00,  uniformly with respect to a.a. x € 0.

|s]—o0 ’5|P—25 -

(f) h2 is bounded on bounded sets.

In order to obtain subsolutions of the auxiliary problem (4.6.10), we make use of the Steklov
eigenvalue problem again, meaning
—Apu=—|uP?u  inQ,
o (4.6.11)
|Vu|p*2—u = \NulP~%u on 0f2.
v
Note once more that the first eigenvalue A\; > 0 is isolated and simple and the related eigen-
function 1 belongs to int(C*(Q2)). Analogously, we use the unique solution e € int(C1(Q).)
of the following boundary value problem
—Apu=—luP2u+1  inQ,

oy (4.6.12)

5 =1 on 01,

with a constant ¢ > 1 (see Section 3.1).

VulP~?

Next, we recall the notations of sub- and supersolutions of problem (4.6.10).

Definition 4.6.6. A function u € WP(Q) is called a subsolution of (4.6.10) if the following
holds

/ VulP 2V uVid < / (h(x, 1) — BlulP2u)pdx + / (MulP~2u + ho(x, u))pdo,
Q Q o0
for all o € WHP(Q) .

Definition 4.6.7. A functionu € W1P(Q) is called a supersolution of (4.6.10) if the following
holds

/ \Va|P2VaVedx > /(hl(x,u) —ﬂup_2u)gpdx+/ (\[T|P~2T + hy(x,T))pdo,
Q Q o2

for all o € WHP(Q) .
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With the aid of (4.6.11) and (4.6.12) we start by generating two ordered pairs of sub- and
supersolutions of problem (4.6.10) having constant signs.

Lemma 4.6.8. Assume (H'), A > A1, 5 € (0,1) and let e be the unique solution of problem
(4.6.12). Then there exists a constant ¥ > 0 such that Ye and —Ve are supersolution and
subsolution, respectively, of problem (4.6.10). In addition, ep; is a subsolution and —eyy is a
supersolution of problem (4.6.10) provided the number € > 0 is sufficiently small.

Proof. First, we prove that u = g¢p; is a positive subsolution, where the positive constant ¢
is stated later. Thanks to the auxiliary eigenvalue problem (4.6.11), we get

[ IV (o0l 29 (en) T

& (4.6.13)

- —/(Ecpl)plgodx—i-/ Al(egol)p*lgoda,V@ I Wl'p(Q).
Q o

In order to show that u is a subsolution, we have to indicate the validity of Definition 4.6.6 for

u which means that the inequality

PR C
“ (4.6.14)

< / (ha(x,201) — Blegr)? )pdx + / (A(epr)P ™ + ha(x,201))pdor,
Q oQ

is satisfied for all p € W1P(Q)4. In view of (4.6.13), the inequality (4.6.14) is complied if the
following holds

/ (8 — 1)(e01)P " — hu(x, e1))pdx + / (M = A)(e91)? ™t — ha(x, 21))pdor <0,
Q o0

for all o € WP(Q), where 0 < 3 < 1 and A > A;. Because of (H')(a) and (H’)(d) there are
numbers é3, 6y > 0 such that

h
|15(‘;(’_i)‘<1—6 fora.a. x € Qand all 0 < |s| < 43,
h
|25(‘;(’_i)‘ < A=A foraa. x€0Qandall0<]|s| <dy.
We select 0 < € < min{dg/||¢1lloc, Or/|¥1]lc }, Where || - ||oc stands for the supremum norm,

to get
/Q (8~ 1)(ep1)? ™ — hax, e1))pdx

= (v,
< /Q (ﬁ -1+ (6(,01)”1> (ep1)P™ ed (4.6.15)

< /(ﬁ —1+1-pB)(ep1)P tpdx =0,
Q
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respectively,

/ (1 = N)(e01)? ™t — hax, 1) )pdo
o0

(
ARG

= / (M = A+ A = A1)(ep1)P pdo = 0.
o

> (e1)PLpdo (4.6.16)

Applying (4.6.15) and (4.6.16) to (4.6.14) implies directly that u = e¢ is a positive subsolution.
In order to prove that T = —c 1 is a negative supersolution, we argue in much the same manner.

Let T = e with a positive constant ©J. Due to the auxiliary problem (4.6.12) we obtain

/Q V(0e)|P-2V (De)Vpdx

(4.6.17)
= —g/(v?e)p_lcpdx—i- / 9P pdx + WP Lpdo, Vo € WHP(Q).
Q Q oQ
Definition 4.6.7 is fulfilled for @ = e if the following inequality is satisfied
/ IV (9e)|P2V (9e)Vpdx
@ (4.6.18)

> / (hi(x, 9e) — B(¥e)P 1) pdx + / (A(Ve)P™! + ho(x, Ve))pda,
Q o0

for all ¢ € W1P(Q)y. Using (4.6.17) to (4.6.18) yields an equivalent formulation to satisfy
Definition 4.6.7 resulting in

/(19/0—1 —¢(9e)P™t — hy(x, ve))pdx

Q (4.6.19)

+/ (9P~ — X(W9e)P~L — hy(x, e))pda > 0,
002

where ¢ = ¢ — [ with ¢ > 0. Because of (H')(b) there exists s. > 0 such that

hi(x,s ~
1(P 1) < —¢, foraa. xeQandalls>s,
e

and by (H')(c) we get
| — hi(x,s) —CsP7Y < |m(x,s)|+CsP 1 <c, foraa xeQandallsc]0,s]
Therefore, we obtain
hi(x,s) < —¢sPl4 ¢, foraa xeQandalls>0. (4.6.20)

Applying (4.6.20) to the first integral in (4.6.19) provides

/(19”_1 —C(We)P~t — m(x, ve))pdx > /(19'3_1 — (V)P +(Ve)P Tt — ) pdx
0 Q

= /Q(ﬁp_l — & )pdx,
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1

which proves that for ¥ > ¢”~' the integral is nonnegative. Hypothesis (H')(e) implies the
existence of a s, > 0 such that

h2(X,S)

1 < -\, foraa. xe€Qandalls>s,).
=

Because of (H')(f) there exists a constant ¢, > 0 such that
| — ha(x,5) — AP < |ho(x, )| + AsP L < ¢\, foraa. xe€Qandallse]0,s].
Finally, we obtain
ha(x,s) < —AsP Y4 ¢,, foraa. xe€dQandalls>0. (4.6.21)

Applying (4.6.21) to the second integral in (4.6.19) yields

/ (P71 — A(We)P™! — hy(x, Ve))pdx > / (9P~ = A(Pe)Pt + A(We)P ™ — c))pdx
00 o0

- [ e
Q2

1 1

Choosing ¢ > max{cg"l,cpl} proves that both integrals in (4.6.19) are nonnegative and

thus, w = e is a positive supersolution of problem (4.6.10). In order to prove that u = —ve
is a negative subsolution we make use of the following estimates

hi(x,s) > —CsP71 - ¢, fora.a. xeQandalls<0,

4.6.22
ha(x,s) > —AsPt— ¢\, fora.a. xe€dQandall s<0, ( )

which can be derivated as stated above. With the aid of (4.6.22) one verifies that u = —de is
a negative subsolution of problem (4.6.10). O

According to Lemma 4.6.8, we obtain a positive pair [cp1, Ye| and a negative pair [—e, —cp1]
of sub- and supersolutions of problem (4.6.10) assumed ¢ > 0 is sufficiently small.

Now, we will use this result to our variational-hemivariational inequality in (4.6.9). First, we
suppose the following conditions on f and Clarke's generalized gradient of s — ji(x,s), k =1, 2,
where A > Aq and (3 € (0, 1) are some fixed constants:

f 1 ! - -
(F4) (i) lim ()(7525) =400, uniformly with respect to a.a. x € Q
|s]—o0 ‘5|p* S
f(x,s, . .
(i) lim flxss) = [, uniformly with respect to a.a. x € Q
s—0 |S|p_25
(i) lim ¢ +00, uniformly with respect to a.a. x € Q, for all £ € 9j1(x, s)

|s|—o0 |S|P—2s -

(iv) lim

Im Tsp2s =0, uniformly with respect to a.a. x € Q, for all £ € 9j1(x, s)
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(v) lim ———— =400, uniformly with respect to a.a. x € 9Q, for all € dja(x, 5)
|s|—o0 |S|P2s

(vi) lim Y uniformly with respect to a.a. x € 99, for all n € dja(x, s)
s—0 |5‘P*25

Proposition 4.6.9. Let the conditions (j1)-(j2), (F2)(i)-(F2)(iii) and (F4) be satisfied. Then
there is a constant ¥ such that 9e and —ve are supersolution and subsolution of problem (4.6.9),
where e € int(C}(Q)) is the unique solution of (4.6.12). Moreover, —ey; is a supersolution
and g1 is a subsolution of (4.6.9) provided that ¢ > 0 is sufficiently small.

Proof. As in the proof of Proposition 4.6.3, we give first a sufficient condition for a subsolution
of (4.6.9). A function u € W'P(Q) is a subsolution of problem (4.6.9) if F(u) € L9(Q2) and if
the inequality

—Apu+ F(u) +£+n<0in (Wl'p(Q))*, for all € € 9j1(-, u) and all n € dja(+, u),

is fulfilled. To prove this, we multiply the inequality above with (u — v)™ € WP(Q) N L (Q)
and we use the fact j9(-, u; —1) > =&, for all £ € 9j1(-, u) and j§(-, yu; —y1) > —n, for all
n € dj2(-, u), to obtain

0> (—Dpu+ F(u)+&+n, (u—v)T)
= (— u u U—V+ U—V+X U—V+0'
— (~Apu+ F(u), (u—v) >+/Qg( Y d +/mm( ) d
> (At F(u), (u— v)*) — /Q J2( 5 —1)(u — v)*dx — /8 (5= (u = v)* do

= (—Dpu+ F(u), (u—v)") - /ij(',u; —(u—v)")dx — /m (- yu; —y(u — v))do,

for all v € K, which shows that u is a subsolution of (4.6.9). By the same calculation, we
obtain that 7 € WYP(Q) is a supersolution of problem (4.6.9) if F(u) € L9(Q) and if the

following inequality is satisfied
—ApU+ F(@) +&+1>0in (WHP(Q))*, for all € € 9j1(-, 1) and for all n € jo(-, T).

Now, we set hi(x, s) = f[s[P~2s —f(x,s,s) =& for £ € Dji(x,s) and ha(x, 5) = —Als[P~2s —1)
for n € 9ja(x, s) and notice that in our considerations the nonlinearities h; and hy do not need

to be continuous functions. Applying assumption (F3) provides

h h
lim 1(x5) = —00, and 1(x ) =0,
|s|—oo |S|P~2s s—0 |s|P—2s

h h 1
lim 2(x. 5) =—o00, and Ilim 2(x. 5) =0.
s|—o0 |S|P2s s—0 |s|P—2s

With a view to Lemma 4.6.8, we see that the assumptions therein are satisfied. This yields an

ordered pair of positive sub- and supersolutions given by u = cp1 and T = e, respectively, a
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pair of negative sub- and supersolutions given by u = —te and T = —e(; of problem (4.6.9).
[l

Note again that in order to apply the existence and comparison result the constructed sub-

supersolutions have to satisfy additional conditions related to K meaning that
uV K CK, uNKCK

are fulfilled, too.

Example 4.6.10. Let p > 2 and let the function f : R x R — R be given by

_2|5‘p—2s+ (ﬁ_’_ 1)e|r‘(|xl+1)‘r‘p_2r for s < -1,
flx.r,s) = ~IsPP2s+ (B+ D)ellHD|p=2r for ~1<s5<1, (46.23)
—2|S‘p725 + (ﬁ + 1)e|r‘(|x|+1)|r‘p72r fors > 1.

One easily verifies the validity of the assumptions (F2) and (F4), where 0 < 3 < 1 is fixed.
Moreover, Clarke's gradient s — 0j(x, s) from Example 4.6.4 can also be used as example for
0j1(x,-). The function

(e=(s+1) —2)|s|P—2s ifs < —1,
[—A, 1] ifs = -1,
dja(x, ) = ¢ Als|P~2s if —1<s<1, (4.6.24)
[—1, A] ifs=1,
\(e(s_l)(‘XHl) +5—3)sP71 ifs>1,

satisfies the assumptions (j1)—(j3) for some fixed A > Ap.

To obtain extremal solutions of problem (4.0.1), it is required that the given closed convex set
K fulfills the lattice structure conditions as stated in (4.4.1). In Remark 4.6.5 the one-sided
obstacle problem is presented as a closed convex set in Wol'p(Q) satisfying these assumptions.
The same holds true in W1P(Q) meaning that

K={veW"w(Q):v(x) <i(x)foraa xecQ}, vel®Q),v>C>0, (46.25)

is a closed convex set in W'P(Q) having lattice structure. Other interest closed convex sets in
WP(Q) are the following

Ky = {veWh"P(Q
Ko = {ve WhP(Q

(Q) : a(x) < v(x) a.e.x € Q},
(€):
Ky ={ve WhP(Q):
(€):

B1(x) < v(x) < Ba(x) a.e.x € Q},
Vv(x)| < C a.e.x €Q},

(4.6.26)

Ky = {ve WHP(Q v(x)dx > a1},

S— 55—

Ks ={v € Wl’P(Q) : v(x)dx < ay},
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where (31, B> and « are given functions and a;, a» and C are some constants. One sees at once
that K1, K> and K3 fulfill the assumptions in (4.4.1), however, the sets K4 and Ks just satisfy
KAK CK and KV K C K, respectively.
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f(x,r,s)
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Figure 4.3. The function f with respect to p =2, 3 =0.1 and x =0.1

12r

10

Figure 4.4. Clarke’s generalized gradient s — j>(x, s) with respect to Q = (0, ), p1(x) =
e,M=1,A=4p=2andx=1



Chapter 5
Entire Extremal Solutions for Elliptic

Inclusions of Clarke's Gradient Type

In this chapter, we deal with quasilinear elliptic differential inclusions of Clarke's gradient type
defined in all of RV in the form

Au+9j(-,u)>0 inD', (5.0.1)

where A is a second-order quasilinear differential operator in divergence form of Leray-Lions
type given by

N
Au(x) = — Z aaa,-(x, u(x), Vu(x))  with Vu = <§;’1, . aii,) . (5.0.2)

The function j : RV x R — R is assumed to be measurable in x € RN for all s € R, and locally
Lipschitz continuous in s € R for a.a. x € RN, The multivalued function s — 9j(x, s) stands

for Clarke's generalized gradient of the locally Lipschitz function s — j(x, s) and is given by

dj(x,s) ={§ eR:j°(x,s;r) >&r,Vr € R}, (5.0.3)
for a.a. x € RN, where jo(x,s;r) is the generalized directional derivative of j at s in the
direction r defined by

J°(x,s;r) = lim supj(x'y +tr) —j(x,y). (5.0.4)

y—s,t]0 t

We denote by D = C5°(RN) the space of all infinitely differentiable functions with compact
support in RV and by D’ its dual space.

5.1 Notations and Hypotheses

Let W = W P(RN) be the local Sobolev space of all functions v : RV — R, which belong

loc

to the Sobolev space W1P(Q) for every compact domain Q C RN. The topology of the

118
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locally convex space W is described by the family of seminorms {h, : k = 1,2, ...} given by
he(u) = |lullwrr(s,). where By C RN is the ball of radius k. A sequence (u,) C W converges
to u if and only if

he(up —u) — 0, asn— oo, forall k=1,2,.... (5.1.1)

Since the space W has a countable fundamental system of seminorms, there exists a metric
d on W for which (W, d) is a complete metric vector space. Such spaces are called Frechét
spaces (see [98, Theorem 25.1, Corollary 25.2]). For fixed k we denote Wy = W1P(By) and
by ix : W — W the mapping defined by W > u — ulg, € W, where u|g, denotes the
(RN), where
q satisfies the equation % + % = 1. Note that £9 is equipped with the natural partial ordering
< defined by u < viff v —u e L] := LfLC’Jr
functions of £9. We impose the following hypotheses on the operator A and its coefficients,

restriction of u to Bk. Analogously, we define the local Lebesgue space £9 := L7

(RN) which stands for the set of all nonnegative

where 1 < p < o0.

(A1) Each aj(x,s, &) satisfies Carathéodory conditions, i.e., is measurable in x € Q for all
(5,6) € R x RN and continuous in (s,&) for a.a. x € RN, Furthermore, a constant
co > 0 and a function kg € L9 exist so that

|ai(x, 5, €)] < ko(x) + co([s|P~H + [¢[P7T),

for a.a. x € RN and for all (s, &) € R x RN, where |¢| denotes the Euclidian norm of the
vector £.

(A2) The coefficients a; satisfy a monotonicity condition with respect to £ in the form

N

> (ailx5,€) — ai(x, s, €))(& — &) > 0,

i=1
fora.a. x € RN forall s € R, and for all £, ¢ € RN with & # ¢

(A3) A constant ¢; > 0 and a function k; € L exist such that

N
ai(x,s,8)& > alf|P — ki(x),

i=1
for a.a. x € RN, for all s € R, and for all £ € RV.
(A4) There is a function k> € £ and a continuous function w : Ry — R, such that

|ai(x,5,€) — ai(x, ', €)| < [ka(x) + [s|P7H +|8'[P7H + [P Hw(]s — §')),

holds for a.a. x € , for all s,s’ € R and for all £ € RN, where w : R, — Ry satisfies

| op=+ee
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which means that for every £ > 0 the integral taken over [0, ] diverges, that is,

=

1
Note that hypothesis (A4) is satisfied for example in case w(|s—s'|) = C|s—s'|7 with a positive
constant C meaning that the coefficients a;(x, s, ) fulfill a Holder condition with respect to s.
It should be mentioned that the operator A is well-defined, that is,

N
0
a(u, ) = /R’V Z aij(x, u, Vu) 8;5- dx
i=1

is well-defined for all u € W and all ¢ € D, where a denotes the semilinear form associated
with A.

Definition 5.1.1. A function u € W is said to be a solution of (5.0.1), if there exists a
function v € L9 such that

(i) v(x) € 9j(x, u(x)), for a.a. x € RV,

N
.. Op
(ii) /RN ;ai(x, u, V)5 dx + /RN vodx =0, forall p € D.
Definition 5.1.2. A function u € W is said to be a subsolution of (5.0.1), if there exists a

function v € L9 such that

(i) v(x) € 9j(x, u(x)), for a.a. x € RV,

N —

N
(ii) /R’V ;a;(x,u, Vu)g)idx —i—/R ypdx <0, Ve Dy.
Definition 5.1.3. A function @ € W is said to be a supersolution of (5.0.1), if there exists a

function % € L9 such that

(i) 7(x) € 9j(x,u(x)), for a.a. x € RV,

N
(i) / Za,-(x,u,Vu)&de+/ Fedx >0, Ve e Dy.
RN ) 8 RN

i

Here, Dy := {¢ € D : ¢ > 0} stands for all nonnegative functions of D. Let [u, T] be an
ordered pair of sub- and supersolutions of problem (5.0.1). We impose the following hypotheses
on j and its Clarke's generalized gradient s — Jj(x, s).

(j1) x +— j(x,s) is measurable in RN for all s € R.

(j2) s+ j(x,s) is locally Lipschitz continuous in R for a.a. x € RV.
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(J3) There exists a function L € £ such that for all s € [u(x), T(x)] holds

n e dj(x,s): |n| <L(x), foraa. xeRN.

Now, we are going to prove that the assumptions above are sufficient to ensure the existence

of entire extremal solutions of (5.0.1) within the interval [u, T].

5.2 Entire Extremal Solutions

Theorem 5.2.1. Let the conditions (A1)-(A4) and (j1)—(j3) be satisfied and let u,u be a
pair of sub- and supersolutions of problem (5.0.1) satisfying u < G. Then there exist extremal

solutions of (5.0.1) belonging to the interval [u, 7).

Proof. First we select a sequence of open balls (By) C RN k=1,2, ..., whose union is equal
to RN, that is, re1 Bk = RN, We construct a sequence (Ux, k) C W x L9 as follows: By
means of the given supersolution according to Definition 5.1.3, one defines

for x € By,
U =7 Up(x) = ug(x) or x € By
u(x) for x € RN\ B,
(5.2.1)
B Yie(x for x € By,
MNo:=7, Tkix)= <) «
¥(x) for x € RN\ By,

where the pair (ug, k) € WLP(By) x L9(By) denotes the greatest solution of the differential
inclusion
Aug + 0j(- u) 0 in By,
_ (Px)
U =14 on 0By,
in the order interval [u|g,, T|g,]. We recall that a pair (ux,vx) € WYP(Bk) x LI(By) is a
solution of (Px) if the following holds:

(1) U, = u, on 0B,

(2) v(x) € 9j(x, ux(x)),  fora.a. x € By,

N

0
(3) Z ai(x, ug, Vuk)—(pdx +/ ypdx =0,  forall ¢ € C5°(Bx).
B, Ox; By

Obviously, the functions u|g,,U|g, form an ordered pair of sub- and supersolutions of the
auxiliary problem (Py) and the existence of a greatest solution uy € [u|g,, T|g,] of (Pk) follows
directly from [38]. Therein, the homogeneous parabolic case was considered, however, the
elliptic case acts by the same arguments. In addition, nonhomogeneous boundary conditions

can be reduced to homogeneous ones by translation without changing the class of problems.
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Notice that the extensions (Uy, Vi) of (uk, vk) are well-defined and belong to W x L9.

By the construction of U, one immediately sees that U; < Uy is true. The function up €
W'P(B,) is the greatest solution of (P,) in the interval [u|g,, T|g,]. Furthermore, w|g, is a
subsolution of (P1) in By, and T|p, is a supersolution of (P1) in By satisfying us|g, < U|g,.
Since u; € WL1P(By) is the greatest solution of (P1) in [u|g,, T|g,] D [u2|g,,T|B,], we obtain
u2|g, < w1 and therefore, U> < U;. In order to generalize this result, we argue per induction
and have by definition of Uy that uy41]|pg, is a subsolution of (Px) and u is the greatest solution

in [H|Bka|Bk] D) [Uk+1|Bka|Bk]- This yields

UL S U1 SU L. U Uy =1, (522)
consequently,
klim Ur(x) = U*(x),  for almost all x € RV, (5.2.3)
— 00

To show that U* belongs to W, let Q C RN be any compact set, which implies the existence
of an open ball By satisfying Q C By. Due to the fact that u, 7 generate lower and upper
bounds for U;, we obtain the boundedness of U, with respect to the norm in LP(By), that is,

HU/HLP(Bk) S Ck, fOI’ a|| |=1,2 ..... (5.2.4)

where ¢, are some positive constants depending only on k. Now we are going to prove the
boundedness of VU, in LP(By). Observe that each U; with | > k + 1 fulfills in Byy1

AU+ 0j(-, U)) 20, (5.2.5)

which by Definition 5.1.1 means

N
/ Z ai(x, Uy, VU/)a—sodx + / Fipdx =0, forall ¢ € C5°(Bk+1), (5.2.6)
B Oxi Bia

k+1 j=1
where we have
F(x) € 9j(x, U(x)), for almost all x € RV, (5.2.7)

Since Wol‘p(BkH) is the closure of C§°(By41) in W1P(Byi1) (see [1]), the validity of (5.2.6)
for all ¢ € Wol’p(BkH) can be proven easily by using completion techniques. With the aid of
[79, Theorem 1.2.2] we introduce a function ¢ € D given by the following properties:

(i) 0<dI(x) <1 forall xRN,
(i) 9(x)=0 for all x € RN\ By,

(i) 9(x) =1 for all x € By.
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Additionally, it holds

max | sup ¥, sup |[VI|P | <c, (5.2.8)
Bky1 Bkya
where c is a positive constant. By using the special test function ¢ = U, - ¥ € W()l’p(Bk+1)
in the left term of (5.2.6), one has along with Young's inequality
N

Z a,-(x, U/, VU/)

Bi+1 =1

/Bk+1 i

1

ouP
Ox;

oy,

9P + p9P LU,
Ox;

oY
Ox;

N
a,-(x, U/, VU/) |:
=1

z/ (c19P|V U |P — kﬂ?”)dx—/ (ko + co(|U/|P7Y + [V U |P~1) p0P~ 2| Uy || V0| dx
Bk+1 Bk+1

2/ clﬁp]VU/\pdx—al—ag—a3—/ 5p]VU/\p19pdx—/ C(e)| V9P| Ui|Pdx
Bk+1 k+1

By

> / (1 — pe)dP|V Uj[Pdx — p/ C(&)|UIP| V9P — aa,
Byi+1 Bi+1
where ¢ is selected such that £ < <. Applying (j3) along with (5.2.8) and (5.2.4) yields

a5/ 19”]VU,|”dx§p/ C(s)]U/|p\V79]pdx+/ )| Uil9P dx + 2
Bk+1 Bk+1

Biy1

gp/ C(g)yu,\P\wdeH/ LU 0P dx + a4
Bri1

Br+1

< a

with a positive constant ag only depending on k. The boundedness of the gradient VU, in
LP(By) follows directly by the estimate

a5/ VU |Pdx < 35/ VP|VU,|Pdx forany | > k+1,
By Bk+1

which implies along with (5.2.4)
[Ullwes,) < Ck forall 1=1,2,...

The reflexivity of W1P(By),1 < p < oo, ensures the existence of a weakly convergent subse-
quence of U;. Due to the compact imbedding W'P(By) < LP(By) and the monotony of U
we get for the entire sequence U,

U/ |Bk—\ U* |Bk in Wl'p(Bk) and U/ |Bk—> U* ‘Bk in Lp(Bk).
We have U* € W1P(By) and since Q C B it follows U* € W1P(Q). As Q is a freely selected

compact domain in RN, we obtain U* € W. Our aim is to show that U* is the greatest solution
of (5.0.1) in [u, T]. Due to (5.2.1) it holds

M € 0j(x, Uk(x)) a.e. in RN and for all k. (5.2.9)
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Immediately, the boundedness of 'y in L9 is a consequence of condition (j3) and by using
the diagonal process of Cantor one shows the existence of a weakly convergent subsequence of
(Ck), still denoted by (k). In fact, since L9 is a reflexive Fréchet space for 1 < g < oo (see
[98, Theorem 25.15]), we have

/ Mkpdx — / Medx Yo € D as k — oc. (5.2.10)
RN RN
Due to (5.2.9) we get for any ball By

F(x) € 0j(x, U(x)) foraa. xe By,I1=1,2,...,

which implies
/ F,gpdxg/ J°(x, U p)dx, Vo e C5°(Bk).
By By
Using Fatou's Lemma and the upper semicontinuity of j° yields

Iimsup/ Mpdx < Iimsup/ J°(x, Up; ¢)dx
By By

|—o00 |—o0

g/ lim sup j°(x, Uy; v)dx
By

|—o00
S/ Jo(x, U*; )dx,
Bk

which proves in view of (5.2.10)
/ Mpdx < / Jo(x, U 9)dx, Yo e C5°(Bk). (5.2.11)
By By

We are going to show that (5.2.11) implies I*(x) € 9j(x, U*(x)) for a.a. x € Bx. The
mapping r — j°(x, s; r) is positively homogeneous and inequality (5.2.11) holds, in particular,
for all ¢ € C§°(Bk)+. We obtain

/ ™ pdx S/ Jo(x, U D) pdx, Ve e C5°(Bk)+. (5.2.12)

By By

Because of [43, Proposition 2.1.2] Clarke's generalized directional derivative j© fulfills
Jo(x,s;r) = max{¢{r: £ € Jj(x,s)}, (5.2.13)

and since 0j(x,s) is a nonempty, convex, and compact subset of R, there exists a function
] : Bk — R such that

J°(x, U"(x);1) =T7(x), fora.a. x € By, (5.2.14)
where

M(x) =max{¢: & € 9j(x, U*(x))}. (5.2.15)
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Applying the general approximation results in [9] for lower (respectively, upper) semicontinuous
functions in Hilbert spaces yields a sequence of locally Lipschitz functions converging pointwise
to j°. This implies that s — j°(x,s;1) is superpositionally measurable meaning that the
mapping x +— j°(x, u(x); 1) is measurable for all measurable functions v : By — R. Due to
(5.2.14) and (j2) we infer '} € L9(Bx). Using (5.2.11) proves

/ Mpdx < / Medx, Ve e G°(Bk)+, (5.2.16)
By By
which implies

(x) <rj, fora.a. xe€ By. (5.2.17)

Testing (5.2.11) with nonpositve functions ¢ = —1, where ¢ € C§°(By), we have
—/ Mhdx < / jo(x, U —1)dx,  Veb € C(Br)+. (5.2.18)
By By
The same arguments as above yield the existence of a function 7 € L9(By) such that

7(x) = max{—¢ : £ € 9j(x, U*(x))} = —min{& : £ € Jj(x, U*(x))}, (5.2.19)

which by setting '} = —7 in (5.2.18) implies
—/ Mpdx < —/ sdx, Y € G5By (5.2.20)
By By
Therefore, one gets
/ s > / Mswds, Vo € Co(Bi)s. (5.2.21)
By By
From the last inequality we infer
(x)>T3, foraa. x € By. (5.2.22)
In view of (5.2.15), (5.2.17), (5.2.19), (5.2.22) and I'5 = —7 we see at once that
M™(x) € 9j(x, U*(x)) fora.a. x € By. (5.2.23)

Let ¢ € D be arbitrarily fixed. Then there exists an index k such that the support of ¢ fulfills
supp ¢ C Bk. The approximations above yield for any / > k

/ a,-(x, U, VU/)ajdX +/ Mepdx =0,
RN aX,' RN

or equivalently

/ a,-(x, U, VU/)gidX —|—/ r/gde =0. (5.2.24)
By Xi By



5.2. Entire Extremal Solutions 126

The assumptions (A1) and (A2) imply that A : WP(B,) — (WYP(By))* is continu-
ous, bounded, and pseudomonotone (see [103]). We have U; — U* in W1P(By) and
limsup,_ .. (AU;, Uy — U*) < 0. Due to the pseudomonotonicity it holds AU; — AU* in
(WLP(By))*. Along with the weak convergence of I'; in L9(By) we can pass to the limit in
(5.2.24) and obtain
ai(x, U*, VU*)=——dx + pdx = 0. (5.2.25)
RN aX,‘ RN

The statements in (5.2.23) and (5.2.25) show that the pair (U*, ") is a solution of the problem
(5.0.1) in [u, T]. In order to complete the proof we have to prove that U* is the greatest solution
of (5.0.1) in [u, T]. Let U be any solution of (5.0.1) in the order interval [u, T]. Obviously, the
solution u is also a subsolution of (5.0.1), which implies by the construction in (5.2.1) that the
inequality v < Uy < wis valid for all I = 1,2,.... This yields u < U,;, which shows that U*
must be the greatest solution of (5.0.1) in [u, T]. In the same way one can show the existence
of a smallest solution. O

Remark 5.2.2. The elliptic inclusion problem with state-dependent subdifferentials investi-
gated by Carl in [15] has the form

Au+ B(,u,u)>0 inD', (5.2.26)

where A is a general operator of the Leray-Lions type as in (5.0.2) and B(x, u,-) : R — 28\ is
a maximal monotone graph in R? depending continuously on the unknown u. The multifunction
(3 is generated by f : RN x R x R — R which satisfies the following conditions:

(f1) (x,r) — f(x,r,s) is a Carathéodory function uniformly with respect to s, which means
that f is measurable in x for all (r,s) € R x R and continuous in r for a.a. x € RN

uniformly with respect to s.

(f2) s — f(x,r,s) is nondecreasing (possibly discontinuous) for a.a. x € RN and for each
r € R, and it is related to the maximal monotone graph (3 by

B(x,r,s) =[f(x,r,s—0),f(x,r,s+0)], (5.2.27)
where

f(x,r,s+0)=Ilimf(x,r,s+te).
e|l0

f3) (x,s) — f(x,r,s) is measurable in RN x R for each r € R.
(

(f4) For a given pair of sub- and supersolutions u,u satisfying u < U, there exist a function
k € LS and a constant o > 0 such that

If(x, r,s)| < k(x),

for a.a. x € RN and for all r € [u(x), d(x)] and s € [u(x) — o, T(x) + a].
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The function f is continuous in the second argument and nondecreasing (possibly discontinuous)
in the third argument. Thus, f € L2 (RN x R x R) and we can set

i s) = /0 Tt B)dt, (5.2.28)

which yields that the function s — j(x, s) is locally Lipschitz and Clarke’s generalized gradient
can be represented by 0j(x, s) = (x, s, s) (for more details see [39]). Hence, this chapter ex-
tends the results in [15] for more general multifunction in form of Clarke’s generalized gradients
in all of RN,

5.3 Construction of Sub- and Supersolutions

In this section we give some conditions to find sub- and supersolutions of problem (5.0.1). As
a special case, we consider problem (5.0.1) for A = —A,, where —A, stands for the negative
p-Laplacian. The main idea is to use the eigenvalues and the corresponding eigenfunctions of
the p-Laplacian on bounded domains with Dirichlet boundary values. We denote by A; the first
eigenvalue of the p-Laplacian on the ball B, with radius r related to its eigenfunction ;1. This

means, 1 satisfies the equation

—Apu=M\ulP?u  inB,

(5.3.1)
u=20 on 0B,.

In view of the results of Anane in [3], it is well known that A1 is positive and 1 € int(C3(B,)+),
where the interior of the positive cone C}(B,) is given by

int(C3(B,)+) = {u € G(B,) : u(x) > 0,Vx € B,, and g:j(x) <0,Vx € (9Br},

where %(X) means the outer normal derivative. Now, we formulate the hypotheses on Clarke's
generalized gradient as follows.

(j4) There exists a Carathéodory function g : RN x R — R, which fulfills
£ <g(x,s), VseR, foraa. in RV, and for all £ € 9j(x, s), (5.3.2)

and has the property

lim inf (—g(X' 5)) > A1, (5.3.3)

s—+0 sp—1

uniformly with respect to a.a. x € RN. Furthermore, there exists 5 > 0 such that

dj(x,3) >0, foraa. xecRN (5.3.4)
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Proposition 5.3.1. Let the conditions (j1), (j2) and (j4) be satisfied. Then there exists a
positive ordered pair of sub- and supersolutions of problem (5.0.1) given by

ifx € B,
u(x) = | ) " Ux)=3 foraa xcRV, (5.3.5)
0 ifx € RN\ B,,

provided that € > 0 is sufficiently small.

Proof. The eigenfunction (1 of (5.3.1) belongs to int(C3(B,)+), that means in particular,
the outer normal derivative dp;1/0v on OB, has a negative sign. By the Divergence Theorem
we have for ¢ € D

/ |Vu|P~2VuVpdx
]RN
= | |V(ep1)[P~?V(ep1) Vipdx
B

- / IV (e00)|P2(0(e 1) /0v)pdx + / M(ep1)P Lpdx
0B,

r

< / Al(sgol)pflnpdx

r

= /RN Alg”*l(pdx.

This calculation along with (5.3.2) and (5.3.3) yields for v € 9j(-, ep1)
—Dpepr) +7 < Milepr)? ™ + g ep1) <0

assumed ¢ is sufficiently small. Due to (5.3.4) it follows directly that T = 5 is a positive
constant supersolution of (5.0.1). Choosing ¢ small enough such that u < T completes the
proof. O

Notice that the sub- and supersolutions obtained in Proposition 5.3.1 guarantee that condition
(j3) is satisfied, too. Hence, Theorem 5.2.1 is applicable and provides the existence of a
nontrivial extremal solution u of (5.0.1) belonging to the order interval [u,T] of sub- and

supersolutions given in (5.3.5).

Example 5.3.2. Let A > \; be fixed and let j(x,-) : R — R be a locally Lipschitz function
satisfying (j1) and (j2) given by

|x| + 2

—)\e572—)\s—sgn575", ifs <2,
G o(xr+
- 1,2 x| +2 ,
J(x,8) =< —=As* +4XAs — 9\ — —————sP, if2<s<3, 5.3.6
(es) =173 b+ 1) (5:3)
_ 7 |x| + 2 )
e s — S - LT _oP ifs > 3.
27 p(lxI+1) -
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Its generalized Clarke's gradient has the form
2
—Xe*2 -\ — :j i 1 |s|P~L, ifs <2,
2 2
2 (ag X200 2 Ao X250 . ifs=2,
x| +1 |x| +1
2
0j(x,8) = { —As + 4\ — :X: 1 1 Pl if2<s<3, (537
X
Ao M 2gp oy X240 ifs =3
|x| +1 ' |x| +1 '
2
e T3 4\ — :i; I 15"_1, if s > 3.

One easily verifies that 0j(x,-) satisfies the condition (j3) and is bounded above by a

Carathéodory function g : Q x R — R defined as

x| + 2
x| +1

_ ()\_1_ ’X‘ +2) Sp_l,

x| +1
3As — 4\ —

[s|P~,

s -

’X’ + 2sp—1
x| +1

s+2(A—1)— FES

|X| +2 p—1

ifs <0,

if0<s<1,

(5.3.8)

ifl<s<2,

ifs > 2.

Since g fulfills property (5.3.3), there exists a positive pair of sub- and supersolutions given by

(5.3.5) and thus, we obtain a nontrivial positive solution u € [u,d] of problem (5.0.1).

o r N w
T T

g(xs)

2j(x,s) [

Figure 5.1.
(0,7), p1(x) =sin(x), 1 =1, A=2, p=2andx=1

The function g and Clarke's generalized gradient 9j(x,s) in case Q =
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