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Abstract: Based on modern satellite products Planet with high spatial resolution 3 meters, authors of this paper improved 

the neural network methodology for constructing land cover classification maps based on satellite data of high 

spatial resolution using the latest architectures of convolutional neural networks. The process of information 

features formation for types of land cover is described and the method of land cover type classification on the 

basis of satellite data of high spatial resolution is improved. A method for filtering artificial objects and other 

types of land cover using a probabilistic channel is proposed, and a convolutional neural network architecture 

to classify high-resolution spatial satellite data is developed. The problem of building density maps for the 

quarters of the city atlas construction is solved and the metrics for estimating the accuracy of classification 

map construction methods are analyzed. This will make it possible to obtain high-precision building maps to 

calculate the building area by functional segments of the Urban Atlas and monitor the development of the city 

in time. This will make it possible to create the first geospatial analogue of the product Copernicus Urban 

Atlas for Kyiv using high spatial resolution data. This Urban Atlas will be the first such product in Ukraine, 

which can be further extended to other cities in Ukraine. As a further development, the authors plan to create 

a methodology for combining satellite and in-situ air quality monitoring data in the city based on the 

developed Urban Atlas, which will provide high-precision layers of PM10 and PM2.5 concentrations with high 

spatial and temporal resolution of Ukraine. 

1 INTRODUCTION 

The image of remote sensing data is a matrix of 

"pixels", which are the smallest unit of the image and 

contain the values of the measured spectral 

reflectance. Traditionally, pixel-based approaches are 

used to classify images, as a result of which each pixel 

of the image is mapped to a class according to its 

spectral properties [1]. Object characteristics include 

spectral characteristics, shape, size, texture, and 

context properties. Signs usually determine the upper 

and lower limits of the range of measured 

characteristics of objects. Image objects within 

certain contours belong to a certain class, and those 

outside them belong to other classes [2]. An 

important task is to identify the most relevant features 

for each class in order to effectively perform the 

classification of images with high accuracy [3]. The 

following features are most often used in the literature 

for the classification of urban areas: brightness, 

average value of the reflection spectrum and standard 

deviation of the spectra [4]. According to the average 

value and the standard deviation of the features, the 

threshold values of the selected features are 

determined, which are used to assign a class label to 

each pixel [32]. To understand the relevance of the 

research problem and answer key issues that 

researchers face when classifying land cover using 

high-resolution data, we analyzed existing 

approaches related to the pixel and object-oriented 

approach using convolutional neural networks 
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(CNN), which gave us the opportunity to improve 

our own algorithm for classifying urban areas on 

Sentinel-2 satellite data  with a spatial resolution of 

10 meters, as well as to develop a new algorithm for 

classifying satellite data with a high spatial 

resolution (for example, Planet data with a spatial 

resolution of 3 meters). 

     Within the object-oriented approach, the smallest 

spatial unit for mapping is geospatial objects, which 

look like vector polygons extracted from high-

resolution remote sensing images using segmentation 

techniques. These internally homogeneous 

geographical objects are used as the basic units of the 

classification map. Conditionally multi-scale 

segmentation is used to select homogeneous image 

objects and create appropriate vector polygons [5].  

 The purpose of this article is to consider the main 

problems of monitoring and classification of land 

cover in Kyiv on the basis of our proposed neural 

network algorithm, which provides an opportunity to 

update annually for city's land cover maps with high 

spatial resolution, which is crucial information in 

management decisions when planning the cities 

development in the long run. 

     In recent years, segmentation methods have been 

proposed with further classification based on CNN to 

extract the boundary information of objects using 

self-learning functions from images [6]. A study by 

Dong, Wu, Luo, Sun, and Xia (2019) proposed a 

method for determining geospatial objects based on 

CNN [7]. The method consists of the following 

stages. 

Initially, road and river landfills on the historical 

map of the earth's crust are used to zone the target 

image into several subregions. Subsequent object 

classification of subregions can be performed in 

parallel mode. In the second stage, a probability map 

is built for each subregion, using a modified 

convolutional network VGG16 [8]. This network 

uses five convolution layers, the output of which is 

combined by the upsampling method [7]. In the third 

stage, a vector probability map of object boundaries 

is built. The subregion images are then extracted from 

the landfill boundary of each geospatial object. The 

results of all subregions are combined to form a 

structured map of geospatial vector classification. 

After determining the shape of geospatial objects 

for each of them the procedure of extraction of 

features is performed. Traditionally, each class of 

geospatial objects has a set of features that are 

determined on the basis of satellite data. Let's focus 

on the following image characteristics: spectrum, 

shape and texture. The spectral characteristics the 

average pixel brightness for the selected object, the 

standard deviation and maximum differences of the 

spectral signals, the normalized differential 

vegetation index (NDVI) and the normalized 

differential water index (NDWI) are usually used. 

These indices are calculated based on satellite data 

with high spatial resolution (one value per pixel), and 

the average values of the corresponding pixels that 

make up the geospatial object are used as features of 

the object itself. Indicators of the shape of geospatial 

objects are the size of the object, the ratio of length to 

width, pixel index of shape and the overall index of 

shape  [9]. The textural features of geospatial objects 

use the index PanTex of the presence of buildings 

[10], and the degree of matrices of the gray-level co-

occurrence matrices (GLGM) [11]. Based on the data 

of the digital terrain model, you can also calculate the 

terrain characteristics, including the average 

topographic height and steepness for each pixel. 

The corresponding features of the object are 

calculated as the average values of the pixels that are 

part of each geospatial object. In Table 1 lists the 

features of the classes used in deep learning 

algorithms are presented. 

Table 1: The List of Features Used in the Classification by 

Deep Learning.    

Spectrum characteristics Texture 

features 

Topographic 

features 

The average value of the 

spectrum signals in 

different satellite channels 

Homogeneity Height 

Standard deviation of 

spectral signals in different 

satellite channels 

Contrast Incline 

Brightness of spectral 

signals 
Unlikeness 

Maximum differences of 

spectral signals 
Entropy 

Normalized vegetation 

index (NDVI) 
Correlation 

Normalized water index 

(NDWI) 

In Figure 1 presents the NDVI values for selected 

types of land cover and different geospatial objects. 

You can use additional geospatial data from different 

sources to obtain additional informational features. 

Different land cover classification methods 

based on high spatial resolution data can be very 

useful for different land classification problems 

under different urban agglomerations, making it 

possible to obtain an accurate geospatial vector 

urban atlas like the Copernicus Urban Atlas. The use 

of satellite data with a spatial resolution of 10 meters 

does not make it possible to accurately identify 

artificial objects in suburban areas. 
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In recent years, the Object-based image land 

cover classification has attracted considerable 

attention based on objects with high spatial 

resolution data and a convolutional neural network 

for mapping the earth's surface using remote sensing 

images. Numerous studies over the past decade have 

examined a wide range of issues related to land 

mapping [1] – [8]. However, most of these studies 

focused on agricultural land and crop types. In our 

case, it is important to accurately identify artificial 

objects, the identification of which on the satellite 

data of high spatial resolution may cause problems 

with shadows from large buildings, which belong by 

the neural network to the incorrect class. This is our 

research - to improve existing and develop our own 

neural network algorithm for the classification of 

urban areas. 

2 METHOD 

2.1 Study Area 

Mapping urban land use and land cover is a 

fundamental task of urban planning and 

management. Very high resolution (VHR) satellite 

images, such as images from QuickBird, IKONOS, 

GeoEye, WorldView-2/3/4 and GaoFen-2, have 

shown a great advantage in urban land monitoring 

conditions due to high spatial detailing, compared to 

free data. In recent years, many studies have been 

conducted in the world on the classification of urban 

land use and soil cover based on VHR images [12], 

[34], [35], [37]. High-resolution classification 

methods can generally be divided into two classes - 

pixel-based methods and object-based methods [13]. 

The first defines the classes for individual pixels 

mainly on the basis of spectral information. In VHR 

images, pixel-by-pixel methods can be problematic 

because the spectral values of individual pixels on 

the earth's surface do not reflect the characteristics of 

the object. Object-oriented methods have been 

proposed to solve this problem. Unlike pixel-by-

pixel methods, object-oriented methods combine 

adjacent pixels into objects using image 

segmentation, such as Multi-Resolution, Mean-Shift 

or Quadtree-Seg, and the objects are considered as 

units of classification [14]. Object-oriented 

classification methods greatly help to reduce 

problems with pixel-by-pixel approaches, while the 

quality of image segmentation significantly affects 

the accuracy of classification [13]. In addition, 

analysts must first randomly select a set of object 

features or design representative features as input to 

Figure 1: Examples of NDVI values for selected types of land cover and various geospatial objects of the Kyiv city and its 
environs based on Planet data. 
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the classification using design techniques methods. 

The effectiveness of the selected features also affects 

the accuracy of the classification. Objects selected in 

a complex urban area are unlikely to be 

representative of all types of land cover. To solve this 

problem, it is necessary to provide automatic 

selection of features on images from remote sensing 

satellites instead of using manually selected features. 

2.2 Classification Procedures 

Artificial intelligence methods for image recognition 

and computer vision, such as K-means, neural 

networks (NN), support vector machines (SVMs), 

and random forests (RF), are not effective ways to 

classify Earth remote sensing images. A study by Fu, 

Zhao, Li, and Shi (2013) proposed for those purposes 

the idea of deep learning [14]. Compared to 

traditional machine learning methods such as NN, 

SVM and RF, deep learning models provide 

automatic feature extraction from large data sets. 

They learn to remove key features in the modeling 

process; thus, do not require prior selection of signs. 

In computer vision communities, deep learning, 

including convolutional neural networks (CNNs), 

has been used successfully to categorize images, 

identify goals, and understand scenes [15]. As a rule, 

typical CNNs include convolutional and aggregation 

layers, a nonlinearity activation function followed by 

fully bound layers as classifiers. CNN's first 

application of remote sensing was the allocation of 

road networks and buildings by Mnih and Hinton 

(2010) [16]. CNN has recently been used for pixel-

by-pixel semantic labeling (or classification) of high-

resolution remote sensing images. Mnih and Hinton 

(2010) proposed the CNN architecture for aerial 

imaging. Wang et al. (2015) used a three-layer CNN 

structure and a finite state machine to identify the 

road network [17]. Hu et al. (2015) used a pre-trained 

CNN network to classify different scenes in high-

resolution remote sensing images [18]. Längkvist 

and others (2016) used CNN for the pixel-by-pixel 

classification of 0.5 m aerial photographs in natural 

colors into five classes of land cover, including 

vegetation, land, roads, buildings, and water, using 

the Digital Surface Model (DSM) [19]. Maltezos 

(2016) used CNN to identify buildings based on 

ortho-photo images using object height information 

[20]. Pan and Zhao (2017) proposed an extended 

CNN model for land cover classification based on 4-

channel GaoFen-2 satellite images of rural areas 

[21]. Long at al. (2015) proposed a fully 

convolutional neural network (FCN) [22]. In FCN, 

fully connected layers in CNN are replaced by layers 

with upward convolution and merged with a shallow 

layer. Because the standard CNN model is based on 

the "image label" principle, the FCN's "start-to-end" 

labeling mode is more suitable for pixel-based image 

classification, and assigning a specific class to each 

pixel. The structure of the FCN has also shown great 

potential in the classification of remote sensing 

images. Sherrah (2016) proposed the FCN structure 

without decreasing sampling for semantic marking 

based on reference data from the International 

Society for Photogrammetry and Remote Sensing 

(ISPRS) in Vaihingen and Potsdam, which are 

publicly available aerial photographs in conventional 

colors with spatial resolution 9 cm and accompanied 

by DSMs derived from Lidar [23]. Based on the 

same data sets, implemented a multi-scale FCN [24]. 

The ensemble FCN model is offered [25]. Maggiori 

at al. (2017) compared CNN and FCN models for 

aerial photography and presented a multilayer 

perceptron (MLP) structure based on the FCN model 

for large-scale aerial photography classification [26]. 

Our review of the literature shows that most of the 

existing studies, with exception of [24], were 

conducted on basis of test sets ISPRS. Although 

these publicly available datasets provide images and 

reference sources for more efficient modeling and 

model comparisons, lower-spatial satellite imagery 

is often used for operational land classification and 

land use in large urban areas, and accurate DSMs are 

not always available. The U-Net model proposed in 

[27] is an improved FCN model, characterized by

symmetrical U-shaped architecture consisting of an

encoder and a decoder. This model combines low-

level features with detailed spatial information with

high-level features with semantic information to

improve segmentation accuracy and achieves

promising results in segmentation problems of

individual classes, such as biomedical image

segmentation, aerial road network definition,

building identification and sea and land

segmentation in Google Earth images. For multi-

class classification tasks such as land cover

classification, contextual information at different

scales is important, as the characteristics of different

types of land cover or terrestrial objects usually have

different scales [27]. However, this information is

not included in the original form of the U-Net model.

Convolution is an important step in the CNN and

FCN models because it allows models to distinguish

features of different scales and degrees of

abstraction.
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2.3 NN Architecture 

The initial form of the U-Net architecture consists of 

a compression path and a mirror expansion path. The 

convolution path determines high-level features 

through convolution and merges operations, while 

the spatial resolution of object maps is reduced. The 

expansion path (decoder) attempts to restore the 

resolution of object maps using up convolution 

operations. For each level of the compression path, 

feature maps are transmitted to a similar level in the 

decoder, which allows you to distribute contextual 

information over the network. For our experiments, 

we use one of the most accurate deep learning 

architectures for semantic segmentation tasks, the U-

Net model. The architecture of our U-Net model 

traditionally consists of convolutional and de-

convolutional parts, which are interconnected by a 

concatenation operation. 

Traditionally, cross-entropy (CE) or weighted 

cross-entropy is chosen as a loss function (1)  for 

multilayer perceptron training and deep learning 

models [5]: 

𝐶𝐸 = − ∑ ∑ 𝛼𝑐𝑦𝑐 log(𝑝𝑐) ,𝐶
𝑐=1

𝑁
𝑘=1  (1) 

where C is the number of classes, N is the number of 

elements in the sample, y is the target vector, in our 

case we choose one-hot coding, p is the output of the 

last layer of the neural network, 𝛼𝑐 is the coefficient 

to control class influence,  𝛼𝑐 =
𝑁𝑐

𝑁
.

Batch normalization is applied before each Relu 

activation function. Batch normalization scales the 

input for layers, typically mini-packets, using mean 

value and variance. This scaling eliminates the 

internal covariance shift and thus speeds up the 

learning process [28]. A 2 × 2 max merge operation 

is used between the top and bottom layers on the 

compression path, which reduces the resolution of 

object maps. The size of the objects in the bottom 

layer of the compression contour is reduced to 1/64 

of the original image. The bottom layer of the 

standard U-Net model corresponds to the same 

structure of the bottom layer, that is it includes two 

consecutive convolutions, batch normalization, and 

Relu operation.  

2.4 Filtration Method 

Given the high segmentation of the terrestrial cover 

map obtained as a result of the classification of high-

resolution satellite data, it is necessary to improve the 

quality of the classification map by post-processing, 

namely the filtering of the resulting map. To do this, 

it is proposed to use an additional channel, which 

contains the recognition probabilities of each pixel 

according to each type of land cover. 

The neural network used to construct the 

terrestrial cover map uses the Softmax layer to 

convert objects to the probability that a pixel belongs 

to each type of land cover. This function reduces the 

K-dimensional vector z with arbitrary values of the

components to the K-dimensional vector σ (z) with

the actual values of the components on the interval

[0, 1] giving a sum of one. The function is set as

follows (2), (3):

𝜎: ℝ𝐾 → [0,1]𝐾 ,  (2) 

𝜎(𝑧)𝑗 =
𝑒

𝑧𝑗

∑ 𝑒𝑧𝑘𝐾
𝑘=1

 .  (3) 

The probability that an object xi with a class yi 

will occur in the sample is (4): 

𝑏(𝑥𝑖)
[𝑦𝑖=+1](1 − 𝑏(𝑥𝑖)

[𝑦𝑖=−1]).  (4) 

Therefore, we will record the plausibility of the 

sample (the probability of obtaining such a sample in 

terms of algorithm) (5): 

𝑄(𝑎, 𝑋) = ∏ 𝑏(𝑥𝑖)
[𝑦𝑖=+1](1 − 𝑏(𝑥𝑖)

[𝑦𝑖=−1])𝑙
𝑖=1 ,  (5) 

where X is the space of objects x, yi = + 1 is the 

identifier that object x belongs to class +1. 
This plausibility can be used as a functional for 

learning the algorithm, with an amendment that is 

more convenient to optimize its logarithm (6): 

− ∑([𝑦𝑖 = +1] log 𝑏(𝑥𝑖) + [𝑦𝑖 = −1]

𝑙

𝑖=1

log(1 − 𝑏(𝑥𝑖))) → 𝑚𝑖𝑛.

This loss function allows you correctly to predict 

the probabilities. Due to the need to filter the 

resulting mask of artificial objects from unreliable 

areas that erroneously fell into this mask due to 

classification, the method of threshold filtering 

(according to the principle of threshold classification 

[29]) was used with a threshold of 80% probability 

channel for artificial class objects. 

2.5 Accuracy Assessment 

Due to the limited resolution of satellite images, the 
density of buildings within quarters on Sentinel 
classification maps will be higher than they really are. 
That is why within the research framework, Planet 
satellite data with a spatial resolution of 3 meters are 
used to build a land cover classification map for the 
city of Kyiv. However, even in the absence of such 
data, for the construction of an urban atlas, the 
accuracy of classification according to Sentinel 
images is more than 90% [29], [30]. 

(6)
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The condition for the creation of the Urban Atlas 

is the need to determine the percentage of buildings 

in each of the city's neighborhoods. This uses a map 

of the land cover and a vector layer with quarters of 

the city, built on the principle described above.  To 

determine the percentage of the area of a certain type 

of land use (n - land cover class number) for each 

quarter k we will use the (7): 

∀𝑘 = 1, 𝑄𝑁, 𝑛 = 1, 𝐶𝑁:   𝑃𝑘
𝑛 =

𝑆𝑘
𝑛

𝑆𝑘
⋅ 100%,    (7) 

where 𝑄𝑁 - the number of quarters; 𝐶𝑁 - the number 

of earth cover classes on the map obtained as a result 

of neural network training; Pk
n - the ratio of the area 

of class n to the area of quarter k; Sn
k - the area of 

class n in quarter k; Sk - the area of quarter k. To 

determine the percentage of buildings, we use 

formula (7) for the class of land cover "artificial 

objects" in each of the quarters of the city of Kiev. 

According to the above formula, the percentages of 

building density by quarters of the city of Kyiv are 

calculated. 

2.6 Results and Discussion 

To build a map of the land cover for the Kyiv city, 
cloudless satellite images of Planet with a spatial 
resolution of 3 meters and 4 multispectral channels 
(Blue, Red, Green, and Near-Infrared), obtained on 
September 6, 2020, and June 11, 2020 (Figure 2), 
over urban areas of Kyiv were used. Python 
programming language with a set of libraries that 
work with geospatial objects, including GeoPandas, 

was used to analyze spectral channels and highlight 
geospatial features. For each of the types of land 
cover, based on the training data, raster images are 
created for each of the image channels of the Planet 
satellite.  

Using the proposed neural network architecture 
[31], a map of the land cover classification for Kyiv 
and its environs was built according to Planet data 
with a spatial resolution of 3 meters (Figure 2). The 
overall accuracy of the obtained map is 95%, but 
there are some disadvantages due to the high spatial 
resolution of the data used. 

3 CONCLUSIONS 

The article proposes models for the classification of 
urban land cover by images with high spatial 
resolution. Like other supervised learning 
classification methods, the classification procedure 
consists of a learning phase and a testing phase. 
Unlike conventional learning strategies, which use 
randomly selected pixels or image objects as a 
training sample, the training patterns in our model are 
pairs of image fragments and their corresponding 
base chains, with each pixel marked with a specific 
class. Optimal sets of parameters are studied using 
inverse propagation and iterations [36]. In the 
classification phase, the trained models are executed 
on the input image to predict the class for each pixel. 

The improved method of classification of land 
cover types on the basis of satellite data of high spatial 
resolution is described. The design process of 
information features for land cover types, the 
architecture of convolutional neural network for 
classification of satellite data of high spatial 
resolution is developed. The method of filtering 
artificial objects and other types of land cover using 
the probabilistic threshold method is proposed, and 
the problem of creating building density maps for city 
atlas quarters is solved. 

Information features based on satellite data of 
high spatial resolution for different land cover types 
for land cover classification of the city of Kyiv are 
singled out and investigated. The architectures of 
neural networks used in the world for similar 
classification tasks are studied, the architecture of the 
neural network for segmentation and classification of 
satellite data of high spatial resolution for the city of 
Kyiv is developed. Using additional probabilistic 
information on the recognition of land cover classes, 
a method of filtering the obtained land cover 
classification map was developed. A method for 
estimating the density of the buildings within urban 
neighborhoods based on the obtained map of land 
cover classification has been developed. Metrics for 

Figure 2: Classification map for the city of Kyiv and its 

environs according to Planet (2020). 
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the accuracy estimation of the obtained results are 
determined. All these methods and metrics are 
implemented in the Python programming language. 
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