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“On the infrequent occasions when I have been called upon in a formal place to play the
bongo drums, the introducer never seems to find it necessary to mention that I also do

theoretical physics.”
R. Feynman

On the infrequent occasions when I struggle with my life as a physicist I tend to recollect
Feynman’s stories, where I recognize my own nature - although probably no one else can

see the similarities. However, I truly believe they exist and help me feeling rooted in who I
am. I then remember that a scientist is what I am supposed to and one of the personalities

I always wanted to be, but apart from that have anytime the choice to be anybody else.
K. Tauber
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abstract

This work includes ab initio studies of two transverse spin transport phenomena,
namely, the spin Hall and spin Nernst effect. These effects refer to the ap-
pearance of a transverse spin accumulation or spin current due to a longitudinal
electrical field or temperature gradient, respectively.
Dilute alloys composed of a Cu host with substitutional impurities are studied.
A special focus is set on the behaviour of dilute ternary alloys to discover, if two
types of impurities acting in combination can enhance the efficiency of the above
mentioned phenomena.
For the electronic structure calculations performed within the density functional
theory a relativistic screened Korringa-Kohn-Rostoker method is used. The
transport properties of the considered systems are obtained via the Boltzmann
approach.
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1 Introduction

Spintronics, which means “spin transport electronics” [1, 2] is a largely emerging
technology since the 1980s. In contrast to electronics, which deals mainly with the
transport of charge, this new technology adds the electrons spin as information
carrier to practical devices [1]. The spin, a quantum mechanical property of ele-
mentary particles, is the intrinsic form of angular momentum. It was shown by
Stern and Gerlach in 1922 that spin is in the presence of a quantization axis a
quantized quantity and therefore only discrete spin quantum numbers are allowed
[3]. Nowadays, the alignment of spins is used to store information. Namely, in
presence of a quantization axis, which can be an external magnetic field or an
internal magnetization, the spins align mainly parallel or antiparallel to this axis.
These orientations are denoted as spin up and spin down, respectively. As a re-
sult, the spin is suitable as information carrier for example in the form of moving
magnetic domains as used in the racetrack memory [4]. Two opposite orienta-
tions of the domains can be interpreted as 0 and 1. Consequently, data can be
stored as binary numbers. A main aim to increase the variety of spintronic de-
vices therefore is the generation, manipulation and detection of spin currents as
well as the optimization of spin relaxation times and spin diffusion lengths, which
allow information transport over sufficiently large length scales. One advantage
of spintronic devices is the possibility to transport spin currents without effective
charge flow, which should decrease the power consumption. In general, spintronic
devices can be faster, more efficient and more reliable for long time storage appli-
cations than devices that are charge-based [1, 5].
The most prominent example with respect to this is the effect of giant magne-
toresistance (GMR) [6, 7], whose observation was honoured with a Nobel prize in
physics for Albert Fert and Peter Grünberg in 2007 [8]. The GMR effect occurs
in ferromagnet/non-magnet/ferromagnet multilayers, which have different resis-
tivities for parallel and antiparallel orientation of the two magnetizations due to
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spin-dependent scattering [6, 7]. Later, this effect was used by Stuart Parkin to
develop read-out heads, which where part of most hard disks since the late 90s
[9]. Nowadays, the effect of tunnel magnetoresistance (TMR) is used in practical
devices, where in comparison to the GMR effect the non-magnetic metal layer is
replaced by an insulator [10].
In fact, at first all available spintronic devices just had the purpose to store or read
information [5]. However, apart from that it became an essential task to generate
especially pure spin currents to clear the way for a wider range of applications.
A promising phenomenon in this regard is the spin Hall effect, which offers a
way for a charge to spin current conversion. It is a bulk effect in metals and semi-
conductors including spin-orbit interaction. If a charge current is flowing through
such a material, electrons are deflected in opposite directions depending on their
spin orientation. This is caused by extrinsic and intrinsic mechanisms, which will
be considered in Sec. 2.3. As a result, a transverse spin accumulation or spin cur-
rent occurs, without any charge current in this direction. The beauty of this effect
lies in the fact that it also works the other way around. Namely, via the inverse
spin Hall effect a spin current can be transformed back into a charge current and
therefore a perfect tool for the detection of spin currents is provided [11]. It was
shown theoretically by Gradhand et al. [12, 13, 14] that the sign and size of the
spin Hall effect in dilute alloys is strongly dependent on the type of substitu-
tional impurities. In the present work it is one focus point to investigate this effect
in ternary alloys. The question is whether it is possible to enhance the efficiency
of the charge to spin current conversion, if two different types of impurities are
present (see Sec. 4.3 & 4.4.1).
Recently, the field Spincaloritronics [15, 16] gained importance, which couples the
transport of charge, heat and spin. After a first pioneering work by Johnson and
Silsbee in 1987 [17] there was nearly no progress for about two decades. However,
with the discovery of the spin Seebeck effect by Uchida et al. [18] in 2008, this field
experienced an uplift. The spin Seebeck effect refers to the generation of a spin-
motive force in a ferromagnetic strip by an applied temperature gradient. This
leads to a detectable linearly varying transverse voltage in normal metal contacts
via the inverse spin Hall effect [18]. Originally, the phenomenon was explained
by a difference of the spin-dependent Seebeck coefficients [19]. However, this
explanation became unsustainable after the effect was also observed in magnetic
insulators [20] and semiconductors [21]. Therefore, the phenomenon was finally
considered as magnon-driven effect [22]. Although, the concept of spin-dependent
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Seebeck coefficients was not helpful to explain the spin Seebeck effect, it is still
useful to describe other phenomena, for instance a thermally driven spin injection
from a ferromagnet to a nonmagnetic material [23]. In the present work this con-
cept is applied to the spin Nernst effect, where a temperature gradient creates a
transverse spin accumulation or spin current. After an introduction about general
transport coefficients (Sec. 3.2.2) the necessary formula for the theoretical descrip-
tion of this effect are derived (Sec. 3.2.4). In the following, the physical properties,
which quantify the created spin accumulation or spin current, are calculated for
different types of impurities in a Cu host as functions of temperature (Sec. 4.1).
The systems are treated with a relativistic Korringa-Kohn-Rostoker method
(Sec. 3.1.2), which is based on density functional theory (Sec. 3.1.1). It is worth
to mention that in the presented study only the electronic contributions are con-
sidered while the influence of phonons is neglected. The dominating contribution
to the spin Hall and spin Nernst effect in dilute alloys is provided by the skew-
scattering mechanism, which causes asymmetric spin-dependent scattering at sub-
stitutional impurities in an otherwise ideal crystal. The skew-scattering mech-
anism is described in the Boltzmann approach via the microscopic transition
probability in the scattering-in term. The electronic, thermal and spin transport
properties can be extracted from the spin and energy dependent mean free path,
which is obtained by solution of a linearized Boltzmann equation (Sec. 3.2.1). For
some transport properties a numerical integration over an energy range around
the Fermi level is necessary (Sec. 3.3.2). These methods are applied to systems
consisting of a Cu host with one or two types of substitutional impurities, which
are named binary and ternary alloys, respectively.
Apart from full calculations, where the scattering is treated by a superposition
of the transition probabilities in the scattering term for the ternary alloys [24]
(Sec. 3.3.1), it is possible to approximate their transport properties via Matthies-
sen’s rule (Sec. 3.2.5). This rule assumes that non-interacting scattering processes
can be treated independently from each other [25], which is considered by adding
the corresponding resistivities to obtain the total resistivity. Then, Matthiessen’s
rule allows to estimate the transport properties of a ternary alloy simply from the
properties of the constituent binary alloys. It seems reasonable that this assump-
tion is a good approximation for dilute alloys, where the distance between the
impurities is relatively large. It is tested whether this rule gives satisfying results.
Of further interest is to analyse the nature of the deviations of the full calculation
from Matthiessen’s rule (Sec. 4.3).
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However, the main aim of the investigations of the ternary alloys is to show,
whether the spin Hall and spin Nernst effect can be enhanced with respect to
the constituent binary alloys (Sec. 4.4). In fact, this is the case and therefore it
opens a way to tune materials particularly for spintronics applications, where the
efficiency of the spin current generation has to be optimized.
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2 Transverse spin transport phenomena

2.1 Classification

The topic of this work is related to the spin Hall and spin Nernst effect, which
are spin-dependent transport phenomena. They are classified in a family of Hall-
and Nernst-type effects, as illustrated in Fig. 2.1. The source of these phenomena
is either an applied electric field (Hall-type) or a temperature gradient (Nernst-
type). All of them have in common that a transverse charge or spin accumulation
or both are created.

Figure 2.1: Classification of the Hall- & Nernst-type effects

The ordinary Hall and Nernst effect are well-known for a long time. An impor-
tant condition for their observation is an external magnetic field perpendicular to
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the electric field and temperature gradient, respectively. In both cases this results
in a transverse charge accumulation, since moving charge carriers are deflected by
the Lorentz force. The size of the effects is obtained by measuring an electrical
voltage in direction of the charge accumulation.
The other four effects became very attractive just recently during the development
of the fields spintronics [1, 2] and spincaloritronics [15, 16]. These phenomena are
mainly caused by three mechanisms, which are explained in Sec. 2.3. The spin
Hall (Nernst) effect has the same origin as the corresponding anomalous effect
and therefore they can be discussed on an equal footing. An important point is that
for an observation of these effects no external magnetic field is necessary. Instead,
spin-orbit interaction has to be present. Then electrons with opposite spin orien-
tations move in different directions and create a spin accumulation perpendicular
to the spin direction and the applied electrical field or temperature gradient. The
corresponding anomalous effects occur in magnetic materials, which means the
number of spin-up and spin-down electrons is different. As a result, a charge
accumulation in addition to the spin accumulation is present.

2.2 Observation

Whereas, no direct experimental confirmation of the spin Nernst effect is realized
yet, the spin Hall effect was already observed in 2004 by Kato et al. [26]. They
used Kerr rotation as a method for an optical measurement of this phenomenon
in GaAs. Figure 2.2 shows the obtained spin density in the plane, which is per-
pendicular to the polarization axis of the spins. Spin accumulations at the lateral
edges of the sample were observed. It seems reasonable to apply this technique

Figure 2.2: Two-dimensional image of the spin density ns in GaAs [26].
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also for a detection of the spin Nernst effect. However, materials, which provide
strong spin accumulations, are required. It is part of this work to clarify which
systems are suitable for an observation of this effect.

2.3 Mechanisms

For the considered phenomena exist three main contributions, which are the in-
trinsic contribution and the extrinsic skew-scattering and side-jump mechanisms
[27].

Intrinsic Contribution

The intrinsic contribution was first described by Karplus and Luttiner in 1954
[28]. However, it took half a century until the topological nature of this effect [29,
30] including the relation between the Berry phases and the anomalous velocity
[31, 32] was understood. The contribution is called intrinsic, because it is caused
by the intrinsic properties of a crystal and not by perturbations. Namely, it can be
solely described in terms of the band structure of an ideal crystal. In detail, this
contribution shows up as an additional term in the group velocity, which is given
by [32]

vk =
1
h̄

∂Ek
∂k

+
e
h̄

E × Ωk
� �� �

va

. (2.1)

The anomalous velocity va is obviously perpendicular to the applied electric field
E and the so-called Berry curvature Ωk and therefore provides a transverse cur-
rent. The Berry curvature arises via the concept of the Berry phase. This theory
states that if a Hamilton operator of a quantum mechanical system runs through
a closed path in its parameter space, then the corresponding wave function ac-
cumulates a geometric phase, the Berry phase [33]. This phase as well as the
Berry curvature occur in systems with a complex Hamiltonian, for instance in
the presence of spin-orbit coupling. As was shown by Yao et al. [34] especially
avoided crossings in the band structure produce a high Berry curvature of oppo-
site sign for the upper and lower band. If the avoided crossing occurs exactly at
the Fermi energy, then only one band is occupied. Therefore, this leads to a large
contribution to the intrinsic spin Hall conductivity [35].
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Skew scattering & Side jump

The skew-scattering and side-jump mechanism are extrinsic contributions, which
means they are caused by scattering at impurities. The first description of the
skew scattering was done by Smit [36, 37]. This mechanism, which is visualized
in Fig. 2.3, provides an asymmetric spin-dependent scattering. Due to its propor-
tionality to the relaxation time, the skew-scattering mechanism is the dominant
contribution in dilute alloys [27]. It is the reason, why only this mechanism is
considered in this work. As will be discussed in Sec. 3.2.1, the skew scattering is
well described within the traditional Boltzmann approach.

Figure 2.3: Illustration of the skew-scattering and side-jump mechanism.

The side jump is a phenomenon, which occurs in combination with the skew
scattering due to the presence of impurities as shown in Fig. 2.3. However, the
skew-scattering mechanism leads not to an instant change of the direction of the
electron’s motion. Instead, the electrons are smoothly deflected. Nevertheless,
the asymptotic solutions of the incident and scattered electrons would meet ex-
actly at the scattering center. In the presence of spin-orbit interaction the electrons
leave the scattering potential a bit shifted in comparison to the path, which is
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expected for the incident electrons when only skew scattering is present. This
spin-dependent shift is known as side jump and was first described by Berger
[38, 39].
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3 Methods

3.1 Electronic structure

3.1.1 Density functional theory

Manybody Hamiltonian & Born-Oppenheimer approximation

The main problem of solid state physics is the description of a many body sys-
tem, which consists of interacting nuclei (c) and electrons (e). The corresponding
Hamiltonian can be written as

H = Te + Tc + Vee + Vec + Vcc , (3.1)

where T and V are the kinetic energies and the interaction potentials of the in-
dicated particles, respectively. It is too demanding to solve the corresponding
Schrödinger equation

H |Ψ� = E |Ψ� (3.2)

exactly, since the system has degrees of freedom in the order of 1023, namely the
positions and momenta of each particle (electrons and nuclei). The first simplifica-
tion for the solution of this problem is based on the Born-Oppenheimer approx-
imation [40], where the motion of the electrons is decoupled from the motion of
the nuclei. This assumption is valid, since the Coulomb interaction between all
particles is of the same order of magnitude. Due to their high mass in compari-
son to the electron mass the motion of the nuclei is negligible and therefore they
are assumed to be static. Then the Hamiltonian for the electrons in an effective
potential of the nuclei is given by:

He = Te + Vee + Vec =
Ne

∑
i=1

�p2
i

2m
+

Ne

∑
i=1, i �=j

i−1

∑
j=1

e2

|�ri −�rj|
+

Ne

∑
i=1

V(�ri) , (3.3)
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where Te is the kinetic energy of the electrons, Vee the interaction potential due to
the Coulomb interaction between the electrons, and Vec the interaction potential
between electrons and nuclei.

Theorems of Hohenberg and Kohn

A way to avoid the direct solution of the Schrödinger equation He |Ψe� = E |Ψe�,
which still includes a term coupling the motion of all electrons via Coulomb inter-
action, is the density functional theory (DFT). This theory is based on the theorems
of Hohenberg and Kohn included in their work on the “Inhomogeneous Electron
Gas” [41].
The essence of these theorems is:
In a system of interacting electrons with non-degenerate ground state the external potential
is a functional of the ground state electron density apart from an additive constant [41].
Furthermore, for a given external potential exists an energy functional E of the electronic
density n(r), which is minimal for the electronic density of the ground state n0(r) [41]

E [n(r)] ≡
�

V(r)n(r)dr + F[n(r)] , (3.4)

E0 = E[n0(r)] =
�

V(r)n0(r)dr + F[n0(r)] . (3.5)

It is required to keep the condition
�

n(r)dr = Ne , (3.6)

which means the number of electrons Ne has to be conserved. Here, the density
functionals of the kinetic energy and the interaction potential of the electrons are
hidden in a functional F[n(r)].

Kohn-Sham equations

A next step for the solution of the problem was proposed by Kohn and Sham in
1965 [42]. Their main idea was to project the system of Ne electrons with interac-
tions between each other to a system of non-interacting electrons in an effective
one-particle potential. This was done by expressing the many particle wave func-
tion |Ψ� in terms of the single particle wave functions |ψi�. Under this assumption,
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the electronic density and the functional of the kinetic energy are simply described
by

n(r) =
Ne

∑
i=1

|ψi(r)|2 , (3.7)

Te[n(r)] =
Ne

∑
i=1

�ψi|−
h̄2

2m
∇2 |ψi� . (3.8)

The part of the electron-electron interaction in Eq. (3.3) is expressed by a contri-
bution from the Coulomb interaction within the Hartree approximation. Fur-
thermore, it is necessary to introduce an additional functional Exc[n(r)] to correct
exchange and correlation effects. The energy functional then is given by

E [n(r)] = Te[n(r)] +
�

V(r)n(r)dr +
e2

2

�� n(r)n(r�)
|r − r�| drdr� + Exc[n(r)] , (3.9)

which has to be minimized to obtain the ground state. The minimization is per-
formed via variation of E [n(r)] with respect to |ψi� under the condition of particle
conservation

δψ∗
i

�
E [n(r)]−

Ne

∑
i=1

εi

��
|ψi(r)|2 dr − 1

��
= 0 . (3.10)

This leads to the following Schrödinger equation for the single particle wave
functions with the effective potential Ve f f (r)

�
− h̄2

2m
∇2 + Ve f f (r)

�
ψi(r) = εiψi(r) , (3.11)

Ve f f (r) = V(r) +
e2

2

� n(r�)
|r − r�|dr� +

δExc[n(r)]
δn(r)

. (3.12)

These differential equations are known as Kohn-Sham equations, where ψi(r)
and εi are in principle just auxiliary quantities, which allow the calculation of the
electronic density and total energy of the system. The Kohn-Sham equations can
be solved iteratively. The iterative process, which can be schematically shown as

n(r)
Eq. (3.12)−−−−−→ Ve f f (r)

Eq. (3.11)−−−−−→ ψi, εi
Eq. (3.7)−−−−→ n�

←−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
(r) , (3.13)
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is performed until the condition n�(r) = n(r) is fulfilled. One remaining problem
is the correct form of the exchange-correlation potential. This is usually solved by
further simplifications. For instance, the local density approximation (LDA)

ELDA
xc [n(r)] =

�
d3r n(r)εhom

xc [n(r)] , (3.14)

is widely used, which works well for slowly varying densities [42]. Here, the
quantity εhom

xc [n(r)] represents the exchange-correlation energy of one particle in a
homogeneous, non-interacting electron gas.

3.1.2 KKR - a Green function method
The next step is the solution of the Kohn-Sham equations to obtain the eigenvalues
εi and eigenfunctions ψi(r). For this aim the Korringa-Kohn-Rostoker (KKR)
Green function method is used, which is based on the works of Korringa, Kohn,
and Rostoker [43, 44]. An advantage is that the Green function contains all
information about the electron properties of a considered system. Furthermore,
this method offers the possibility to use the results from a known reference system
to obtain the solution for an unknown one via the Dyson equation. Originally, the
reference was related to free electrons. Within a screened KKR method as used
in this work, the reference system corresponds to repulsive potentials of constant
height centered at the atomic positions [45, 46, 47].

Green function & properties

The Green function G is the resolvent of the Hamilton operator H defined via

(z − H)G(z) = , (3.15)

where is the unit operator. The complex energy variable z = E + iη is used,
because the Green function has poles at the eigenenergies of H. Since only real
energy values are of physical interest, it is required to determine the limit

lim
η→±0

= G±(E) . (3.16)

Here, G+(E) and G−(E) are known as retarded and advanced Green function,
which describe outgoing and incoming waves, respectively. If a complete set of
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eigenfunctions |ψi� of the Hamiltonian is known, a spectral representation of the
Green function can be obtained in the following form

G±(E) = lim
η→±0 ∑

i

|ψi� �ψi|
E + iη − εi

(3.17)

or in its position representation

G±(r, r�, E) = �r|G(E)|r�� = lim
η→±0 ∑

i

ψi(r)ψ∗
i (r

�)

E + iη − εi
. (3.18)

By using the so-called Dirac identity

lim
η→±0

1
E ± iη − εi

= ∓iπδ(E − εi) + PV
�

1
E − εi

�
(3.19)

with the Cauchy principal value PV one can express the difference between the
retarded and advanced Green function by

G+(r, r�, E)− G−(r, r�, E) = −2iπ ∑
i

ψi(r)ψ∗
i (r

�)δ(E − εi) . (3.20)

The local density of states of a system is defined via

n(r, E) = ∑
i

δ(E − εi)|ψi(r)|2 . (3.21)

With Eq. (3.20) for r = r� and the property

�
�

G+(E)
�
=

1
2i

�
G+(E)− G−(E)

�
(3.22)

for the imaginary part � of the retarded Green function follows

n(r, E) = i
2π

�
G+(r, r, E)− G−(r, r, E)

�
= − 1

π
�
�

G+(r, r, E)
�

. (3.23)

From this quantity the density of states (DOS)

n(E) =
�

d3r n(r, E) = − 1
π
�
�

Tr
�

G+(E)
��

(3.24)

or the charge density

n(r) =
� EF

−∞
dE n(r, E) = − 1

π

� EF

−∞
dE �

�
G+(r, r, E)

�
(3.25)

can be obtained by taking the integral over the space and the energy, respectively.
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Dyson & Lippmann-Schwinger equation

The use of Green functions is an elegant option, which can be applied in scattering
theory. Namely, it is possible to obtain the Green function G(z) for a systems
with Hamilton operator H = H̊ + V, if the Green function of a reference system
corresponding to H̊ is known. The two Hamiltonians then only differ by a scalar
quantity (e.g. a scattering potential). From Eq. (3.15) the corresponding Green
functions are the following

G(z) = (z − H)−1 , G̊(z) =
�
z − H̊

�−1 . (3.26)

They can be related to each other via the Dyson equation [48]

G(z) = G̊(z) + G̊(z)VG(z) = G̊(z) + G(z)VG̊(z) . (3.27)

Repeated insertion of the Dyson equation in itself creates an iterative solution for
G(z). Using the so-called T operator, the Green function of the perturbed system
can be written as

G(z) = G̊(z) + G̊(z)(V + VG̊(z)V + . . .)G̊(z) = G̊(z) + G̊(z)T(z)G̊(z) . (3.28)

Similar to the Dyson equation there exists the Lippmann-Schwinger equation,
which relates the perturbed and unperturbed wave functions via the correspond-
ing Green functions, T operator and the potential V. If the wave functions are
defined via the Schrödinger equations

H |ψi� = (H̊ + V) |ψi� = εi |ψi� , H̊
��ψ̊i

�
= ε̊i

��ψ̊i
�

, (3.29)

then the Lippmann-Schwinger equation is given by [48]

|ψi� =
��ψ̊i

�
+ G̊V |ψi� =

��ψ̊i
�
+ GV

��ψ̊i
�
=

��ψ̊i
�
+ G̊T

��ψ̊i
�

. (3.30)

with the T operator

T = V( − G̊V)−1 . (3.31)

3.1.3 Relativistic KKR method
A relativistic version of the KKR method [49, 50, 51, 52] is essential for the descrip-
tion of the considered phenomena. In the following the application of the density

26



functional theory to the Dirac equation is shown. Furthermore, the muffin-tin
and atomic sphere approximation are introduced, which offer a simplification of
the scattering potential. As a result, the crystal is divided into cells, where the
scattering at each site can be considered separately. Finally, the multiple scattering
can be described under the assumption that an incoming wave at a scatterer is
composed of the outgoing waves from all other sites [53]. These steps are done
in the so-called κµ-representation, where the relativistic quantum numbers are
introduced.

Dirac equation

The aim of the present work is the investigation of spin-dependent transport phe-
nomena caused by spin-orbit interaction. Therefore, a relativistic KKR method
is used, where spin-orbit interaction is included. For this purpose the stationary
Dirac equation with the Hamilton operator

H = cα̂ · p + β̂mc2 + V̂(r) (3.32)

is solved. Here, the matrices α̂ and β̂ are expressed by the Pauli spin matrices σ̂i
and the 2 × 2 unit matrix 2:

α̂i =

�
0 σ̂i
σ̂i 0

�
, β̂ =

�
2 0

0 − 2

�
. (3.33)

The application of the density functional theory to the Dirac equation leads to the
Kohn-Sham-Dirac-Hamiltonian [54] with the potential in Eq. (3.32) given by

V̂(r) = Veff[n(r), m(r)] 4 + β̂Σ̂ · Beff[n(r), m(r)], Σ̂i =

�
σ̂i 0
0 σ̂i

�
. (3.34)

The effective scalar potential

Veff[n(r), m(r)] = V(r) +
�

d3r�
e2n(r)
|r − r�| +

δExc[n(r), m(r)]
δn(r)

(3.35)

is similar to the non-relativistic case for magnetic systems, where the exchange-
correlation energy not only depends on the charge density n, but also on the
magnetization density m. The effective magnetic field is given by

Beff[n(r), m(r)] = B(r) +
eh̄

2mc
δExc[n((r), m(r)]

δm
, (3.36)

where B is an external magnetic field.
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Muffin-tin & atomic sphere approximation

Within the KKR method it is helpful to use spherical symmetric potentials, which
are centered at each atomic position n. This is done by dividing the crystal into
non-overlapping cells of maximal size with radius Rn

MT, which is known as muffin-
tin (MT) approximation. Then it makes sense to introduce cell-centered coordi-
nates

r → Rn + r , (3.37)

where Rn points to the center of the cell n and r from the center to a point within
this cell. The potential of a crystal with one atom per unit cell then is a superposi-
tion of the scattering potentials at each atomic site

V(r) = ∑
n

Vn(|r − Rn|) , (3.38)

where all Vn are identical. To obtain the muffin-tin landscape of the potential one
assumes that the potential is constant outside the muffin-tin radius while inside it
has a spherically symmetric form

Vn(r − Rn) =

�
Vn

atom(|r − Rn|) if |r − Rn| < Rn
MT

0 otherwise
. (3.39)

The problematic part of this approximation is the relatively large interstitial re-
gion with constant potential. Its possible extension is the so-called atomic sphere
approximation (ASA), where the spheres are expanded up to the volume of the
Wigner-Seitz cell. Of course, this leads to an overlap region, where the contribu-
tions are counted twice. However, they are partially compensated by the missing
contributions from the remaining interstitial regions of equal size. Normally, this
method works well, if the quantities are varying slowly. In particular, it gives good
results for metals [54, 55].

Single-site & multiple scattering

The differential equation for the Green function of the Schrödinger equation is
given by

�
E +

h̄2

2m
d2

dr2 − Vn(r)

�
G(Rn + r, Rn�

+ r�, E) = δn,n�δ(r − r�) , (3.40)
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which becomes homogeneous, if Rn �= Rn� . It is a usual way to expand the Green
function into the regular solutions of a single-site scatterer

Rn
L(r, E) = Rn

l (r, E)YL(r̂) , L = (l, m) . (3.41)

They include the spherical harmonics YL as well as the regular solutions of the
radial Schrödinger equation with potential Vn(r) [48]. The Green function is
given by the following equation

G(Rn + r, Rn�
+ r�, E) = δnn�Gn(Rn + r, Rn + r�, E)+ ∑

L,L�
Rn

L(r, E)Gnn�
LL�(E)Rn�

L�(r�, E) ,

(3.42)

where the second term describes the multiple-scattering processes between all
muffin-tin potentials via the so-called structure constants Gnn�

LL�(E). The first term
includes the single-scattering solution Gn(Rn + r, Rn + r�, E) at an isolated muffin-
tin potential in free space. It occurs due to the source term on the righthand side
of Eq. (3.40).

κµ-representation

As shown before, in the relativistic case the Dirac Hamiltonian

H = cα̂ · p + β̂mc2 + Veff(r) 4 + β̂Σ̂ · Beff(r) (3.43)

is used. Therefore, the resulting wavefunctions have the form of four-component
spinors

ψ(r) = ∑
Q

cQRQ(r) = ∑
Q

cQ ∑
Q�

�
gQ�Q(r)χQ�(r̂)
i fQ�Q(r)χQ�(r̂)

�
, (3.44)

where Q = {κ, µj} and Q = {−κ, µj} combine the relativistic quantum numbers

κ =

�
l = j + 1

2 if j = l − 1
2

−l − 1 = −(j + 1
2) if j = l + 1

2
(3.45)

and

µj ∈ {−j,−j + 1, ..., j − 1, j} . (3.46)
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The quantities χQ(r̂) are the spin spherical harmonics, which are defined via

χQ(r̂) = ∑
s=± 1

2

C(l,
1
2

, j|µj − s, s)Yl,µj−s(r̂)Φs , Φ 1
2
=

�
1
0

�
, Φ− 1

2
=

�
0
1

�
(3.47)

with the Clebsch-Gordon coefficients C(l, 1
2 , j|µj − s, s) and the spinor basis func-

tions Φs [54]. If one applies the operators J2, Jz and K = σ · L + 2 to the spin
spherical harmonics

J2χQ(r̂) = h̄2 j(j + 1)χQ(r̂) , (3.48)
JzχQ(r̂) = h̄µjχQ(r̂) , (3.49)
KχQ(r̂) = h̄κχQ(r̂) , (3.50)

one obtains the quantum numbers of the total angular momentum j, its projection
µj on the quantization axis, and of the relativistic angular momentum κ [54]. In
the κµ-representation the total Green function of Eq. (3.42) transforms to

G(Rn + r, Rn�
+ r�, E) = δnn�Gn(Rn + r, Rn + r�, E)+ ∑

QQ�
Rn

Q(r, E)Gnn�
QQ�(E)Rn�

Q�(r�, E)× ,

(3.51)

where the functions RQ(r) are defined by Eq. (3.44). For the corresponding func-
tions

RQ(r)× = ∑
Q�

�
gQ�Q(r)χQ�(r̂)†,−i fQ�Q(r)χQ�(r̂)†

�
(3.52)

only the conjugate complex of the non-radial part is taken [54]. The single-site
Green function and the structure constants are connected to those of a reference
system marked with G̊ by the Dyson equation

Gn(Rn + r, Rn + r�, E) = G̊n(Rn + r, Rn + r�, E)

+
�

d3r�� G̊n(Rn + r, Rn + r��, E)Vn(r��)Gn(Rn + r��, Rn + r�, E) , (3.53)

Gnn�
QQ�(E) = G̊nn�

QQ�(E) + ∑
Q��,Q���,n��

G̊nn��
QQ��(E)tn��

Q��Q���(E)Gn��n�
Q���Q�(E) . (3.54)
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Here, Vn(r) is the difference between the potential of the physical and the refer-
ence system. The corresponding single-site t-matrix is given by [14]

tn
QQ�(E) =

�
d3r R̊n×

Q (r, E)Vn(r)Rn
Q�(r, E)

= ∑
Q��

� Rn
ASA

dr r2
�

g̊n
Q��Q(r)gQ��Q�(r) + f̊ n

Q��Q(r) fQ��Q�(r)
�

Vn(r) . (3.55)

For nonmagnetic systems as considered in this work the single-site t-matrix has a
diagonal form tn

QQ�(E) = δQQ� tn
Q(E) [56].

Periodic crystals

Periodic crystals have in each cell the same set of atoms and therefore the muffin-
tin potential as well as the t-matrix do not depend on the cell index n. However,
if the crystal has more than one atom per unit cell it is necessary to introduce
an index µ for the basis atoms [47]. This leads to the following algebraic Dyson
equation for the structure constants

Gµµ�nn�

QQ� (E) = G̊µµ�nn�

QQ� (E) + ∑
Q��,n��,µ��

G̊µµ��nn��

QQ�� (E)tµ��

Q��(E)Gµ��µ�nn�

Q��Q� (E) . (3.56)

To solve this equation with the KKR method it is a usual way to use the Fourier
transform of the algebraic Dyson equation. The Fourier transformed structure
constants are given by

Gµµ�

QQ�(k, E) = ∑
n�

eikR0n�
Gµµ�0n�

QQ� (E) , (3.57)

which leads to an algebraic Dyson equation in k-space

Gµµ�

QQ�(k, E) = G̊µµ�

QQ�(k, E) + ∑
Q��,µ��

G̊µµ��

QQ��(k, E)tµ��

Q��(E)Gµ��µ�

Q��Q�(k, E) . (3.58)

It is possible to rewrite this equation into the following form

Gµµ�

QQ�(k, E) = −δµµ�δQQ�

�
t−1(E)

�µ

Q
−
�
t−1(E)

�µ

Q

�
M−1(k, E)

�µµ�

QQ�

�
t−1(E)

�µ�

Q�
(3.59)
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with the so-called KKR-matrix

Mµµ�

QQ�(k, E) = G̊µµ�

QQ�(k, E)− δµµ�δQQ�

�
t−1(E)

�µ

Q
. (3.60)

Then the algebraic Dyson equation is solved by inversion of the KKR-matrix in
combination with a Fourier back transformation

Gµµ�nn�

QQ� (E) = 1
VBZ

�

VBZ
d3k e−ikRnn�

Gµµ�

QQ�(k, E) . (3.61)

Reference systems - Screened KKR and impurity problem

In the present work transport properties in the diffusive regime are investigated.
For this reason metallic host systems with substitutional impurities are considered,
whose Green functions are calculated with help of the algebraic Dyson equation.
Actually, the results for the defect systems are reached via the following steps:

1. Screened reference system
At first the structure constants for a screened reference system are calcu-
lated from the analytically known structure constants of free space as ini-
tial reference [45, 46, 47, 57]. The corresponding periodic potential of the
screened system is repulsive at each atomic position and provides no un-
wanted eigenstates in the energy range, which is needed for self-consistent
electronic structure calculations. The detour via the screened system is quite
advantageous. Namely, it is known that the structure constants of the free
space decay quite slowly with the distance between the atomic positions.
Therefore, it is computationally demanding to calculate the Fourier trans-
form of those. In contrast, the structure constants of the screened reference
system decay quite fast. Due to the short-range interaction they can be ob-
tained by solving the algebraic Dyson equation in real space on a cluster of
finite size.

2. Host system
A real periodic crystal has extended states which makes it now necessary to
solve the algebraic Dyson equation in reciprocal space (Eq. (3.58)). There the
difference of t-matrices for the host system and the screened reference system
has to be used. Before, the Fourier transformation is applied to the screened
structure constants. However, this can be done quite easily, since the sum in
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Eq. (3.57) runs over a finite number of atomic sites in the chosen cluster men-
tioned above. Furthermore, the short-range screened structure constants in
real space can provide many vanishing components for the Fourier trans-
formed ones for special geometries, which can decrease the computational
effort.

3. Defect system
In this work, dilute alloys are considered, where the interactions between
the impurities are negligible. Therefore, it is sufficient to treat only a single
defect, while the total number of impurities is taken into account via their
concentration. Since in metals perturbations are effectively screened [58],
only a cluster with a few nearest-neighbour shells around the impurity have
to be taken into account allowing a sufficient charge relaxation. For such an
impurity cluster, the algebraic Dyson equation in real space can be solved,
where the structure constants for the host atoms involved in the cluster are
used. This provides the Green function of the defect system.

Wave functions of the ideal crystal and the defect system

The wave functions of the ideal crystal are Bloch functions, which are expanded
in the single-site solutions

ψ̊
nµ
k (r) =

1√
V ∑

Q
eikRn

c̊µ
Q(k)R̊µ

Q(r) , (3.62)

and these wave functions are normalized. The determination of the expansion
coefficients can be performed according to the Ph.D. thesis of P. Zahn [46] for the
non-relativistic case and to the Ph.D. thesis of M. Gradhand [14] for the relativistic
case. Similar to Eq. (3.62), the wave functions of the defect system have the form

ψ
nµ
k (r) =

1√
V ∑

Q
eikRn

cnµ
Q (k)Rnµ

Q (r) . (3.63)

If this ansatz is used, the corresponding Lippmann-Schwinger equation can be
transformed in an equation for the expansion coefficients only [59]

cnµ
Q (k) = c̊nµ

Q (k) + ∑
Q�n�µ�

G̊nn�µµ�

QQ� (E)tn�µ�

Q� (E)cn�µ�

Q� (k) . (3.64)
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Then, it is possible to obtain the coefficients of the perturbed system by the ones
of the ideal crystal

cnµ
Q (k) = ∑

Q�n�µ�
Dnn�µµ�

QQ� (E)c̊n�µ�

Q� (k) (3.65)

via the defect-matrix

Dnn�µµ�

QQ� (E) = δQQ�δnn�δµµ� +Gnn�µµ�

QQ� (E)tn�µ�

Q� (E) =
��

1 − G̊(E)t(E)
�−1

�nn�µµ�

QQ�
. (3.66)

Here, the algebraic Dyson equation in Eq. (3.56) was used to express this quantity
in terms of the perturbed Green function G.

Band structure, Fermi surface & Fermi velocity

One part of the work performed using the KKR method is the determination of the
band structure, the Fermi surface and Fermi velocity. These features are presented
here in a summarized way, while a detailed consideration can be found in the
Ph.D. theses of Jörg Binder [47], Peter Zahn [46] and Martin Gradhand [14].
The Bloch functions of an ideal crystal are the solutions of the equation

(E − H̊)ψ̊nν
k (r) = G̊−1(r, r�, E)ψ̊nν

k (r) = 0 . (3.67)

With help of the Dyson equation

G̊(E) = G̃(E) + G̃(E)(V̊ − Ṽ)G̊(E) , (3.68)

which relates the Green function of the ideal crystal G̊ with the one of the screened
reference system G̃, the Bloch function is obtained via the following integral equa-
tion

ψ̊
nµ
k (r) = ∑

n�,µ�

�
d3r�G̃nn�µµ�

(r, r�, E)
�
V̊(r�)− Ṽ(r�)

�
ψ̊

n�µ�

k (r) . (3.69)

Here, Ṽ(r) is the repulsive potential of the screened reference system. The struc-
ture of this equation differs from the Lippmann-Schwinger equation, since due
to the Bloch theorem the incident waves are missing. The Bloch ansatz for the
unperturbed wave functions in Eq. (3.62) leads to an algebraic eigenvalue equation

∑
µ�

∑
Q�

��
t−1(E)

�µ

Q
δµµ�δQQ� − G̃µµ�

QQ�(k, E)
�

tµ�

Q�(E)c̊µ�

Q�(k) = 0 , (3.70)

34



from which the expansion coefficients c̊µ�

Q�(k) can be determined. With the defini-
tion of the KKR matrix in Eq. (3.60) used with the screened system as reference
the above equation can be written as

∑
µ�

∑
Q�

Mµµ�

QQ�(k, E)tµ�

Q�(E)c̊µ�

Q�(k) = 0 . (3.71)

The calculation of the band structure is performed by finding the vanishing eigen-
values of the KKR matrix M(k, E), which provides the dispersion relation E(k).
Since the KKR matrix is not hermitian, it is necessary to use transformations,
which were explained by P. Zahn [46] and M. Gradhand [14]. The obtained
eigenvalue equation is solved by using nested intervals for the energies.
For the calculation of the isoenergetic surfaces especially at the Fermi energy a
tetrahedron method is used, where the reciprocal space of an irreducible part of
the Brioullin zone is completely filled with tetrahedra. Each tetrahedron is la-
beled and the corresponding corners and edges are assigned. Then on each edge
is tested if one point of this line belongs to the Fermi energy. These resulting
intersections of the tetrahedra provide the vertices of planes of triangular or quad-
rangular shape [46]. The planes, which are determined this way, form all together
the Fermi surface of the system.
An important quantity, which enters into the transport calculations via the Boltz-
mann approach is the Fermi velocity. This is the group velocity on the Fermi
surface and is given by

vF
k =

1
h̄

∂Ek
∂k

����
E=EF

. (3.72)

To evaluate the k derivative of the energy there exist two possible methods - a nu-
merical one and another method, where it is obtained via the analytic k derivative
of the structure constants [14]. The analytic method is only necessary, if the Fermi
surface has high curvatures, and is explained in Ref. [14]. However, since in the
present work only a Cu host is considered, whose Fermi surface has an almost
spherical shape, the numerical method is sufficient. For this purpose two addi-
tional isoenergetic surfaces are calculated, which belong to energies slightly above
and below the Fermi energy and have an energy difference of ∆E . The Fermi
velocity can be approximated by solving the following system of linear equations

h̄(∆ki)vF
k = ∆E , (3.73)
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where ∆ki is the difference of the corresponding k points on edge i of a tetrahedron
[46].

Spin expectation value

Due to the structure of the Dirac-Hamiltonian the vector spin operator is given
by [60]

β̂Σ̂ =

�
2 0

0 − 2

��
σ̂ 0
0 σ̂

�
=

�
σ̂ 0
0 −σ̂

�
, (3.74)

which describes the interaction of the spins with an effective magnetic field in the
Dirac Hamiltonian of Eq. (3.43). The expectation value for the spin direction at
each k point on the Fermi surface is obtained by

sk = �ψ̊nµ
k |β̂Σ̂|ψ̊nµ

k � . (3.75)

The investigated Cu host is a non-magnetic system with space inversion symmetry.
Together with the present time-reversal symmetry, providing the Kramers degen-
eracy [61], this creates two degenerate states at each k point even when spin-orbit
interaction is included [62, 63]. As a result, two orthonormal wave functions ψ

nµ1
k

and ψ
nµ2
k exist at the same energy, but with opposite spin directions [64]

�ψ̊nµ1
k |β̂Σ̂|ψ̊nµ1

k � = −�ψ̊nµ2
k |β̂Σ̂|ψ̊nµ2

k � . (3.76)

Since in the relativistic case the spin is not anymore a good quantum number,
the wave functions can not simply be labeled by the spin states. Instead the wave
functions are given by “any orthonormalized linear combinations of the two corre-
sponding eigenfunctions” [63]. Two appropriate choices for such superpositions
are discussed in the work of Pientka et al. [63]. Each of them corresponds to a
certain gauge. In the present work the second of them is used, where “one com-
ponent of the spin operator is diagonalized with respect to the two degenerate
states” [63]. However, in the mentioned paper is shown that both gauges lead to
the same results for the calculation of the relaxation time for a Cu host material.
After the gauge transformation with correct normalization and orthogonality of
the wave functions is performed, the obtained wave functions can be labeled with
(+) and (−), where the spin expectation value in z direction

sz+
k = �ψ̊nµ+

k |β̂Σ̂z|ψ̊nµ+
k � = −�ψ̊nµ−

k |β̂Σ̂z|ψ̊nµ−
k � = −sz−

k (3.77)

is positiv and negativ, respectively.
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Transition matrix

An important quantity for the treatment of the scattering processes is the so-called
transition matrix. It contains the Bloch wave ψ̊, the scattering potential V, and
the perturbed wave ψ and is given by [65]

Tνν�
kk� =

1
V ∑

nµ

�
d3r

�
ψ̊

nµν�

k� (r)
�†

V(r)ψnµν
k (r) . (3.78)

Here, the indices ν and ν� stand for the spin direction before and after the scat-
tering process, respectively. If the Bloch ansatz in Eqs. (3.62) and (3.63) with the
expansion in single-site solutions is used in addition to Eq. (3.65), the transition
matrix can be rewritten as

Tνν�
kk� =

1
V ∑

Q,n,µ
∑

Q�,n�,µ�

�
c̊nµν�(k�)

�∗
∆nµ

Q Dnn�µµ�

QQ� (E)c̊n�µ�ν
Q� (k) , (3.79)

where the matrix ∆nµ
Q is given by the following radial integral

∆nµ
Q = ∑

Q�

� Rnµ
ASA

0
dr r2

��
g̊nµ

QQ�(r)
�∗

gnµ
QQ�(r) +

�
f̊ nµ
QQ�(r)

�∗
f nµ
QQ�(r)

�
V(r) . (3.80)

With the transition matrix it is possible to describe two types of scattering. Namely,
the quantities T++

kk� and T−−
kk� describe the spin-conserving scattering processes. The

other two quantities (T+−
kk� and T−+

kk� ) refer to the spin-flip scattering, which means
during the scattering process the electron changes not only its k vector, but also its
spin direction. The spin-flip is caused by the Elliott-Yafet mechanism [62, 66]
occurring due to perturbations in an ideal crystal, which here are substitutional
impurities. Depending on the type of scattering two different relaxation times τk
and τsf

k are defined, which are the average times an electron in the state k can
move before it is scattered without and with spin-flip, respectively. Usually, the
spin-flip scattering time is long in comparison to the momentum relaxation time
and therefore has only a small influence on the considered effects.
To simplify the equations later in this work a combined index k = {k, ν} is used,
where the state is not only characterized by the wave vector, but also by the band
index ν. This leads to the transition matrix Tνν�

kk� → Tkk� .
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3.2 Electronic transport

3.2.1 Boltzmann approach

The use of the Boltzmann equation is a semiclassical approach for the investiga-
tion of electronic transport in solids. It can describe the influence of external fields
or temperature gradients on statistical distributed particles in a medium. Origi-
nally, it was developed for the description of dilute gases. Here, the method is
applied to dilute alloys, where electrons undergo the scattering at impurities.
The key quantity of the Boltzmann approach is the distribution function fk(r, t),
which describes the probability that a particle is in a state k at a place r at a time
t. The Boltzmann equation

∂ fk(r, t)
∂t

+ ṙk
∂ fk(r, t)

∂r
+ k̇

∂ fk(r, t)
∂k

=

�
∂ fk(r, t)

∂t

�

scatt.
(3.81)

is given by the total time derivative of the distribution function on the left-hand
side of the equation and a term considering scattering processes on the right-
hand side. In this transport equation ṙk ≡ vk = 1

h̄
∂Ek
∂k is the group velocity and

k̇ = − e
h̄ (E + vk × B) provides the contribution of an external electric or magnetic

field via the Lorentz force.
It is useful to represent the distribution function by a sum of the equilibrium part,
given by the Fermi function

f 0
k (r) =

�
e
Ek−µ(r)
kBT(r) + 1

�−1

, (3.82)

and a perturbed part g:

fk(r, t) = f 0
k (r) + gk(r, t) . (3.83)

Scattering term

The scattering term in the Boltzmann equation is given by the perturbed part of
the distribution function [67, 68]

�
∂ fk(r, t)

∂t

�

scatt.
=

�
∂gk(r, t)

∂t

�

scatt.
= ∑

k�
(Pk�kgk� − Pkk�gk) , (3.84)
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since in equilibrium scattering should give no contribution. Here, Pkk� is the mi-
croscopic transition probability

Pkk� =
2π

h̄
ciN |Tkk� |2 δ(Ek − Ek�) (3.85)

according to Fermi’s golden rule, which is the probability that a particle from state
k is scattered elastically into the state k�. Here, N and ci denote the total number
of atoms and the impurity concentration, respectively. The quantities Tkk� are the
elements of the transition matrix in Eq. (3.78).
For the description of the skew scattering it is important, that the conventional
principle of the microscopic reversibility is not anymore valid in the relativistic
case, were spin-orbit interaction is present. This means Pkk� �= Pk�k [12].

Solution of the Boltzmann equation

The quantities, which are investigated in this work are charge and spin accumula-
tions as well as charge, spin, and heat currents obtained in linear response to an
applied electric field or temperature gradient. The linearized form of the Boltz-
mann equation (3.81) is given by [69]

�
−

∂ f 0
k (r)

∂Ek

�
vk

�
Ek − µ

T
∇T +∇µ + eE

�

� �� �
Kk

= ∑
k�
(Pk�kgk� − Pkk�gk) . (3.86)

The nonequilibrium part of the distribution function can be written as

gk =
∂ f 0

k
∂Ek

Λk · Kk (3.87)

in linear response to a generalized force Kk, which is introduced to combine the
influence of external electric fields, temperature gradients and gradients of the
chemical potential. The quantity Λk is the vector mean free path, which has to be
calculated. From the Eqs. (3.86) and (3.87) follows

�
−

∂ f 0
k

∂Ek

�
vkKk = − 1

τk

∂ f 0
k

∂Ek
Λk · Kk + ∑

k�

�
Pk�k

∂ f 0
k�

∂Ek�
Λk� · Kk�

�
, (3.88)
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where the definition for the relaxation time τk = [∑k� Pkk� ]
−1 was used. Under the

assumption of elastic scattering, which is included in Pk�k given by Eq. (3.85), the
equation above can be reduced to one for the mean free path

Λk = τk

�
vk + ∑

k�
Pk�kΛk�

�
. (3.89)

This equation is usually solved iteratively using Λ0
k = τkvk as initial value [59].

With a corresponding final solution and Eq. (3.87) the charge and heat current
density can be obtained as [69]

j = −e ∑
k

vkgk , (3.90)

q = ∑
k
(Ek − µ)vkgk . (3.91)

The sum over the combined index k contains sums over the bands as well as an
integral over the reciprocal space. This can be split into an integral over the energy
and an integral over isoenergetic surfaces in k space according to [47]

∑
k

. . . → ∑
ν

1
(2π)3

�
d3�k . . . =

1
8π3 ∑

ν

�
dE

��

Ek=E

dSk
h̄|vk|

. . . . (3.92)

3.2.2 Transport properties

General transport coefficients

Using the definitions of the charge and heat current density above together with
the Eqs. (3.87) and (3.92), relations between the current densities and the external
or internal fields can be obtained as

j = −eL̂0

�
E +

1
e
∇µ

�
+

1
T

L̂1(−∇T) , (3.93)

q = L̂1

�
E +

1
e
∇µ

�
− 1

eT
L̂2(−∇T) . (3.94)

The relations are described by the general transport coefficients

L̂n(T) = −1
e

�
σ̂(E)

�
−∂ f 0(E , T)

∂E

�
(E − µ)ndE , n = 0, 1, 2 . (3.95)
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These coefficients are temperature dependent via the derivative of the Fermi func-
tion. The integral in Eq. (3.95) contains the energy-dependent conductivity tensor

σ̂(E) = e2

h̄(2π)3 ∑
ν

��

Ek=E

dSk
|vk|

vk ◦ Λk . (3.96)

In practice, only a small energy range around the Fermi level is necessary for a
sufficiently correct integration in Eq. (3.95), since the derivative of the Fermi func-
tion is strongly decaying with distance from the Fermi energy.
With the knowledge of the general transport coefficients several transport proper-
ties can be described.

Charge conductivity

In linear response, the charge conductivity tensor σ̂ is defined via Ohm’s law

j = σ̂E (3.97)

and in terms of the transport coefficients is given by σ̂(T) = −eL̂0(T). Therefore,
the electronic contribution to the conductivity is in principle temperature depen-
dent. However, due to the nearly linear behaviour of σ̂(E) around the Fermi level
obtained for the considered systems, the quantity L̂0(T) is approximately constant.
Consequently, the conductivity can be obtained as

σ̂ = −eL̂0(T = 0) = σ̂(EF) , (3.98)

according to the discussion in Sec. 4.1.1.

Spin conductivity

The used nomenclature also allows the description of spin-dependent transport
phenomena. Let us assume that there is only one conduction band at the Fermi
energy, as in the case of copper, then the index ν corresponds to the two degenerate
relativistic spin states ν = + (spin-up) and ν = − (spin-down) [64, 12]. Conse-
quently, the conductivity can be expressed for each spin direction separately

σ̂ν(E) = e2

h̄(2π)3

��

Ek=E

dSk
|vk|

vk ◦ Λk , ν = +,− , (3.99)
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which leads to spin-dependent general transport coefficients L̂ν
n(T). Furthermore,

the conductivity can be represented in a two-current description as σ̂ = σ̂+ + σ̂−,
where it is assumed that the two spin channels behave as resistors in a parallel
circuit.
An important quantity for the description of the spin Hall effect is the spin Hall
conductivity, which is an off-diagonal element of the spin conductivity tensor [12]

σ̂s(E) = e2

h̄(2π)3 ∑
ν

��

Ek=E

dSk
|vk|

sz
kvk ◦ Λk . (3.100)

This quantity is similar to σ̂(E), but includes the spin expectation value in z di-
rection. In general, this quantity has two further components refering to the x
and y direction, since the spin polarization sk is a vector quantity. However, in the
following the gauge is chosen to align the spins along the z direction and therefore
only the spin conductivity in the above presented form is of interest. In the non-
relativistic description, where spin-orbit interaction is excluded, the two current
model holds for the spin conductivity as

σ̂s = σ̂+ − σ̂− , (3.101)

since the spin expectation value has the opposite sign for the two spin directions
and an absolute value of one.

Heat conductivity

The heat conductivity κ̂ relates the heat current density to the temperature gradient

q = κ̂ (−∇T) . (3.102)

The heat current in response to an external temperature gradient is usually mea-
sured with an open circuit condition, where no charge current is flowing (j = 0).
Due to Eq. (3.93) this leads to a charge accumulation given by

∇µ =
1
T

L̂−1
0 L̂1 (−∇T) . (3.103)

Substituting it in Eq. (3.94), the heat conductivity is obtained as

κ̂ =
1

eT

�
L̂1 L̂−1

0 L̂1 − L̂2

� metal≈ − 1
eT

L̂2 . (3.104)
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Here, the fact is used that for metals the first term in Eq. (3.104) is negligible and
therefore the shown approximation holds [69]. As discussed in Sec. 4.1.1, in this
case there exists also a simple relation between the charge and heat conductivity

κ̂ =
π2

3
k2

B
e2 Tσ̂ , (3.105)

which is known as Wiedemann-Franz law [70].

Thermopower (Seebeck coefficient)

The Seebeck effect is a thermoelectric phenomenon, which couples thermal and
electronic properties. For this effect usually a sample with open circuit is exposed
to a temperature gradient. Due to the open circuit condition there exists no charge
current in equilibrium. Instead, the temperature gradient creates a charge accu-
mulation, which can be understood as an induced internal electric field. Both, the
temperature gradient as well as the internal electric field cause partial currents,
which cancel each other, when the charge accumulation is fully built up.
The size of the Seebeck effect is described by the thermopower Ŝ (or Seebeck
coefficient), which relates the temperature gradient to the internal electric field
expressed by the charge accumulation

1
e
∇µ = Ŝ∇T = − 1

eT
L̂−1

0 L̂1∇T . (3.106)

This formula is obtained from Eq. (3.93) under the conditions E = 0 and j = 0.
Finally, the thermopower is given by

Ŝ = − 1
eT

L̂−1
0 L̂1 . (3.107)

Within the non-relativistic treatment in literature normally only the diagonal ele-
ment Sxx = − 1

eT
L1xx
L0xx

is considered.
To observe the Seebeck effect it is common to use an electric circuit of two metals
A and B, where their two contact points are exposed to different temperatures.
Then, the voltage U measured in the circuit is given by [69]

U =
� T2

T1

�
SA

xx − SB
xx

�
dT . (3.108)
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3.2.3 Spin Hall effect
For the description of the spin Hall effect the quantization axis for the spins is
chosen in z direction. Furthermore, the electric field is assumed to be applied
in x direction, which causes a charge current parallel to it. At the same time,
a spin current perpendicular to the electric field and to the quantization axis is
created. The relations between both currents and the electric field are given by the
equations

jx = σxxEx , (3.109)
js
y = σs

yxEx . (3.110)

Here, σs
yx is the spin Hall conductivity, which determines the size of the spin

Hall effect. However, to describe the efficiency of the spin Hall effect in creating
a pure spin current another quantity is used. Namely, this is the spin Hall angle
[12]

α =
σs

yx

σxx
, (3.111)

the ratio between the spin Hall conductivity and the longitudinal charge conduc-
tivity.

Two-current description

The two-current model introduced by Mott was already mentioned for the de-
scription of the spin conductivity in Eq. (3.101) and is discussed here in more
detail, since it is important for the calculation of several transport properties. It al-
lows to describe spin-dependent transport phenomena, since it is considered that
the scattering processes depend on the spin direction. With the appropriate gauge
transformation [63], electrons are separated to spin-up and spin-down channels,
where the spins are parallel or antiparallel to the z direction, respectively.
Furthermore, the considered host system has a cubic symmetry and is nonmag-
netic. From the symmetry point of view the conductivity tensors for the two spin
channels are given by

σ̂+ =




σ+

xx −σ+
yx 0

σ+
yx σ+

xx 0
0 0 σ+

zz



 =
�
σ̂−�T . (3.112)
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This relation offers the opportunity to express transport properties only in terms
of spin-up quantities. Due to the spin degeneracy provided by space and time
inversion symmetry [62], the diagonal elements for the two spin directions are
equal, but the off-diagonal elements have the opposite sign [71]. For this reason,
the conductivity tensor

σ̂ = σ̂+ + σ̂− = 2




σ+

xx 0 0
0 σ+

xx 0
0 0 σ+

zz



 (3.113)

has a diagonal form, while the spin conductivity tensor

σ̂s = σ̂+ − σ̂− = 2




0 −σ+

yx 0
σ+

yx 0 0
0 0 0



 (3.114)

has only off-diagonal elements, which means that spin currents can occur only
transverse to an applied electric field.

3.2.4 Spin Nernst effect

To describe the spin Nernst effect, one can distinguish between two experimental
setups, where either a spin accumulation (open circuit case) or a spin current
(short circuit case) is created perpendicular to the temperature gradient. As before,
the quantization axis is chosen in z direction. Similar to the electric field the
temperature gradient is assumed to be applied in x direction: ∇T = (∇xT) ex.
Then, the spin-dependent transport equation is given by

j± = −




L+

0xx ∓L+
0yx 0

±L+
0yx L+

0xx 0
0 0 L+

0zz



∇µ± +
1
T




L+

1xx ∓L+
1yx 0

±L+
1yx L+

1xx 0
0 0 L+

1zz



 (−∇T) .

(3.115)

open circuit case

Let us consider first the open circuit case, which means the system is electrically
insulated. Therefore, in equilibrium there exists no resulting charge current or
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spin current. Consequently, due to

j = j+ + j− = 0 , js = j+ − j− = 0 , (3.116)

both partial current densities j± are vanishing. This condition allows to define
a thermopower Ŝ± for each spin direction separately, which relates the chemical
potential change created by an accumulation of spin-up or spin-down electrons to
an applied temperature gradient

1
e
∇µ± = Ŝ±∇T , Ŝ± = − 1

eT
�

L̂±
0
�−1 L̂±

1 . (3.117)

The total thermopower Ŝ, which determines the size of the charge accumulation
∇µ, is defined by the average value of the two spin-dependent thermopowers as

1
e
∇µ =

1
2

1
e
�
∇µ+ +∇µ−� = 1

2
�
Ŝ+ + Ŝ−�∇T = Ŝ∇T . (3.118)

If instead of the sum the difference of the spin-dependent thermopowers is taken,
then the so-called spin Seebeck coefficient Ŝs

yx is obtained [71]

1
e
∇µs =

1
2

1
e
�
∇µ+ −∇µ−� = 1

2
�
Ŝ+ − Ŝ−�∇T = Ŝs∇T , (3.119)

which describes the size of the spin accumulation ∇µs.
The tensor structures as well as the relation between the thermopowers for both
spin channels are identical to those of the conductivities in Eq. (3.112). There-
fore, the total thermopower has only diagonal elements, while the spin Seebeck
coefficient has only off-diagonal elements

Ŝ =




Sxx 0 0
0 Sxx 0
0 0 Szz



 , Ŝs =




0 −Ss

yx 0
Ss

yx 0 0
0 0 0



 . (3.120)

As was mentioned above, the temperature gradient is chosen in the x direction.
Consequently, the charge accumulation occurs only in the x direction due to the
Seebeck effect, while the spin accumulation appears only in the y direction. These
accumulations are described by the following two equations

1
e
∇xµ = Sxx∇xT , (3.121)

1
e
∇yµs = Ss

yx∇xT . (3.122)
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They include the diagonal element of the thermopower

Sxx = − 1
eT

�
L+

0xxL+
1xx + L+

0yxL+
1yx

�

L+
0xx

2
+ L+

0yx
2 (3.123)

and the off-diagonal element of the spin Seebeck coefficient

Ss
yx = − 1

eT

�
L+

0xxL+
1yx + L+

0yxL+
1xx

�

L+
0xx

2
+ L+

0yx
2 , (3.124)

respectively. The quantities Lnxx are normally significantly larger than the corre-
sponding Lnyx. Therefore, the second term of both the numerator and denominator
in Eq. (3.123) can be neglected. This leads to the conventional, scalar expression
of the thermopower present in the literature S = − 1

eT
L1xx
L0xx

[69]. This means the
spin accumulation induced by spin-dependent scattering of the electrons driven
by spin-orbit coupling leads to small corrections for the thermopower, which can
either slightly enhance or reduce the Seebeck effect. The simplified formula illus-
trates, that the Seebeck effect is strong when the derivative of the conductivity at
the Fermi energy is large in comparison to the conductivity itself. In addition, the
sign of the thermopower is provided by the sign of the energy derivative of σxx at
the Fermi level.
By contrast, the spin Seebeck coefficient of Eq. (3.124) is a quantity, which can be
only obtained, if the spin-orbit interaction is taken into account. In comparison
to Sxx, no prediction can be made easily with respect to the contributions of the
two terms in the numerator. They are generally quite different between systems.
Both terms can independently have either positive or negative signs and in general
there is no dominance of one of them. This implies they can add up or cancel each
other partly, which makes it difficult to estimate the effect and prohibits an easy
explanation.

short circuit case

Let us consider now the case, where the system has a short circuit in the y direc-
tion. This leads to a spin current instead of a spin accumulation. An additional
charge current in this direction is still impossible due to the special symmetry of
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the considered systems as discussed above. Again, in the direction of the tempera-
ture gradient the system is assumed to be electrically insulated. As a consequence
of the conditions mentioned above, all following quantities vanish: jx, js

x, j±x , jy,
∇xµs, ∇yµ, ∇yµs, ∇yµ±. The transport equations, given by Eq. (3.115), reduce to

0 = −L+
0xx∇xµ± − 1

T
L+

1xx∇xT , (3.125)

j±y = ∓L+
0yx∇xµ± ∓ 1

T
L+

1yx∇xT . (3.126)

With js
x = j+x − j−x = −L+

0xx(∇xµ+ −∇xµ−) = 0 it is clear that the accumulation of
electrons in x direction is identical for both spin directions. This is a result of the
present space and time inversion symmetry of the considered systems. In contrast,
in magnetic systems the accumulation for both spin channels would be different
leading to an additional spin accumulation along the temperature gradient as in
Ref. [18].
From jx = 0 one obtains the thermopower as

1
e
∇xµ = S̃xx∇xT , S̃xx = − 1

eT
L+

1xx
L+

0xx
, (3.127)

which reproduces the conventional expression for the thermopower within the
non-relativistic treatment [69].
Since in the short circuit case no spin accumulation is created, instead of the spin
Seebeck coefficient another quantity is needed to describe the strength of the effect.
A natural choice is to use a linear coefficient, which connects the temperature
gradient and the transverse spin current

js
y = σSN∇xT . (3.128)

This coefficient is called spin Nernst conductivity [71] or alternatively thermo-
spin Hall conductivity [72], since the effect is a thermal analog to the spin Hall
effect. From Eqs. (3.126) and (3.127) the spin current can be obtained as

js
y = j+y − j−y = −2L+

0yx∇xµ− 2
T

L+
1yx∇xT =

�
−2eS̃xxL+

0yx −
2
T

L+
1yx

�
∇xT . (3.129)

Therefore, the spin Nernst conductivity consists of two terms

σSN = σE
SN + σT

SN =
2
T

L+
1xx

L+
0xx

L+
0yx −

2
T

L+
1yx , (3.130)
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which are distinct contributions via the Seebeck effect and from the temperature
gradient directly. Namely, the first term σE

SN exists if the system is electrically in-
sulated in direction of the temperature gradient. Under this condition a thermal
charge current is compensated by the one created by the charge accumulation. The
contribution from the first term in Eq. (3.130) becomes large if the product of ther-
mopower and spin Hall conductivity is high. This implies the spin Nernst effect
is propelled by a strong transverse scattering as well as a large Seebeck effect.
The second term, σT

SN, represents a direct contribution from the temperature gra-
dient. It is large, if there is a strong slope of the spin Hall conductivity around the
Fermi energy. This can be understood in that way that “hot” and “cold” electrons
move on average with different velocities and mean free paths. Therefore, they are
scattered by a different amount and have different transport properties.
Interestingly, two large contributions to Eq. (3.130) separately do not necessarily
provide a pronounced spin Nernst effect. Indeed, if both contributions act in op-
posite directions the resulting effect can still be negligible.
Similar to the spin Hall angle, one may define a quantity, which describes the
efficiency of the spin Nernst effect. It is determined by the conversion of a lon-
gitudinal heat current into a transverse spin current. With Eqs. (3.128) and (3.102)
the corresponding efficiency

γ =
js
y

qx
=

σSN
−κ

(3.131)

is obtained. Here, a similarity to the spin Hall effect is also provided by the fact
that the heat and charge conductivities are connected by the Wiedemann-Franz
law [70], as discussed in Sec. 3.2.2.

3.2.5 Ternary alloys - Matthiessen’s rule
Before, the skew-scattering mechanism for the spin Hall effect was discussed in
literature assuming binary dilute alloys [12]. In this work dilute ternary alloys of
the form Cu(A1−wBw) are also considered consisting of a copper host with two
different types of substitutional impurities A and B. The quantity w is a weighting
factor, which determines the proportion of both impurity types. The total impu-
rity concentration is fixed to 1 at.%, which allows a description in the dilute limit,
where the impurities providing the elastic scattering processes are treated inde-
pendently from each other.
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An approximate way to obtain transport properties of the mentioned ternary alloys
is to use Matthiessen’s rule. This rule can be used, when different non-interacting
scatterers are present at the same time [73], which can be for example impurities
and phonons. Here, scattering at impurity atoms of the type A and B is treated
separately. Matthiessen’s rule says that the resistivities of both individual scat-
tering processes add up to the total resistivity. Usually, this assumption holds not
exactly, but can give reasonable results [24]. The reason for the deviations of the
first-principles results from this rule can be understood with help of the variational
principle.

Variational principle

The solution of the Boltzmann equation, which is a linear inhomogeneous inte-
gral equation with a positive self-adjoint kernel, can be found if the variational
principle is applied to a trial function. Such a trial function Φk is introduced in
the linearized ansatz for distribution function

fk = f 0
k + gk = f 0

k − Φk
∂ f 0

k
∂Ek

, (3.132)

as was discussed by Ziman for a non-relativistic case [73]. For simplicity we
consider only one band and therefore the distribution function has only the wave
vector as index. Then, the Boltzmann equation can be written in the following
compact notation

X = PΦ . (3.133)

Here, X represents the lefthand side of the Boltzmann equation for electrons in
an electric field

X = −
∂ f 0

k
∂Ek

vkeE (3.134)

and P is the scattering operator in the scattering term

PΦ = ∑
k�

(Pk�kgk� − Pkk�gk) = −
∂ f 0

k
∂Ek

∑
k�

(Pk�kΦk� − Pkk�Φk) . (3.135)
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The operator P is linear, self-adjoint and positive definite [73]. With this properties
it can be proven that the solution of Eq. (3.133) provides the maximum value of
�Φ, PΦ� in

�Φ, PΦ� = �Φ, X� , (3.136)

where the scalar product is defined as �Φa, Φb� = ∑k Φa(k)Φb(k). It follows di-
rectly, that

ρ =
�Φ, PΦ�
�Φ, X�2 (3.137)

adopts its minimal value, which provides the longitudinal resistivity ρ.
If one considers two types of elastic scatterers, the resulting scattering operator is
given by the sum of the scattering operators of both contributions

P = P1 + P2 . (3.138)

For the resistivity of the scattering process “1” the following relation

ρ1 ≡ �Φ1, P1Φ1�
�Φ1, X�2 ≤ �Φ, P1Φ�

�Φ, X�2 (3.139)

is valid, because Φ does not have to be a solution of the Boltzmann equation
corresponding to P1. The equality sign only holds, if Φ = cΦ1, where c is a
constant multiplier. This leads to the following expression

ρ ≥ ρ1 + ρ2 , (3.140)

which means that the deviations from Matthiessen’s rule are always positive
for the charge conductivity. These deviations are usually small, since due to the
variational principle an error of first order for Φ generates only an error of second
order for the resistivity [73]. For nonmagnetic dilute ternary alloys, as investigated
in this work, the deviations are known to be not drastic [24].

Matthiessen’s rule for the spin conductivity

A next step done in this work is to use Matthiessen’s rule not only for the
longitudinal conductivity, but also for the spin Hall conductivity. This point
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is much more problematic than can be expected at a first glance. The reason is
that Matthiessen’s rule is always applied to resistivities, where the behaviour
is always linear between resistivities for each contribution. The calculation of the
longitudinal resistivities from the conductivities is rather simple, because both ten-
sors have a diagonal structure. In contrast, the tensor of the spin conductivity in
Eq. (3.114) is singular, which makes a calculation of the spin resistivity via ma-
trix inversion ρ̂s = (σ̂s)−1 impossible. To overcome these problems one can apply
Matthiessen’s rule (MR) to the spin-dependent resistivities

ρ̂±MR(w) = (1 − w)ρ̂±A + wρ̂±B , (3.141)

where ρ̂± is the inverse matrix of σ̂± in Eq. (3.112). Then, the longitudinal charge
conductivity and the spin Hall conductivity can be obtained as

σMR
xx = 2σ+MR

xx = 2
ρ+MR

xx�
ρ+MR

xx

�2
+

�
ρ+MR

yx

�2 , (3.142)

σsMR
yx = 2σ+MR

yx = −2
ρ+MR

yx
�

ρ+MR
xx

�2
+

�
ρ+MR

yx

�2 . (3.143)

(3.144)

However, the spin-dependent treatment even leads to small correction of the lon-
gitudinal conductivity in comparison to the direct inversion of the diagonal con-
ductivity tensor, where σMR

xx = 2/ρ+MR
xx .

The results of this model will be compared with those of a full ab initio approach
considered in Sec. 3.3.1.

Matthiessen’s rule for spin Nernst effect

It is also possible to apply Matthiessen’s rule for the description of the spin
Nernst effect, but this requires more effort. Here, one needs the energy-dependent
conductivity tensor σ̂+(E) of the two constituent binary alloys. For each energy
Matthiessen’s rule is applied to calculate the longitudinal and Hall conductivity
of the ternary alloy as explained in the previous section. The energy integration
has to be performed for each considered weighting factor w to obtain the transport
coefficient L̂+

n similar to Eq. (3.95). At the end, the spin Nernst conductivity, the
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heat conductivity, and the efficiency of the Nernst effect can be calculated just
from quantities of the binary alloys.
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3.3 Technical remarks

3.3.1 Transport KKR code for ternary alloys

In addition to Matthiessen’s rule the transport KKR was used to obtain more
precise results for the ternary alloys. This was done by calculating the microscopic
transition probability for a ternary alloy via adding the corresponding quantities
of the constituent binary alloys

PAB
kk� (w) = (1 − w)PA

kk� + wPB
kk� . (3.145)

This required the following modifications in the KKR code:
The starting point is that the host Green function G̊, the defect Green function
G, and the difference of the single-site t-matrices between the defect and the host
system, denoted by t, were obtained for the corresponding binary alloys. Since
these three quantities are connected via the Dyson equation, it is sufficient to have
either just G̊ and t or G and t of both systems. To reduce the computational ef-
fort in the transport KKR code, the first possibility was chosen, because only one
Green function is needed in this case. Following from this the defect-matrix of
Eq. (3.66), the transition matrix of Eq. (3.79), and the microscopic transition prob-
ability of Eq. (3.85) were calculated for each binary alloy separately. From those
the transition probabilities were combined according to Eq. (3.145). Finally, the
transport properties were calculated as usual with the iterative solution of the lin-
earized Boltzmann equation, Eq. (3.89).
However, the used method does not allow a fast calculation of the transport prop-
erties in the whole range of w ∈ [0, 1] as Matthiessen’s rule from Eq. (3.141)
does. Instead, for each value of w a separate full transport calculation has to be
performed. Therefore, the first principles results were obtained only for several
chosen values of w.

3.3.2 Integration over the energy

An important point for the description of the spin Nernst effect is an accurate
calculation of the linear transport coefficients

L̂n(T) = −1
e

�
σ̂(E)

�
−∂ f 0(E , T)

∂E

�
(E − µ)ndE , n = 0, 1, 2 . (3.146)
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This requires the conductivity as a function of the energy. Fortunately, this quan-
tity is multiplied with the energy derivative of the Fermi function, which decays
exponentially with distance from the Fermi energy. Fig. 3.1 shows the typical be-
haviour of the functions (−∂ f 0/∂E)(E − EF)n, which together with ˆσ(E) provide
the integrand. Therefore, it is sufficient to calculate σ̂(E) in a small energy inter-
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Figure 3.1: The typical behaviour of the functions
�
−∂ f 0/∂E

�
(E − µ)n with n=0,

1, 2 is shown.

val around the Fermi energy. The necessary size of the interval depends on the
temperature at which L̂n(T) is needed. Inside this interval an energy mesh is cre-
ated. If chosen wisely, it can be used for different temperatures as explained in the
following. In this work transport properties between 30K and 300K are presented.
The maximal temperature determines the size of our energy interval, which was
chosen in the way that

� Emax

Emin

�
−∂ f 0

∂E

�
dE > 0.9999 . (3.147)

This is valid for Emin = EF − 0.02Ry < E < EF + 0.02Ry = Emax. In this interval it is
necessary to have most of the energy points close to EF, since the main contribution
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to the integral comes from the central area particularly for 30K. Furthermore at
least some points which are less dense further away from EF are needed. They are
necessary to determine the contributions from a slower decaying derivative of the
Fermi function at 300K.
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Figure 3.2: Description of (−∂ f 0/∂E) at 300K and 30K via the chosen energy mesh
and corresponding analytic functions at the center of the chosen energy
interval.

The central region of the chosen energy mesh is shown in Fig. 3.2 to illustrate
how well the derivative of the Fermi function is approximated. While the curve
for 300K looks quite smooth one can easily see that for 30K probably some parts
will be missing during the integration. To improve this situation the following
procedure is applied: Before the multiplication of σ̂(E) with (−∂ f 0/∂E) (E − µ)n

the energy mesh for σ̂(E) is refined. Between each pair of adjacent energy points 9
additional equidistant points are created for which σ̂(E) is determined via a linear
interpolation. Afterwards, the integral of Eq. (3.146) is approximated by a simple
trapezoidal rule. To prove that the refined energy mesh is sufficient, the condition
of Eq. (3.147) was used.
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4 Results

In this chapter different transport properties describing spin-transport phenomena
in Cu-based dilute alloys with nonmagnetic impurities are discussed. First, the
spin Nernst effect is investigated in alloys with only one type of impurity. Two
cases leading either to a spin accumulation or spin current are considered. In the
following, results for the spin Hall effect and spin Nernst effect are presented for
ternary alloys, consisting of a Cu host with two types of impurities. It is checked
whether Matthiessen’s rule, where the scattering at both types of impurities is
treated independently, can provide reasonable results. Furthermore, the general
behaviour of the spin Hall conductivity and spin Hall angle is investigated ana-
lytically within the approximation of Matthiessen’s rule. Finally, it is studied,
whether the efficiencies of the spin Hall and spin Nernst effect can be enhanced
in a ternary alloy with respect to the constituent binary alloys.

4.1 Spin Nernst effect in binary alloys

To obtain the transport properties for the spin Nernst effect at first the conduc-
tivity tensor for spin-up electrons was calculated for different energies in a small
interval around the Fermi energy. The values of the longitudinal and transversal
component are presented in Fig. 4.1 for a Cu host with Au, Ti, Bi, or Zn im-
purities. From these data the general transport coefficients, shown in Table 4.1
for room temperature, were calculated. The table in combination with the figure
demonstrates, that the size and the sign of the components of L̂+

0 are correlated
with those of σ̂+(EF). This is a consequence of the almost linear behaviour of the
conductivity in the considered energy interval. Indeed, as shown by Eq. (4.2) in
Sec. 4.1.1, L̂+

0 is simply proportional to σ̂+(EF) in such a case. In contrast, accord-
ing to Eq. (4.4) the components of L̂+

1 are proportional to the energy derivatives of
the corresponding conductivities at EF. Therefore, the sign and the magnitude of
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L+
1xx and L+

1yx are determined by the slope of the longitudinal and Hall conducti-
vity, respectively. From these general transport coefficients all transport properties,
which are required to describe the spin Nernst effect, can be expressed.

Au

Ti

Bi

Zn

Figure 4.1: Longitudinal and transversal components of the energy-dependent
conductivity tensor for spin-up electrons, which are calculated for
Cu(Au), Cu(Ti), Cu(Bi), and Cu(Zn) alloys. The impurity concentra-
tion in the Cu host is 1 at.%.

4.1.1 Open circuit case
At first the open circuit case is treated, where neither macroscopic charge nor
spin currents can flow in the stationary state. Instead, a charge accumulation
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imp L+
0xx(1/Vms) L+

0yx(1/Vms) L+
1xx(A/m) L+

1yx(A/m)

Au −8.26 × 1026 −8.33 × 1024 3.20 × 103 −2.27 × 103

Ti −2.73 × 1025 −1.01 × 1023 7.64 × 103 6.37 × 101

Bi −7.23 × 1025 −6.31 × 1024 −5.18 × 103 −3.01 × 102

Zn −1.20 × 1027 2.44 × 1024 −1.35 × 105 −6.21 × 102

Table 4.1: Longitudinal and transversal components of the general transport coef-
ficients at 300 K for a Cu host with an impurity concentration of 1 at.%.

in direction of the temperature gradient and a spin accumulation transverse to
it are generated. These accumulations are proportional to the thermopower and
to the spin Seebeck coefficient given by the Eqs. (3.123) and (3.124), respectively.
Figure 4.2 shows their almost linear behaviour as functions of the temperature.
This is caused by the nearly linear behaviour of the energy-dependent conductivity
tensor in the considered energy interval, as shown in Fig. 4.1. Indeed, if one
assumes for the conductivity

σ̂+(E) = σ̂+(EF) + (E − EF)
dσ̂+(E)

dE

����
E=EF

, (4.1)

then the quantity

L̂+
0 (T) = −1

e

�
dE σ̂+(EF)

�
−∂ f 0

∂E

�
= −1

e
σ̂+(EF) (4.2)

is temperature independent. In contrast, the quantity

L̂+
2 (T) = −1

e

�
dE (E − EF)

2 σ̂+(EF)

�
−∂ f 0

∂E

�
= −1

e
π2

3
(kBT)2 σ̂+(EF) , (4.3)

shows a quadratic behaviour, but is also only determined by the first term of
Eq. (4.1). With this equation the Wiedemann-Franz law in Eq. (3.105) is con-
firmed. If this procedure is applied to L̂+

1 (T) by solving Sommerfeld integrals
again a quadratic behaviour

L̂+
1 (T) = −1

e

�
dE (E − EF)

2 dσ̂+(E)
dE

����
E=EF

�
−∂ f 0

∂E

�
= −1

e
π2

3
(kBT)2 dσ̂+(E)

dE

����
E=EF
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Figure 4.2: Longitudinal component of the thermopower and off-diagonal compo-
nent of the spin Seebeck coefficient.

(4.4)

is obtained and the quantity is proportional to the derivative of σ̂+(E) at the Fermi
level. As a result, the quantities Sxx and Ss

yx become linear functions with respect
to the temperature. For example, it can be easily seen from Eq. (3.123) that the
thermopower is linear with respect to T:

Sxx ≈ − 1
eT

L+
1xx

L+
0xx

∝
1
T

T2

const.
∝ T . (4.5)

A further interesting point provided in Fig. 4.2 is that the thermopower and the
spin Seebeck coefficient strongly depend on the impurity type. Especially, the
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thermopower differs by two orders of magnitude between the Cu(Au) and Cu(Ti)
alloy. Furthermore, there is obviously no simple correlation between Sxx and Ss

yx,
which is also in agreement with the discussion of the Eqs. (3.123) and (3.124) in
Sec. 3.2.4. This implicates that a strong Seebeck effect does not necessarily leads to
a large transverse spin accumulation. Moreover, even the direction of the charge
and spin accumulation is independent from each other. With the considered alloys
all four possible combinations of signs are found for Sxx and Ss

yx.

4.1.2 Short circuit case

Now the second case is considered, where it is allowed that a transverse spin cur-
rent is flowing, which is created instead of the spin accumulation. In direction of
the temperature gradient the open circuit condition is kept, which still leads to a
longitudinal charge accumulation. However, this charge accumulation is different
from the open circuit case, since the thermopower is described by Eq. (3.127) in-
stead of Eq. (3.123). This is the result of the transverse spin current and absence of
the corresponding spin accumulation.

imp S̃xx of Eq. (3.127) Sxx of Eq. (3.123) |S̃xx−Sxx|
Sxx

in µV/K in µV/K in %
Au 0.08064 0.08005 0.737
Ti 5.82965 5.82975 0.002
Bi −1.49171 −1.48795 0.253
Zn −2.34613 −2.34609 0.002

short circuit open circuit

Table 4.2: Thermopower for the open (Sxx) and short (S̃xx) circuit case and absolute
value of the relative deviation between both at 300 K.

Comparing the thermopowers for both experimental setups, given in Table 4.2, one
can see that the flowing spin current changes the charge accumulation by a small
amount of less than 1%. The strength of the Seebeck effect is slightly decreased
for the Cu(Ti) alloy and increased for the three other types of impurity. However,
this tiny change of the thermopower can be neglected in practice.
The size of the generated spin current is described by the spin Nernst conduc-
tivity, which consists, similar to the spin Seebeck coefficient in Eq. (3.124), of two
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terms:

σSN = σE
SN + σT

SN =
2
T

L+
1xx

L+
0xx

L+
0yx −

2
T

L+
1yx . (4.6)

If one takes into account L+
0xx ≈ −σ+

xx(EF)/e and |L+
0xx| >> |L+

0yx|, a simple relation
between the spin Nernst conductivity and the spin Seebeck coefficient can be
found:

σSN ≈ −2σ+
xx(EF)Ss

yx . (4.7)

This relation shows that systems, which have a comparably strong spin accumu-
lation like the Cu(Au) and Cu(Bi) alloys, can generate spin currents of different
size. Namely, the spin Nernst conductivity for the Cu(Au) alloy is one order of
magnitude higher than for the Cu(Bi) alloy, as it is shown in Fig. 4.3. This is caused
by the larger longitudinal conductivity of the Cu(Au) alloy, according to Fig. 4.1.
However, the sign of the spin Nernst conductivity is always opposite to the spin
Seebeck coefficient, as follows from Eq. (4.7).
In general, Fig. 4.3 shows that the spin Nernst conductivity can be tuned up to
three orders of magnitude using different types of substitutional impurities, which
can even provide different signs for this quantity.
Let us now discuss the mechanism of two contributions to the spin Nernst con-
ductivity, which are schematically visualized in Fig. 4.4. The contribution from the
second term σT

SN = − 2
T L+

1yx can be understood quite easily. One can say that this
term gives the direct contribution from the temperature gradient, since considering
a short circuit condition in the x direction one would obtain σSN = σT

SN. Clearly,
σT

SN is proportional to the derivative of the spin Hall conductivity around the
Fermi energy. It can be interpreted in such a way, that electrons at the “hot” and
at the “cold” side of the sample have on average different velocities and mean
free paths. Therefore, the corresponding transport properties are different at both
sides. Due to the temperature gradient a longitudinal heat current is flowing. This
results in an exchange of electrons with different transport properties, whose in-
equality leads to an asymmetry of the transverse scattering processes for “hot” and
“cold” electrons.
The term σE

SN is more complicated to understand and occurs only, if in the x
direction an open circuit condition holds. It can be expressed with help of the
thermopower

σE
SN = −2eS̃xxL+

0yx . (4.8)
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This means that this term gives a large contribution, when a material has a strong
Seebeck effect in combination with a high spin Hall conductivity. It is schemati-
cally visualized on the lefthand side in Fig. 4.4 that due to the charge accumulation
there are more electrons at one side of the sample than on the other. This creates
internally a longitudinal electric field, which in analogy to the spin Hall effect
leads to a transverse spin-dependent scattering to the lateral sides. Finally, the

Figure 4.3: Spin Nernst conductivity and its two contributions for Au, Ti, Bi, and
Zn impurities in a Cu host at an impurity concentration of 1 at.%.

Figure 4.4: Mechanisms of the two contributions to σSN.
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asymmetric scattering results in a spin current, which is proportional to the spin
Hall conductivity.
Since the signs of the quantities L+

0yx, L+
1xx, and L+

1yx are independent of each other,
the two contributions to the spin Nernst conductivity can have either the same
or the opposite sign. In the latter case, both contributions compensate each other
partly, which leads to a reduced total effect. The preferred case is of course, when
σE

SN and σT
SN add up. For the considered alloys both situations were observed,

as it is shown in Fig. 4.3. For the Cu(Ti) and Cu(Bi) alloy relatively small spin
Nernst conductivities are obtained, because both contributions itself are small
and in addition counteractive. For the other two alloys, where both contributions
accumulate, the values are much higher. However, for the Cu(Au) alloy, which has
the highest obtained spin Nernst conductivity of about 16 A/Km at 300 K , the
term σT

SN definitely provides the dominant contribution.

Efficiency of the spin Hall and spin Nernst effect

Here, the efficiencies of both effects are compared, which are presented in Tab. 4.3
for the considered alloys. It is well visible, that both efficiencies are not propor-
tional to each other and even their signs are not related. This can be understood
from the formulas, which are used for the calculation of α and γ given by the
Eqs. (3.111) and (3.131), respectively. Here, the spin Hall angle α describes the
charge to spin current conversion and is defined by the ratio of the spin Hall
conductivity and the longitudinal charge conductivity. Similarly, the efficiency
of the heat to spin current conversion of the spin Nernst effect is determined
by the ratio of the spin Nernst conductivity and heat conductivity, which are
shown in Fig. 4.5. Due to the Wiedemann-Franz law [70] the denominators in
the Eqs. (3.111) and (3.131) are proportional to each other. However, this is not the
case for the corresponding numerators. In fact, the spin Hall conductivity is in-
cluded in the spin Nernst conductivity in Eq. (3.130) via the quantity L+

0yx, but is
weighted with the thermopower, which can also influence the sign of the quantity.
Furthermore, also the derivative of the spin Hall conductivity is contributing as
well. Therefore, it is reasonable that the ratio of α and γ can vary strongly with
the impurity type. However, according to Tab. 4.3 there seems to be a trend that
alloys with a strong spin Hall effect also provide a strong spin Nernst effect.
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Au

Ti

Bi

Zn

Figure 4.5: Spin Nernst conductivity and heat conductivity for Au, Ti, Bi, and Zn
impurities in a Cu host at an impurity concentration of 1 at.%.

imp α (10−3) γ (10−31/V)
Au 10.01 −7.93
Ti 3.71 3.67
Bi 86.56 5.90
Zn −2.04 −2.13

Table 4.3: Efficiency of the spin Hall effect α and spin Nernst effect γ at 300 K
for a Cu host with different substitutional impurities.
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Expected currents

Here, it is presented, how large the spin currents created via the spin Nernst effect
can be in comparison to the spin Hall effect. These spin currents depend on the
size of the system, the applied temperature gradient and the material properties.
For the estimation a sample size of 100 × 100 × 100 nm is assumed, which is the
typical dimension for spin Hall devices [11]. Recent thermoelectric experiments
have shown, that it is possible to create temperature gradients up to 50 K

µm [23].
Of course, it could be problematic to maintain this temperature gradient, since
Cu has a quite high heat conductivity. However, heating via short laser pulses
[74] is a promising method to obtain high temperature gradients for short times.
The highest calculated spin Nernst conductivity neglecting the spin-flip scattering
was found for the Cu(Au) alloy with a value of σSN = 15.4 A

Km . Under the above
mentioned conditions a spin current density of

js = σSN∇T = 15.4
A

Km
50 · 106 K

m
≈ 109 A

m2 (4.9)

is obtained. For the considered sample size this leads to a spin current of

Is = 109 A
m2 · (100 · 10−9m)2 = 10µA . (4.10)

Since in the dilute limit the spin Nernst conductivity scales linearly with the
impurity concentration, with 0.1 at.% of impurity atoms a spin current in the
order of about 100 µA should be reached. This is already large enough to switch
a nanomagnet, as shown in recent experiments [75]. For the considered Cu(Au)
alloy with 0.1 at.% of impurity atoms a charge current density of about

j =
js

α
=

1010 A
m2

10−2 = 1012 A
m2 (4.11)

would be needed to obtain the equal spin current density via the spin Hall effect.
However, this is already close to the electromigration regime [23] and therefore a
an experimental observation is comparably challenging.
In general, the necessary temperature gradients to obtain reasonable spin currents
are quite high. This means on the other hand that accidental temperature gradi-
ents, which are normally several orders of magnitude smaller than 50 K

µm , will not
affect spin Hall experiments, because the created spin Nernst current is negligi-
ble in comparison to the spin Hall current.
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4.2 Influence of spin-flip scattering and the accuracy of the
Fermi surface integration

So far, in the considerations spin-flip scattering was excluded. To investigate its in-
fluence on the results, corresponding calculations were performed. Furthermore,
a comparison with results of S. Wimmer et al. [76] and experimental data [77] was
done, which shows a good agreement for most quantities according to Tab. 4.4.
However, especially the thermopower in Ref. [76] for the Cu(Au) alloy was found
to be about 18 times larger. Such a large value was obtained via the Kubo for-
malism, where spin-flip scattering is included. Therefore, with the additional
calculations it could be tested, whether the discrepancy is caused by these scat-
tering processes. The results for some selected quantities are presented in Fig. 4.6.
Here, the blue bars refer to the results published in Ref. [71] and considered in
the preceding sections. For the calculations related to the green bars additionally
spin-flip processes were included, as was also done in Ref. [76]. Finally, for the
red bars the number of k points for the Fermi surface integration was increased
to improve the convergence. For easy comparison all quantities are normalized to
the latter calculation. One can see that the influence for the improved calculation
schemes ranges from negligible for the Cu(Ti) alloy to significant for the Cu(Au)
alloy. For all alloys the behaviour of σxx and κ is similar, since they are connected
via Wiedemann-Franz law [70]. There is also a clear correlation between σSN and
Ss

yx, since they are simply related via the longitudinal conductivity, as shown in
Eq. (4.7). For the discussion, one can therefore just concentrate on the first four
quantities in Fig. 4.6. Whereas the difference in the number of k points has almost
no influence on the conductivities, both quantities are decreased for the Cu(Au)
and Cu(Bi) alloys, if spin-flip scattering is included. Namely, σxx is reduced by
11% and 5% while σs

yx is decreased by 28% and 10% for the Cu(Au) and Cu(Bi)
alloys, respectively. The influence is stronger for the spin Hall conductivity than
for the longitudinal conductivity, which is reasonable taking into account the na-
ture of σs

yx. The behavior of the thermopower is totally different from the one
of σxx. Here only the number of k points has a significant effect, especially for
the Cu(Au) alloy. This can be understood from the approximated thermopower
in Eq. (3.127) together with the definition of the linear transport coefficients in
Eq. (3.95). Namely, one can assume that the conductivity is reduced by the same
factor for all energies due to spin-flip scattering. Then, this factor cancels out in
the thermopower, because it is included in the numerator and denominator. The

67



influence of the increased number of k points is particularly strong for Sxx of
the Cu(Au) alloy, because the derivative of the longitudinal conductivity around
the Fermi energy is quite small in comparison to the conductivity itself. There-
fore, even small relative errors of σxx(E) can lead to big changes in the quantity
L1xx. With more k points our result for the thermopower gets closer to the one of
Ref. [76], but is still one order of magnitude smaller. However, this difference is
not caused by lack of convergence, since the conductivity is sufficiently converged
for the high number of k points, as presented in the Figs. 4.7 and 4.8. Furthermore,
Fig. 4.7 shows that the energy-dependent conductivity is a quite smooth curve for
the calculations with the high number of k points and therefore a further refine-
ment of the k-mesh would not change the thermopower. Instead, the discrepancy
seems to be caused by the different treatment of the phenomenon between the
quantum mechanical Kubo formalism and the presented semiclassical approach.
A main difference is that instead of treating the impurity embedded in a real clus-
ter of host atoms, the Kubo formalism uses the coherent potential approximation
[76]. There, the scattering properties at each atomic position are considered as a
superposition of those from host material and impurity.
In contrast to Sxx, the quantity Ss

yx for the Cu(Au) alloy is only influenced by the
spin-flip scattering. This is caused by the fact that the term containing L1xx is ne-
gligible for this system and the problem with the small derivative does not occur
for L1yx. The influence of the spin-flip scattering is caused by the spin Hall con-
ductivity, which is stronger decreased than the longitudinal conductivity.
In general, it was found that the improvement of the calculation parameters has no
big influence on the investigated quantities except for the Cu(Au) alloy, discussed
above.

σxx(EF) σs
yx(EF) Sxx(300K)

imp exp. Boltz. Kubo Boltz. Kubo Boltz. Kubo
Au 1.92 2.64 2.28 2.67 × 10−2 2.11 × 10−2 0.08 1.41
Ti 0.12 0.09 0.08 3.24 × 10−4 4.28 × 10−4 5.83 5.72
Bi 0.20 0.23 0.19 2.02 × 10−2 2.05 × 10−2 -1.49 -1.02

Table 4.4: Longitudinal charge conductivity and spin Hall conductivity in
(µΩcm)−1 and thermopower in µV/K obtained via Boltzmann approach
[71] excluding spin-flip scattering and Kubo formalism [76]. In addition,
for the charge conductivity experimental values are given [77].
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Figure 4.6: Longitudinal conductivity, spin Hall conductivity, thermopower, spin
Seebeck coefficient, spin Nernst conductivity, and heat conductivity
for a Cu host with 1 at.% of substitutional Au, Ti, Bi, or Zn impurities.
Three different calculation modes were used: without spin-flip scat-
tering and low number of k points for the Fermi surface integration
(blue), with spin-flip scattering and low number of k points (green),
and with spin-flip scattering and high number of k points (red).
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Figure 4.8: Relative error for the longitudinal conductivity of the Cu(Au) alloy as a
function of the number of k points with respect to the calculation with
the highest number of k points (red curve in Fig. 4.7) for the Fermi
surface integration.

70



4.3 Validity of Matthiessen’s rule for the longitudinal
resistivity & Hall resistivity

The aim of this section is to test the accuracy of Matthiessen’s rule in comparison
to full ab initio calculations. It is known that the relative deviations from this rule
are always positive for the longitudinal resistivity [24], but it is of further interest
to investigate the nature of such deviations for the Hall resistivity.
For this purpose, at first alloys of the form Cu(A0.5B0.5) with two different types of
impurities A and B are considered. For the full calculations the method described
in Sec. 3.3.1 was used to obtain the conductivity tensor for spin-up electrons. Via
matrix inversion the corresponding longitudinal resistivity ρ+AB

xx and Hall resis-
tivity ρ+AB

yx were obtained. To apply Matthiessen’s rule, the resistivities of the
two binary alloys Cu(A) and Cu(B) were calculated from the corresponding σ̂+

tensor. For the considered ternary alloys Matthiessen’s rule (MR) predicts the
resistivities as

ρ+MR
ix =

1
2

�
ρ+A

ix + ρ+B
ix

�
, i = x, y . (4.12)

The relative deviations of the full calculations from this rule are defined by

∆ρ+ix
ρ+ix

=
ρ+AB

ix − ρ+MR
ix

ρ+MR
ix

, i = x, y . (4.13)

These quantities are presented in Fig. 4.9 for several combinations of non-magnetic
impurities. The figure shows that the maximal relative deviations are about 15%,
but most values are below 5%. It suggests that Matthiessen’s rule is a good es-
timation of the transport properties for the considered ternary alloys. The reason
for this is the almost spherical Fermi surface of copper, since for spherical bands
Matthiessen’s rule holds exactly [73].
As expected according to Ref. [73], the relative deviations of the longitudinal re-
sistivity, shown in the upper left half of the figure, are positive for all considered
combinations of impurities. However, the deviations show both signs for the Hall
resistivity, presented in the lower right half of the figure.
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Figure 4.9: Relative deviations from Matthiessen’s rule of the longitudinal resis-
tivity (upper left half) and Hall resistivity (lower right half) for ternary
alloys of the form Cu(A0.5B0.5).

Analysis of behaviour of the charge conductivity, spin Hall conductivity
and the spin Hall angle

With the knowledge of the reasonable validity of Matthiessen’s rule, we now
can use this rule to investigate the general behaviour of the transport proper-
ties, especially the spin Hall angle. This analysis will give insight, whether it
is possible to enhance the spin Hall effect in a ternary alloy with respect to the
constituent binary alloys. To reduce case-by-case analysis, it is assumed without
loss of generality that ρ+B

xx > ρ+A
xx . For further simplification the fact is used that

the off-diagonal elements of the spin-dependent conductivity or resistivity tensor
are normally much smaller than the diagonal elements. This leads to

σ+MR
xx (w) ≈ 1

ρ+MR
xx

=
1

(1 − w)ρ+A
xx + wρ+B

xx
, (4.14)

σ+MR
yx (w) ≈ −

ρ+MR
yx

�
ρ+MR

xx

�2 = −
(1 − w)ρ+A

yx + wρ+B
yx

�
(1 − w)ρ+A

xx + wρ+B
xx

�2 , (4.15)

where the spin-dependent conductivities are obtained via matrix inversion of the
corresponding resistivities. As a result, the charge conductivity is approximated
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as the inverse of the longitudinal resistivity, which changes linear with w. There-
fore, the functions of the charge conductivities are hyperbolas, which are most
pronounced when the ratio of the conductivities σ+A

xx /σ+B
xx is large.

The situation for the Hall conductivity is more complicated. Within the used ap-
proximations of Eqs. (4.14) and (4.15) σ+MR

yx (w) has always an extremum, if it is
not a constant function. This would suggest an enhancement of the Hall conduc-
tivity. However, the extremum might be outside of the physically relevant interval
of w ∈ [0, 1], which only provides positive concentrations for both impurities.
Furthermore, there always exists a pole of the second order

wp = − ρ+A
xx

ρ+B
xx − ρ+A

xx
(4.16)

and a zero

w0 = −
ρ+A

yx

ρ+B
yx − ρ+A

yx
(4.17)

of the Hall conductivity, which can occur at an arbitrary value of w. With both
quantities the extremum position can be expressed as

wE = 2w0 − wp = wp + 2(w0 − wp) . (4.18)

These equations are visualized in Fig. 4.10. It shows that the extremum position
has the double distance from the pole in comparison to w0. To determine whether
the extremum is a maximum or a minimum, it helps to investigate the limit at
infinity and at the pole:

lim
w→±∞

σ+MR
yx (w) =

�
∓0 if ρ+B

yx > ρ+A
yx

±0 if ρ+B
yx < ρ+A

yx
, (4.19)

lim
w→±wp

σ+MR
yx (w) =

�
−∞ if ρ+MR

yx (wP) > 0
∞ if ρ+MR

yx (wP) < 0
. (4.20)

These conditions by themselves cannot determine the type of extremum. However,
with the Eqs. (4.14)-(4.20) a construction as in Fig. 4.10 can be done easily to clarify
the behaviour of the spin Hall conductivity.
To obtain pronounced extrema it is necessary that w0 and wP are close to each other
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Figure 4.10: Resistivities for spin-up channel and spin Hall conductivity for a
model system in arbitrary units. The physically relevant interval w ∈
[0, 1] is shaded in gray.

as well as to zero, since this assures a rapid change of the function. Consequently,
an important condition is ρB

xx >> ρA
xx.

An interesting point is to investigate, whether a possible enhancement of the spin
Hall conductivity can increase the efficiency of the spin Hall effect. Therefore,
the spin Hall angle

α(w) =
σ+MR

yx

σ+MR
xx

= −
(1 − w)ρ+A

yx + wρ+B
yx

(1 − w)ρ+A
xx + wρ+B

xx
(4.21)

was tested for an extremum with respect to w. One obtains αA = −ρ+A
yx /ρ+A

xx =

−ρ+B
yx /ρ+B

xx = αB. However, this leads only to the trivial solution of a constant spin
Hall angle for the ternary alloy. In other words a ratio of two quantities depend-
ing linearly on the same parameter can not have an extremum. This indicates that
the efficiency of the spin Hall effect in a ternary alloy can not be amplified.
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4.4 Spin Hall & spin Nernst effect in ternary alloys

In this section transport properties related to the spin Hall effect and spin Nernst
effect in ternary alloys are investigated [78]. It is of special interest, whether the
efficiencies of both effects can be enhanced in a ternary alloy with respect to the
constituent binary alloys of equal total impurity concentration. This knowledge al-
lows the tailoring of materials to obtain increased spin currents. The results from
Matthiessen’s rule are provided in the whole range of the impurity weighting
factor w. Additionally, some values are given for the full calculations, where the
linearized Boltzmann equation was solved with a microscopic transition prob-
ability of the ternary alloy, according to Eq. (3.145). For the presentation of the
results three ternary alloys of the form Cu(A1−wBw) were chosen, which show
distinct characteristics.

4.4.1 Spin Hall effect

In Fig. 4.11 the spin Hall conductivity and the charge conductivity are presented
for Cu(Zn1−wTiw), Cu(Bi1−wTiw), and Cu(Au1−wBiw) dilute alloys, which describe
the induced charge and spin current density in response to an electric field, re-
spectively. In addition, the corresponding spin Hall angle is shown, which repre-
sents the efficiency of the phenomenon. First of all, this figure confirms the good
agreement between Matthiessen’s rule (lines) and the full calculations (dots).
The charge conductivity, presented in the mid panel, shows a similar qualitative
behaviour for all three alloys. The corresponding curves are hyperbolas, whose
curvature increases with the ratio σA

xx/σB
xx. In contrast to that, the spin Hall con-

ductivities in the upper panel have three distinct features. Whereas the spin Hall
conductivity of the Cu(Bi1−wTiw) alloy is also hyperbola-like, the curves for the
other two alloys have an extremum. However, in the case of the Cu(Zn1−wTiw)
alloy this does not lead to a real enhancement of the effect. Since the correspon-
ding spin Hall conductivities of the two constituent binary alloys have opposite
signs, the extremum has not the global absolute value, which is instead adopted
by the Cu(Zn) alloy. The most interesting behaviour has the Cu(Au1−wBiw) alloy.
Although the spin Hall conductivities of the related binary alloys have approxi-
mately the same value, this quantity shows a strong enhancement by a factor of
about three for the Cu(Au0.9Bi0.1) alloy. Similar to the Cu(Zn1−wTiw) alloy, the en-
hancement is caused by the strong decay of the longitudinal conductivity, which
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enters when the Hall resistivity

ρ+yx = −
σ+

yx

(σ+
xx)2 + (σ+

yx)2 (4.22)

is calculated. However, now the extremum has a global absolute value and there-
fore the spin Hall conductivity is really increased. Nevertheless, if one discusses
the results for the spin Hall angle, shown in the lower panel of Fig. 4.11, the ex-
pected scenario from the analysis of Matthiessen’s rule is obtained. Namely, the
spin Hall angle of a ternary alloy stays always between those of the constituent
binary alloys. Therefore, the efficiency of the spin Hall effect is not enhanced for
the ternary alloys, which is additionally confirmed by the full ab initio calcula-
tions.

4.4.2 Spin Nernst effect
For the spin Nernst effect the quantities, which provide the heat and spin current
density in linear response to a temperature gradient, are presented in Fig. 4.12.
They are the heat conductivity and the spin Nernst conductivity, respectively.
In addition, the ratio of both, which describes the efficiency of the heat to spin
current conversion, is shown. The heat conductivity in the mid panel has the
same behaviour as the charge conductivity in Fig. 4.11, which is a consequence of
the Wiedemann-Franz law given by Eq. (3.105). In the case of the spin Nernst
conductivity, shown in the top panel, extrema are received for all three curves.
However, only for the Cu(Bi1−wTiw) alloy there is a global extremum beeing larger
than the related values of the constituent binary alloys. Obviously, this extremum
is not only provided by L+

0yx in Eq. (4.6), which is proportional to the spin Hall
conductivity. If this quantity would be the dominating contribution, then the be-
haviour of the spin Nernst and spin Hall conductivity in the Figs. 4.12 and 4.11
should be similar. Furthermore, with σxx ∝ κ one would have practically the same
correlation as between the longitudinal and Hall conductivity of the spin Hall
effect. Therefore an extremum would be impossible for the efficiency. However, in
contrast to the spin Hall angle, the efficiency of the spin Nernst effect, shown in
the lower panel of Fig. 4.12, can have an extremum. Namely, the efficiency of the
Cu(Bi0.75Ti0.25) alloy shows an enhancement of about 4.5 in comparison to the bi-
nary alloy Cu(Bi). This is possible because the spin Nernst conductivity depends
on different linear transport coefficients, where the energy enters via zero and first
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order in Eq. (3.95). As a result, the spin Nernst conductivity is influenced by the
longitudinal and Hall conductivity itself and by their corresponding derivatives
at the Fermi energy. Due to the complex nature of the spin Nernst conductivity
and absence of its clear correlation with the heat conductivity, an extremum is not
prohibited for the efficiency generally. Actually, a pronounced extremum occurs
for the Cu(Bi1−wTiw) alloy.
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5 Summary

In this work two transverse spin transport phenomena, the spin Hall effect and
the spin Nernst effect, were investigated by means of ab initio calculations. These
phenomena refer to the generation of a spin current/spin accumulation transverse
to an applied electric field or temperature gradient, respectively. Both effects occur
in non-magnetic systems and are caused by spin-orbit interaction. Particularly, the
extrinsic skew-scattering mechanism was considered, which is the dominant con-
tribution in dilute alloys. It contributes via asymmetric scattering at substitutional
impurities.
For calculations of the electronic structure a relativistic Korringa-Kohn-Rosto-
ker method was used. The Green functions of the host and of the defect system
were obtained self-consistently. From the elements of the transition matrix the
microscopic transition probabilities describing the scattering processes were calcu-
lated.
To obtain the transport properties a linearized Boltzmann equation was solved.
At this point, it was essential to include the so-called scattering-in term, which is
responsible for the considered transverse spin transport. For the description of the
spin Nernst effect, a numerical integration over an energy range had to be per-
formed. For this purpose I wrote a program, which calculates the presented trans-
port properties from an energy-dependent conductivity tensor. Furthermore, I de-
veloped the necessary formulas for the theoretical description of the spin Nernst
effect.
The mentioned methods were first applied to calculate the spin Nernst effect in
Cu-based dilute alloys with only one type of impurity. It is shown that the sign and
the size of the phenomenon depends strongly on the impurity type. Furthermore,
it is demonstrated that with the spin Nernst effect one can create spin currents
of the same order of magnitude as via the spin Hall effect. For this purpose it
is necessary to have very large temperature gradients of the order of 10 K/µm,
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which can be attained in practice with laser pulses [74]. On the other hand, this
implies that the spin Nernst effect causes only tiny additional spin currents or
spin accumulations, when an accidental temperature gradient is present during
spin Hall experiments.
In addition, the two considered phenomena were investigated in Cu-based ternary
alloys. Apart from full calculations for some of the considered alloys of the general
form Cu(A1−wBw), Matthiessen’s rule was used to obtain the transport proper-
ties in the whole range of the impurity weighting factor w. For this purpose I
developed the formalism, how this rule can be applied not only to the charge con-
ductivity but also to the spin Hall conductivity in the relativistic case. Still, only
the transport properties of the related binary alloys are required. For the consid-
ered alloys with equal amount of two impurities, Cu(A0.5B0.5), it was found that
the relative deviations of the fully calculated resistivities from Matthiessen’s rule
are less than 15%. This proves that Matthiessen’s rule offers a good approxima-
tion, which can be used for a simple estimation of the transport properties for the
ternary alloys. Furthermore, the sign of these deviations was analyzed. In contrast
to the longitudinal resistivity, where the deviations are always positive, both signs
were found for the off-diagonal elements of the spin-dependent resistivity tensor.
A further aim was to show, how the efficiency of the spin Hall and spin Nernst
effect can be enhanced in ternary alloys with respect to the constituent binary al-
loys. This is done by an appropriate weighting of the two impurity types keeping
the total impurity concentration constant. As shown, it is possible to enhance the
spin Hall conductivity, but not the spin Hall angle, the efficiency of the charge
to spin current conversion for the spin Hall effect. This implies that the efficiency
of this phenomenon in dilute alloys with several types of impurities can never be
larger than the one of the binary alloy with the highest spin Hall angle among the
present impurities. The reason for this is nicely explained within the approxima-
tion of Matthiessen’s rule, where the spin Hall angle is written as a ratio of two
functions linearly depending on the impurity weighting factor. An enhancement
in comparison to the binary alloys is therefore impossible, since the function can
not have an extremum due to trivial mathematical reasons.
By contrast, for the spin Nernst effect not only the spin Nernst conductivity, but
also the efficiency of this phenomenon can be increased. Namely, an enhancement
up to a factor of 4.5 was found. This result in combination with Matthiessen’s
rule offers a way to design materials with efficient spin current generation by tem-
perature gradients in ternary alloys.
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List of symbols

Latin
B magnetic field
Beff effective magnetic field
c speed of light
C Clebsch-Gordon coefficients
e elementary charge, Euler’s number
E electric field
E energy, energy functional
EF Fermi energy
Ek energy dispersion
E0 ground state energy
Exc exchange-correlation energy
ELDA

xc exchange-correlation energy in local density approximation
fk distribution function
f 0
k Fermi function

fQQ� , gQQ� radial parts of the relativistic regular solutions for a single-site scatterer
gk deviation from equilibrium distribution function
G, G̊ Green functions
G+ retarded Green function
G− advanced Green function
Gnn�

LL� , Gnn�
QQ� , Gnn�µµ�

QQ� structure constants
H, H̊ Hamilton operators
h̄ reduced Planck constant
i imaginary unit
� imaginary part
j quantum number of total angular momentum
j charge current density
js spin current density
J operator of total angular momentum
Jz operator of the z projection of the total angular momentum
k {k, ν}
k wave vector
kB Boltzmann constant
K operator of the relativistic angular momentum
Kk generalized force
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l quantum number of angular momentum
L {l, m}
L̂n general transport coefficients
m rest mass of electron, magnetic quantum number
m magnetization density
M KKR-matrix
n electron density
n0 ground state electron density
N number of atoms
Ne number of electrons
p momentum
Pkk� microscopic transition probability
PV Cauchy principal value
q heat current density
Q

�
κ, µj

�

Q
�
−κ, µj

�

r place
Rn

MT muffin-tin radius
Rnµ

ASA radius of atomic sphere approximation
Rn

L non-relativistic regular solutions for the single-site scatterer
Rn

l radial part of the non-relativistic regular solutions for the single-site scatterer
RQ relativistic regular solutions for the single-site scatterer
Rn vector to center of cell n
sz

k spin expectation value in z direction
Ŝ thermopower (Seebeck coefficient)
Ŝs spin Seebeck coefficient
Sk Fermi surface
t time
tn
Q single site t-matrix or difference of two of them

T temperature, T operator
Te, Tc kinetic energy for electrons and nuclei
Tkk� transition matrix elements
Tr Trace
U voltage
va anomalous velocity
vk group velocity
V system volume
V, V̂ potential
VBZ volume of the Brioullin zone
Veff effective potential
Vee, Vec, Vcc Coulomb interaction between electrons and nuclei
Vn cell-centered potential or difference of two potentials
w weighting factor between two types of impurities
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X left hand side of Boltzmann equation
YL spherical harmonics

Greek
α spin Hall angle

α̂, α̂i

�
0 σ̂
σ̂ 0

�
,
�

0 σ̂i
σ̂i 0

�

β̂

�
2 0

0 − 2

�

γ efficiency of the spin Nernst effect
δ delta function, Kronecker delta, variation
εi, ε̊i eigenenergies
εhom

xc exchange-correlation energy of an homogeneous non-interacting electron gas
η imaginary part of z
κ quantum number of the relativistic angular momentum
κ̂ heat conductivity
Λk mean free path
µ chemical potential, index of the basis atoms
µj relativistic magnetic quantum number
ν band index
π pi
ρ̂ resistivity
σ̂ charge conductivity
σ̂, σ̂i Pauli spin matrices
σ̂s spin conductivity
σ̂SN spin Nernst conductivity

Σ̂, Σ̂i

�
σ̂ 0
0 σ̂

�
,
�

σ̂i 0
0 σ̂i

�

τk relaxation time
Φ trial function
Φs spinor basis functions
χQ spin spherical harmonics
Ψ, ψ, ψi, ψ̊i wave functions
Ωk Berry curvature

Other symbols
unit operator

n unit matrix of dimension n × n
∇ nabla operator
◦ tensor product
∗ conjugate complex
† adjoint
× conjugate complex for radial part only
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