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Introduction

Multiferroics are materials that combine two or more of the basic ferroic orders [1].
Most of the current research is concentrated on a specific class of multiferroic systems
where the ferroelectric and magnetic orderings coexist, even in the absence of exter-
nal fields [2, 3]. Under certain conditions, the spontaneously ordered electric dipoles
and spin magnetic moments are coupled to each other, which is known as the mag-
netoelectric coupling phenomenon first proposed by Piere Curie and then observed
in 1960 in the antiferromagnetic Cr2O3 material by Astrov [4]. The “Holy Grail” of
the multiferroic physics is a material where this coupling is so strong, that the mag-
netization can be switched or rotated by means of the spontaneous polarization and
vice versa. However, this sort of cross-coupling between the two order parameters is
usually very weak in typical single-phase multiferroics, such as BiFeO3 and TbMnO3.
This originates already in the fact that magnetism and ferroelectricity have mutually
exclusive mechanisms, which necessitates the search for new exotic origins of multi-
ferroicity in single-phase systems and presents an interesting topic [2, 3, 5]. Another
popular approach is to combine a ferromagnet and a ferroelectric in a two-component
multiferroic heterostructure where both order parameters coexist only in the interface
region [6]. Numerous experimental studies [7, 8], supported by first-principle calcula-
tions [9, 10], have demonstrated a range of possibilities to achieve large cross-couplings
at such interfaces, with a plethora of ways to tune their functional properties.

An additional boost of interest in multiferroic interfaces, especially those based on
oxides, in recent years can be explained by potential applications of these structures
in spintronics. Multiferroicity combines the advantages of the field control of both
the charge and the spin degrees of freedom and, in this respect, adds new functional-
ity to the existing nanoelectronic devices. In particular, multiferroic tunnel junctions
(MFTJ) have motivated researchers in the last decade due to the possibility of control-
ling the spin transport by external electric fields [9]. In these systems, the coexistence
of the tunneling magneto- and electroresistances (TMR and TER) creates four-state
memory devices with different resistances corresponding to the parallel/antiparallel
orientation of the magnetization in the electrodes and two opposite polarizations. Ad-
ditional degree of control is provided, if a strong coupling is present between the mag-
netic and the ferroelectric order parameters. In prominent cases, the sign of the TMR
effect can be robustly switched by the polarization reversal of the ferroelectric side,
as reported, for example, by Pantel et al. for epitaxial LSMO/PZT/Co junctions [11]
where LSMO and PZT are perovskite alloys with the compositions La0.67Sr0.33MnO3

and PbTi1−xZrxO3, respectively. Similar to the case of magnetoelectric materials,
the use of electric fields instead of magnetic fields is beneficial and helps to reduce
the energy consumption and the dimensions of electronic devices based on these new
principles. The aforementioned examples convincingly demonstrate the prospects of
multiferroic oxide-based nanostructures in spintronics and memory applications.

Physics of oxide interfaces is far from being completely understood, although con-
siderable progress has been made both in theoretical approaches and experimental
techniques. Novel electronic states that appear when two “usual” materials are brought

4



in contact with each other, as it happens for the LaAlO3/SrTiO3 system [12], deserve
large attention. In each case, the derivation of a structure-property relation is the main
challenge and, in this respect, modern ab initio electronic structure methods play a
significant role in the development of this field. Regarding spintronics applications,
the mechanism of electronic transport in multiferroic tunnel junctions in the presence
of the interfacial magnetoelectric coupling is one of the main questions. A permanent
goal in spintronics, the robust control of spin-dependent transport by electric fields, is
of huge fundamental and practical importance. The discovery of new ways to achieve
the effective control of transport and magnetism at the nanoscale requires furthermore
a close interaction between theory and experiment.

The aim of this work is to study the electronic properties controlled by elec-
tric fields and, in particular, the magnetoelectric coupling phenomena in multiferroic
oxide nanostructures where both magnetic and ferroelectric orders coexist. In the
first part, unusual electronic behavior will be demonstrated for the new oxide system
SrTcO3/BaTiO3 (001) where the ferroelectric polarization of BaTiO3 creates a tun-
able two-dimensional electron gas (2DEG) in the interface region. The second part is
devoted to the transport and magnetoelectric coupling phenomena in recently grown
and measured LSMO/PZT/Co tunnel junctions. The origin of the field-manipulated
spin-dependent transport observed in this system will be studied in details.

The issues highlighted above will be addressed in this work using first-principle
electronic structure methods based on the density functional theory. The projector-
augmented plane-wave pseudopotential method will be applied in most cases, although
investigation of disorder effects in oxides will be done for selected systems within the
Koringa-Kohn-Rostoker (KKR) Green function approach. The chosen ab initio tech-
niques provide a detailed picture of the structure, electronic and magnetic properties,
as well as electronic transport in complex solids.

The present work includes four parts. The introductory chapter aims at providing
a brief overview of the physical properties of oxides with the perovskite structure.
General electronic features and the origin of ferroic ordering are discussed, first, for
bulk materials and, then, for oxide heterostructures and interfaces. At this point, the
concept of the interfacial magnetoelectric effect is introduced and different approaches
to its realization are described. In the second chapter, the theoretical background
for the ab initio treatment of complex solid systems is briefly described. We start
with a formulation of the density functional theory and make a comparison between
different approximations that will be made use of throughout this work. Afterwards,
the plane-wave expansion and, subsequently, the concept of a pseudopotential are in
the focus of discussion in view of their further application to different systems. Another
approach to the electronic structure problem, namely, the KKR Green function method
together with its advantages is briefly outlined to conclude this part. The next chapter
is devoted to the theory of coherent electronic transport. First, I mention different
transport regimes that can be, in general, realized in solids and, in the following,
restrict the discussion solely to the coherent transport. The basics of the Landauer-
Büttiker formalism are described and the mechanism of tunneling as well as related
phenomena in oxide junctions are discussed. In the closing chapter, the main results
of this work are presented for a number of oxide interfaces that have demonstrated
interesting physics. The thesis is concluded with a summary and the list of published
papers.
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CHAPTER 2

Multiferroic oxide interfaces

This introductory chapter gives an overview of the multiferroic oxide materials
and nanostructured interfaces. A consistent picture of their physical properties can
be obtained, first, by considering the specific features of the individual compounds
that build the studied system and, then, by analyzing the interaction at the interface
boundary between different components. This structure will be adopted in this chapter
to present more clearly the progress and new challenges in the field of multiferroic
physics.

In the first part, the fundamental properties of bulk materials that belong to the
perovskite family of oxides are discussed, specifically, the general relations between
the crystal structure and electronic as well as magnetic phenomena. The discussion is
concluded with arguments, as to why the single-phase multiferroics are scarcely present
among the known materials.

In the second part, the focus shifts to the new functionality that can be created
at the nanostructured oxide interfaces. The size effects in ferroelectricity as well as
the mechanism of the interfacial magnetoelectric coupling are addressed in view of the
recent progress in both experimental and theoretical studies. The non-trivial character
of the electronic states at the interface between two perovskites is highlighted on the
example of LaAlO3/SrTiO3 heterostructure.

2.1 Oxides with perovskite structure

Oxide materials with the perovskite structure have been motivating researchers for
many decades due to the broad spectrum of the physical phenomena observed in these
structures. As inferred from the literature [13], virtually any phenomenon or prop-
erty known in condensed matter physics can be found in the family of perovskite
compounds. Such a variety of qualities is not only a matter of interest from the funda-
mental point of view, but also a reason for the wide application of the perovskite oxides
in different technological branches, from gate dielectrics in MOSFET’s to complex film
structures for memory devices and detectors. Until the late 1960’s perovskites were
studied mostly in form of ceramics and composites [14]. Due to the recent successes in
growing atomically well-ordered perovskite nanostructures with thin film geometry, the
whole venue of possibilities for tuning and adjusting their properties in a controlled way
has emerged. In this part, we discuss some of the fundamental aspects of the perovskite
crystal symmetry, electronic structure and the origins of different ferroic properties in
the bulk phase.1 I will conclude by discussing the structure-property relation and the
basic criteria for the occurrence of multiferroicity in oxide-based materials.

1More details on the presented topics can be found in reviews [13, 15].
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Figure 2.1: Sketch of perovskite structures with different crystal symmetries: a) cubic, b) tetragonal
non-ferroelectric, c) tetragonal ferroelectric, d) orthorhombic, and e) rhombohedral.

2.1.1 Structural aspects of bulk systems

The simplest possible structure in the perovskite family is the cubic structure that
possesses the unit cell depicted on Fig. 2.1a. In this crystal lattice, each transition
metal (TM) cation is positioned at the center of the cube (B -site) and coordinated
by six oxygen anions that form an octahedra. The larger cation, usually represented
by mono-, di- or trivalent metal ions, occupies the corners of the cell (A-sites) and
stabilizes the whole lattice. This is the structure with the highest symmetry that can
be achieved in a perovskite compound. It has been experimentally established that
oxides as paraelectric SrTiO3 [16] and ferromagnetic metallic SrCoO3 [17] adopt the
cubic structure.

In contrast to this, the tetragonally distorted structure (Fig. 2.1b), which is fre-
quently observed in epitaxially grown oxide films, shows an asymmetry between the
in-plane (a) and out-of-plane (c) directions that are described by the corresponding
lattice constants (a 6= c). This asymmetry is characterized by the elongation ratio
(ξ = c/a) of the crystal lattice along [001] direction. The tetragonal lattice is often
observed for the ferroelectric perovskites, such as BaTiO3 and PbTiO3 [16, 18] where
the symmetry is additionally reduced by the A−O and B−O ionic displacements (see
paragraph 2.1.4 for more details). Paraelectric compounds (e.g. SrTiO3) may become
polarized in strained epitaxial films, where the tetragonal distortion due to a mismatch
with the substrate favours the formation of a permanent ferroelectric polarization [19].

The next lower-symmetry structures are represented by orthorhombic and rhom-
bohedral lattices (Fig. 2.1c and d), where a cooperative rotation of oxygen octahedra
occurs around [110] and [111] crystallographic directions, respectively. The smallest
unit cell of the orthorhombic structure contains 4 formula units (Fig. 2.1c), whereas
the rhombohedral structure can be defined by one formula unit on a hexagonal lattice
(Fig. 2.1d).

The ability of a perovskite to adopt a particular structure depends very much on
the mismatch between the equilibrium length of the A−O and B−O bonds [13]. A
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useful quantity here is the geometric tolerance factor

t =
〈d〉

A−O√
2 〈d〉

B−O

. (2.1)

In this definition, the average distances are approximated by the sum of the tabu-
lated ionic radii [20, 21] of the corresponding cations/anions, e.g. 〈d〉A−O = 〈r〉A+〈r〉O.
Compositions with the tolerance factor less than one (t < 1) have B−O bonds under
compressive and A−O bonds under tensile strain. To reduce the internal strain the
structure tends to lower its symmetry through rotations of the oxygen octahedra in
certain directions. This gives rise to the whole variety of structures (cf. Fig. 2.1a-e).
In the opposite case (t > 1), the A−O bond is now under compression and the B−O
bond is under tension, which does not favor changes in the B−O−B angles. Instead, a
double-well potential may develop for the B cations, which results in the ferroelectric
distortion of the lattice [13, 22–24]. An alternative way of relaxing the internal strain is
realized in structures with the hexagonal stacking. The presented “rules” are based on
purely geometric reasons and should not be viewed as an ultimate recipe for searching
the preferable crystal symmetry, as the details of bonding can differ considerably from
the aforementioned simple superposition of the ionic radii.

It is characteristic of perovskite materials to experience a series of first-order phase
transitions with decreasing temperature where structures with lower symmetry appear
one after another [25]. For instance, BaTiO3 is paraelectric for high temperatures and
adopts a highly symmetric cubic structure. As the temperature goes down to 403K, the
structure changes to tetragonal with a permanent ferroelectric polarization. Further
decrease of temperature leads to the transition to a lower-symmetry orthorhombic
phase at 278K, which eventually transforms to a rhombohedral one below 183K. In
contrast to this, the PbTiO3 compound shows only a single phase transition at 763K
from the cubic paraelectric to the tetragonal ferroelectric structure.

Further on, we discuss the characteristic features of the electronic structure that
can be derived by considering the spin and orbital degrees of freedom of the transition
metal cations and oxygen anions.

2.1.2 Features of the electronic structure

Many physical properties of oxides from the perovskite family can be understood and
estimated based on the electronic configuration of the central d element and gen-
eral conclusions about the hybridization effects together with the particular crystal
symmetry, which usually suffices to draw a physically correct picture. For example,
the expected magnetic ordering in a wide variety of single-valence compounds might
be predicted using the generalized Goodenough-Kanamori-Anderson (GKA) rules [26].
However, due to rich orbital structure of d electrons many competing factors should be
included in the consideration and, in most practical cases, only a detailed calculation is
able to provide an answer, as to what particular electronic and magnetic structure can
be expected from the compound. In this paragraph, the discussion will be restricted to
a tight-binding-like picture [15] of the energy bands for a generic perovskite compound
ABO3 with a different symmetry of the lattice.

It is advantageous to start from the isolated A-, B - and oxygen atoms with the
characteristic energies of the electronic states appearing in the order shown in Fig. 2.2a.
Having been placed into the perovskite structure, these atoms attain certain oxidation
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Figure 2.2: Schematic representation of the crystal field splitting of different energy levels for the
perovskite structure: a) energy levels of the isolated atoms, b) shift of the energy levels due to the
Madelung electrostatic potential, c) splitting of the d orbitals for the cubic lattice, d) partial lifting
of the orbital degeneracy for the tetragonal symmetry. The degree of orbital degeneracy is shown by
the number in round brackets.

states. For example, all alkali metals (Li, Na, K etc.) demonstrate the oxidation
state 1+, whereas the 2+ state is characteristic of the alkaline earth metals (Ca, Sr
and Ba). On the other hand, there is a plenty of elements (mostly transition metals)
that possess two or even more stable oxidation states: chromium (Cr3+ and Cr6+),
manganese (Mn2+, Mn4+ and Mn7+), iron (Fe2+ and Fe3+) and so on. Stabilization of
a particular valence state in a perovskite compound is influenced by different factors,
such as atomic environment and electronic correlations. In the first approximation, the
ions in the lattice can be considered as point charges that create the crystal potential
which is different for individual atomic sites. The sum of all electrostatic contributions
from the surrounding ions for a given atomic site in the lattice determines the Madelung
energy for this site, which is usually of the order of 101–102 eV [27]. The corresponding
electrostatic potential on A- and B -sites is negative, whereas on the oxygen sites it is
positive. Since electrons carry a negative charge, this picture of the crystal potential
leads to the rearrangement of the electronic levels shown on Fig. 2.2b.

To this point, the orbital symmetry of the transition metal ions was not taken
into account. For isolated elements, the d orbitals are degenerate due to the space
symmetry. However, in the presence of the crystal field, the p and d levels shift in the
energy due to the interplay between the orbital and crystal symmetries. It is convenient
to define this splitting in terms of atomic-like orbitals of the d element: dxy, dxz, and
dyz with the t2g symmetry and dx2−y2 and dz2 orbitals with the eg symmetry. Of
course, the d states in periodic solids with interacting atoms are different from what
this simplified picture assumes. Nevertheless, the electronic states of the transition
metal cation in the crystal can be still characterized in terms of the aforementioned
atomic-like orbitals with different symmetry. In this case, the overlap of the electronic
clouds of the central B -cation with the neighboring oxygen p orbitals and s states of
the A-cations can be described analytically [27].

It turns out that the eg orbitals are lifted in energy with respect to the t2g orbitals.
There are two main contributions to the splitting: i) point-charge contribution from
oxygen ions; ii) covalency contribution due to the pd hybridization. Since the eg
orbitals are oriented directly towards the oxygen ions, they are subject to a much
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larger Coulomb repulsion than the t2g orbitals, which point at somewhat remoter A-
cations. The overlap between the d and p orbitals, which leads to their hybridization
and further splits these states, is stronger for the eg − p than for the t2g − p pairs.
Together, the two aforementioned contributions lead to the value of the crystal field
splitting (∆CF) of approximately 1–2 eV for the cubic structure (Fig. 2.2c).

Figure 2.3: Collective distortion of
the oxygen octahedra in transition
metal oxides due to Jahn-Teller effect
on d orbitals. Gray (blue) and red
spheres mark the position of A(B)-
cations and oxygen anions in the lat-
tice, respectively.

Due to the high symmetry of the cubic lattice
some orbitals remain degenerate, e.g. all three t2g-
orbitals of the B -cation. For that reason, if we have
to distribute a certain number of electrons on these
d levels, an ambiguity might appear as to which of
these orbitals should be occupied. According to the
Jahn-Teller theorem [28], the only allowed degener-
acy in the ground state of any system is the Kramers
degeneracy, i.e. the degeneracy with respect to spin,
which is observed in non-magnetic systems. An im-
portant consequence of this fact for the transition
metal oxides is that, if any sort of orbital degeneracy
exists in the system, it should be lifted by lowering
the symmetry of the lattice, e.g. through deforma-
tion. This is the microscopic origin of the Jahn-Teller
effect (JT) in perovskites. The JT effect is frequently
observed in compounds with JT-active ions, such as
Mn3+ [29], Cr2+ and Cu2+. In this case, it is the

degeneracy of the eg-levels that should be dealt with. The lifting of the degeneracy
is realized by a cooperative distortion of the oxygen octahedra, a process that usually
follows the pattern shown in Fig. 2.3. In the distorted lattice, it is common to observe
an orbital ordering, since the elongation direction in each unit cell determines, which
orbitals become occupied.

2.1.3 Magnetism and exchange interactions

The driving mechanism for magnetism in the so-called itinerant magnets can be under-
stood in terms of the Stoner theory [30]. In this picture, the magnetism appears due to
the strong exchange interactions in the electron gas distributed over the volume of the
solid. If one starts with a non-spin-polarized system and then pumps electrons from
one spin channel to another, thereby increasing the imbalance between the spin-up and
spin-down electron densities, then the Fermi energy and the average kinetic energy of
electrons will increase substantially, which is unfavourable for magnetism. On the
other hand, if the exchange processes, characterized by a constant I, are sufficiently
strong, then the energy gain due to the formation of the magnetization is larger than
the contribution from the kinetic energy and the magnetic state becomes energetically
preferable. In this simple model, the criterium for the existence of the magnetization
is expressed in terms of the density of states n(EF) at the Fermi level:

n(EF) · I > 1. (2.2)

The Stoner model is well applied to simple ferromagnetic metals, such as Fe, Co
and Ni, but fails for strongly correlated electronic systems where the magnetism might
have a localized character. Since the nature of magnetism in condensed matter is
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Figure 2.4: Different types of exchange interactions in transition metal (TM) oxides with the per-
ovskite structure. The labels M1 and M2 denote the two interacting TM cations. The arrows show
the spin direction of electrons on different d and p orbitals.

inherently interwoven with electronic interactions, which appear in the Stoner model
simply as an empirical parameter I, advanced ab initio techniques might be necessary
to treat the spin-polarized systems beyond the Stoner model. The effects of electronic
correlations can be very different in this respect. For example, multiple spin states can
be observed in the ferromagnetic SrCoO3 compound and theoretical studies [31, 32]
based on Hubbard formalism show that the interplay between different types of on-
site and inter-site correlations determines which spin state is stabilized. This gives a
flavour of the richness of physics that can be observed in perovskite compounds.

The electronic features of the TM oxides described above are decisive for the real-
ization of a particular long-range magnetic ordering. Further on, we discuss different
mechanisms of exchange interactions [26] and their influence on the magnetic properties
of the perovskite compounds.

Direct exchange is the simplest type of exchange that is observed between half-filled
orbitals of two neighboring TM cations (Fig. 2.4). In this system of two interacting
spins there is a hopping of electrons from one site to another. This hopping is virtual
in case of magnetic insulators and actual in case of metallic compounds. The energy
gain due to the hopping process depends on the relative orientation of spins. For the
parallel spin configuration, the hopping is forbidden by the Pauli principle. On the
other hand, this process is allowed for the antiparallel orientation (see Fig. 2.4a) and
according to the perturbation theory it lowers the energy of the system. One might
conclude that the direct exchange prefers the antiparallel configuration of spins.

Superexchange is the dominating mechanism in magnetic insulating oxides. In these
compounds, the exchange interaction between the neighboring TM ions is mediated
by the oxygen p states (shown in Fig. 2.4b). The interaction is now a combination of
two direct exchange processes and depends on the geometry of M1–O–M2 bonds, as
well as on the orbital occupations of cations M1 and M2. There is a number of rules,
known as Goodenough-Kanamori-Anderson (GKA) rules [26], that help to predict the
preferable magnetic ordering in perovskite compounds:

1. Superexchange between half-filled orbitals for 180°-bonds is strongly antiferromag-
netic. The total energy is lower for the AFM configuration, since virtual hoppings
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are allowed for both TM ions (see Fig. 2.4b).

2. Superexchange between half-filled orbitals for 90°-bonds is weakly ferromagnetic.
For the 90°-exchange path, the half-filled d orbitals of ions M1 and M2 interact
with different p orbitals of the neighboring oxygen. The parallel spin configura-
tion is preferred due to Hund’s coupling between the two oxygen electrons that
appear there because of the virtual hopping (see panel c in Fig. 2.4).

3. Superexchange between a half-filled and an empty orbital for 180°-bonds is weakly
ferromagnetic (not shown on the figure). The FM configuration of spins is, sim-
ilarly to the previous case, related to Hund’s coupling with the only difference
that the virtual hopping occurs between orbitals of different symmetry.

In many cases, the GKA rules are useful for the general understanding of mag-
netic interactions in different oxides. For example, from the simple physical picture
of 180°-superexchange it follows that perovskites with single-valence TM cations and
nearly cubic structure should demonstrate antiferromagnetic ordering, which is indeed
observed in the ATcO3 series (A = Ca, Sr, Ba) [33, 34]. Sometimes it is necessary to
combine several rules to interpret the observed magnetism, as is the case for undoped
manganites, such as LaMnO3. In this compound, interesting physics occurs: orbital
ordering due to the Jahn-Teller effect leads to the anisotropic A-type AFM structure
where strongly ferromagnetic atomic planes are weakly AFM coupled to each other [15].

AFM

i j

tij = 0

canted-AFM

tij = t cos θij
2 > 0

Figure 2.5: Mechanism of double exchange
in correlated systems with a non-integer site
occupation. Extra charge carriers that can
freely hope between the neighbouring sites
allow the system to minimize the total energy
by adopting a canted AFM state.

The above discussion applies exclusively
to insulating oxides with an integer occupa-
tion of d orbitals. Different physics arises
in doped systems, where the average orbital
occupation is changed by introducing impu-
rities. Maybe the most prominent example
of such system is the Sr-doped compound
La1−xSrxMnO3 (shortly LSMO). Doped man-
ganites like this show a very rich phase diagram
(Fig. 2.7) as a function of doping level [35].
Whereas the host compound, LaMnO3, is in-
sulating with the A-type AFM ordering, the
doped material becomes both strongly ferro-
magnetic and conducting for Sr-concentrations
exceeding the critical value xcr = 0.18. The
interplay between the observed magnetic and
transport properties of such oxides can be ex-
plained by the double exchange model first de-
veloped by Zener [36]. In this model, extra
electrons/holes are formed on the TM sites due to the doping with impurities. These
new charge carriers move freely through the crystal and interact with the magnetic
background of localized spins on the TM cations (Mn in case of LSMO). For an AFM
ordered system, the motion of charge carriers is inhibited because of Hund’s coupling.
In contrast to it, the hopping between the lattice sites is maximal for the FM ordered
state. In general case, the hopping amplitude tij of an extra electron from site i to site
j depends on the angle θij between the spins of these two sites:

tij = t cos
θij
2
. (2.3)
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Figure 2.6: Double exchange between Mn4+ and Mn3+

cations in doped manganites mediated by the oxygen p

states. The exchange process involves two succesive hop-
pings that bring an electron from one eg orbital to an-
other (shown by dashed curves).

Figure 2.7: Magnetic and structural
phase diagrams of the doped mangan-
ite La1−xSrxMnO3 as a function of tem-
perature and hole concentration (repro-
duced from [37]).

The hopping changes from 0 to 1 as the ordering reconstructs from the AFM (θ = π)
to the FM (θ = 0). In the original undoped system the orbitals of individual sites
are singly occupied and the antiferromagnetic state is adopted, which provides the
lowest energy (upper part of Fig. 2.5). The hopping between the neighboring sites
is energetically unfavourable here. In the doped system, the possibility for electron
hopping is increased proportionally to the doping level and, therefore, the energy can
be additionally lowered by reducing the tilting angle θij of spins, which increases the
effective hopping tij . The competition between superexchange interactions and electron
hopping leads to the formation of a canted AFM structure (lower part of Fig. 2.5).
The canting angle θ increases with the doping level x until the whole material becomes
ferromagnetic. This is the generally accepted model that accounts for the simultaneous
transition to the ferromagnetic and conducting state in doped double-exchange oxides.

For the double exchange, we would like to have now a similar microscopic picture
as we had in the case of superexchange. Let us turn again to the example of doped
LSMO. In the original undoped system, all manganese cations are in the Mn3+ valence
state with t32ge

1
g electronic configuration of d orbitals. Substitution of some La atoms

with Sr impurities leads to the creation of holes in eg orbitals and the emergence of
new valence state Mn4+ with only t2g orbitals being occupied. Let us consider the ex-
change interaction between Mn3+ and Mn4+ cations through the intermediate oxygen
p states (Fig. 2.6). In this example, electrons on the eg orbitals can participate in the
actual hopping process with two successive steps that end on the originally unoccupied
eg orbital of the Mn4+ cation (shown on the right side of Fig. 2.6). The spin of the
hopping electron prefers to be parallel to the t2g manifold, which plays the role of the
magnetic background, due to Hund’s coupling. Thus, the double exchange is ferro-
magnetic in the considered Mn3+−O−Mn4+ bond, whereas the superexchange in the
Mn3+ − O −Mn3+ bond is antiferromagnetic according to the aforementioned GKA
rules. As pointed out already, the complicated interplay between different types of
exchange interactions is partly the reason for a very sophisticated magnetic/electronic
phase diagram of the doped compound La1−xSrxMnO3 (Fig. 2.7). Another contribu-
tion is related to structure. In the region of low Sr doping, the crystal structure is
orthorhombic – the same as that of the parent compound LaMnO3. Starting from
the critical Sr-concentration, the crystal symmetry changes to rhombohedral. Since
exchange interactions are sensitive to the bond geometry, the magnetic phase diagram
is additionally affected by structural phase transitions.
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2.1.4 Origin of the ferroelectricity

Ferroelectricity in transition metal oxides with the perovskite structure is known since
the 1940’s, when the prototype compound barium titanate started to attract much
attention as a new material for capacitors. The whole spectrum of applications of
ferroelectric perovskites is too large to be considered here in any details. To mention
just a few, it ranges from capacitors with high dielectric permittivity to memory el-
ements and tunneling barriers in nanostructure devices. Further on, the mechanism
of the conventional ferroelectricity in transition metal oxides is analyzed and different
interpretations of this phenomenon are discussed.
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Figure 2.8: Qualitative behaviour of the total
energy as a function of the soft-mode distortion
value ξ for a bulk ferroelectric. The two stable
polarization states (ξ = −1 and ξ = +1) are
separated by a potential barrier E0.

Ferroelectricity is a collective phe-
nomenon that involves coherent ionic dis-
placements not just in one cell but in the
whole crystal. The observed spontaneous
polarization results predominantly from the
electric dipole moment created by the dis-
placed ions. The fact that some systems
demonstrate a permanent polarization in the
absence of external electric fields indicates,
among all, that the energy of these systems
is lowered by the polar distortion and the cor-
responding transition to a lower-symmetry
structure has occurred. The main criteria for
this transition are based on the balance be-
tween short-range (SR) and long-range (LR)
forces [38]. The SR forces originate from the
repulsion of adjacent electron clouds, which

favors a high-symmetry structure with no spontaneous polarization [23, 24]. On the
other hand, the relative contribution of the LR dipole interactions can be estimated
from the Born effective charges Z∗ that describe the polarization created by an infinites-
imal shift of a particular atom. Numerous ab initio studies on perovskite compounds
confirm the significance of the covalent bonding and orbital hybridization for the for-
mation of large effective charges that might exceed the nominal ionic charges by almost
100%, thereby providing the necessary conditions for the emergence of the ferroelectric
instability (for review, see [25]).

From the viewpoint of lattice dynamics, the existence of the ferroelectric instability
can be perceived from the total energy surface as a function of atomic coordinates.
Starting from the paraelectric cubic structure and considering displacements along a
certain direction, one arrives at the typical double-well shape of the energy surface
(Fig. 2.8), which indicates the existence of an unstable transverse phonon mode at
the Γ point in the high-symmetry crystal phase. This instability, also referred to as
the soft mode, is characterized by imaginary frequency ω2 < 0 (within the harmonic
approximation) coming from a negative curvature of the total energy surface at the
origin ξ = 0. The eigenvectors of the soft mode define the pattern of ionic displacements
that would lower the total energy of the crystal with respect to the paraelectric state.
Therefore, one might interpret the emergence of the ferroelectric order as the softening
of an unstable phonon mode that is thereby “frozen” in the whole crystal structure
after the ferroelectric phase transition has occurred [22].
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2.1.5 Single-phase multiferroics

The presence of partially occupied d orbitals is a necessary condition for the emer-
gence of magnetism in transition metal oxides. On the other hand, the ferroelectricity
relies on the combined ionic-covalent character of B−O bonds, which depends on the
orbital hybridization between the B -cations and the surrounding oxygen ions. One
might ponder the question, whether it is achievable to combine both ferromagnetic
and ferroelectric orderings in a single-phase material. In reality, it turns out, however,
that the driving mechanism of ferroelectric distortions is incompatible with partially
filled d orbitals of the central TM cations. The exact reason for the importance of
the formal d0-state of this ion is currently unknown. Many first-principle studies in-
dicate that the emergence of the Jahn-Teller distortion for partially occupied d states
is unfavourable for the development of the off-center displacements in the lattice [2].
Different ways to circumvent this “d0-rule” have been proposed in the last decades,
including the concepts of improper and geometrically driven ferroelectricity, as well
as mechanisms relying on a highly polarized lone pair of 5s or 6s valence electrons.
Detailed discussion of these and many other issues can be found in reviews [2, 3].

Other reasons for the scarcity of multiferroic materials exist that should be men-
tioned here. The appearance of a certain type of ferroic order in a crystal depends
strongly on the symmetry group, to which the crystal belongs. For example, in a
system with space inversion symmetry there is no possibility for a spontaneous po-
larization to evolve, just as there is no magnetic order in crystals with time inversion
symmetry. It turns out that there are only 13 candidate point groups for multiferroics,
where both space and time inversion symmetries are broken [1]. This narrows consid-
erably the range of possible candidates. In addition, there is a very general difference
between ferroelectric and ferromagnetic materials. Since ferroelectricity is driven by
the long-range dipole forces that stabilize the spontaneous polarization, the material
has to be insulating, since otherwise the conduction electrons screen the long-range
Coulomb interactions and the ferroelectric instability is suppressed [2]. In contrast to
this, magnetic materials are represented mostly by conducting systems, because mag-
netism involves partially occupied d states, which provide a finite density of states at
the Fermi level.

One of the earliest attempts to circumvent the d0-rule took place in the 1950s, as
researches started to investigate mixed perovskites [39]. In these compounds, some of
the d0 B -cations are replaced either in ordered or in disordered fashion by magnetic dn

cations, such as that of iron or cobalt. Examples of mixed perovskites include ordered
Pb2(CoW)O6 and disordered Pb2(FeTa)O6 materials, which show coexisting magnetic
and ferroelectric orders at low temperatures [40]. Unfortunately, since the magnetic
cations are diluted in an otherwise nonmagnetic host, the critical temperature for
the multiferroicity is rather low and, therefore, these materials are unlikely to find any
applications. Much more promising venues opened with the discovery of multiferroicity
in Bi-based perovskites of the series BiBO3 that includes BiFeO3 (BFO) and BiMnO3

as the most studied compounds2. Although the d orbital occupancy suppresses the
ferroelectric distortions in the B−O planes, these systems still show a spontaneous
polarization due to the strong covalent effects in the Bi−O bonds, where Bi 6p and
O 2p states are involved in the hybridization process. First-principle calculations
have demonstrated, for example, that the ferroelectricity in BiMnO3 might be due

2Several papers on these compounds are referred to in the feature article [2].
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to two different mechanisms, namely, the softening of a Γ-centered phonon mode and
the purely electronic mechanism. However, the coexistence of two ferroic orders does
not necessarily mean that there is a strong coupling between the corresponding order
parameters. Indeed, the magnetoelectric effect in BiFeO3 appears to be very weak in
the bulk phase [41].

It can be seen, already from this rather simple analysis, that the coexistence of
different ferroic orders, not to mention a strong coupling between them, in a single-
phase material is very unlikely to be found in conventional systems. The revival of
interest in multiferroics in recent years is related to the experimental findings that
the multiferroicity in BFO is significantly enhanced for thin epitaxial films [7, 42]. In
this respect, high-quality oxide nanostructures offer great perspectives for spintronics
applications and, for that reason, are currently in the focus of the research community.
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2.2 Phenomena at nanostructured oxide interfaces

The subsequent material will be devoted to new functionalities that can be achieved
in oxide nanostructures. Special attention is paid to size effects in the electronic and
ferroic properties as well as novel phenomena at oxide interfaces.

2.2.1 Ferroelectricity in oxide films

Previously, the general mechanism of emergence of the ferroelectricity in bulk transi-
tion metal oxides with the perovskite structure was considered (see paragraph 2.1.4).
However, in modern applications of oxide materials they appear mostly in form of
thin films grown epitaxially on a substrate. The latter imposes both structural con-
straints and electrostatic boundary conditions on the ferroelectric film. Depending on
the nature of these conditions, the spontaneous polarization can be either suppressed
or enhanced [14].

If an oxide is to be grown on a given substrate, a number of conditions have to be
satisfied. Firstly, the crystal structures of the two materials should be compatible with
each other in terms of crystal symmetry and atomic environment. The latter basically
means that there should be a possibility for the stabilization of chemical bonds at the
newly formed interface. Secondly, the lattice mismatch between the grown compound
and the substrate has to be sufficiently low (within the range of ±5%) to provide a
stable regime of the epitaxial growth. As the two lattices are successfully matched at
the interface, the structure of the grown oxide is usually tetragonally distorted along
the growth direction to compensate for the deformation in the in-plane direction. In
case of ferroelectric perovskites, this has a large effect on the value and the existence of
the permanent polarization [43, 44]. For compressively strained perovskite films, out-
of-plane elongation is most likely to occur and the ferroelectricity is enhanced, whereas
it is usually suppressed in oxide films under a tensile strain. Under certain conditions,
strain can even induce ferroelectricity in a paraelectric compound at room temperature,
as it was observed for SrTiO3 [45]. On the other hand, strain can also change the
preferable direction of the ferroelectric polarization. For example, BTO prefers to
be polarized along the [001] direction for the compressive strain, but shows in-plane
ferroelectric domains under a tensile strain. Polarization is not the only property that
depends on the strain: the coercive field Ec and the ferroelectric Curie temperature
Tc (dynamical properties) are strongly influenced by the growth conditions as well and
demonstrate large variations with film thickness [14, 46].

Another structural constraint comes from the surface termination of the substrate.
For simple perovskite compounds ABO3, two types of termination might be observed
for a (001)-surface: AO- and BO2-terminations. Which one of these is realized ex-
perimentally depends mostly on the details of the growth process. In epitaxial nanos-
tructures, the ferroelectric BTO oxide grows usually in complete unit cells, as found,
for example, in the BTO/Fe system [47, 48]. The preferred termination of an oxide
surface/interface can be estimated in first-principle calculations by analysing the total
energy of different atomic configurations. However, the disadvantage of most exist-
ing approaches is constituted in the fact that these are zero-temperature ground-state
calculations, whereas in real systems various temperature- and defect-related contri-
butions might change the energy balance towards an absolutely different structure, as
is the case for the long-discussed LaAlO3 free surface [49].



CHAPTER 2. MULTIFERROIC OXIDE INTERFACES 18

−E1

−E0

0

E
n
er
gy

(a
.u
.)

−E2

−1 0 +1

soft-mode distortion ξ

phase (ξ = 0)
paraelectric

Figure 2.9: Qualitative behaviour of the total en-
ergy as a function of the soft-mode distortion value ξ
for a ferroelectric oxide film (blue solid curve) in com-
parison with the bulk material (black dashed curve).
The behaviour of a non-switchable polarized system
is represented by the red curve.

The double-well potential in thin
ferroelectric films with a given termi-
nation is, generally, asymmetric with
respect to the sign of the lattice dis-
tortion. The two stable polarization
states possess different ground-state
energies (E1 and E2 in Fig. 2.9). Con-
sequently, one of these states is ener-
getically preferable and, therefore, is
expected to naturally appear in the
growing film. Under certain condi-
tions, the asymmetry of the double-
well potential is so large that one of the
states becomes unstable and the poten-
tial has only one minimum (red curve
in Fig. 2.9). The latter describes a non-
ferroelectric polar phase that, indeed,
has a spontaneous polarization but it
cannot be switched any more. It should be noted that the ionic displacements, which
characterize the ferroelectric polarization, vary along the growth direction of the film
and usually decrease near the free surfaces and interfaces depending on the direction of
the polarization. Suppression of the local ferroelectric distortion has been observed, for
instance, near the free surfaces of strongly ferroelectric BaTiO3 and PbTiO3 [50]. In
the present work, this phenomenon is investigated for the two-component multiferroic
Co/PZT [51] and LSMO/PTO interfaces.

An issue of extreme importance, especially for nanoelectronic devices, is the thick-
ness dependence of the ferroelectric properties. Numerous experimental studies con-
firmed, for example, large variations and even complete suppression of the sponta-
neous polarization as the thickness goes down to several nanometers. This is related
to the formation of a depolarizing field in the film, which might occur due to one
of the following mechanisms: i) the presence of a ”dead-layer” with degraded ferro-
electric properties near the interface with an electrode, ii) the inhomogeneity of the
spontaneous polarization and, consequently, the formation of volume charges, which
increase the total electrostatic energy, and iii) the imperfect screening of the polariza-
tion charges by the electrodes. Whereas the first two cases can be successfully treated
within phenomenological approaches, the latter mechanism is studied nowadays using
first-principle methods. Let us proceed now with the discussion of this particular mech-
anism standing behind the depolarizing field, which is argued to govern the behaviour
of ferroelectric films in spintronics devices.

The simplest model that introduces the concept of a depolarizing field can be worked
out by considering the electrostatics of a free-standing ferroelectric slab in vacuum.
Further on, the whole slab is assumed to be uniformly polarized perpendicular to the
free surface (P = const). From the basic principles of the physics of dielectrics it follows
that the electric displacement vector D is conserved at the boundary with vacuum,
which implies a relation between the internal (Ein) and the external (Eext) fields:

Ein + 4πP = Eext. (2.4)

Two important conclusions are inferred from this relation. First, if we assume
that the external field is zero Eext = 0, then a potential build-up will be observed
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in the film (left panel of Fig. 2.10). This corresponds to the internal field Ein =
−4πP, which is oriented opposite to the ferroelectric polarization. The internal field
increases the total electrostatic energy of the system and competes with the energy
gain due to the emergence of the ferroelectric state. For sufficiently thin films, this
makes a spontaneously polarized state energetically unstable. In this respect, the
internal field can be viewed as a depolarizing field and its formation is intrinsic to
low-dimensional structures, as follows already from this simple model. On the other
hand, if an external field is applied to the sample in the direction of the polarization
P, then the internal field vanishes when the external field reaches Eext = 4πP, which
eliminates the depolarizing field and stabilizes the ferroelectric ordering.

z

~P~Eext = 0

z

~P

Figure 2.10: Electrostatic potential V (z) in a polar-
ized ferroelectric film under different boundary condi-
tions: in the vacuum (left) and between two metallic
electrodes (right). In the second case, the potential dis-
tribution for perfectly screening electrodes (V (z) = 0)
is shown by the blue horizontal line.

A brief note should be made here.
In first-principle calculations, the
short-circuit boundary conditions are
implemented in most cases, which
might lead to a spurious electric field
that provides the periodicity of the
electrostatic potential in the unit
cell. In order to simulate the two pre-
viously discussed cases (Eext = 0 and
Ein = 0), a point dipole can be added
to the vacuum layer. The magnitude
and the sign of this dipole determine
the concrete periodic boundary con-

ditions. This ab initio technique is known as the dipole corrections [52].
The model of a free-standing slab gives a flavour of the role that the electrostatic

boundary conditions play in the stabilization of a polarized state in thin films. In a
real system, however, the ferroelectric film is necessarily placed between two metallic
electrodes and, therefore, one might be wondering, as to how the depolarizing field
depends on the nature of the electrodes. In oxide-based spintronics, one can use either
pure metals as electrodes or, alternatively, conductive transition metal oxides, such as
SrRuO3 or LSMO. The role of the electrodes is to screen the polarization charges σpol
that appear on the opposite sides of the ferroelectric. If the electrodes were perfect
metals, then the electric field of the bound charges σpol would be compensated by
the screening electrons and the depolarizing field would vanish (blue horizontal line
in the right panel of Fig. 2.10). In reality, however, the screening occurs over some
finite distance characterized by the effective screening length λeff . Consequently, the
distribution centers of the bound and screening charges no longer coincide with each
other and finite dipoles are formed at both interfaces. The potential drop due to the
dipole contribution has the same sign on both sides of the film and, therefore, finite
electric field opposed to the polarization appears in the ferroelectric (black curve on
the right side of Fig. 2.10). This explains the existence of a critical thickness for the
emergence of ferroelectricity. Below this value the destructive effect of the internal
depolarizing field prevails over the driving forces of ferroelectricity and the system
becomes non-polarized. For good metallic electrodes, the critical thickness could be as
small as 4-5 perovskite unit cells, as is the case for the Fe/BaTiO3/Fe system. However,
if the electrodes are poorly conducting, then the depolarizing field destabilizes the
ferroelectricity even for relatively thick films. The persistence of ferroelectricity in
epitaxially grown thin oxide films down to several unit cells makes it possible to build
tunneling nano-sized devices with electrically controlled transport properties.
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The stability of a polarized state increases, generally, with the thickness of the film
and also improves with the quality of the electrodes, which means smaller screening
lengths. Further on in the text, in paragraph 4.3.1, this issue will be discussed in more
details using a simple phenomenological model for the depolarizing field.

2.2.2 Interfacial magnetoelectricity

As pointed out already, the coexistence of two ferroic orders in a single-phase mate-
rial is extremely rare due to several fundamental reasons (see paragraph 2.1.5). In
contrast to it, multiferroic oxide nanostructures with ferroelectric and magnetic com-
ponents separated by an interface have received much attention in the last years, since
they allow to circumvent some of the problems of single-phase multiferroics. In par-
ticular, an appropriate choice of the components and growth conditions provides the
existence of a robust multiferroic ordering at room temperature, which is advantageous
for spintronics applications. Under certain conditions such nanostructures exhibit a
strong magnetoelectric (ME) coupling effect that can fall into one of the two categories:

� direct ME coupling originating in electronic effects at the interface;

� indirect ME coupling mediated by a third-order parameter, e.g. strain.

The cross-coupling between different order parameters can be demonstrated by
considering the interaction of the electric (E), magnetic (H) and stress (σ) fields with
condensed matter. The system might possess, in general case, a permanent sponta-
neous polarization (PS), magnetization (MS) and deformation (εS) even in the absence
of external fields. The thermodynamic properties of such systems can be described at
the macroscopic level using the phenomenological Devonshire-Ginzburg-Landau (DGL)
theory where the free energy F0 is expanded in terms of increasing degrees of the or-
der parameters. Under the influence of external fields additional contributions to the
free energy appear, which are described, in the linear-response approximation, by the
corresponding field susceptibilities χ̂E , χ̂H and χ̂σ. Expanding the free energy of the
system up to the second order in the external fields gives the following expression3:

F = F0−(PSE+ µ0MSH+ εSσ) +
1

2

[
ε0χ̂EE

2 + µ0χ̂HH
2 + χ̂σσ

2
]
+

+
[

E α̂H+ E d̂ σ +H q̂ σ
]

.

(2.5)

The first group of terms after the zero-field free energy F0 represents the dipole
contributions to the free energy, and the second one – the electrostatic, magnetostatic
and elastic energies (ε0 and µ0 are the dielectric and magnetic constants). The last
three terms in this expansion describe different kinds of cross-coupling between the
three order parameters (P, M and σ) and, therefore, are of the highest interest in the
context of the present work. These cross-couplings are described by the new tensor
quantities α̂, d̂, and q̂ introduced in (2.5).

There can be more than one way to realize the magnetoelectric coupling in a real
system. The first approach to this problem was based on the idea of connecting two

3Here, E, H and σ represent vector fields, whereas the susceptibilities in the second order terms
are tensors. However, to simplify the notations, E α̂H is written here instead of αijEiHj .
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order parameters, e.g. P and M, through a third-order parameter, such as strain. In
case of piezoelectric and piezomagnetic components, the application of an electric field
to the piezoelectric one causes elastic deformations that propagate into the piezomag-
netic material and eventually lead to changes in the magnetization. The ME coupling
realized in this way is called indirect, since it is mediated by another order parameter.
The effect can be estimated as a product of two couplings:

∂Pi

∂Mj
=
∂Pi

∂σk

[
∂Mj

∂σk

]−1

. (2.6)

The indirect ME coupling effect has been extensively studied, especially for disor-
dered composite multiferroics, and is nowadays applied in many existing magnetoelec-
tric devices (see review [8]).

In the present work, the direct magnetoelectric coupling described by the term
E α̂H would be of particular interest. This sort of coupling allows manipulation of the
macroscopic polarization by an external magnetic field and, vice versa, the magnetiza-
tion of the material can be controlled by an external electric field:

P = −
∂F

∂E
= PS + ε0χ̂EE+ α̂H;

M = −µ−10

∂F

∂H
= MS + χ̂MH+

α̂

µ0
E.

(2.7)

It should be noted here that the ME coupling term E α̂H breaks the time-reversal
symmetry, so it cannot be present in the thermodynamic potential of a paramagnetic
material where this symmetry is conserved [53]. Another situation is observed in
magnetic systems, e.g. Cr2O3, where other types of symmetry are present, so that
non-zero cross-coupling terms appear.

In recent years, considerable progress has been made in growing well-ordered oxide
nanostructures with a high degree of control of the interface structure and composition.
This has opened many ways to realize experimentally a certain class of oxide interfaces
where the direct magnetoelectric effect can be observed. The electronic origins of this
coupling can be of different nature. In the following, the two most widely discussed
mechanisms will be briefly introduced.

Electrostatic doping. At the interface between a ferromagnetic metal and a
ferroelectric insulator measurable changes of the local magnetization can be induced
by the polarization switching due to the effect of spin-dependent screening [54, 55].
The mechanism of the ME coupling is easily understood in this case: electrons in the
metallic part, as usually, screen the electric field of the ferroelectric, which increases the
electron density near the interface. However, the asymmetry between the spin-up and
spin-down channels in the ferromagnet affects the density of screening electrons, which
eventually contributes to the spin density imbalance and changes the magnetization.
In this picture, the magnetoelectric effect is related to the phenomenon of electrostatic
doping. If the metallic side is an itinerant ferromagnet, then the exchange splitting
is also influenced by the electrostatic doping at the interface and the magnetoelectric
response is additionally enhanced. Much more detailed discussion of the fundamentals
of this electronic effect as well as its dynamical aspect can be found elsewhere [9, 56, 57].
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The effect of the spin-dependent screening is predicted to determine the magnetic
stability of half-metallic oxide interfaces. For instance, transition from the ferromag-
netic to an antiferromagnetic ordering is expected for the interface between the ferro-
electric BaTiO3 and the half-metallic manganite La1−xSrxMnO3 with a certain concen-
tration of the dopant [58]. Doped manganites are generally known for the rich phase
diagram as a function of Sr-doping level x. At the aforementioned interface, the carrier
concentration can be tuned through the electrostatic doping governed by the polariza-
tion of the ferroelectric side. If the initial doping level x is chosen close to the FM-AFM
phase transition of the manganite (around x = 0.5), then the net magnetization of the
half-metallic oxide can be changed by approximately 7µB by switching the polarization
of BTO. Another compound, LSMO, with the composition La0.67Sr0.33MnO3, which is
often used as an electrode in tunnel junctions, is magnetically much more stable than
the one in the previous example and, therefore, no magnetic transition is expected
for this material. However, another interesting phenomenon has been experimentally
observed in LSMO and described by Lu et al. [59]. For this perovskite grown epi-
taxially on the polar BTO substrate, the authors found evidence for a pronounced
spatial modulation of the LSMO magnetization near the interface when the ferroelec-
tric polarization points away from the LSMO film. The effect propagates into the
manganite layer over the distance of several nanometers and is attributed both to the
spin-dependent screening of the polarization charges and to the field-induced decrease
of the LSMO Curie temperature.

Orbital hybridization. Another possibility for achieving the direct MEC effect
relates to polarization-dependent interface bonding. This mechanism has been pre-
dicted for the first time for the prototype system of Fe layers on the ferroelectric
surface of BaTiO3 [47, 60–62]. Due to the strong orbital hybridization of the 3d states
of Fe and Ti across the interface, spin-dependent charge transfer is observed for the
polarization pointing towards the Fe film. The charge transfer results in a finite oc-
cupation of the Ti d orbitals and sizeable induced magnetic moments of the order of
0.3µB per each Ti site, which was confirmed by X-ray resonant magnetic scattering
spectroscopy experiments [63]. In subsequent ab initio studies by different authors,
the interfacial ME coupling effect related to orbital hybridization has been predicted
and investigated for a number of similar systems (for a review see [9, 10]). It has been
concluded that the strength of the ME coupling depends on the features of the covalent
bonding between the two materials. The latter can be tuned by introducing impurities
or vacancies into the system [64–66].

In all studies presented in the literature, the direct ME coupling is localized to a
few atomic layers within the interface region. On the other hand, the ME coefficient for
the two-component multiferroics is four orders of magnitude larger than that of single-
phase multiferroics, not to mention the temperature range of existence of this effect.
Moreover, by controlling the interface properties in low-dimensional electronic devices
it is possible to alter dramatically their functional characteristics and, in this respect,
the interfacial ME coupling might become a useful tool for adjusting the functionality
of nanostructures.
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2.2.3 Emergent electronic states
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Figure 2.11: The polar discontinuity at the
ideal n- and p-doped LaAlO3/SrTiO3 (001)
interfaces. Each curved arrow shows the di-
rection of transfer of half an electron from one
atomic monolayer to another.

The reason for the large attention to the
oxide-based nanostructures in the last years
is related to the amazing diversity of physical
properties shown by oxide materials and nu-
merous possibilities of controlling their func-
tional parameters. From the fundamental
point of view, the most important issue here
is the emergence of novel electronic states at
the interface between two oxide compounds
which bring new functionality not existent in
the bulk materials.

Probably the most prominent example of
this phenomenon is the formation of a quasi-
two-dimensional electron gas (2DEG) at the
(001)-oriented interface between two band in-
sulators, LaAlO3 and SrTiO3 [12]. The mechanism leading to the conducting behaviour
in this structure is traditionally ascribed to the polar discontinuity problem [67] and
studies on this topic are vastly presented in the literature (for a review see [68, 69]).
The polar discontinuity arises from the fact that the positively and negatively charged
(LaO)+ and (AlO2)

− atomic planes of the LAO oxide have to be matched at the in-
terface with the neutral layers of STO. For the formal ionic charges, this leads to the
infinite growth of the electrostatic potential inside the LAO part, which is energetically
unfavorable. Therefore, the system tends to get into a state with a lower total energy
by transferring half an electron (half a hole) to the n-type (p-type) LAO/STO interface
(Fig. 2.11), which makes the electrostatic potential finite [67]. At the n-type interface,
the excess charge is detected as a 2DEG with a high mobility and concentration of
charge carriers. Numerous experimental studies have shown that this oxide interface
demonstrates a number of unexpected physical properties, such as field-controlled 2D
superconductivity [70] that coexists, in theory, with magnetism [71], magnetoresis-
tance [72], switchable electronic transport [73] etc. This would imply a wide spectrum
of potential applications, especially, in spintronics and nanoelectronics [74]. In contrast
to it, the p-type interface remains insulating and there is still no complete physical pic-
ture that would account for this asymmetry between the two interfaces. In existing
ab initio works, different mechanisms related to the polar discontinuity scenario are
usually addressed. These can be arranged in two large groups:

� Intrinsic mechanisms

1. Electronic reconstruction. The excess half an electron at the LaO/TiO2-terminated
interface can be accommodated by the Ti cations, which allow for different va-
lence states and attain, in this case, an effective valency of 3.5+, opposed to 4+
in the bulk. Strong electronic correlations on the Ti sites might cause a mixed va-
lency pattern on the interface with the checker-board arrangement of Ti4+/Ti3+

cations [68]. Sizeable fraction of Ti3+ sites has been confirmed already in earlier
experiments on electron energy loss spectroscopy [67], where the dominance of
the electronic reconstruction scenario is argued for the n-type structure.

2. Lattice distortions. Thin LAO films grown epitaxially on the STO substrate are
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known to demonstrate a metal-insulator transition starting from the thickness
of 4–5 unit cells (u.c.) [73]. This effect is usually explained by a potential build-
up inside the LAO layers due to the polar discontinuity at the interface. When
additional layers of the LAO oxide are grown, the band gap of the structure
decreases by 0.4 eV/ML and, finally, closes at the critical thickness. This leads
to the electronic reconstruction accompanied by the transfer of electrons (holes)
from the free LAO surface to the interface region. How this process occurs in
reality is not known up to now. Surface X-ray diffraction experiments have
confirmed the appearance of strong lattice distortions in epitaxial LAO films,
which are argued to reduce the effect of the internal field. However, there is no
experimental evidence for the existence of a measurable internal field in these
structures. This should question the proposed mechanism of the metal-insulator
transition.

� Extrinsic mechanisms

1. Oxygen defects. The conducting properties of the LAO/STO interface depend on
the growth conditions, in particular, on the oxygen pressure. In a low pressure
regime (10−6mbar), the n-type interface shows a 3D conductivity comparable
to the extrinsic conductivity of an oxygen-deficient bulk STO. For medium oxy-
gen pressures (10−4mbar), the n-type interface shows a 2D superconductivity
that can even coexist with magnetism [71]. Finally, in the high pressure range
(10−3mbar), the aforementioned 2D electron gas is observed at the interface.
This assumes that oxygen vacancies, although sparsely present in the sample,
play a noticeable role in the electronic properties of the oxide interface. Ab ini-
tio calculations show that, for the n-type structure, the formation of an oxygen
vacancy is energetically preferable near the free LAO surface starting from the
critical thickness of 4–5 u.c. and, for the p-type structure, the vacancy is likely
to form directly at the interface [69]. In the former case, the vacancy provides
additional electrons, thereby increasing the carrier density at the interface, and,
in the latter case, it partially compensates for the polar discontinuity, which
makes the interface insulating. In other study [71], it was proposed that oxygen
vacancies are responsible for the emergence of magnetism in this oxide system.

2. Cation intermixing. Another possibility for the compensation of the polar dis-
continuity is a substitutional disorder on the cation sublattices. The disorder
can appear either on the interface in the form of La/Sr and Al/Ti cation inter-
mixing or at the free surface of the LAO film. Progressive interface roughness
has been observed in LAO/STO superlattices [67] containing only one type of
the interface, which can be considered as an evidence for the cation intermixing.
This effect is expected to be thickness-dependent, in a large similarity to the
above-mentioned mechanism based on oxygen vacancies.

3. Metal/oxide capping. The importance of the free LAO surface for the electronic
reconstruction has been pointed out in several studies [68, 75, 76]. In fact, the
metal-insulator transition can be initiated already for 2 u.c.-thick LAO films
through an appropriate surface engineering, namely, by growing an additional
STO capping layer on top of the system. For the TiO2-terminated capping
layer, there is a strong shift of the valence bands towards the Fermi level in the
upper STO part, which closes the band gap and induces the 2DEG at the n-type
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interface. On the other hand, in the system with SrO-terminated capping layer
there is no additional band bending near the surface and the interface remains
insulating below the critical thickness.

At the moment, there is no satisfactory explanation for the remarkable properties
of the LAO/STO interface, although intensive research is continued in this direction.
After the work of Ohtomo and Hwang in 2004, attempts to understand the physics
of oxide heterostructures escalated and led to the confirmation of the aforementioned
effects in similar heterostructures with the STO-substrate where the LaAlO3-part is
replaced by LaGaO3 [77], RO (R=La, Pr, Nd, Sm, Y) [78] or LaVO3 [79]. This should
serve as a demonstration of the complexity of physical phenomena at oxide interfaces,
many of them still remaining to be discovered.



CHAPTER 3

Theoretical Background

Theory of electronic structure is nowadays a solid instrument for studying and in-
terpreting physical phenomena in solids. Although the fundamental equation of this
theory – the Schrödinger equation – was formulated already in late 1925, the practical
side of the theory with its applications to solids is still being developed and expanded to
provide a reliable description of physics in electronic systems. Current electronic struc-
ture methods allow a complex analysis of electronic, magnetic and transport properties
starting from very general equations and a small number of model parameters.

In this chapter, the theoretical basis of the electronic structure and density func-
tional theory (DFT) will be presented.

The first part constitutes a brief introduction into the formulation and main ideas
of DFT and the most common approximations regarding the electronic correlations. In
the next subsection, the plane-wave based representation of the Kohn-Sham equations
and the related concept of pseudopotential are discussed in details. Finally, a totally
different approach to the electronic structure based on the Green functions and multiple
scattering theory is sketched and the advantages of this method in comparison to other
techniques are outlined.

3.1 Density functional theory

3.1.1 Quantum many-body problem

Consistent quantum-mechanical description of condensed matter requires the solution
of the corresponding many-body problem. In solid state physics, systems of interest are
composed of a crystal lattice with a certain number Nat of positively charged atomic
nuclei with massesMn and charges Zn (n = 1...Nat) and N negatively charged electrons
with masses m and elementary charges e < 0. For this system of interacting particles,
one can write the Hamiltonian Ĥ of the following general form:

Ĥ(R1...RNat
; r1...rN ) =

Nat∑

n=1

Tn Nuclei Vnn
︷ ︸︸ ︷
[

− ~
2

2Mn
∇2

n +
1

2

Nat∑

m6=n

e2Z2
m

|Rn −Rm|

]

+

+
N∑

i=1

Te Electrons Vee
︷ ︸︸ ︷
[

− ~
2

2m
∇2

i +
1

2

N∑

j 6=i

e2

|ri − rj|

]

+

Electron-Nuclei Ven
︷ ︸︸ ︷
Nat∑

n=1

e2Z

|ri −Rn|
,

(3.1)

where {R1...RNat
; r1...rN} stands for the set of atomic and electron coordinates.

26
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The full many-body wavefunction Ψ describing the solid satisfies the Schrödinger
equation

ĤΨ = EΨ. (3.2)

This is an eigenvalue problem, and its solution gives the total energy E of the
interacting system.

In this many-body problem three types of interactions have to be taken into account:
nucleus-nucleus repulsion, attraction between the nuclei and the electrons and, finally,
the electron-electron repulsion. All the listed interactions are essentially Coulomb elec-
trostatic interactions between charged particles, but due to quantum correlation effects
the electron-electron part appears as the most problematic. Because of this fact and
the large number of degrees of freedom in a crystal, the exact solution of the problem
represented by equations (3.1) and (3.2) is not feasible without introducing serious
approximations. The first important step in this direction was the Born-Oppenheimer
(adiabatic) approximation [80]. Due to the large difference in the masses of nuclei and
electrons (Mn ≫ m), their motion can be separated from each other. At any instant of
time the crystal lattice looks “frozen” to the electronic subsystem, i.e. for each atomic
configuration R = R1...RNat

the electrons are found in the ground state, whose energy
depends parametrically on the nuclei positions. The many-body wavefunction can be
factorized into nuclei (Ψn(R)) and electron (Ψel(r) where r = r1 . . . rN) wavefunctions
and the general Hamiltonian is correspondingly split into two parts:

{
Ψ(X) = Ψn(R) ·Ψel(r)

Ĥ = Ĥn + Ĥel.
(3.3)

The problem is now reduced to the solution of the electron problem for given posi-
tions of the atomic nuclei, which create electrostatic potential acting on the electrons:

ĤelΨel(R, r) = Eel(R)Ψel(R, r), where

Ĥel =

N∑

i=1

[

− ~
2

2m
∇2

i +
1

2

N∑

j 6=i

e2

|ri − rj|
+

Nat∑

n=1

e2Zn

|ri −Rn|

]

+ Vnn.
(3.4)

The nucleus-nucleus interaction Vnn is included in the electron problem as a positive
constant, which gives an important contribution to the total energy of the many-
particle system. The nuclei create a positively charged background that compensates
for the negative charge of all electrons and prevents the electrostatic energy of the
whole crystal to diverge with its volume.

The electronic energy Eel(R), which includes parametrically the crystal structure,
is added to the nuclei part of the Hamiltonian to obtain the Schrödinger equation for
the crystal lattice:

[

Ĥn + Eel(R)
]

Ψn(R, Q) = E(Q)Ψn(R, Q), (3.5)

where Q is a set of quantum numbers that characterize the state of the whole
system.

Even in the adiabatic approximation, the energy state of electrons has an influence
on the motion and bonding of the nuclei1. Moreover, the quantum-mechanical problem

1Some terms that were omitted in this approximation and which are of the order of m/Mn ∼ 10−3

could be essential for the electron-phonon coupling and the superconducting properties [81].
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defined by the electronic Hamiltonian

Ĥ =
N∑

i=1

[

− ~
2

2m
∇2

i + V (ri) +
1

2

N∑

j 6=i

e2

|ri − rj|

]

(3.6)

with the external potential V (ri) created by the nuclei is still quite complicated
to be solved straightforwardly. The first considerable progress in this respect should
be regarded to the Hartree-Fock (HF) approximation [81, 82], which set the basic
ingredients for the latter formulated density functional theory. It is convenient to
formulate the HF theory starting from the variational principle for the total energy of
the many-body system:

E =
〈Ψ|Ĥ|Ψ〉
〈Ψ|Ψ〉 . (3.7)

One can prove that the ground-state wavefunction |Ψ〉0 minimizes the functional
(3.7) and the latter takes the value of the ground state energy. In the HF approach,
the exact solution |Ψ〉0 is approximated by a wavefunction that reflects the correct
symmetry postulated by the Pauli exclusion principle. The approximate wavefunction
can then be constructed as a Slater determinant of single-particle wavefunctions |ψi〉.
The total energy of the system is, therefore, a functional of |ψi〉. By applying the
Euler-Lagrange method to account for the normalization of the wavefunction one can
reduce the aforementioned minimization problem to a set of single-particle equations:

[

− ~
2

2m
∇2 + Veff(r)

]

ψi(r) = εiψi(r), i = 1..N (3.8)

with the effective potential

Veff(r) = V (r) + VH(r) + Vex(r) =

= V (r) + |e|
∫

ρ(r′)

|r− r′| dr
′ − |e|

∫
ρex(r, r

′)

|r− r′| dr′
(3.9)

containing three contributions:

� V (r) – the electrostatic potential of the nuclei,

� VH(r) – the Hartree potential for the electron distribution with density ρ(r),

� Vex(r) – the exchange energy with the corresponding exchange hole ρex(r, r
′).

The Hartree term is a characteristic feature of the effective potential approaches
to many-body systems and represents the electrostatic energy of the electronic charge
distribution. The HF theory has an inherent problem that stems from the long-range
character of the Coulomb potential. This leads to logarithmic singularities in the HF
eigenvalues as functions of the wave-vector. The latter manifests itself in observed
contradictions of theory with experimental data on free-electron bandwidth and spe-
cific heat of metals [81]. It goes without saying that the electronic correlations are
completely neglected in equations (3.8) which originates in the initial approximation
for the N -electron wavefunction.

Although the Hartree-Fock theory was not successful in explaining the properties
of even simple metals, it provided a solid background and a good starting point for
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the latter theories. The Hartree-Fock theory introduced for the first time the concept
of the exchange hole ρex(r, r

′) which depicts the well-known fact that two electrons
cannot occupy the same quantum state. The generalization of this concept – the
exchange-correlation hole – plays a central role in the density functional theory [82–84]
and determines all the variety of electronic correlation effects in condensed matter.

3.1.2 Kohn-Sham equations

The main “subterfuge” of the HF theory is the mapping of the sophisticated many-
body problem onto a set of single-particle equations with some effective potential. This
approach has been extended and revised in the density functional theory formulated
by Hohenberg and Kohn [85] and later by Kohn and Sham [86]. The first observation
is that the full wavefunction Ψ({ri}) of N interacting electrons, although containing in
principle all information about the system, is in most cases superfluous and not needed.
Therefore, the evaluation of Ψ({ri}) can be circumvented by resorting to the ground-
state electronic density, which is derived from the full wavefunction by integrating over
all electronic coordinates except for those of one electron

n(r) =

∫

dr2 . . .

∫

drN |Ψ(r, r2 . . . rN)|2. (3.10)

In the original papers of Hohenberg and Kohn [85], two important theorems have
been formulated2:

Theorem 1. The total energy is a functional E[n] of the electronic density n(r).

Theorem 2. The functional E[n] is minimized by the ground-state density n0(r) and
its minimum corresponds to the ground-state energy E0.

The aforementioned functional of the total energy can be written in the following
form:

E[n] = F [n] +

∫

n(r)V (r)dr. (3.11)

The functional F [n] appearing here does not depend on the potential V (r) of the
nuclei and, therefore, it is universal for all atomic structures. Three different contri-
butions are included in this functional:

F [n] = T [n] +

∫∫
n(r)n(r′)

|r− r′| dr dr
′ + Ẽxc[n]. (3.12)

The first term is the kinetic energy functional T [n] of the interacting electrons; the
second one – Hartree energy VH – was mentioned earlier in this chapter and the last term
is the exchange-correlation energy Ẽxc[n]. Here, the kinetic energy T [n] can be split
into two terms: the kinetic energy T0[n] of non-interacting particles and the missing
contribution Txc of the electronic correlations. The latter can be combined with the
third term Ẽxc[n] to form the total exchange-correlation functional Exc[n]. The main
statement of the density functional theory says: if the exact form of the exchange-
correlation functional Exc[n] is known, then the calculated properties of the ground
state are in principle exact. Unfortunately this functional is not known so far and, in

2The mathematical intricacies involved in the consistent proof of these statements will not be
addressed in this thesis.
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practical cases, one needs to use an appropriate approximation. It is then postulated
that the many-body system can be mapped onto an effective single-particle problem
using the Kohn-Sham (KS) ansatz with the electronic density defined as follows:

n(r) =
N∑

i=1

|ϕi(r)|2. (3.13)

Applying the condition that the density n(r) obtained from single-particle wave-
functions ϕi(r) minimizes the total energy functional (3.11), one can derive a general
expression for the effective single-particle potential υeff(r):

υeff(r) = V (r) + 2

∫
n(r′)

|r− r′| dr
′ + υxc(r) (3.14)

which enters the Kohn-Sham equations [86]3

[−∇2 + υeff(r)− εi]ϕi(r) = 0. (3.15)

The quantum problem defined by the set of equations (3.13), (3.14) and (3.15)
forms the basis of the density functional theory. Solution of the KS equations in
terms of one-electron orbitals ϕi(r) gives all necessary information on the total energy
functional:

E[n] = −
N∑

i=1

∫

ϕ∗i (r)∇2ϕi(r)dr+

∫∫
n(r)n(r′)

|r− r′| dr dr
′ + Exc[n]. (3.16)

The first two terms describe the single-particle contribution to the energy. All cor-
relation effects are contained within the exchange-correlation functional Exc[n] which,
in all real calculations, has to be approximated. Success or failure of the density
functional theory in explaining and describing electronic phenomena in solids depend
largely on the quality of the chosen approximation for the exchange-correlation energy.

The DFT formalism can be extended for spin-polarized electron systems with mag-
netic ordering by introducing electron wavefunctions with two components, each corre-
sponding to a different spin quantum number. In this work, only collinear magnetism
will be considered, so that each spin channel is characterized by its own charge density
(n+(r) for the spin-up and n−(r) for the spin-down states). The total charge density
n(r) = n+(r)+n−(r) in the energy functional (3.16) becomes augmented by the magne-
tization density m(r) = n+(r)−n−(r). The KS equations (3.15) turn now into a set of
decoupled equations for each spin component where the exchange-correlation potential
υxc(r), being a part of the effective potential (3.14), is different for the two spin com-
ponents. It makes sense to think of the spin-dependence of the exchange-correlation
functional in terms of an effective internal magnetic field [81]:

Bxc(r) = −
∂Exc(n,m)

∂m(r)
. (3.17)

With this additional magnetic field intrinsic to the electronic subsystem, the Kohn-
Sham equations are reformulated as Pauli-like equations:

[T + υext(r) + VH(r) + Vxc(r)−Bxc(r) · σ]ϕi,σ(r) = εiϕi,σ(r), (3.18)

3In contrast to (3.8), atomic units are used here and further on in the text to simplify the notations.



CHAPTER 3. THEORETICAL BACKGROUND 31

where Vxc(r) describes the spin-independent part of the exchange-correlation en-
ergy, and σ is the spin quantum number. For many ferromagnetic materials, the spin
dependence of the exchange-correlation potential can be represented in terms of ex-
change splitting between the spin-up and spin-down states. Large exchange splitting
favours spin-polarized solutions, while the kinetic energy term in the total energy op-
poses them4.

3.1.3 Common approximations in DFT

The main idea of the density functional theory is the replacement of the sophisticated
many-body quantum mechanical problem with an effective single-particle problem, all
many-body correlation effects being included in the exchange-correlation functional
Exc[n]. Since the exact expression for Exc[n] is unknown so far, the eventual appli-
cability of the Kohn-Sham theory depends largely on the quality of the approximate
functional describing the electronic correlations. Further on, I will briefly discuss dif-
ferent approximation schemes that are nowadays widely used in the community and
compare their qualities in relation with experiment.

Among the first and most widely used schemes is the local-density approximation
(LDA) and its natural descendants: local spin-density approximation (LSDA) [87,
88] and LDA+U approach [89, 90] (Hubbard model for strongly correlated electronic
states).

In LDA, the exchange-correlation potential is local and the corresponding energy
has the form:

Exc[n] =

∫

n(r)ǫxc(n(r))dr, (3.19)

where ǫxc(n(r)) is calculated as the exchange-correlation energy for the uniform
electron gas with the electron density equal to the local value n = n(r) at a certain
point r in space. From the definition of the exchange-correlation potential, one obtains:

υxc(r) =

{
d

dn
[nǫxc(n)]

}∣
∣
∣
∣
n=n(r)

= ǫxc(n) + n
dǫxc(n)

dn
. (3.20)

Both expressions (3.19) and (3.20) are straightforwardly generalized for the collinear
spin-polarized case, defining thereby the local spin-density approximation:

Exc[n] =

∫

n(r)ǫxc(n+(r), n−(r))dr (3.21)

υxcσ (r) =

{
∂

∂nσ

[nǫxc(n+, n−)]

}∣
∣
∣
∣
nσ=nσ(r)

(3.22)

In LSDA, the exchange-correlation energy of a spin-polarized uniform electron gas
is needed. Although there is no exact expression for that quantity, it can be obtained
numerically with a very high accuracy5 [91–93]. To make the scheme most effective
one uses a parametrization for the exchange-correlation energy which embodies the
results of quantum Monte Carlo simulations. The most important parametrization

4This aspect of spin-polarized systems has been already mentioned in chapter 2 as a part of the
Stoner model applied to magnetic oxides.

5The exchange-correlation density and the corresponding potential are, in this case, functions

rather than functionals of density.
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schemes are that of Janak, Moruzzi and Williams [91], Vosko [92], and Perdew and
Wang [93]. There is a vast literature on these and related matters, so I make here only
some general remarks on the L(S)DA approach. At first glance, it seems natural that
the theory should provide good results for systems close to nearly free electron gases
(e.g. simple metals), whereas it should severely fail for more complex systems with a
rapidly varying electron density. For one thing, the non-local interaction effects are not
taken into account in LDA and, for another, there is still some spurious uncompensated
self-interaction, which delocalizes electrons. The most surprising fact is that the LDA
method appears to be relatively successful in a great number of cases, where it should
fail. Although strongly correlated systems still remain a great challenge for theory
and require other methods than the simple LDA, the huge success of the latter in
the description of the electronic and magnetic properties of a large class of materials
cannot be ignored.

The next natural step in improving the exchange-correlation functional is a sys-
tematic expansion in terms of the density and its derivatives starting from the LSDA
expression:

Exc[n+, n−] = ELSDA
xc [n+, n−] +

∑

σ,σ′

∫

Cσ,σ′

xc (n+, n−)
∇nσ

n
2/3
σ

∇nσ′

n
2/3
σ′

dr+ . . . , (3.23)

where the expansion coefficients Cσ,σ′

xc define the gradient corrections to the exchange-
correlation energy.

Unfortunately, even expansions with high-order terms do not provide any consid-
erable improvement upon the standard LSDA and, in most cases, give less accurate
results compared to the experiment. The reason for this peculiar behaviour lies in
the violation of certain sum rules [83] by the expression (3.23). In the LDA method,
these rules are satisfied, because the LDA functional is constructed from the exact
Hamiltonian of a real physical system (homogeneous electron gas). Moreover, the gra-
dient of the density cannot be considered, in most real systems, as a small parameter
in expansion (3.23), and, therefore, the sum over all terms in this expansion is not
necessarily diverging. Taking into account some general functional properties of the
exchange-correlation energy and considering a certain parametrization of this energy,
Perdew et al. [94] proposed the generalized-gradient approximation (GGA):

EGGA
xc [n+, n−] =

∫

n(r)ǫPx (rS)Fxc(rS, ζ, s) dr, (3.24)

where ǫPx (rS) denotes the exchange energy per particle of the non-polarized uniform
electron gas, Fxc(rS, ζ, s) is called the enhancement factor which includes the density
parameter rS ∼ 1/n, a measure of its variation s ∼ ∇rS and the local spin polarization
ζ = (n+ − n−)/(n+ + n−). I am not going to run into details here, as to how the
derivation of the factor Fxc proceeds. Nevertheless, it should be mentioned that the
GGA construction is not unique, and a comparison between theory and experiment
has to be made to determine the accuracy of the chosen functional.

Numerous studies presented in literature have shown that, in some cases, the GGA
provides an improvement over the LDA, which is due to a better description of the non-
local character of electronic correlations. Though a general feature of virtually all GGA
functionals applied to solids is their tendency to overestimation of the lattice constant
with respect to the experimental value (the so-called underbinding problem), whereas
LDA-based calculations usually lead to overbinding and smaller lattice volumes. This
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might become a serious problem for ferroelectric materials, where even a small deviation
from the actual equilibrium volume can destroy the ferroelectric instability. To deal
with such situations one might resort to the so-called hybrid functionals [95] that are
formulated as a mixture of LDA and Hartree-Fock functionals. In this procedure, a
portion of the exact HF exchange is added to the corresponding term of the LDA
expression. With a hybrid functional obtained in such a way one can achieve a better
agreement between the calculated and experimental values of the equilibrium volume.
The common problem of such functionals is the lack of clarity, as to how the mixing
parameter should be chosen in each particular case.

Hartree-Fock
world

DFT Holy Grail

LDA
n(r)

GGA∇n

Meta-GGAτ

Hyper-GGA
εexactx

RPA+...unoccupied
states

Figure 3.1: Jacob’s ladder of
hierarchy of different exchange-
correlation functionals. Important
quantities characterizing the ap-
proximations are shown on the left
side. The quality of approximation
increases towards the upper steps of
the ladder.

In strongly correlated systems one might need to
resort to different approaches, such as semi-empirical
LDA+U method [89, 90, 96], where certain states
are “manually” localized by introducing an additional
repulsive Coulomb energy U on the corresponding
atomic sites. In solids, where d and f elements de-
termine the physical properties, corrections to self-
interaction energy for localized states [97] and, pos-
sibly, inclusion of relativistic effects and the spin-orbit
coupling might be needed as well. Another important
issue is the correct treatment of band gaps in insu-
lators that might require the use of exact-exchange
functionals [98].

On the way of improving the exchange-correlation
(XC) functional one strives for “including” as many
corrections and effects as only possible to better de-
scribe the nature. This process is traditionally de-
picted by Jacob’s ladder6 (Fig. 3.1), where the func-
tionals of higher complexity and precision reside on
higher steps tending towards the Holy Grail of DFT –
the exact XC-energy functional. Meanwhile, the ac-
tual number of sub-steps and sideways on this road

has exceeded well over several thousands – so many different functionals are now avail-
able for numerical simulations. The subtle question, as to which functional should be
used in each particular case, requires an extensive testing procedure which is usually
bound to large computational costs. The future perspectives of DFT in comparison
to other first-principle approaches to the many-body electron problem are discussed in
the recent paper of K. Burke [99].

3.1.4 LDA+U method

The main criticism of the standard LSDA approach is constituted in its inability to
properly describe the wide variety of magnetic insulators and, in particular, Mott-
Hubbard metal-insulator transition. The latter is a well-known phenomenon in strongly
correlated electron systems, such as transition metal oxides with partially filled d and f
orbitals. For these compounds, the LSDA method fails not only to predict the correct
value of the fundamental band gap, but also to describe the ground state magnetic

6The figure presented here was adapted from the talk “Basics of DFT” of K. Burke and L. Wagner
during the ELK-2011 conference.
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properties. This should not be surprising, since LSDA is a mean-filed theory, where
the spin dependence of the total energy comes from the exchange splitting related to
Hund’s-rule exchange. The typical value of the corresponding exchange energy is of
the order of 1 eV, which is apparently insufficient for the understanding of strongly
localized d and f states. In this respect, the LDA+U method is an amalgamation
of two approaches to the electron problem that, on the one hand, includes strong
intra-atomic repulsion between the opposite spins on the same site (similar to the
Hubbard model) and, on the other hand, conserves the “band-approach” character of
the theory [89, 90, 96].

In the LDA+U method, orbital-dependent Hartree-Fock exchange energy and the
double-counting term are added to the LDA expression for the total energy:

ELDA+U(n, n̂) = ELDA(n, n̂) + EHF(n̂)− Edc(n̂). (3.25)

The rotationally invariant Hartree-Fock-like part EHF(n̂) introduced by Liechten-
stein et al. [90] has the following form:

EHF(n̂) =
1

2

∑

γ

(Uγ1γ3γ2γ4 − Uγ1γ3γ4γ2)n̂γ1γ2n̂γ3γ4 , (3.26)

where n̂γ1γ2 are orbital-dependent on-site occupancies and index γ contains orbital
and spin quantum numbers. The matrix elements U{γ} describe the unscreened on-site
electron-electron interaction. In solids, however, the Coulomb interaction is screened
and its self-consistent calculation is rather computationally demanding and not always
feasible. For that reason, these matrix elements are often expressed in terms of two
empirical parameters U and J , which are adjusted to fit the calculated values to ex-
perimental data, e.g. for magnetic moments, band gaps, equilibrium volume, structure
etc. In terms of these parameters, the last term in (3.25), which accounts for double
counting, can be rewritten

Edc(n̂) =
U

2
n̂tot(n̂tot − 1)− J

2

∑

σ=+,−

n̂σ
tot(n̂

σ
tot − 1). (3.27)

Another widely used formulation of the LDA+U theory, which will be applied
throughout this work, has been introduced by Dudarev et al. [96] by defining the
orbital-dependent energy:

ELDA+U = ELDA +
(U − J)

2

∑

σ

[(
∑

m1

nσ
m1,m1

)

−
(
∑

m1,m2

n̂σ
m1,m2

n̂σ
m2,m1

)]

. (3.28)

By introducing additional Hubbard-like term in the total energy that depicts the
Coulomb d-d (or f-f ) interaction, one shifts the occupied d- (or f-) bands by −U/2
and the unoccupied bands by +U/2 on the energy scale. The exchange-correlation po-
tential, which eventually enters the Kohn-Sham equations, becomes orbital-dependent
and gives rise to aspherical charge densities on the corresponding sites. The LDA+U
term adds an energy penalty for two electrons of opposite spin occupying the same
orbital/site, which enforces the involved orbitals to be either empty or half-filled. This
can be seen as a spin polarization induced by strong electronic correlations, which is,
indeed, observed for rare-earth elements with open f -shells. In 3d transition metal
oxides, the application of the LDA+U method enhances the magnetic moments and,
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in certain cases, might open or significantly improve the fundamental band gap, which
happens, for example, in NiO oxide.

Two expressions (3.25) and (3.28) reflect the Anderson-like approach to represent-
ing the Hamiltonian: on the one hand, there is a subspace of well localized orbitals
(their interaction is described by Hubbard terms); on another hand, there is also a sub-
space of the delocalized states (usually, s- and p-states), for which the LDA method
can be successfully applied. These two subspaces are treated simultaneously in the
LDA+U method, an important factor being the relative energy position of the lo-
calized states with respect to the delocalized conduction bands. In the conventional
LDA treatment, the separation between the bands is underestimated, which affects
the magnetic properties of the ground state and leads to discrepancies between the
predicted and measured XPS and BIS spectra. The LDA+U method is advantageous
for understanding the basic physics of Mott-Hubbard insulating behavior in the family
of transition metal oxides, where strong hybridization effects might arise as well. It
should be mentioned that the LDA+U method depends much on the choice of the
localized set of orbitals. However, in most cases, partially filled d and f orbitals are
so much localized that they retain their atomic character and can be well represented
by the superposition of atomic-like orbitals. In this respect, the method is most nat-
urally realized in LMTO calculation schemes. Nevertheless, there are corresponding
generalizations in terms of plane waves as well.
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3.2 Pseudopotential plane-wave approach

3.2.1 Plane-wave expansion

To describe the physical properties of solids within DFT one needs to solve the Kohn-
Sham equations (3.15) with an appropriate approximation for the exchange-correlation
energy. In doing so, one can either solve differential equations directly or, more effec-
tively, expand the wavefunctions using a complete basis set {ψi}. In the latter case,
differential equations can be reduced to an equivalent set of algebraic problems of
determining the eigenvalues and the eigenvectors of the Hamilton matrix.

For periodic solids, e.g. ideal crystals, there is a symmetry consideration that helps
to simplify the original problem. The external potential created by the nuclei has the
translational invariance symmetry coming from the crystal lattice, which makes the
whole single-particle Hamiltonian (3.6) periodic in space. According to Bloch theorem
(1929), the solutions of the original electron problem with this Hamiltonian as well as
the Kohn-Sham equations (3.15) have a general property:

ϕkn(r+Rj) = eik·Rjϕkn(r), (3.29)

which is satisfied for an arbitrary lattice vector Rj.
This theorem states that the translation by any lattice vector does not change the

wavefunction except for the additional phase factor. The wave-vector k is introduced
here as a quantum number that characterizes the eigenstates ϕkn belonging to the
nth band. If the electron wavefunction ϕkn was just a plane wave ∼ eikr propagating
along a certain direction in the crystal, then the Bloch theorem would be a trivial
consequence of the definition of a plane wave. However, due to a non-uniform crystal
potential the real wavefunction is different from that of a free electron. Nevertheless,
the existence of the aforementioned property (3.29) gives a hint that the wavefunction
can be naturally expanded into different plane waves with appropriate amplitudes and
phases. This idea is the basis of all plane-wave-based approaches to the Kohn-Sham
problem and the corresponding expansion can be expressed as follows:

ϕkn(r) =
1√
Ω

∑

s

ans(k)e
i(k+Gs)·r, (3.30)

where the sum runs over all reciprocal lattice vectors Gs, Ω is the total volume
of the system, and the expansion coefficients ans are normalized

∑

s

|ans(k)|2 = 1. In

this Fourier series, each term represents a Bloch function, which satisfies (3.29), and,
therefore, the whole wavefunction has this property.

Plane waves have several advantages as the basis functions in the Kohn-Sham
problem for solids:

� The basis functions are orthogonal and normalized.

� They are independent of the atomic positions (unlike local atomic orbitals).

� They fulfil naturally periodic boundary conditions (PBC).

� The implementation of a plane-wave-based method is usually much simpler than
for other basis sets. For example, the kinetic energy operator looks particularly
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simple in this representation:

− 1

2
∇2ϕG(r) = −

1

2
(iG)2

1√
V
eiGr =

1

2
G2ϕG(r), (3.31)

so that it is diagonal with the matrix elements EGG′

kin = (G2/2)δGG′ .

� The accuracy of the solution can be systematically increased by simply taking
more plane waves. The infinitely large plane wave basis set is complete in a sense
that every function can be represented as a weighted sum of functions from this
set.

From the Bloch theorem it follows that the physical properties are also periodic
in space, so that the quantum problem has to be solved only in a restricted region
defined by the unit cell of the considered material. In the plane wave representation,
this corresponds to the solution within the Brillouin zone (BZ). The latter is defined
as Wigner-Seitz cell constructed on the reciprocal lattice vectors Gs that satisfy

Gs ·Rj = 2πZδsj, Z = 0,±1,±2... (3.32)

The solution of the electronic problem in the BZ is a set of n bands with dispersion
law εn(k). Most physical properties are determined as a sum/integral over the Brillouin
zone7, e.g. the density of states:

n(E) =
Ωu.c.

(2π)3

∑

n

∫

BZ

dk δ(E − εn(k)), (3.33)

where the volume Ωu.c. of the unit cell appears.
Using the plane-wave expansion (3.30), one can reduce the KS equations (3.15) to

an algebraic problem represented by the following secular equation [81]:
∑

t,s

{[
(k+Gs)

2 − ε(k)
]
δst + V (Gt −Gs)

}
ans(k) = 0. (3.34)

The main tricky point about solving the formulated algebraic problem8, i.e. diag-
onalization of the matrix on the left-hand side of equation (3.34) and obtaining the
eigenvalues as functions of k, is the nature of the crystal potential V (Gt −Gs). The
latter is relatively smooth and weak in the interstitial region, whereas near the nuclei it
changes drastically and cannot be considered as a small perturbation. For that reason,
the electron wavefunction in the core region is rapidly oscillating and, consequently, a
large number of plane waves is necessary to include in expansion (3.30), which requires
large computational resources. Historically, first attempts to avoid these difficulties in-
volved the construction of augmented wavefunctions that capture the rapid oscillations
in the cores and include the effect of the smooth potential in the interstitial region.
The most prominent examples are orthogonalized-plane-wave (OPW) and augmented-
plane-wave (APW) methods [101], as well as the Green functions technique [102], which
are now widely used and proved to be very effective. The Green function method will
be addressed later on in this chapter, but for the moment it is necessary to consider an-
other approach, which is more related to the spirit of plane waves – the pseudopotential
approach.

7More information on the plane wave method can be found, for example, in the book of Richard
Martin [100].

8The summation in (3.34) runs over the sites of the reciprocal lattice.
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3.2.2 Core states and pseudopotentials

core region interstitials

ϕps

ϕυ = ϕps +
∑

m
bm| cm〉

r

ϕ(r)

Figure 3.2: Schematic representation of
the electron wavefunction near an atom in
a solid. Rapidly oscillating wavefunction
in the core region is replaced by a smooth
function which, at the same time, repro-
duces accurately the true electron solution
in the interstitials.

The main idea of the pseudopotential (PP)
method is the replacement of the original elec-
tron wavefunction in the core region by a
smoother function that can be represented by
a moderate number of planewaves. At the same
time, the wavefunction of the valence electrons
outside the cores should be reproduced as accu-
rately as possible. According to the transforma-
tion procedure suggested by Phillips, Kleinman
and Antoncik (PKA) [103, 104], the pseudo-
wavefunction, defined in this manner, satisfies
a Schrödinger-like equation with an additional
contribution to the potential coming from the
core states (for review, see [101]). It is worth
going now through the main steps of the PKA
pseudopotential derivation.

Following the concept of a pseudopotential,
one can represent the electron wavefunction ϕv

n(r) of the valence states as the sum of
the smooth pseudo-wavefunction ϕps

n (r) and a superposition of the core states |cm〉:

ϕv
n(r) = ϕps

n (r) +
∑

m

bm|cm〉, (3.35)

where n and m denote the corresponding band indices; the core states |cm〉 are the
lowest eigenstates of the studied Hamiltonian.

By substituting representation (3.35) into the Shrödinger equation for the valence
wavefunction

[
−∇2 + Veff(r)

]
ϕv
n(r) = εnϕ

v
n(r), (3.36)

one obtains a similar equation for the smooth part ϕps(r), however, with a different
potential

V̂ ps = Veff(r) + V̂NL, (3.37)

where V̂NL is a non-local operator acting as a strongly repulsive potential. In the
real-space representation it reads:

V̂NLϕ
ps
n (r) =

∑

m

(εvn − εcm) 〈r|cm〉 〈cm|ϕps
n 〉 , (3.38)

where the summation runs over the core states with the energies εcm.
If we assume that the core states are localized in a sphere with the radius rc around

each atom, then the non-local part V̂NL contributes only within the core region and the
pseudopotential differs from the original Coulomb potential only inside the spheres.
Beyond the boundary r = rc the core states vanish and the effective potential equals
Veff(r). Repulsive character of the additional potential V̂NL follows from the obvious re-
lation (εvi −εcj) > 0. For that reason, the pseudopotential V̂ ps is generally much weaker
than the original one (Veff(r)). This statement was formulated as the “cancellation
theorem” by Cohen and Heine [105]. On the other hand, the new potential in the KS
problem is now a complicated non-local operator that depends also on the core states.
However, due to the non-unique character of the pseudopotential construction one can
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make V̂ ps relatively smooth. The requirement is that the new potential reproduces the
scattering properties (phase shifts and amplitudes) of the original one in the chosen
energy range.

The advantage of working with a pseudopotential in plane-wave-based methods re-
lates to the smooth spatial behaviour of the potential operators, which can be, there-
fore, represented by a reasonable number of plane waves. According to the PKA equa-
tion (3.36), the electronic bands are determined by the smooth pseudo-wavefunction
ϕps(r). Moreover, the whole valence wavefunction ϕv(r) can be restored from the
pseudo-wavefunction by means of a linear transformation ϕv = T̂ ϕps. In the next
paragraph, I will discuss how this idea is used in the projector-augmented wavefunc-
tion approach.

The quality of a pseudopotential depends on its softness, transferability and ac-
curacy. The transferability and softness are determined mostly by the radius of the
core sphere and usually play against each other. The accuracy of a particular pseu-
dopotential could be judged on by inspecting the calculated valence charge density and
comparing it with the results of an all-electron calculation. An appropriate choice of
the core configuration is important in reaching high accuracy in PP calculations. It is
implied that the core states remain unchanged in the solid compared to the isolated
atom, for which the pseudopotential was generated, not to mention that the cores of
the neighboring atoms should not overlap at any studied conditions. However, it is not
trivial to predict which states possess such “robustness” and in each particular case a
number of tests should be made to decide on that.

There are several big families of pseudopotentials that are widely used in the DFT
calculations. We shall be mostly interested in the following ones:

� norm-conserving (NC) pseudopotentials [106]

� ultrasoft (US) pseudopotentials [107]

� projector-augmented-wave (PAW) pseudopotentials [108]

The concept of norm-conservation was an important step in achieving the necessary
qualities that pseudopotentials need to have. The pseudo-wavefunction/potential is
required to coincide with the actual one outside the core region. Inside the core region
(r < rc) it can be different but the norm has to be conserved:

rc∫

0

|ϕps
n (r)|2r2dr =

rc∫

0

|ϕv
n(r)|2r2dr. (3.39)

The Bachelet-Hamann-Schluter procedure is nowadays commonly used for the gen-
eration of norm-conserving pseudopotentials suited for practical calculations. It starts
with a choice of an atomic reference configuration and core radii. Then an atomic cal-
culation is performed and the all-electron atomic potential is generated. Afterwards,
the latter is replaced by a constant value inside the core region, so that the lowest ly-
ing solution of the radial Schrödinger equation has the same eigenvalue as the atomic
valence state. The wavefunction is corrected to include the norm conservation. The so-
defined pseudo-wavefunction ϕps(r) is used to obtain the screened pseudopotential by
the numerical inversion of the Schrödinger equation. Finally, unscreening procedure is
applied to remove the Hartree and the exchange-correlation contributions coming from
the total valence pseudocharge. This procedure allows, in principle, the tabulation of
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a pseudopotential for the further use in ab initio calculations, so that these two tasks
become separated. At the end, the accuracy of calculations depends on the quality
of the generated pseudopotential, which should be tested by comparing the energy
eigenvalues and the wavefunctions obtained within all-electron and pseudopotential
calculations on single atoms with different core configurations.

Another family of pseudopotentials – ultrasoft pseudopotentials proposed by Van-
derbilt and co-workers [107] – relies on the idea of making a pseudopotential as soft as
possible to reduce the number of plane waves and, thereby, increase the convergence
with respect to the plane-wave cut-off energy. However, since the norm conservation
condition is omitted here, a number of complications arise. Namely, there is a non-
trivial and non-diagonal overlap entering the secular equation (3.34) and, moreover,
the charge density cannot be calculated simply by evaluating

∑

n

|ϕn(r)|2, as this will

give a wrong value for the total charge. For that reason, an augmentation term has to
be added to the wavefunction in the core region. The general problem is, the obtained
pseudopotential might be less transferable than a similar PP with the norm conserva-
tion. On the other hand, the cost of generating a US potential is sufficiently small, so
that it is possible to refine the pseudopotential during the calculation as the electronic
configuration converges.

To summarize, norm-conserving pseudopotentials are, in principle, semi-local and,
therefore, require high computational power, but, the price being paid, they provide
higher accuracy. In contrast to this, ultrasoft pseudopotentials are computationally less
demanding but show complications with the implementation and the transferability.

3.2.3 Projector-augmented waves

The conventional way of treating highly oscillating core states is to expand the solution
of the all-electron problem in terms of smooth wavefunctions for the interstitials and
auxiliary localized functions for the core regions. This is the starting point in many
pseudopotential schemes. The projector-augmented waves (PAW) approach [108] is,
in this respect, a generalized scheme for the reformulation of the electronic structure
equations (3.15) and making its solution feasible with modern numerical techniques.
It combines the advantages of the other pseudopotential approaches and allows for
additional flexibility. However, the PAW method is different from its ancestors, since
the full all-electron wavefunction can be restored at any point of the calculation using
a linear transformation T̂ applied to the smooth pseudo-wavefunction.

Within each atomic sphere, both all-electron wavefunction ϕv and its smooth part
ϕps can be expanded in partial waves ψv

m and ψps
m :

ϕv =
∑

m

cmψ
v
m, ϕ

ps =
∑

m

cmψ
ps
m , (3.40)

so that the full all-electron wavefunction is expressed as follows:

ϕv = ϕps +
∑

m

cm(ψ
v
m − ψps

m ). (3.41)

At the next step, biorthogonal projectors |p̃m〉 are introduced that give the coeffi-
cients cm = 〈p̃m|ψps

m 〉 in each sphere. This allows to generalize the linear transformation
T̂ as a sum of non-overlapping atom-centered contributions:

T̂ = 1 +
∑

m

(ϕv
m − ϕps

m) 〈p̃m| . (3.42)
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Knowing the form of the transformation T̂ and the appropriate projectors, one can
write, for any all-electron operator Â, the corresponding operator Âps = T̂ÂT̂ that
acts only on the smooth part of the full wavefunction. This transformation offers a
degree of flexibility in a sense that particular terms can be added to it without chang-
ing the expectation value of the quantity represented by the original operator Â. One
of the applications of this property relates to “polishing” the Coulomb singularities
near the nuclei in order to simplify the numerical solution of the electronic problem.
Similarly to alternative pseudopotential approaches, one can express the total electron
density as the sum of the usual term (3.13) with the smooth wavefunctions ϕps

m and
the additional augmentation part. The latter comes from the localized contributions
in the core regions and is calculated routinely as integrals in spherical coordinates.
The implementation aspects of the PAW method are largely the same as for the other
pseudopotential-based methods, especially, the ultrasoft formulations [100]. On the
other hand, the PAW approach makes it possible to generate more accurate and trans-
ferable pseudopotentials without considerably increasing the computational cost of the
calculations.

3.2.4 Structural optimization

In DFT calculations of the ground-state properties the knowledge of the equilibrium
structure is of huge importance. The standard procedure for optimizing the lattice
structure and the atomic positions in the unit cell can be split into the following
steps9:

1. Crystal lattice with a certain symmetry and atomic bases is assumed for the
studied compound.

2. The total energy is calculated for different volumes of the unit cell. At this
step, full structural relaxation of the internal atomic positions is performed for
the fixed volume and the lattice vectors and, subsequently, the total electronic
energy is estimated using the tetrahedron method [109] for the integration over
the volume of the BZ.

3. The resulting total energy vs. the lattice volume dependence is fitted to the
Murnaghan equation of state [110] in order to estimate the equilibrium volume.

4. Finally, the atomic positions are optimized for the equilibrium volume.

This procedure has become customary and widely accepted, since it provides re-
liable and accurate results and avoids many numerical problems that are inherent to
other structural optimization methods. As the structural optimization is frequently
used in the present work, let us consider in more detail the basic steps described
above.

At each step of optimization, the ionic forces {Fi} can be evaluated from the self-
consistent electronic solutions according to the Hellmann-Feynman theorem [111]. In
the Born-Oppenheimer approximation, the electronic Hamiltonian depends parametri-
cally on the positions of the nuclei {Ri} and, therefore, the ionic forces can be defined

9In the following, we consider only solids at zero temperature and zero pressure.
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through the first derivatives of the total energy Etot with respect to the nuclei positions
{Ri}:

Fi = −
∂Etot

∂Ri
. (3.43)

Here, the total energy is the expectation value of the Hamiltonian with the wave-
functions |Ψm〉 that are solutions to the ground-state many-body problem10:

Etot({Ri}) =
∑

m

〈

Ψm

∣
∣
∣Ĥ({Ri})

∣
∣
∣Ψm

〉

. (3.44)

In this expression, the most general form of the electron wavefunction |Ψm〉 is
used, and, in this context, it has nothing to do with the Kohn-Sham orbitals. Taking
into account the conservation of the norm of the wavefunctions |Ψm〉 with respect to
the nuclei motion (〈Ψm |Ψm 〉 = 1), one can arrive at the expression for the partial
derivatives (3.43). The Hellmann-Feynman theorem states that the ionic forces are
calculated as the expectation values of these parametric derivatives of the Hamilton
operator:

Fi = −
∂Etot

∂Ri
=
∑

m

〈

Ψm

∣
∣
∣
∣
∣

∂Ĥ

∂Ri

∣
∣
∣
∣
∣
Ψm

〉

. (3.45)
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Figure 3.3: The total energy vs. volume for the
bulk cubic LaAlO3 within the local density approx-
imation. Comparison of the calculated values (blue
open circles) and the fitting curve (red line) is pre-
sented. The relative mean square deviation of the
fit is δ < 10−6.

With the ionic forces being known,
one can optimize the atomic positions un-
til the absolute values of the forces are
lower than a certain threshold. The ob-
tained structure corresponds, however, to
a local energy minimum, which means
that, in principle, there could exist other
structures that have a lower energy. Un-
fortunately, there is no general method
of finding the structure representing the
global minimum and, therefore, compar-
ison with experimental data should be
done for each studied system. The same
applies to the very first step of the afore-
mentioned procedure, namely, assigning
a symmetry group to the lattice. Unless
there is a solid experimental background
with reliable data on the symmetry prop-
erties of the studied lattice, different candidate-phases should be compared with each
other and the structural optimization has to be performed for each of them separately.
The structure with the lowest ground state energy should be considered then as a
prediction for the investigated system.

Finally, a word should be said about Murnaghan’s equation of state (EqS). The
physical background of this universal EqS is the assumption of a linear dependence
of the bulk modulus on pressure [110, 112]. For moderate values of strain relative
to the equilibrium volume, this assumption holds approximately, which explains the
applicability of this EqS to a wide range of materials, irrespective of the particular

10Possible degeneracy of the ground state is taken into account by summing over the m index.
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composition or nature of the interatomic bonding. In terms of the equilibrium vol-
ume V0 and energy E0, the isothermal bulk modulus B0 = −V0 ∂P

∂V
and its derivative

with respect to pressure B′0 = ∂B0

∂P
, the Murnaghan equation of state and the corre-

sponding total energy vs. volume dependence for a fixed number of particles and zero
temperature can be written in the following form:







P (V ) =
B0

B′0





(

V0

V

)B′

0

− 1





E(V ) =
B0V

B′0(B
′
0 − 1)



B′0

(

1−
V0

V

)

+

(

V0

V

)B′

0

− 1



+ E0

(3.46)

The volume dependence of the total energy is nowadays accessible using different
ab initio electronic structure methods. The four parameters V0, E0, B0 and B′0 in
equation (3.46) are assumed to be independent of each other and are to be adjusted in
order to fit the theoretical curve E(V ) to the calculated one Ecalc(V ). Fig. 3.3 shows
a comparison between the total energy values from first-principle calculations and a
fit to the Murnaghan EqS for the bulk cubic LaAlO3

11. The chosen range of lattice
volumes has to be close to the equilibrium value to provide a reliable fit to the equation
of state. In these conditions, the accuracy of the EqS is found to be high enough for
the subsequent atomic relaxations and electronic structure calculations.

The structural optimization procedure sketched in this paragraph provides, in many
cases, reliable results for oxide interfaces and bulk systems. Further on in the present
work, this procedure will be applied to all studied compounds at the first step of
investigation.

11These calculations were performed in this work with an LDA exchange-correlation energy and
serve only as an example of the application of the Murnaghan equation of state.
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3.3 Green’s function method

Although the plane-wave pseudopotential methods excels other ab initio approaches in
terms of simplicity of the implementation, there is a number of inherent problems re-
lated to the description of strongly correlated electronic states. In this respect, different
basis set and an appropriate formalism for the solution of the effective single-particle
problem might be needed in order to overcome these problems. The Korringa-Kohn-
Rostoker Green function (KKR-GF) method [113, 114] provides an alternative way
to study the electronic structure of condensed matter. It has acquired large popu-
larity in the last decades and is now a method of choice for accurate description of
magnetic solids. The flexibility of the KKR method allows a systematic treatment of
non-periodic systems, such as disordered alloys, impurities, finite atomic and molecular
clusters, crystal surfaces, layered systems etc. that are not accessible by other elec-
tronic structure methods. Recent developments in the field also provided a framework
for the estimation of finite-temperature effects (for details, see review [102]).

3.3.1 KKR equations for periodic solids

The main idea of the KKR-GF method is in many ways similar to that of the original
DFT. In the KKR approach, the physical properties of the studied quantum system
are expressed in terms of a single-particle Green function G(r, r′, ε), which contains, in
principle, a comprehensive information about the electronic states and even provides
some insights into the character of excitations. In contrast to DFT, where the central
quantity – single-particle electron density – is derived by applying the variational
principle to the total energy, the single-particle GF in the KKR method is derived
from the Schrödinger equation. It is convenient and, at the same time, physically
meaningful to search for the solution of this equation within the framework of multiple
scattering theory (MST) [115]. In this theory, the whole system is described as an
array of scatterers, each defined, in the simplest approximation, by a sphere of a
certain radius (also called muffin-tin radius) surrounded by the interstitial regions. In
a more general case, the Voronoi cell is ascribed to each scatterer. The problem of
determining the Green function can be approached in a two-step procedure:

1. Single-site problem within a muffin-tin sphere (or Voronoi cell) embedded in vac-
uum is solved for a particular choice of the interacting potential V (n)(r) on site
n. The effect of the site potential can be viewed as scattering of the incoming
electronic wave into the outgoing one, which is fully characterized by the cor-
responding phase shift δl(E) (see the left panel in Fig. 3.4). By matching the
solutions inside the muffin-tin sphere with the free-particle wavefunctions in the
vacuum, one obtains the scattering matrix tl(E), which represents the scattering
properties of the single-site potential V (n)(r).

2. Multiple scattering problem is addressed using the Dyson equation, which de-
scribes the effect of the disturbing potential ∆V̂ on the Green function:

Ĝ = Ĝ(0) + Ĝ(0)∆V̂ Ĝ =

= Ĝ(0) + Ĝ(0)(∆V̂ +∆V̂ Ĝ(0)∆V̂ + . . .)Ĝ(0),
(3.47)

where Ĝ(0) is the Green function of the free propagating particle, and the ex-
pression in the round brackets defines the t-matrix operator T̂ that satisfies the
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relation:
T̂ = ∆V̂ +∆V̂ Ĝ(0)T̂ . (3.48)

Whereas the free-particle Green function Ĝ(0) can be expressed analytically, the
access to the full scattering operator T̂ is computationally more demanding.
This problem can be solved in an elegant way in the framework of the MST.
By considering the whole variety of the interaction processes as a composition of
single-site scatterings and the free propagation in the interstitial regions (see the
right panel in Fig. 3.4), one can decompose the T̂ -operator accordingly using the
scattering path operator τ̂nn

′

(E):

T̂ =
∑

nn′

τ̂nn
′

(E). (3.49)

The physical meaning of the scattering path operator τ̂nn
′

(E) can be understood,
if one imagines the transfer of an electronic wave from site n′ to site n, which
includes all possible propagation paths and the corresponding scattering events
in-between [116]. The τ̂ -operator is given, then, by matrix inversion of the so-
called KKR-matrix M̂ = t̂−1 − Ĝ(0).

Once the single-particle Green function has been obtained, many properties of the
studied system can be accessed straightforwardly. For example, the band structure is
determined from the poles of the Green function En(k). It is convenient to represent
the electronic structure of periodic systems using the Bloch spectral function, which is
derived by mapping the Green function onto the k-space:

AB(k, E) = −
1

πN
Im Tr

∑

nn′

exp [ik(Rn −Rn′)]

∫

G(r+Rn, r+Rn′, E) dr, (3.50)

where the summation runs over all pairs of lattice vectors in real space.
For periodic solids without disorder, the AB(k, E) function is a sum of Dirac delta-

functions δ(E−En(k)) that depict the spectrum of the eigenvalues. The Bloch function
becomes very useful in the presence of defects, which can be also treated by the KKR-
GF approach and lead to smearing of peaks inherited from the ideal parent compound.

A number of other helpful quantities, such as density of states n(E) and the real-
space particle density ρ(r), can be calculated using the Green function12:







n(E) = −
1

π
Im Tr

∫

u.c.

G(r, r, E) dr

ρ(r) = −
1

π
Im Tr

EF∫

G(r, r, E) dE

(3.51)

Working with the Green function from the very beginning is not only a matter
of a convenient representation of the electronic structure, but also includes further
advantages related to the application of the Dyson equation (3.47). Using this equation
one can describe the electronic properties of a perturbed system (e.g. a solid doped

12As the Green function is not restricted to the real energies, the integration in (3.51) can be
effectively performed using a contour in the complex energy plane.
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with impurities) using the Green function Gref of the reference (unperturbed) system
(e.g. a periodic crystal) and the perturbing potential ∆V :

G(r, r′, E) = Gref(r, r
′, E) +

∫

d3r′′Gref(r, r
′′, E)∆V (r′′)G(r′′, r′, E). (3.52)

Since the choice of the reference system is not restricted by any conditions, the
solution of the multiple scattering problem within the framework provided by the
Dyson equation might become quite efficient with an appropriately chosen reference
state. For instance, an auxiliary reference system with repulsive potentials provides a
good starting Green function, which demonstrates a short-range character in real space
and can be represented by a relatively sparse matrix. This facilitates the evaluation of
the scattering path operator τ̂nn

′

(E) and the KKR matrix M̂ .

n

n′

V (~r) δl(E)

Figure 3.4: Schematic representation of the KKR
Green function method for the effective one-electron
problem in periodic solids. The solution of the single-
site problem is applied to the multiple scattering picture
to determine the scattering path operator between two
sites n and n′.

One of the simplest applications
of the Dyson equation refers to the
substitutional embedding of an im-
purity in a perfect host system [115].
In this defect system, the transla-
tional symmetry is obviously broken
and the concept of the band structure
is no longer valid. In standard plane-
wave-based methods, this problem is
circumvented by investigating super-
cells with sufficiently large dimen-
sions, so that the spurious interaction
between the impurity and its periodic
images can be neglected. For most real systems, this approach becomes very demanding
on the computational resources and, furthermore, relies on the erroneous assumption
that the impurities form an ordered structure.

In contrast to this, the KKR-GF method is not restricted to periodic systems and
allows for a consistent description of disordered solids with defects of different kind. A
common procedure here, in case of a single embedded impurity, is to calculate first the
Green function and the scattering path operator for the host system. Then, a region
in the host Ωpert is chosen that is assumed to be affected by the impurity. At the next
step, the t-matrices of the host atoms in Ωpert are replaced by that of the impurity and
distorted host. This means that for the potentials of the host atoms in the Ωpert-region
charge relaxation is allowed. Finally, the multiple scattering problem is solved for the
embedded cluster within the perturbed volume and the corresponding Green function
is evaluated straightforwardly. To improve the quality of the described model, one has
to guarantee among all the convergence with respect to the cluster dimensions.

3.3.2 Exchange coupling parameters

The nature of the magnetic ordering in solids, especially in transition metal oxides,
is closely related to the character of exchange interactions between magnetic atoms.
In case of magnetic insulators, these interactions can be described by an effective
Heisenberg Hamiltonian within the approximation of localized spins:

H =
∑

ij

Jij sisj , (3.53)
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where Jij stands for the magnetic interaction between the spins si and sj on sites
i and j. The Heisenberg model is widely applied in combination with first-principle
calculations due to the simplicity and physically transparent meaning of the model
Hamiltonian (3.53). However, this kind of description fails or gives inconsistent re-
sults for itinerant magnets, such as ferromagnetic metals and double exchange per-
ovskites [117]. This calls for a generalized approach to the estimation of the exchange
coupling parameters.

The exchange energy for two sites i and j can be determined from the variation of
the total energy caused by a small deviation in the relative spin orientation. Let us
assume that the spins in the system form an ordered magnetic structure in z direction.
If the two spins si and sj become inclined by infinitesimal angle θ relative to the chosen
quantization axis, then the magnetic energy changes by δEij . The latter includes both
the intersite exchange δE ′ij and the interaction δEi of each spin with the environment
(the rest of the system):

δEij = δE ′ij + (δEi + δEj). (3.54)

For the intersite exchange, the phenomenological Heisenberg model is still valid in
the first order terms, which gives the expression:

δE ′ij = Jij(1− cos θ). (3.55)

By calculating the total energy variations for such low-energy spin excitations one
can compute the exchange parameter Jij for the two considered sites. This can be
done using Andersen’s “local force theorem” [118]:

δE = −
∫

occ.

dε δN(ε), (3.56)

where the integration is carried over the occupied single-particle density of states
and N(ε) is the number of states with the energy lower than ε. The variation δN(ε) is
easily accessible within the multiple scattering approach from the single-site t-matrix
and the scattering path operator T̂ :

Jij =
1

4π

∫

occ.

dε ImTrL

{

∆iT̂
(ij)
↑ ∆jT̂

(ji)
↓

}

, ∆i = t̂−1i↑ − t̂−1i↓ , (3.57)

which is the famous Liechtenstein formula [117]. It describes the exchange interac-
tion between two arbitrary sites independent of the concrete magnetic configuration.

3.3.3 Coherent potential approximation

One of the huge advantages of the KKR-GF method over other techniques is its ability
to deal with disordered systems, where the supercell-based DFT approaches cannot
be applied efficiently. The KKR method can be appropriately formulated for sub-
stitutional alloys and magnetically disordered lattices with a random distribution of
components over the volume. I sketch here the main ideas standing behind this exten-
sion of the method on the example of binary alloys AcB1−c

13.
In a random binary alloy, one has to deal with a chemical disorder, which means

that each site of an ideal lattice is occupied with an atom either of sort A or sort

13The generalization for an arbitrary number of components is straightforward.
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B with probabilities proportional to the concentrations of the individual components
(cA = c and cB = 1 − c, respectively). In spite of the periodicity of the underlying
host lattice, the whole system with randomly distributed A and B atoms obviously
does not possess any translational invariance. This renders all attempts to describe
such systems with conventional electronic structure methods absolutely meaningless,
since the very concept of the band structure does not apply to disordered solids.

=+ cBcA

Figure 3.5: Schematic representation of the CPA ap-
proach for describing disordered solids within the KKR-
GF formalism. The grey-colored atoms represent the
effective CPA medium and the red/blue atoms stand
for individual atomic species.

There is, however, a couple of pos-
sible subterfuges, such as the super-
cell approach [119] and the virtual
crystal approximation (VCA) [120],
the former being frequently applied
by many researchers. Clear disad-
vantage of the supercell approach in
case of random alloys is the necessity
to go over all possible atomic config-
urations and the subsequent averag-
ing to come up with an estimate for the studied properties, not to mention larger
dimensions of the supercell in comparison to the primitive unit cell of the host lat-
tice. Opposed to it, the VCA-based approach does not require enlarged crystal cells,
however, the component specific information is lost in the final result. Because of
the absence of the translational invariance, the configurational average of the electron
wavefunction is not particularly sensible. On the other hand, this averaging procedure
makes perfect sense for the single-particle Green function that represents the solution
of the multiple scattering problem.

Historically, the first suggested approximation was based on the concentration-
weighted average of the single-site scattering matrix of a binary alloy over the two
components:

t̂ATA = c · t̂A + (1− c) · t̂B. (3.58)

This average t-matrix approximation, however, does not guarantee a positive den-
sity of states for real energies and, for that reason, was soon replaced by the coherent
potential approximation (CPA) [121] that is nowadays widely used. The CPA method
relies on the concept of the so-called CPA effective medium, which possesses the fol-
lowing property: the concentration-averaged properties of the CPA medium with one
of the components embedded into it should reproduce the properties of this medium
itself (3.5). In the KKR-GF formalism, this condition leads to a set of matrix equations
for the scattering path operators that has to be solved self-consistently:







τ̂CPA = x · τ̂A + (1− x) · τ̂B
τ̂A =

[
t̂−1A − t̂−1CPA − τ̂−1CPA

]−1

τ̂B =
[
t̂−1B − t̂−1CPA − τ̂−1CPA

]−1
,

(3.59)

where the operator τ̂CPA implicitly determines the scattering matrix t̂CPA of the
effective medium. The solution of these coupled equations is usually done iteratively
starting from a good guess for the effective medium, which could be, for example,
τ̂CPA = τ̂ATA. Finally, the Green function of the alloy is expressed in a natural way in
terms of the concentration-weighted average over the individual components:
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G(r, r′, E) =
∑

i∈{A,B}

ciGi(r, r
′, E). (3.60)

The CPA method provides the most accurate description of disorder within the
single-site approximation and has also the advantage that the component specific in-
formation is contained in the resulting Green function. This allows direct comparison
with the results of nuclear magnetic resonance (NMR), Mößbauer, and X-ray absorp-
tion spectroscopy [102]. Although the original version of CPA applies to crystal struc-
tures with one atom per unit cell, the method has been already generalized onto a
much larger variety of systems, such as complex perovskite alloys, disordered alloy lay-
ers on top of a substrate, interfaces with interdifussion and cation intermixing etc. (for
review, see [102]). Moreover, due to the general form of the CPA equations (3.59), this
scheme can be also applied to thermal fluctuations of magnetic moments, which forms
the basis for the disordered local moment theory (DLM) [122, 123].



CHAPTER 4

Electronic transport

General features of the electronic transport in quantum systems are discussed in
this chapter.

First, a classification of different types of transport is introduced according to the
dominant mechanism of carriers transfer. Then, the theoretical foundations of the bal-
listic transport in nanosystems are described on the example of the Landauer-Büttiker
theory [124, 125]. Finally, the consequences of this theory and several noteworthy
effects are examined in details in the last section. Several exemplary studies of elec-
tronic transport in oxide nanostructures are reviewed and the perspectives of these
nanostructures for spintronics applications are analyzed.

4.1 Transport regimes

ballistic regime

diffusive regime

e−

e−

Figure 4.1: Schematic rep-
resentation of the electronic
transport in diffusive and bal-
listic regimes.

Electronic transport as the process of charge transfer in
a certain direction under the application of an external
electric field can happen on different time and length scales.

The important length scales are:

� le – the elastic mean free path,

� li – the inelastic mean free path,

� lϕ – the phase-coherence length.

The two parameters le and li determine the average
distance between two scattering events (either energy-
conserving or with energy loss) and the phase-coherence
length lϕ characterizes the evolution of the phase of the
electronic wavefunction in the course of propagation. De-
pending on the relation between these quantities and the
characteristic size of the system L, different transport
mechanisms will dominate.

One distinguishes basically between the diffusive and the ballistic transport (see
Fig. 4.1), both of which can also have either classical or quantum character. If the
system is sufficiently large (L ≫ le, li), then the diffusive regime is set on, where
the electrons propagate randomly through the crystal and are subject to scattering
on the lattice itself, possibly on defects and quasiparticles. As the dimensions of the
system decrease, the number of scattering events becomes smaller and eventually the
electrons can propagate almost without scattering – the ballistic transport dominates.
Additionally, if the Fermi wavelength of electrons (λF ) is comparable to the size of the

50
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system, then the transport acquires quantum character. In this work, the transport
properties of nanostructured junctions functioning in the ballistic quantum regime are
of particular interest.

In the next section, I give a short review of the Landauer-Büttiker approach to the
tunneling problem.

4.2 Ballistic tunneling transport

barrier

µ1 µ2

I0

−I0R11 −I0T12

lead 1 lead 2

Figure 4.2: The two-terminal scheme for measur-
ing the tunneling conductance of a barrier between
two ideal leads in one-dimensional case.

The electronic transport can be mea-
sured using the two-terminal scheme1

(see Fig. 4.2) where the conductor is
connected via ideal leads to two reser-
voirs [126, 127]. The latter serve as source
and drain for charge carriers, i.e. some
reservoirs supply electrons that flow in
the conductor and, after crossing it, en-
ter the other lead, which is connected to

a drain. At the end, the electron will be adsorbed completely by the other reservoir.
To put it in simple terms, I consider here the one-dimensional case at zero temper-
ature. In these conditions, each of the two reservoirs can provide electrons with the
energy up to the Fermi level µi (i = 1, 2), which is also the chemical potential of the
corresponding lead. The total current in the left lead (1 in Fig. 4.2) has the following
contributions:

1. carriers injected from reservoir 1:

I0 = e

µ1∫

0

n1D(E)υ(E) dE =
2e

h
µ1, (4.1)

where due to the one-dimensionality of the problem the product of the density
of states n1D(E) and the velocity of the electrons υ(E) remains constant;

2. electrons reflected from the conductor back into the considered lead:

IR = −
2e

h
R11µ1, (4.2)

3. electrons transmitted from another lead through the conductor:

IT = −
2e

h
T12µ2. (4.3)

The total current takes the form:

I1 =
2e

h
[(1− R11µ1)− T12µ2] . (4.4)

1In practice, the four-terminal scheme is applied where the current and voltage are measured using
different pairs of electrodes.
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The above expression can be simplified due to relations

T12 = T21 = T = 1−R11 = 1− R22 (4.5)

to the following form:

I1 = I =
2e

h
T (µ1 − µ2). (4.6)

Dividing the current by the applied voltage U = (µ1 − µ2)/e, one arrives at the
general expression for the conductance:

G =
2e2

h
T. (4.7)

In the Landauer-Büttiker theory, the ballistic electronic current is, therefore, ex-
pressed in terms of the single-particle tunneling probability.

V0 + hω/2
kz

E

µ1

µ2

4 subbands

Figure 4.3: Schematic representation of
the dispersion relation for different transverse
subbands of a quasi-one-dimensional conduc-
tor. Position of the chemical potential in each
lead (µ1,2) mark the relevant energy range
µ1 < E < µ2, with 4 subbands in this ex-
ample (marked with the lightblue color), that
contribute to the tunneling current.

In practical cases, the one-dimensional
character of tunneling is achieved by means
of a confining force acting perpendicular to
the propagation direction, as is the case for
split-gate point contacts [126]. Confinement
leads to the formation of the transverse elec-
tronic subbands (Fig. 4.3) which contribute to
the tunneling current. In case of electrostatic
confinement, these transverse states are called
electric subbands, whereas the presence of an
applied/intrinsic magnetic field gives rise to
Landau levels or magnetic subbands. For the
considered two-terminal scheme (Fig. 4.2),
only those subbands that lie in-between the
energy levels defined by the chemical poten-
tials µ1 and µ2 contribute to the tunneling
current. The +kz and −kz states moving in
opposite directions are compensated for ener-

gies below µ1. The remaining uncompensated subbands are often called transmission
channels. If N such channels are present in the ideal conductor, then the total con-
ductance is given by

G =
2e2

h
N. (4.8)

In general case of a conductor with the transmission coefficients T σ
ij characterizing

the tunneling of states from the ith channel of the left lead into the jth channel of
the right lead, the total conductance is expressed as the sum over all participating
transport channels (for both spins σ) in the considered energy range:

G =
e2

h

(
1

µ2 − µ1

) µ2∫

µ1

[
∑

σ; i,j

T σ
ij(E)

]

dE. (4.9)

The total charge carried between the electrodes is restricted by the number N of the
available transverse modes, each carrying the so-called quantum of conductance G0 =
2e2/h (or, alternatively, e2/h for each spin channel). For a ballistic conductor (T =
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1) sandwiched between two contacts, the number of the transverse modes decreases,
as the dimensions of the barrier go down, and the tunneling resistance changes in
discrete steps approaching the value of approximately 12.9 kΩ [127]. The number of
the contributing modes is determined approximately by the ratio between the Fermi
wavelength λF and the dimensions of the barrier. In metals, one usually observes
thousands of such modes due to the relatively small value of λF.

The Landauer-Büttiker approach can be successfully realized within the pseudopo-
tential plane-wave method. A variation of this scheme, described in [128], proceeds
as follows. First, the system is subdivided into the scattering region and two semi-
infinite leads on both sides. Since the translational invariance is valid now only for two
spatial directions perpendicular to the tunneling path, the electronic subbands can be
described by the set of wavenumbers k⊥ = (kx, ky). In this formulation, the scattering
problem can be solved separately for each k⊥ point and each spin channel, which is
advantageous for parallel calculations.

The scattering state Ψ is found as a linear combination of the solutions of the
Kohn-Sham equations with a non-local pseudopotential inside the scattering region.
The so-defined wavefunction has to be matched, for each energy, to the asymptotic
form in both electrodes at the region boundaries:

Ψ =







ψj +
∑

i

rijψi, left lead
∑

i

tijψi, right lead
(4.10)

where the transmission (tij) and reflection (rij) coefficients appear, and the indices
i and j have here the same meaning as in (4.9).

The correct description of the tunneling transport constitutes the complex band
structure of the system [129], which is formulated in terms of the generalized Bloch
states. The latter represent, in case of an insulating barrier, the usual Bloch states in
the xy plane, but decay in the z direction due to the energy gap in the band structure
of the scattering region:

ψj(k⊥, z + d) = e(κ+ikz)dψj(k⊥, z). (4.11)

The generalized wavevector is now a complex number where the imaginary part κ
characterizes the decay rate of the wavefunction in the insulator and kz describes its
oscillations in the direction of propagation. The analysis of the complex band struc-
ture of the leads and the barrier allows a qualitative understanding of the electronic
transport.

After the matching conditions have been satisfied for specific conducting channels
in both electrodes, the transmission matrix is constructed from the probability currents
of the propagating Bloch states and the transmission coefficients tij . If the spin flip
process is not allowed, then the transmission matrix is diagonal in spin indices. In
this work, the plane-wave implementation [128] of the Landauer-Büttiker theory will
be used to study the tunneling transport in oxide heterostructures.

4.3 Tunneling effects in oxides

Since the first success in growing oxide nanostructures with high precision on the
atomic scale their application in spintronics and memory devices has been gradually
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becoming more promising. The great majority of such devices contain tunnel junctions
of different type. In the following, I shall discuss, first, the fundamentals of two effects
that can be observed in tunnel junctions: the tunneling electroresistance (TER) and
the tunneling magnetoresistance (TMR). Subsequently, the details of the tunneling
electromagnetic resistance (TEMR) effect in multiferroic tunnel junctions that combine
the two aforementioned phenomena will be discussed.

4.3.1 Tunneling electroresistance

δ1 δ2

~P
δ1 δ2

~P

∆V

zd

U

Figure 4.4: The effective potential profile in a
metal-ferroelectric-metal junction for two opposite
polarizations ~P pointing either to the right or to the
left. The screening lengths of the electrodes are δ1
and δ2. The width and the height of the ferroelectric
barrier are denoted by d and U , respectively.

In metal-ferroelectric-metal (M-FE-M)
junctions with a sufficiently small thick-
ness of the FE barrier the domi-
nant transport mechanism is the direct
quantum-mechanical tunneling of elec-
trons from one electrode to another.
The probability of this process depends
largely on the effective potential pro-
file that electrons experience in this
junction. This potential is affected by
the ferroelectric polarization that cre-
ates surface charges in the ferroelectric
barrier, which are partially screened by
the metallic electrodes on each inter-
face [46, 130, 131]. For electrodes with
different screening lengths, the electrostatic potential across the tunneling region is
asymmetric for opposite directions of the spontaneous polarization. Therefore, the
polarization reversal changes the effective height of the potential barrier and, conse-
quently, the tunneling resistance. This is the mechanism of the tunneling electroresis-
tance (TER) effect [132].

In a simple electrostatic model, where the screening in the electrodes is introduced
by means of effective screening lengths δ1 and δ2, the profile of the effective potential2

in the junction along the propagation direction (Fig. 4.4) is described by the system
of equations [132]:

ϕ(z) =







σSδ1

ε0
exp

(

−
|z|
δ1

)

, z ≤ 0

σSδ1

ε0
+ U −∆ϕ ·

(

x

d

)

, 0 < z < d

−
σSδ2

ε0
exp

(

−
z

δ2

)

, z ≥ d,

(4.12)

where the effect of the insulating barrier with a thickness d is represented by an
abrupt jump of the potential by +U on both interfaces and the surface density of
the screening charge σS is derived from the continuity condition for the electrostatic

2Additional factors might appear in real systems, where the details of the potential barrier created
by the ferroelectric as well as the position of electronic bands and the Fermi level must be taken into
account.
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potential ϕ(z):3

σS =
dP

ε(δ1 + δ2) + d
. (4.13)

The potential drop in the barrier ∆ϕ indicates the existence of the depolarizing field
Edep inside the ferroelectric, which is due to incomplete screening of the polarization
charges by the electrodes. It is straightforward to derive the expression for this field
starting from (4.12):

Edep =
1

ε0

P (δ1 + δ2)

ε(δ1 + δ2) + d
=

1

ε0

P

ε+ d/(δ1 + δ2)
. (4.14)

For ideal electrodes (δi = 0), the surface charges are fully screened and the depo-
larizing field vanishes. In this case, there is no critical thickness for the ferroelectricity
and the spontaneous polarization is preserved from any size effects. In contrast to
this, a real system with imperfectly screening electrodes shows the paraelectric transi-
tion below some critical thickness hcr, the value of which can be derived from general
considerations regarding the total electrostatic energy [25]. As it can be seen from ex-
pression (4.14), bulk behaviour is restored either for δi → 0 (ideal screening) or d→∞
(thick barrier).

The difference in the average height of the effective tunneling potential for two
polarization directions, as follows from the construction (4.12), is given by

∆V =
1

ε0

dP (δ1 − δ2)
ε(δ1 + δ2) + d

. (4.15)

The average potential appears to be higher for the polarization pointing to the
electrode with a smaller screening length (δ2 < δ1 in Fig. 4.4). The tunneling resistance
for this state (GR) is accordingly larger than for another one (GL), which explains the
aforementioned TER effect. The strength of this effect is usually characterized by the
TER ratio:

TER =
GL −GR

min(GL, GR)
× 100%, (4.16)

which is sometimes called the optimistic TER ratio, since in certain systems it can
exceed 100% by orders of magnitude, whereas putting max(GL, GR) in the denominator
restricts the TER ratio to the interval between 0 and 100%. Generally, the TER ratio
increases with the thickness of the barrier due to different decay rates of GL and GR.
However, larger thickness also means lower tunneling conductance. Another way to
enhance the TER ratio, as seen from (4.15), is to use a ferroelectric material with higher
spontaneous polarization. It should be kept in mind that the TER effect vanishes for
perfect metallic electrodes (δi = 0) or in case of the electrodes with the same screening
length δ1 = δ2, which gives ∆V = 0. In both cases, the potential profile described
by the system of equations (4.12) is symmetric with respect to the switching of the
ferroelectric side and, therefore, the TER ratio equals zero in this model. In order to let
the tunneling resistance effect set on, one could take either dissimilar electrodes, like in
Fe/BTO/LSMO junctions [133], or choose the two opposite interfaces to be chemically
or structurally different, as is the case for SrRuO3/BaTiO3/SrRuO3 junctions [134].
Numerous experimental studies, supported also by first principles calculations, have

3In these equations, ε0 and ε represent the vacuum permittivity and the relative permittivity of
the barrier, respectively.
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reported high TER values in similar M-FE-M junctions with ferroelectric oxides like
BaTiO3 and the disordered perovskite alloy PbZrxTi1−xO3 as the tunneling barrier
with a characteristic thickness of several nanometers.

The consistent description of tunneling in ferroelectric junctions remains a challeng-
ing problem for ab initio methods. In the simple phenomenological model discussed
above the TER effect is ascribed solely to the change of the effective tunneling poten-
tial. However, a real junction would show much richer physics: under the application
of a finite bias voltage lattice relaxations due to the piezoelectric response [135] and
changes in the chemical potentials of the electrodes, as well as the band bending near
the interfaces emerge [136, 137], which should be introduced into the model. This
appears to be currently problematic within the DFT scheme due to some intrinsic
limitations:

� The fundamental band gap of the insulating barrier is usually underestimated
within the LDA and GGA approaches.

� The Fermi level is often located near the edge of the conduction band, which
leads to incorrect values for the Schottky barrier and, therefore, an overestimated
tunneling current.

� Metallization of the ferroelectric layers near the interface with a metal, which is
often observed in oxide tunnel junctions, reduces the effective thickness of the
tunneling region and thereby enhances the current exponentially.

� Most currently used implementations of DFT are restricted to the zero-bias limit
and, for that reason, give no information on the voltage dependence of the tun-
neling conductance.

These and other factors should be taken care of in every particular case.

4.3.2 Tunneling magnetoresistance

R+
P

R−P

R+
AP

R−AP

Figure 4.5: Schematic representation of the
two-current model for the metal-insulator-
metal tunnel junction with the parallel (P)
and the antiparallel (AP) alignment of the
magnetizations in the electrodes.

Similar to systems showing the TER effect,
junctions consisting of an insulating barrier
sandwiched between two ferromagnetic elec-
trodes demonstrate interesting tunneling prop-
erties as well. In these systems, the tunneling
conductance depends on the relative orienta-
tion of the magnetizations in the electrodes.
If the electron scattering occurs only in the
electrodes and there are no spin-flip processes
in between, then the transport properties of
such junctions can be described using the two-
current model proposed by Mott [138, 139]
and extended by Campbell and Fert [140, 141].
The spin-up and spin-down channels are de-
coupled from each other, if there are no spin

flip processes, and, therefore, they contribute to the total effect like two resistances
connected parallel to each other (Fig. 4.5).

For the parallel orientation of the magnetizations, the electrons in the spin-up chan-
nel move through the junctions almost without scattering, whereas the electrons in the
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Figure 4.6: Jullière’s model for the tunneling magnetoresistance phenomenon. Density of states
(DOS) for the majority (blue) and the minority (red) spin channels in each electrode is represented
for the parallel (P) and the antiparallel (AP) configurations. The intensity of current between the
two leads (shown by the thickness of the arrow) is determined by the product of the corresponding
densities of states at the Fermi level (marked by dashed lines).

spin-down channel are strongly scattered in both electrodes (R−P > R+
P in Fig. 4.5).

The contributions of the two spin channels to the total tunneling resistance may dif-
fer by several orders of magnitude in systems with highly spin-polarized density of
states at the Fermi level. For the antiparallel configuration, on the other hand, we see
that considerable scattering takes place in both spin channels: spin-up electrons are
mostly scattered in the right electrode and spin-down electrons – in the left one. Corre-
spondingly, both spin channels contribute equally to the total resistance (R+

AP = R−AP).
The two-current model predicts the normal tunneling magnetoresistance (TMR) effect,
which constitutes the fact that the parallel configuration has a lower resistance than
the antiparallel one.

In full analogy with tunneling electroresistance, the TMR ratio is defined by

TMR =
GP −GAP

GAP
× 100%, (4.17)

where GAP is, in most cases, lower than GP, so that the defined TMR ratio can
become larger than 100%.

Some features of the tunneling magnetoresistance phenomenon can be interpreted
in terms of the spin polarization of charge carriers. For each electrode, the spin polar-
ization P (s) of the density of states at the Fermi level (n = n(EF)) is derived as the
asymmetry coefficient between the spin-up and spin-down channels:

P (s) =
n+(EF)− n−(EF)

n+(EF) + n−(EF)
=
n+ − n−
n+ + n−

. (4.18)

According to Jullière’s model [142], the tunneling conductance for each spin channel
is proportional to the product of the corresponding densities of states in the left (1)
and the right (2) leads at E = EF. From the schematics in Fig. 4.6 it is clear that:

GP ∼ n+
1 n

+
2 + n−1 n

−
2 ,

GAP ∼ n+
1 n
−
2 + n−1 n

+
2 .

(4.19)

Substituting it into (4.17) and using the definition of the spin polarization one
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arrives at the Jullière expression for the relative conductance variation:

TMR =
∆G

GAP

=
2P

(s)
1 P

(s)
2

1− P (s)
1 P

(s)
2

, (4.20)

where P
(s)
1,2 are the spin polarizations of the two electrodes.

The TMR ratio can be effectively increased by using half-metallic electrodes where
n(EF) = 0 in one spin-channel. A good candidate for this is the widely discussed
doped manganite series with the La1−xSrxMnO3 compound being the most studied [35].
High spin polarization of this material (up to 95%) has been measured up to room
temperature, and the LSMO/STO/LSMO tunnel junctions show extremely high TMR
ratios reaching 1800% at 4 K [143]. Another reason for the wide use of LSMO electrodes
is the high Curie temperature of over 270K. The FM structure of doped manganites
above the critical Sr-concentration persists up to the temperature, which increases as
a function of doping level x and reaches its maximum Tc = 370K at x = 0.30 − 0.35
(see Fig. 2.7 in chapter 2).

Julliere’s model obviously neglects the electronic structure of the insulating barrier
and its interfaces with the electrodes and, therefore, will be referred to in this work only
for interpreting the transport properties of the studied oxide junctions (see chapter 5.2
with the results for the Co/PZT interface). The aforementioned effects appear to be
extremely important for the tunneling processes in oxide systems, as confirmed by both
experimental and theoretical findings on the extensively studied example of epitaxially
grown Fe/MgO/Fe junctions [144–148]. To capture the subtle features of the electronic
transport in oxide-based junctions, the Landauer-Büttiker approach to the tunneling
problem is chosen in this work.4

4.3.3 Multiferroic tunnel junctions

~E ~E

~H

~H

Figure 4.7: Four-resistance state of a mul-
tiferroic tunnel junction and possibilities
of switching between them (double arrows
connecting different junctions). The lead
magnetizations are shown by vertical arrows
and the spontaneous polarization – by hor-
izontal ones.

In view of the rich physics at multiferroic oxide
interfaces, which was briefly touched in chapter
2, the idea of enhancing the qualities of mod-
ern tunneling devices by incorporating such ox-
ide structures appears to be natural. The con-
cept of multiferroic tunnel junctions (MFTJs)
as an object of spintronics has been attracting
researchers during the last years. These quan-
tum systems combine the outstanding proper-
ties of both TER- and TMR-active systems and
offer additional degrees of freedom related to
possible couplings between the ferroelectric bar-
rier and the magnetic electrodes.

First, let us consider the new functionality
that the MFTJs provide. In multiferroic junc-
tions with two different electrodes (or chemi-
cally different interfaces), the electrostatic potential profile along the transport direc-
tion is asymmetric for the two opposite polarizations, which leads to the onset of the

4Refer to chapter 5.4 for the results concerning the Co/PTO(PZT)/Co and LSMO/PTO/Co mul-
tiferroic junctions.



CHAPTER 4. ELECTRONIC TRANSPORT 59

tunneling electroresistance (see paragraph 4.3.1 above). On the other hand, the spin-
dependent transport is controlled by the spin polarization of charge carriers and the
orientation of the magnetizations in the electrodes. Coexistence of these two effects –
TER and TMR – in multiferroic tunnel junctions leads to the realization of a four-state
junction (Fig. 4.7). Switching between these states can be achieved by both electric
and magnetic fields. The TER ratio depends now on the conjugate order parameter
(magnetic field), whereas the TMR ratio depends on the external electric field and the
spontaneous polarization of the barrier [149]. This behaviour was predicted by first-
principle calculations for such all-oxide MFTJs as SrRuO3/BaTiO3/SrRuO3 [134] and
has been experimentally confirmed, for example, for Co/PZT/LSMO junctions [11]
where LSMO stands for the La1−xSrxMnO3 double-exchange perovskite.

The role of a strong magnetoelectric coupling at the interfaces of such junctions
is discussed in the literature by different groups [10, 62]. As suggested by Tsym-
bal et al. [150], the existence of a strong interfacial ME coupling can significantly
enhance the strength of the TER effect in certain MFTJ. Based on first-principle cal-
culations, the authors predict the realization of the giant resistive switching effect in
LSMO/BaTiO3/LSMO tunnel junctions. It was explained in paragraph 2.2.2 that the
electrostatic doping due to the proximity of the ferroelectric surface initiates a magnetic
phase transition in the manganite, which causes a sizeable change in the magnetiza-
tion. In the aforementioned tunnel junction, the magnetically reconstructed layers of
LSMO act as an atomic-scale spin valve that dramatically suppresses the tunneling of
electrons through the junction for one polarization, thereby significantly enhancing the
strength of the TER effect. This and other examples discussed above convince that
the ME coupling effect can improve the functionality of multiferroic tunneling devices.



CHAPTER 5

Selected results

In this chapter, selected results of my PhD work are discussed in detail. The general
question which is underlying all presented ab initio studies concerns the influence
of the local structure and the interplay between different ferroic order parameters
on the electronic properties and, especially, coherent transport in multiferroic oxide
nanostructures.

First, the phenomenon of a field-induced two-dimensional electron gas (2DEG) is
discussed on the example of the interface between the antiferromagnetic oxide SrTcO3

and the ferroelectric BTO surface in relation to a similar effect in the prototype
LaAlO3/SrTiO3 (001) nanostructure. Additional information regarding the origin of
magnetism and the mechanism of exchange interactions in Tc-based 4d perovskites
ATcO3 can be found in [151]. The rest of this work is motivated by the recent ob-
servation of a robust four-resistance state in the LSMO/PZT/Co multiferroic tunnel
junctions where the sign of the tunneling magnetoresistance can be reversibly switched
by an external electric field [11]. Multiferroic properties of the two chemically different
interfaces in these junctions (LSMO/PTO and Co/PZT [51]) are studied in the present
work using first-principle DFT-based methods. The mechanism of the strong interfa-
cial magnetoelectric (ME) coupling and the local structural features are analyzed, and
the possibilities of tuning the ME coupling are proposed. The chapter closes with
a discussion of the spin-dependent coherent transport in the Co/PTO(PZT)/Co and
LSMO/PTO/Co tunnel junctions, for which four-resistance states were obtained.

For the investigation of electronic effects at multiferroic oxide interfaces, different ab
initio techniques were applied to produce reliable results. Electronic structure calcu-
lations for all studied interfaces were performed using the plane-wave pseudopotential
method of the Vienna Ab initio Simulation Package (VASP) [152–154]. Electron trans-
mission in the tunnel junction was calculated within the Landauer-Büttiker formalism
available in QUANTUM ESPRESSO [155]. Electronic and magnetic properties of bulk
ATcO3 perovskites [151] were investigated using the KKR Green function method of
the HUTSEPOT code [156].

60
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5.1 2DEG at the SrTcO3/BaTiO3 (001) interface

As it was stressed already in chapter 2, the interfaces between insulating oxides can be-
have exotically. One of the prominent examples is the observation of a two-dimensional
electron gas (2DEG) in the LaAlO3/SrTiO3 system (LAO/STO) for the LaO/TiO2-
termina ted interface [12, 67, 73, 157]. Until now, the nature of 2DEG in LAO/STO
has not been completely understood, although many scenarios were suggested in the
literature (see, for example, [68, 71, 158]). When the paraelectric SrTiO3 component of
the 2DEG composite system is replaced by a robust ferroelectric (FE), such as BaTiO3

(BTO), this may create an extra functionality due to its switchable polarization, as
confirmed recently in experiments [159]. In general, the interplay of the electronic
and structural properties seen at the interface between ferroelectrics and metals (or
gapless oxides) has been well understood during the last decade [160, 161]. For the
FE/ferromagnet multiferroics, strong magnetoelectric coupling can be realized at the
microscopic level near the interface [60]. However, ab initio studies of composite mul-
tiferroics where the role of a magnetically ordered oxide on the phenomenon of 2DEG
is investigated remain sparse [162], and further work is needed in this direction.

In the present work, recently synthesized antiferromagnetically ordered SrTcO3

perovskite [33, 34] is combined with the robustly ferroelectric BTO to form a multi-
ferroic interface. The reasonably good lattice match better than 1% makes it possible
to grow this AFM/FE oxide interface epitaxially. The expected window of the mul-
tiferroic functionality is large in comparison to most single-phase multiferroics, since
BTO is strongly ferroelectric up to 390K and SrTcO3 remains AFM ordered until
1000K [33, 34].

According to the available experimental data [33, 34], SrTcO3 is antiferromagnetic,
with surprisingly high Néel temperature TN of about 1000 K and the Tc magnetic
moment of 1.87 µB measured at room temperature. The compound possesses an or-
thorhombically distorted perovskite structure, with Pnma symmetry where the Tc
nearest neighbors are ordered antiferromagnetically, forming thereby the G-type AFM
configuration similar to that seen in SrMnO3 [13]. It was suggested [33] that the anoma-
lously high TN of SrTcO3 is due to the particularly strong covalency of Tc–O bonds
demonstrated by first-principle calculations [33, 151, 163]. Until now, the experimental
value of the band gap of SrTcO3 is not available. However, the ab initio calculations of
SrTcO3 that use moderate values for the Hubbard parameter yield simultaneously the
optimal set of all magnetic properties including TN and suggest that the band gap is
rather small ∆Eg < 0.5 eV [151]. From this point of view, SrTcO3 might be considered
as an antiferromagnetic semiconductor rather than an insulator when the transport
properties are studied.

Below, the ab initio results for the structural, magnetic and electronic properties
of BTO/SrTcO3 (001) are presented focusing on how the proximity of the two fer-
roic phases changes the electronic states near the Fermi energy. In the beginning, the
structural model applied for this interface is described. The specific features of the
relaxed atomic structure near the interface and its influence on intrinsic antiferromag-
netism of SrTcO3 are analyzed. Here, I discuss the geometry of the oxygen octahedra
and the cation-oxygen bonds in connection with chemical environment of the interface.
Afterwards, the focus will be shifted onto the electronic states that are localized on
the interfacial cations and appear near the Fermi level due to the charge transfer. The
effect of strong electronic correlations is studied within the Hubbard parametrization.
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The 2DEG effect is illustrated by the local density of states and band structure. Fi-
nally, a summary of the ab initio study is given and some important implications are
mentioned.

P↓

Sr Tc Ba Ti O

[110]

[001]

≈ 17 Å

Vacuum

TiS

BT

a)

b)

BT–8 BT–4 BT BT+4 BT+8 free surf.

TiS–8 TiS–4 TiS TiS+4 TiS+8 free surf.

Figure 5.1: The side view of the super-
cell with vacuum (a) and without vacuum,
i.e. superlattice (b), both of which were used
to model the BaTiO3/SrTcO3 (001) interface.
The two different terminations, SrO/TiO2 and
TcO2/BaO, are marked as TiS and BT, respec-
tively. The numeration of atomic layers out-
ward the interface, as shown in the panel (a),
is used throughout all further figures and text.
The electric polarization of BaTiO3 is oriented
along the [001] direction (shown by the hori-
zontal arrow).

The calculations were performed using
the Vienna Ab initio Simulation Package
(VASP) [152–154] within the generalized-
gradient approximation (GGA) to the
exchange-correlation potential [94]. The
electron-ion interactions were described
by projector-augmented wave pseudopoten-
tials [108], and the electronic wave functions
were represented by plane waves with an en-
ergy cutoff of 460 eV. For ionic relaxation,
the Γ-centered 4× 4× 2 k-point Monkhorst-
Pack [164] mesh was used. After relaxation
the calculated forces are always less than
10−2 eV/Å. The use of a denser k-mesh yields
essentially the same atomic positions. For
the density of states (DOS), the tetrahedron
method and the 8×8×2 k mesh were utilized
with no smearing. To take into account the
effect of strong electronic correlations, the
GGA+U parametrization [96] was applied on
the 4d orbitals of technetium. The U param-

eter values are ranging between U = 0 and 3 eV, including U = 0.5 eV, which was
optimized previously for bulk SrTcO3 [151].

The analysis of ab initio calculations published so far on LAO/STO [12, 67, 68,
71, 73, 157, 158, 165], shows that the structural model has been transformed from the
initially used superlattice to the slab geometry with a vacuum layer, which separates
the two insulating materials. It seems that the latter approach is more accurate and
reliable, since it allows to simulate the correct electrostatic boundary conditions for the
studied interface and confirms the thickness-dependent transition from the insulating
to 2DEG behavior. Extra parametrization, namely, LDA+U is used then to model the
mixed-valency Ti state at the interface [69]. Regarding composite ferroelectrics, it is
experimentally established that BTO films grow in complete unit cells on an atomically
clean substrate [47]. For that reason, the interface between BaTiO3 and SrTcO3 can be
dually terminated, namely, either SrO/TiO2 (TiS) or TcO2/BaO (BT). In our work,
these two terminations were simulated separately within the supercell with vacuum
(SwV), whereas the use of the superlattice (SL) mimics the terminations TiS and BT
simultaneously as shown in Fig. 5.1b. For the SL model, its supercell combines 5-
u.c. thick BTO and 7-u.c. thick SrTcO3 stacked along the [001] direction, as shown
in Fig. 5.1. In the case of SwV, the vacuum of 17 Å prevents spurious interactions
between the periodic images. In all calculations, each planar (x, y)-layer contains two
formula units to adopt the AFM ordering and tilting patterns of oxygen octahedra
seen in SrTcO3. The 8-u.c. SrTcO3 was found to be thick enough to separate the
interface from the free surface, using the SwV model, and the two interfaces from each
other for the SL model. The in-plane lattice parameter was fixed to the experimental
value of bulk BaTiO3 (a0=3.991 Å) to simulate the epitaxial growth of SrTcO3 on
the ferroelectric substrate. According to the recent experimental data [33], the lattice
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parameter of SrTcO3 is 3.976 Å, which, in view of the larger lattice constant of BTO,
may lead to a moderate tetragonal contraction along [001] of about 0.5%. Our GGA-
PBE calculations give a similar result: the estimated equilibrium lattice constants equal
approximately 4.04 Å and 3.98 Å for BTO and SrTcO3, respectively, meaning, similarly
to experiment, that a tetragonal deformation of the magnetic oxide is anticipated in
this structure.

In our SwV calculations, the two most distant BTO unit cells from the interface
were fixed during relaxation to keep the certain polarization state, while all other ions
were allowed to relax. In the superlattice, the three central unit cells of each oxide
were fixed and all other atoms were relaxed, but when all BTO ions were allowed to
relax their coordinates were almost the same. It should be noted that, BTO films
thinner than 5 unit cells are ferroelectrically unstable and the depolarization effect
takes place, in accordance with recent findings [60, 160, 166]. Here, I do not focus on
the BTO free surface and depolarization field effect. Although the intralayer cation-
oxygen displacements may be detected in ultrathin BTO films with less than 4 unit
cells [48], such films are not ferroelectric. Some authors suggest a critical thickness
of a robust FE film might be about 10 nm [167–170]. The discussion goes beyond
the scope of this study. Instead, the polarization reversal in BTO is modelled using
relatively thin slabs and the scheme described in [50]. Thus, one can construct the two
dually polar supercells corresponding to P↓ and P↑, in which the BTO part contains at
least 5 unit cells where the ionic displacements in each atomic layer before relaxation
were equal to the corresponding values in the bulk material. For the polarization
state P↓, oxygen atoms are placed above the cations in each layer, and vice versa, the
state P↑ means that all intralayer displacements ∆z = zcation − zO > 0. Additionally,
the paraelectric state of BTO (P = 0) was calculated, starting from zero intralayer
ionic displacements ∆z = 0. After relaxation, the structural changes near the two
chemically different interfaces, referred below as TiS and BT, are analyzed. Most
importantly in this context, to know whether the existence of electric polarization
and/or its direction affect the electronic states at the interfaces. For each polarization,
the energies of all possible magnetic configurations of SrTcO3, namely, the G-, C- and
A-type AFM ordering [34] were collected for comparison. Below, I present mainly the
results obtained within the SwV model, while the less reliable SL model is used to
reveal the similarities and differences between these two options.

Table I. Relaxed Ti–O and Tc–O separations at

the TiS and BT interfaces for the three polariza-

tion states, simulated within the SwV model.

termination P↓ P = 0 P↑

Ti-O (Å)
TiS 2.04 1.95 1.90

BT 2.16 2.01 1.93

Tc-O (Å)
TiS 1.96 2.01 2.02

BT 2.00 2.07 2.10

Chemical bonding at the TiS and
BT interfaces is mediated by oxygen
atoms placed in the layers TiS and
(BT-1) atop Ti and Tc, respectively, as
shown in Fig. 5.1. Both the SL and
SwV models suggest that the interfacial
Ti–O and Tc–O separations are rather
sensitive to the P-reversal of BTO since
the change of the corresponding bond
lengths is about 9% (see Table I). Such
large variations affect the strength of
the orbital hybridization and exchange

interactions at the interface. Paraelectric BTO results in the interfacial bond lengths
whose values are varied between those of the two polar states, P↑ and P↓. The BT
termination shows the most significant changes upon the P-reversal, as compared to
the TiS termination.
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To demonstrate the structural changes occurring in BTO below the interface one
can use the intralayer cation–oxygen displacements along [001], which visualize the de-
polarization effect. These ∆z’s were calculated as the average z-coordinate separation
between the Ti/Ba cations and oxygen atoms. In bulk BTO for its optimized tetrag-
onal elongation c/a = 1.013, ∆Ti−O = 0.13 Å and ∆Ba−O = 0.10 Å. At the interfaces,
for P↑ the relaxed ∆z are reduced, especially, in the TiS case, but for the opposite
polarization their ∆z are almost the same as in the bulk (Fig. 5.2). The SL model
shows similar trends. Moreover, when the initial BTO displacements are forced to be
zero (P = 0), the relaxation results in notably distinct and negative ∆z within the
first two u.c. near the interface. Such behavior might be related to intrinsic features of
the 2DEG system. For instance, the paraelectric STO side of LaAlO3/SrTiO3 behaves
similarly. For P = 0 in BTO/SrTcO3, the relaxed interfacial O ions which belong for-
mally to cubic BTO are pulled away by Tc that introduces further displacements near
the interface. When the BTO side is polar, this environmental mechanism enhances
the displacements that correspond to the P↓ polarization and suppresses those that
appear for the P↑ polarization pattern.
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Figure 5.2: The relaxed layer-resolved ionic displace-
ments ∆z are shown for each monolayer of BTO and
SrTcO3 for the three P states: P↓, P = 0 and P↑. The
topmost BTO layer near the TiS (BT) interface is shown
by a dashed line and labeled as TiS–1 (BT–1).

Regarding the tilting pattern of
SrTcO3, all relaxed O octahedra
seen near the interfaces and free
surface, tend to be less rotated
compared to the bulk material. It
should be noted here that each
TcO2 layer of the supercell contains
two Tc and, accordingly, there are
two pairs of altered Tc–O–Tc an-
gles, Θ. In bulk SrTcO3, all Θ val-
ues are the same: Θ =167.4°. How-
ever, near the interface and surface
the altered-angle values of each pair become slightly different and, for that reason,
the average 〈Θ〉 is used in Fig. 5.3 to characterize the tilting degree. For the surface
SrTcO3(001), the illustration and details are given in [151]. In general, among the
four Θs there are two types that differ from each other, and this is due to BTO which
breaks the Pnma symmetry of SrTcO3, so that the alternating tilting angles are de-
formed differently near the interface. For the TiS termination, (i) the tilting variation
is not sensitive to the polarization reversal, and (ii) the interfacial 〈Θ〉 is increased by
almost 9° over the bulk value and, then, outward the interface 〈Θ〉 quickly approaches
its bulk value. For another interface (BT), the interfacial tilting is significantly sup-
pressed (Θ→180°) while the polarization reversal of BTO yields a minor effect. Such
tilting variations were reproduced using the superlattice and, hence, both structural
models suggest that the tilting flattens within a couple of unit cells near the interface.
The bond flattening near the SrTcO3(001) surface was discussed in [151] as well. The
Tc layers, which are distant from both the interface and surface, are characterized by
the uniform distribution of their tilting angles whose values are close to that of bulk
SrTcO3 [33].

As noted before, the structural changes may affect the exchange interactions and
magnetic ordering near the SrTcO3 interface. The relation between structure and
magnetism has been recently discussed for the 4d ATcO3 family [163, 171]. Our results
also show that the magnetic moments of the AFM-ordered Tc cations can be tuned
near the interface by the BTO polarization reversal, although the overall magnetic
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Figure 5.3: The Tc–O–Tc tilting angles, 〈Θ〉, cal-
culated for each of the three P states and plotted
vs the layer position outward the interface. The
angle in bulk SrTcO3, Θ =167.4°, is indicated by
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Figure 5.4: The layer-resolved magnetic mo-
ments of Tc calculated for the three P states,
which are presented for each layer by the left
(red), middle (green) and right (blue) bars.

symmetry appears to be robust. This issue is discussed below.
As an illustration of the magnetic properties of the studied BaTiO3/SrTcO3 system,

the distribution of the Tc magnetic moments mTc in the subsequent TcO2 layers near
the TiS and BT interfaces is plotted in Fig. 5.4 for the three different polarizations of
the BTO side. In all cases, the energetically favorable AFM ordering has the G-type,
with antiparallel alignment of the nearest Tc neighbors. In general, the 10%-reduction
of the Tc magnetic moments was obtained within few unit cells of SrTcO3. These
magnetic moment changes, which depend on the interface termination and P -state
of BTO, can be viewed as the result of the interfacial magnetoelectric coupling. For
P = 0, the relations between the Tc moments and tilting angles, which are shown in
Fig. 5.3, can be formulated as follows: the larger the angle the smaller the moment is.
This behavior seen also near the (001) surface of SrTcO3 is typical for superexchange
interaction since the magnitude of the Tc-moment decreases with increasing Tc-O-Tc
angle.

Regarding the magnetic moment induced on Ti near the interfaces, this appears
due to orbital hybridization with nearest (interfacial) oxygen along [00z], whose nearest
neighbour is Tc along the same chain of atoms: Ti–O–Tc. The Ti moment varies
between 0.004 and 0.014 µB while the O magnetic moment is larger and varies between
0.02 and 0.08 µB depending on the interface composition and polarization of BTO. The
two Ti atoms within the same layer are ordered antiferromagnetically to each other
and ferromagnetically to both the nearest O and Tc partner along [001]. It should be
also noted that the AFM ordering of ScTcO3 induces the alteration of positively and
negatively oriented moments within the interfacial Ti–O–Tc chains. When the BTO
polarization changes, the magnetic moments of each chain change their values but
the total magnetic moment calculated per magnetic supercell is close to zero, varying
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Figure 5.5: The total DOS, computed for each ABO3 unit cell outward the BT (TiS) interface
and labeled as BT (TiS+1), BT+2 (TiS+3) etc., are shown in the left (right) panels. The lower
panels represent the topmost unit cell of the BTO substrate, whereas the upper panels correspond
to the topmost SrTcO3 cell near the (001) surface. For each P -state, the site- and orbital-projected
contributions were accumulated from the two spin channels. The electronic 4d states of Tc were
calculated within the GGA+U , and the DOS plotted correspond to U = 0 (shaded area) and U=0.5 eV
(solid line).

within
∑
mi < 10−2 µB. Thus, the magnetoelectric coupling coefficient, α, estimated

for the AFM unit-cell interface area is relatively small.
On the other hand, the change of the total moment, ∆M , becomes valuable when

the BTO unit-cell surface area is considered, which includes a single Ti–O–Tc chain
perpendicular to the interface. Hence, α = ∆M/(Ec·A) > 0, where A is the surface
area of BTO and coercive field Ec ∼ 10 kV/cm. For the BT interface, the largest
|∆M | of 0.12 µB is obtained between the P↑-poled and paraelectric BTO, whereas for
the TiS interface its largest |∆M | = 0.05 µB corresponds to the switching from P↓ to
P = 0. The corresponding α varies in the range (1.8 − 4.0) · 10−10Gcm2/V which is
comparable to the values reported for the prototype multiferroic Fe/BaTiO3 [60]. In
the case of BTO/SrTcO3, it should be kept in mind that each two atomic chains couple
antiferromagnetically so that their contributions to the total ME effect almost cancel
each other.

In the case of BTO/SrTcO3, one should realize that robust manipulation with
the BTO polarization is not obvious. Although the dielectric properties of SrTcO3

have not been reported so far, ab initio calculation anticipates that the band gap is
significantly smaller [151] than that of BTO. For that reason it is not clear how the
coercive field of BTO affects the insulating state of SrTcO3. This issue goes beyond
the scope of our theoretical work. Nevertheless, there always is an option to change the
BTO polarization, namely, by heating the system above its FE critical temperature
of 390 K when BTO becomes paraelectric (P = 0) while SrTcO3 remains strongly
antiferromagnetic until 1000 K. Thus, the case of P = 0 becomes also important when
the electronic properties and 2DEG are discussed.

To clarify the 2DEG effect at the BTO/SrTcO3 interface, I discuss further the
site-projected densities of states (DOS) as well as the layer-resolved DOS for each ter-
mination and for each polarization state of BTO. Each layer of the supercell contains
two formula units of ABO3. Since the magnetic order within each layer is antiferro-
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magnetic, the spin contributions were summed up. It appears that the DOS, n(E),
near the Fermi level (EF ) is dominated by the Tc 4d states hybridized with the p states
of oxygen atoms. This is similar to bulk SrTcO3 [151] but, in our case, some of these
oxygen atoms are interfacial and belong to BTO. As a result, n(E) of BTO/SrTcO3

shows rather unusual features.
For the P↓-state of BTO and for both interfaces (TiS and BT), there is a non-

vanishing density of states at the Fermi level, and the latter crosses the top of the
valence band as shown in Fig. 5.5. Therefore, the system is not insulating and it
should be similar to a p-doped semiconductor where holes dominate as charge carriers.
Switching of the polarization to P↑ shifts EF towards the bottom of the conduction
band. Those Tc 4d orbitals which were unoccupied in the bulk material are filled now,
and the n-type charge carriers appear in the system. For the TiS interface and P↑, the
population of the conduction band is smaller compared to the BT termination. Inter-
estingly, the metalization is confined within several atomic layers near the interface,
including the topmost BTO layer whose ions form chemically strong bonds with inter-
facial ions of SrTcO3. These bonds show a significant degree of covalency depending
on the P state of BTO.
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Figure 5.6: The charge induced into the band gap by
polar BTO and accumulated near the BT (TiS) interface
of BTO/SrTcO3. For each complete unit cell of BTO
and SrTcO3 the DOS tails which occur in the band gap
were integrated, and the results are plotted in the upper
panels for each P-state of BTO and for two U : U = 0
(solid line) and U=0.5 eV (dashed line). In the lower
panels, the total band-gap charge summed over all layers
is plotted as a function of the U parameter.

In view of these results, one can
conclude that the character of the
2DEG carriers is changed from elec-
trons to holes upon the P reversal.
The estimated charge, qi, which is in-
duced into the band gap due to po-
lar BTO and which is accommodated
in each complete unit cell i of BTO
and SrTcO3 near the interfaces, is
plotted in Fig. 5.6. The DOS tails
seen the band gap in Fig. 5.5 were
intergrated for each i and P within
the gap to the Fermi level. Although
one deals with electrons in all cases,
one can formally assign qi as nega-
tive (n-type carriers) when the DOS
tail comes into the gap from the con-
duction band and, vice versa, qi > 0
(hole carriers) when the DOS tail
comes from the valence band. The
corresponding results plotted in the
upper panels of Fig. 5.6 show that

the thickness of the region where |qi| > 0 is confined within the 2–3 unit cells near
the interface. For the interfacial cell, |qi| is maximal and then the charge gradually
decreases outward the interface. In the case of P↓, one finds the hole carries which are
mostly localized within the SrTcO3 interfacial region. The P↑ state switches the charge
character to electrons while their localization region is shifted towards the BTO side
that is seen as the increase of |qi| in the topmost BTO layers. Interestingly, the paraelec-
tric state of BTO results in marginal charges for both terminations of BTO/SrTcO3.
Thus, the 2DEG effect appears mainly due to the ferroelectricity of BTO. However,
the role of the modest gap width of SrTcO3 needs further clarification.

The electric field penetrates from BTO into the SrTcO3 side and this penetration
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can be traced by analyzing the electrostatic potential energy profile −eV (z) (e > 0),
calculated along [001] (z axis), as shown in Fig. 5.7. The profile was obtained from
the Kohn-Sham effective potential by averaging the VASP outputs over the xy plane
within the supercell. The points of the potential profile along [001], which are plotted
in Fig. 5.7 across the BTO/SrTcO3 slab, correspond to the layers BaO or SrO. These
results were modeled for dually polar and paraelectric BTO. The plotted potentials
were calculated within the Hubbard parametrization, namely, U = 1.5 eV.
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Figure 5.7: The electrostatic potential profile
along [001], which was calculated for the BT-
terminated interface of BTO/SrTcO3. Each point
plotted corresponds to the BaO or SrO layers while
the interface is shown by the vertical dashed line.
Dually polar and paraelectric BTO were modeled.
The negative charge of electrons was included.

Let us analyze the potential features.
For any polar BTO side, its potential pro-
file shows a remarkable slope, the sign of
which changes upon the P reversal, as ex-
pected from electrostatics. Near the in-
terface, the picture becomes complicated,
since the depolarizing field ~Edepol acts
against the intrinsic polarization of BTO.
In the paraelectric case (P = 0), there is
a small slope of the potential, which per-
sists in the two interfacial BTO cells due
to the structural displacements discussed
above. For the deeper layers of paraelec-
tric BTO the slope is zero. The first two
cells of SrTcO3 near the interface also ex-
hibit the structural displacements seen in
Fig. 5.2 and, therefore, the polarization
is locally induced even if the BTO side is
paraelectric. The corresponding features of the potential are shown in Fig. 5.7.

The continuity condition for ~D is fulfilled at the interface, so that ~D1 = ~Edepol in

BTO and ~D2 = 4π ~Pind in SrTcO3 are equal to each other at the boundary. The results
shown in Fig. 5.7 indicate that the local potential in SrTcO3 is flat far away from the
interface. In the case of P↓, i.e. when the hole carriers were induced into SrTcO3,
the potential slope in BTO is positive and, as a result, the potential adjustment goes
smoothly. For P = 0, the “artificial” slope near the interface, from its BTO side, is
modestly negative that results in a potential shift in the first layer of SrTcO3 and,
outwards the interface, the SrTcO3 potential rapidly approaches its bulk value. In the
case of P↑, the interface shift of the potential is about 1 eV. As a result, the electric field
of BTO penetrates deeply into the SrTcO3 side and few unit cells more are needed to
screen the field and flatten the potential profile. The shift seen in the potential profile
at the interface is not so dramatic compared to the free surface. It should be noted that
near each surface of the composite film the potential profile exhibits polar discontinuity
widely discussed in the literature, whereas in vacuum V → 0 after the dipole correction.

Paraelectric BTO provides an extra option. For P = 0, there is no field which needs
to be screened. Indeed, the DOS calculated for the two terminations (Fig. 5.5) show
that the interface is robustly insulating. However, there are only some marginal and
spatially extended charges seen in Fig. 5.6, which appear after structural relaxations.
When the 4d orbitals of Tc were treated as strongly correlated the insulating behavior
of the multiferroic system enhances, since the band gap of SrTcO3 widens. In practice,
the paraelectric state of BTO can be obtained by heating the system above the TC
of BTO and keeping the temperature below the Néel temperature of SrTcO3. This
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suggests another scenario of thermally switchable 2DEG in BTO/SrTcO3, which differs
from that of the P reversal in BTO. The polarization reversal switches the 2DEG charge
carries from electrons to holes. In contrast, the 2DEG can be switched thermally on
and off.
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Figure 5.8: The quasi-two-dimensional band
structure calculated for the BT and TiS interfaces
and two polarizations P↓ (left panels) and P↑ (right
panels) using GGA+U with U=0.5 eV. The disper-

sion curves En(~k||) that contribute to the DOS at
E = EF are plotted along the Γ̄-X̄ in-plane direc-
tion of the 2D Brillouin zone. The bands En(~k||)
with a significant partial charge of the Tc 4d spin-
up (for P↓) or spin-down (for P↑) states are pre-
sented using the colored curves where the red color
corresponds to the largest partial charge.

Using the SwV geometry, one should
pay attention to the properties of the free
surfaces involved. In the chosen model,
I assumed that both oxides are grown
in complete unit cells. It means that
the supercell, which mimics the BT (TiS)
interface, has the SrO (TcO2) termina-
tion of SrTcO3(001) and TiO2 (BaO)
termination of BTO(001). Regarding
SrTcO3(001), its SrO-termination ap-
pears to be insulating, whereas the TcO2-
terminated free surface is metallic due to
the dangling Tc-O bonds. By inspecting
layer-by-layer DOS one can determine the
electronic states of BTO/SrTcO3(001)
outward the surfaces and interfaces. This
shows that the discussed 2DEG is spa-
tially localized and the chosen supercell
was thick enough to simulate the iso-
lated interface. Simulations of the free-
standing SrTcO3(001) surface demon-
strate that the metallic character is in-
trinsic for the TcO2 termination, whereas

the insulating SrO termination is energetically favorable that resembles in general the
bulk properties. In this context, the geometry suggested for the BT interface, with
its SrO-surface might be preferable for further experimental studies and applications.
Concerning the BTO termination within the SwV model of the BT interface, it is in-
sulating in our calculations for P = 0 and P↑ and metallic for P↓. Nevertheless, in the
latter case, the second BTO unit cell outward the surface was insulating that allows
to keep the key properties of BTO.

To get a better insight into the band structure of BTO/SrTcO3(001) and to show
how the electronic states depend on the BTO polarization, I plot in Fig. 5.8 the disper-
sion curves, E(~k||), as a function of the in-plane ~k||-vector along the Γ̄-X̄ direction in
the quasi-two-dimensional Brillouin zone1. Here, the analysis of the Tc-projected con-
tributions of each 4d orbital shows that the spin majority dxz/dyz and dx2−y2 orbitals
of Tc (the majority and minority channels were defined in accordance with the sign of
the local magnetic moment) are responsible for the hole character of the 2DEG both at
the TiS and the BT interfaces calculated for the P↓-state of BTO. This is in accordance
with the mechanism proposed to explain the formation of 2DEG. In bulk SrTcO3, the
top of the valence band is formed by the strongly spin-polarized (> 90%) 4d states of
Tc hybridized with the ligand p states. In BTO/SrTcO3, the P↓-poled BTO induces
positively charged holes in the interface layers of SrTcO3 (Fig. 5.8). After switching to

1For the preparation of these figures, the PyProcar code provided by Francisco Muñoz was used
(for details, refer to http://sourceforge.net/projects/pyprocar).
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Figure 5.9: The layer-resolved energy positions of the top valence and bottom conduction bands
with respect to EF = 0 that are calculated for the three BTO polarizations and differently terminated
BTO/SrTcO3 heterostructures. The hole (electron) charge carriers induced in the band gap are shown
by red (blue) shaded area. The interface between the two oxides is marked by the vertical dashed
line. The asymptotic valence and conduction band edges far from the interface region are shown by
solid horizontal lines. The GGA+U results for U=1.5 eV are shown.

P↑, the induced charge carriers in SrTcO3 become negative (electrons) which obviously
populate the bottom of the conduction band which were formed in the bulk phase by
the spin minority dxz/dyz and dx2−y2 states. However, near the interface, the latter
are shifted away from E = EF towards higher energies, so that the only contribution
comes from the states whose symmetry is dxz/dyz. In all cases, the corresponding
Tc-projected bands crossing the Fermi level are relatively flat that might suggest the
importance of treating them within the limit of strong electronic correlations.

To summarize the discussion above, the robust 2DEG effect is anticipated at the
two differently terminated and atomically sharp BTO/SrTcO3 interfaces. The effect
might be controlled by the ferroelectric state of the BTO substrate. Based on the
presented findings, one may conclude that the electronic properties of the studied
interface are governed by the induced charge carriers whose sign changes upon the
polarization reversal in BTO. The suppression of polarization in BTO to its paraelectric
state destroys the 2DEG. The specific structural tilting and AFM ordering of modestly
insulating SrTcO3 support the 2DEG effect, although they play a minor role compared
to the polar BTO. The electronic properties of BTO/SrTcO3 may be understood in
terms of the bulk electronic states affected by the electric field of BTO, which leads to
the band alignment at the interface. In Fig. 5.9, one can see how the top valence band
and the bottom conduction band vary toward the interface for each termination. The
upward (downward) shift of the valence (conduction) band above (below) the Fermi
level, which is seen for P↓ (P↑), forms the charge carriers distributed predominantly
within the 1–2 interfacial cells of SrTcO3. In contrast to polar BTO its paraelectric
state prevents the charge transfer and indicates the insulating behavior of the system.
In case P = 0, one can also clearly see how the bands flatten away from the interface,
and the observed difference between the asymptotic valence band boundaries in both
materials is due to the different average electrostatic potentials in BTO and SrTcO3.
The ratio between this potential step ∆V and the band gaps of both materials is one
of the main factors for the emergence of the 2DEG behavior. In the studied system,
as seen from the middle panels in Fig. 5.9, these three quantities (band gaps in BTO
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Figure 5.10: The DOS curves of the first (fifth) SrTcO3 cell from the polar BT interface are plotted
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of U = 0.5 eV and U = 1.5 eV are shown by the solid and dashed lines, respectively.

and SrTcO3, and the potential step ∆V ) are comparable to each other. Nevertheless,
the detailed picture of the 2DEG should account for the electronic orbital symmetry,
spin population and correlation effects for all interfacial species.

In our study of bulk SrTcO3 within the GGA+U parametrization, it has been
pointed out that a relatively small U parameter is needed to improve the calculated
magnetic properties, in particular, the local moments and Néel temperature [151]. In
this work, I analyzed the influence of electronic correlations on the 2DEG of BTO/SrTcO3.
Within the GGA+U scheme applied on the 4d states of Tc the value of the U parameter
was varied between 0.5 eV and 3 eV. Comparison of the calculated DOS with that of
U = 0 (Fig. 5.10) can reveal how the degree of electronic correlations affects the whole
band structure and d-states of Tc. The main effect of U is the band gap widening.
This is similar to what was found previously for bulk SrTcO3.[151] The gap widening
is clearly seen in the layer-resolved DOS. For instance, the DOS corresponding to the
fifth SrTcO3 unit cell from the interface looks like the bulk material. With increasing
U up to 3 eV, the band gap increases by almost a factor of three compared to U = 0.
This agrees well with the bulk calculation where the gap value increases from 0.7 eV
for U = 0 to 1.8 eV for U=3 eV.

The total charge qtot accumulated at the interface (Fig. 5.6) is more sensitive to
the U variation for the TiS termination than for the BT interface. The number of
holes (qtot > 0) near the TiS interface, which are induced by P↓, decreases by about
0.2 electron with increasing U between U = 0 and 3 eV while for the BT interface
its qtot is stable and remains above 0.5 electron upon the U variations. Regarding
the electron carriers, induced by P↑ and shown as qtot < 0 in Fig. 5.6, this number
(which never exceeds 0.3 electron at U = 0) decreases gradually when the U parameter
increases. However, for the BT interface, the number of induced electrons is about two
times larger as compared to the TiS interface. Variation of U parameter in the range
0 ≤ U ≤ 3, far above its optimal value for SrTcO3, reveals that the 2DEG is robust
against the degree of electronic correlations for both interfaces, whereas the ~P reversal
changes the carrier character from electrons to holes. As mentioned above, for the P↑-
state of BTO, the electron-type 2DEG is spatially shifted towards the BTO side. This
shift becomes more pronounced for the larger U and, therefore, the 2DEG is mostly
localized within the interfacial BTO cell. Regarding the paraelectric state of BTO, for
which the interface seems to be insulating, strong electronic correlations enhance the
insulating properties since the larger U , the larger the gap of the SrTcO3 side.

The tilting of the Tc-O-Tc bonds in bulk SrTcO3 is a key structural feature for
its antiferromagnetism. To estimate the total induced charge qtot at BTO/SrTcO3, I
used the magnetic surface-cell area. After relaxation, the two pairs of tilted angles are
not identical near the interface depending on the polarization and, hence, the type of
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carriers transferred from BTO. It seems that these flexible bond lengths and angles
may support the accumulation of extra charge near the interface. The induced charge
was redistributed between several interfacial cations, oxygen atoms and interstitials of
SrTcO3 along the chemical bonds. Unfortunately, the charge variations projected on
each site are too small to make accurately the corresponding charge analysis.

To conclude this part, I presented the ab initio calculation of the structural, mag-
netic and electronic properties of differently terminated interfaces between a typical
ferroelectric BaTiO3 and strongly antiferromagnetic perovskite SrTcO3. The spin-
polarized DOS projected on the interfacial species were calculated in response to the
polarization state of BTO. The most important effect of polar BTO is the formation of
a 2DEG where the character of charge carriers can be switched from the p- to n-type by
the polarization reversal. The dominant mechanism of the 2DEG effect is electron/hole
charge transfer induced from dually polar BTO into a Slater insulator SrTcO3, where
charge carries are accumulated within a few atomic layers near the interface. When
BTO is paraelectric the 2DEG disappears. There is another important factor needed
to create the 2DEG conditions: a modest band-gap width of SrTcO3 (less than 1.5 eV)
which allows the band bending effects to induce a shift of electronic states that is suf-
ficient for the emergence of the 2DEG. It might happen that, for abnormally large gap
in SrTcO3, one of the two interface terminations would become completely insulating
while, for another one, the 2DEG may be still conserved only for P↓.

The tilting of oxygen octahedra and related AFM ordering in SrTcO3, which sup-
port the insulating bulk properties, might also contribute to the 2DEG effect. The
charge induced from polar BTO is redistributed between several interfacial cations,
oxygen atoms and interstitials of SrTcO3 along the chemical bonds. Here, the tilting
angles and the bond lengths seem rather flexible to accommodate all excessive charges
of both characters. For the BaO/TcO2 termination, because of its interfacial Tc and
flexible tilting, one can anticipate that the 2DEG effect is more pronounced and stable
with respect to the model variations, such as the film thickness and degree of elec-
tronic correlations. This opens an opportunity to control the transport properties of
BaTiO3/SrTcO3 either by switching the polarization state of BTO or, alternatively
by heating the system above the FE transition temperature to the paraelectric state
which suppresses the 2DEG.

It should be noted that both oxides studied here are assumed to grow in com-
plete unit cells. Since the surface termination and interfacial composition are corre-
lated, then, using some appropriate bottom termination of the substrate, the target
BaO/TcO2 termination and, hence, the 2DEG can be designed. So far, the 2DEG
effect was reported for the TiO2/LaO termination of LaAlO3/SrTiO3 [12], which is
formed by a paraelectric and paramagnet and which is not externally switchable. The
results of this work suggest that the robustly controlled 2DEG may appear at the
BTO/SrTcO3 interface. The anticipated 2DEG is localized within the few-nm-thick
layer. Since the 2DEG effect is ferroelectrically driven, it can be (i) switched off com-
pletely by heating or (ii) adjusted from the hole-type carriers to electrons by the P
reversal of BTO. These findings offer further promising applications in spintronics and
oxide-based nanoelectronics.
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5.2 ME coupling in Co/PZT (001)

Figure 5.11: Change of the TMR mag-
nitude under the ferroelectric switching
in the multiferroic Fe/BTO/LSMO tun-
nel junction (reproduced from [133]).

Multiferroic tunnel junctions (MFTJ) with fer-
roelectric barriers offer the possibility of tuning
the spin-dependent electronic transport by an ex-
ternal electric field, which, in the presence of
a strong interfacial magnetoelectricity, fabricates
the so-called four-state memory device. For ex-
ample, recently studied Fe/BTO/LSMO tunnel
junction [133] demonstrates a negative tunnel-
ing magnetoresistance effect which can be con-
trolled by the electric polarization of the BTO
barrier (Fig. 5.11). Similar effect was later ob-
served in LSMO/PZT/Co tunnel junction [11]
where the sign of the TMR effect can be robustly
switched by the polarization reversal in the fer-
roelectric PZT barrier which has a composition

PbZr0.2Ti0.8O3 (Fig. 5.12). In both cases, the observed phenomenon is attributed to
the change of the spin polarization of the tunneling electrons due to the strong interfa-
cial ME coupling effect at the interface between the oxide barrier and the simple metal.
In case of LSMO/PZT/Co, another interface between La(Sr)MnO3 (LSMO) and PZT,
as the authors suggested [11], may not contribute too much to the effect.

Figure 5.12: Change of the TMR sign
under the ferroelectric switching in the
multiferroic LSMO/PZT/Co tunnel junc-
tion (reproduced from [11]).

Theoretical studies of the Co/PZT interface
from first principles were not reported so far. It
would be worthwhile to investigate the role of
the Zr impurities in PZT on the interfacial bond-
ing and the magnetoelectric coupling anticipated
for this multiferroic system. In this work, both
[001]-oriented Co/PZT and Co/PTO (PbTiO3)
interfaces were computed using ab initio meth-
ods, focusing on the electronic mechanism of the
interfacial magnetoelectric coupling (MEC) and
its role in the spin-dependent transport proper-
ties of related tunnel junctions.

Experimentally, the SrTiO3 (001) (STO) sub-
strate was used to grow epitaxially the multi-
ferroic LSMO/PZT/Co structures [11]. Since the in-plane STO lattice parameter
(3.898 Å) is very close to that of bulk PTO (3.892 Å), a=3.892 Å was fixed for all
supercells, keeping c/a = 1.071 within the ferroelectric side before relaxation. This con-
figuration may simulate epitaxial growth on the STO substrate, as performed in [11].
Thus, the starting intralayer displacements between the cations and anions of PTO
were optimized as 0.45 Å and 0.33 Å for the PbO- and TiO2-layer, respectively. This
is in reasonable agreement with experiment. The Co/PTO (001) interface was simu-
lated by supercells which contain 5 u.c. of PTO stacked along [001] and a different
number, n, of cobalt layers, as shown in Fig. 5.13. Additionally the effect of Au-capping
was simulated by adding 2 Au layers above the Con=5 structure that allows to exclude
the effect from the ferromagnetic Co surface. Each Co/Au layer contains two atoms
per unit cell surface area of PTO. Vacuum of about 15 Å added above the metallic
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layers is sufficiently large to eliminate any interactions between the periodic images of
the supercell along the [001] axis.

Figure 5.13: The side view of
the (Co2)n/(PbTiO3)5 (a,b) and
(Au2)m/(Co2)n/(PbTiO3)5 (c) supercells,
where n and m denote the number of cobalt
and gold layers, respectively. The interfacial
TiO2-layer that terminates PTO is labeled IF,
whereas the Co layers outward the interface
are labeled IF+1, IF+2 and so on. The
polarization of PTO, P↓, is shown by the
horizontal arrow.

The atomic positions of the first three
PTO unit cells next to the interface were
fixed during the relaxation to conserve the
chosen electric polarization state, whereas all
atoms of the two PTO unit cells near the
interface were allowed to relax (for details,
refer to [51]). To mimic the polarization re-
versal, the procedure described in [50] was
applied. That allows to compute and com-
pare the two cases of polarization in PTO: P↓
and P↑, where the cations and anions of each
atomic layer were displaced along [001] in ac-
cordance with the polarization state. For the
polarization state P↓, for instance, all oxy-
gens are placed above the cations in each
monolayer, as shown in Fig. 5.13, and vice
versa. Regarding the Co side, the positions
of all metal atoms in the supercell were fully
optimized along the z axis. After that, one
can compare the structural changes near the

interface for each polarization state. The most important issue is, however, the varia-
tion of the the electronic states and magnetic properties of the Co/PTO system upon
the polarization reversal.

∆
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(Å

)

x

Pb-O

∆
z
(Å
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Figure 5.14: Relaxed ionic dis-
placements ∆z in PbZrxTi1−xO3

calculated for x = 0, 1/8 and 1/4.
Solid line corresponds to the ∆z av-
erage. The variation range of ∆z in
the supercell is marked by vertical
bars.

The crystal structure of the Co film in the cho-
sen model needs special attention. Each interfacial
Co atom is relaxed above the oxygen ion, which be-
longs to the TiO2 termination of PTO, as Pantel et
al. [11] suggested. Surface X-ray diffraction stud-
ies of thin BaTiO3 (BTO) films [47, 48] grown on
Fe(001) also show that the interface bonding is me-
diated between the O atoms atop the Fe atoms. These
experimental findings, confirm all previous ab initio
studies for the energetically favorable termination of
Fe/BTO [50, 58, 60, 61, 64, 65], Co/STO [172] and
Co/BTO [173]. For thin Co films on PTO (001), the
atomic arrangements of Co formally mimic the face
centered tetragonally distorted structure, with the in-
plane lattice parameter of 3.892 Å that corresponds
to the in-plane Co–Co distance of 2.75 Å. In the bulk
hcp-Co, the nearest Co atoms are separated by 2.51 Å.
However, experimental studies on the epitaxial cobalt
films with the fcc structure give 2.82 Å for the lattice constant, and, therefore, the
epitaxial Co film is subject to in-plane compressive strain of approximately 2.5%.

Before studying the Co/PZT interface, Zr-doped bulk PbZrxTi1−xO3 (PZT) was
simulated within the supercell approach. The structure and ferroelectricity of bulk
PZT critically depend on the Zr/Ti composition. Below the concentration x < 0.52, it
adopts tetragonally distorted perovskite structure, with the spontaneous polarization
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of (50 − 60)µC/cm2 oriented along [001] [174]. In this work, the two compositions
x = 1/8 and x = 1/4 were modelled using the (2 × 2 × 2) perovskite supercell, which
contains 8 unit cells of PTO. The experimental lattice parameters were used. For
x = 1/8, one of the Ti cations was replaced by Zr and the positions of all atoms were
completely relaxed. For x = 1/4, there are five possibilities to distribute two Zr atoms
across the eight B sites. Each case was inspected after relaxation. The ferroelectric
displacements, ∆z, are important in this context, while the presence of Zr changes
them locally. In particular, for a single Zr impurity in the supercell the relaxed ∆z
is enhanced for the nearest Ti cations, whereas it becomes slightly diminished for the
next nearest Pb cations. In general, the Zr doping leads to variations of ∆z across
the supercell. The larger x, the stronger vary the ∆z, as shown in Fig. 5.14. For the
two Zr dopants (x = 1/4), after the configurational average it was found that the ∆z
displacements for the B cations were not changed significantly, while for the A cations
the corresponding ∆z were moderately decreased.
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Figure 5.15: The intralayer cation-anion
displacements along [001], ∆z(Pb−O) and
∆z(Ti−O), calculated for the PTO side of the in-
terface, are shown in the left panel for the electric
polarization directions P↑ and P↓. The interlayer
distances in the Co film for the P↓-state and its
variations ∆di,i+1 upon the polarization reversal
are plotted in the right panel for varied number of
cobalt monolayers. The case of the two-ML-thick
Au-capped Co/PTO is shown as well.

The Co/PZT (001) interface was sim-
ulated with two different models. The
first model corresponds to a digital ZrO
monolayer, whose position near the inter-
face was varied using the supercell shown
in Fig. 5.13c. When ZrO2 terminates
PTO(001), it corresponds to the compo-
sition 2×Au2/5×Co2/ZrO2/PbO/TiO2 ...
Another type of structure can be obtained
by replacing the third PTO layer from the
interface by a ZrO2 monolayer. Obviously,
the Zr dopant forms in this case a periodi-
cally repeated plane of ZrO2 perpendicular
to the growth direction.

For the second model of Co/PZT (001),
I started from a (2×2×2) bulk perovskite
supercell. It contains 4 u.c. of perovskite
in the x − y-plane and allows to simulate
the Zr0.25Ti0.75O2 composition in the top-

most BO2 layer of PZT that is put in contact with the cobalt film. This effective
doping can be achieved by replacing randomly one of every four titanium cations by
a Zr impurity. Thus, one can mimic the effect of substitutional disorder on the ferroic
and structural properties of Co/PZT (001). The topmost 1 u.c.-thick PZT oxide layer
and all 7 metal layers, each consisting of 8 atoms, were fully relaxed.

As the first step, the structure of the Zr-doped Co/PZT interface was studied after
atomic relaxation and compared to that of the undoped Co/PTO.

The intralayer ionic displacements in the PbO- and Ti(Zr)O2-layers along [001]
can characterize the local ferroelectric properties. Near the Co/PTO interface in the

polarization state P↓, i.e. for ~P pointing away from the Co film, the cation–oxygen
displacements were increased after relaxation (especially, for the second PbO layer IF-
1) as compared to the bulk displacements. This is shown in the lower left panel of
Fig. 5.15. However, the same system in the polarization state P↑ shows a noticeable
local suppression of ferroelectric displacements for the interfacial TiO2 layer IF, as
shown in the upper left panel of Fig. 5.15. It should be noted that the state P↓ is
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energetically favorable by 1.2 eV per supercell which is shown in Fig. 5.13 (c). The
energy disbalance between the two polarizations is qualitatively similar to the case of
the TiO2 terminated free PTO(001) surface discussed previously in [50]. The perovskite
surface prefers the atomic arrangement with oxygen ions placed slightly above the
larger in size cations to form a flat charge isosurface. Thus, for the Co/PTO interface,
its structural features appear rather different from the PTO (001) surface. Obviously,
the interfacial Co-O bonds and related charge screening from the multiple cobalt layers
introduce all structural changes, which are plotted in Fig. 5.15 and which, in general,
were not expected from the ferroelectric surface consideration.
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Figure 5.16: The intralayer displacements
∆z(Pb−O) and ∆z(Ti− O) in the ferroelec-
tric PbZr0.2Ti0.8O3 side calculated for two
polarizations P↓ (left panel) and P↑ (right
panel). The two different positions of the
Zr impurity in PZT are shown in comparison
with the pure Co/PTO interface.

For the Co/PZT interface, with the struc-
ture of a digital alloy, i.e. when Zr substi-
tutes all Ti in the layer IF or IF-2, the relaxed
displacements ∆z were enhanced locally al-
most by factor of 2 on the sites occupied by
Zr atoms even for the energetically unfavor-
able polarization state (Fig. 5.16). These re-
sults were supported by the calculations for
the 2× 2 in-plane supercell which mimics the
25%-Zr composition in each TiO2 layer. In
this case and for layer IF, the correspond-
ing ∆z increases locally by ∼56%. Such be-
haviour has been already expected from the
simulations of the bulk alloy PbZrxTi1−xO3.

The electronic properties of multiferroics
strongly depend on the interfacial bond
length, which, in our case, are the interatomic
distances between Co and oxygen. For pure
Co/PTO, the corresponding distance, d(Co-

O), depends on ~P and increases from 1.90 Å
to 1.98 Å upon switching, as shown in Table II. The variation of the Co–O bond length
affects the orbital hybridization changing, therefore, the interplay between ionic char-
acter and covalency. When the Zr impurity is placed at the interface the ~P -dependent
effect is enhanced. For the latter case, a remarkable change of the Co–O distance upon
the polarization reversal is obtained within the digital alloy model: the bond length
changes from 1.91 Å to 2.98 Å, i.e. by more than 1 Å. This remarkable structural
effect of doping is directly related to the large ionic radius of the Zr cation compared
to that of Ti. The inherent feature of Zr-based oxide, namely, large ionic displacements
in the ZrO-planes, together with the polarization reversal brings the interface oxygen
atoms away from the Co cations for the P↑–state. The interface bonding is mediated,
therefore, only through the Co-Zr pairs. On the other hand, the Zr digital doping
in the third perovskite layer, IF-2, changes the interfacial bond length insignificantly.
This implies the localized character of the effect. The predicted structural features
should play an important role for the fabricated composite multiferroics, where the Zr
impurities are randomly distributed across the PZT interface.

Using the 2 × 2 in-plane supercell, I simulated also the 25%-Zr concentration at
the interface, which mimics the experimental composition [11]. After relaxation both
interfaces Co/PTO and Co/PZT possess some degree of roughness seen as variation
of their Co–O distances in Fig. 5.17. Whereas the roughness of the Co/PTO interface
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Table II. Interatomic distance d(Co-O) and en-

ergy difference ∆E = E(P↑) − E(P↓) of the

Co/PTO and Co/PZT interfaces, calculated within

the digital alloy model. For Co/PZT, the two dif-

ferent Zr positions are labeled by IF and IF-2 that

corresponds to the interface and third PZT layer,

respectively.

Co/PTO Co/PZT Co/PZT

(IF-2) IF

d
P↓

Co−O (Å) 1.897 1.890 1.913

d
P↑

Co−O (Å) 1.980 2.003 2.981

∆E (eV/u.c.) 1.21 1.30 2.08
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Figure 5.17: The Co–O distances for
Co/PTO and also for 25% Zr(Hf) doped
Co/PZT (Co/PHT) interfaces, modeled
within the (2 × 2) in-plane supercell. The
average values 〈d〉 are shown by points and
the spread of d is marked by vertical bars.
Changes of 〈d〉 due to polarization reversal
are additionally shown by dashed arrows.

varies within 5–6%, the presence of 25%-Zr leads to rather significant variations in
the Co–O bond length of up to 40–50% for the energetically less preferable P↑–state.
Doping with larger Hf cations, which are isovalent to Zr and Ti, was analyzed as well.
Surprisingly, the Co/PHT system with its larger species at the interface is much closer
structurally to the Co/PTO system than to Co/PZT. In all three systems studied here
with the use of extended supercells, the average Co–O bond length increases under
polarization reversal. The result is consistent with that of the digital alloy model.
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Figure 5.18: The Co–Co radial distribution
functions calculated for the Co/PTO and 25%-
doped Co/PZT interfaces in comparison with
that of bulk hcp-Co which presented as sharp
shaded peaks in the left panel.

There is another important issue concern-
ing the structure of the cobalt film. For
all studied structures, the distance between
atomic planes of cobalt (di,i+1) shows some
pronounced variations along the [001] direc-
tion. Near the interfaces the interlayer sep-
aration, d12, between the first two Co ML
is considerably less than the next interlayer
separation d23. For the case of Co/PTO this
is shown in the right panel of Fig. 5.15. For
5 Co ML (n = 5), the effect of the free cobalt
surface is observed as a remarkable contrac-

tion between the topmost atomic planes. The side effect from the surface on the inter-
face region was significantly weakened or even completely removed in our calculations
for n = 7 and for 5 Co ML capped by a Au bilayer.

For the (1 × 1) in-plane supercell with two cobalt atoms in each Co layer, mi-
nor changes of di,i+1 upon the polarization reversal are anticipated, depending on the
Zr(Hf) position beneath the interface. The more degrees of freedom the Co layers
had in the studied model, the more deviations were obtained. For instance, the use of
(2×2) supercell can already result in the Co structural reconstruction. The relaxed Co
layers are not only contracted along [001], as one would expect because of strain, they
also show rather noticeable in-plane displacements. This leads to a structure which
differs considerably from the tetragonally distorted fcc arrangement (Fig. 5.13).

To illustrate the structural differences caused by this reconstruction, I performed ab
initio molecular dynamics (MD) simulations, implemented in VASP, on the statically



CHAPTER 5. SELECTED RESULTS 78

relaxed (2×2) supercells. For the MD simulations, the Γ-point Brillouin-zone sampling
was used. To obtain adequate statistics for thermodynamic equilibrium, I ran the
simulations with a total duration of 1.5 ps and a time step of 1 fs at finite temperature
equal to 1 K. All metal atoms were allowed to move. The first 0.1-ps outputs were
excluded from the statistics. As the MD output, the radial distribution functions
(RDF) were computed to characterize the average Co-Co distance between nearest
neighbors (Fig. 5.18). The similarity of RDF seen in all simulations indicates that the
same type of structure in the cobalt film was obtained. Comparison of the main RDF
peak for the reconstructed cobalt film with that of bulk hcp Co shows that the average
nearest neighbor Co-Co distance in Co/PTO and Co/PZT nanostructures is close to
the bulk value 2.51 Å. One can conclude that the distorted hcp crystal structure is
stabilized in the epitaxially grown few-nm-thick Co film. However the c-axis direction
differs from [001]. Indeed, for all studied interfaces, the characteristic hcp-motive could
be identified which is inclined to the interface, as shown in Fig. 5.19 for the case of
Co/PTO (P↓-state). The estimated lattice parameters a and c/a of this hcp unit cell
are very close to the corresponding values for the bulk material, although the unit cell
itself is moderately distorted with respect to the ideal structure.

Figure 5.19: The formation of the Co-
hcp structural motive near the Co/PTO
(001) interface for the polarization P↓.

The “easy growing direction” for this hcp-
structure can be described by two angles: the
polar angle θ measured relative to [110] direction
and the azimuthal angle ϕ determined relative to
[100] in-plane axis. The absolute values of the so-
defined angles θ and ϕ are close to 45°. Within
the four-fold in-plane C4v symmetry of the metal-
lic layer, the orientation of the hcp-element and,
generally, the structure of the cobalt film are not
affected by Zr(Hf)-doping, nor by the polariza-
tion reversal. It would be worthwhile to study
the structure of thick cobalt films experimentally.

By inspecting the distribution of the calculated
magnetic moments in the Co film for the three
cases of Co/PTO shown in Fig. 5.20, one can see that for the supercell with n = 5
there is the surface effect, which is significantly weakened when n is increased. For
both polarization directions in PTO (P↓ and P↑), the Co film is strongly ferromagnetic.
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Figure 5.20: The distribution of the magnetic
moments in the Co film along [001] calculated for
the two polarizations P↓ (left panel) and P↑ (right
panel) of the PTO substrate. The results for the
three different Co films (see Fig. 5.13) are shown.

For the Co/PTO interface, a rela-
tively strong magnetoelectric coupling is
to be anticipated. There is a noticeable
change of the magnetic moments in the
interfacial Co layer IF+1 under polariza-
tion reversal (right panel of Fig. 5.20).
On the other hand, as the system is
switched to P↑, the induced magnetic mo-
ment of about 0.3 µB appears on the top-
most Ti while the small magnetic mo-
ments induced on interfacial oxygens be-
came weaker due to the larger Co-O dis-

tance for the P↑–state (see Table I). It is instructive to have a look at the spin density
imbalance [n+(r) − n−(r)] distribution for the two polarized cases (Fig. 5.21). Slices
of this spin density within the (010) plane cuting through the Ti atoms and the neigh-
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boring oxygens explicitly show that the overall spin polarization in the topmost TiO2

layer is always opposite to that of Co, although its magnitude is significantly higher for
the P↑–state. Obviously, the magnetoelectric coupling shows the localized character
since it was observed in our calculations within the two atomic layers at the inter-
face, namely, IF and IF+1 as shown in Fig. 5.13. The total magnetic moment, ∆MIF,
counted for the Co/PTO supercell as Co2·TiO2, decreases by 0.65µB upon polariza-
tion reversal. The observed MEC effect can be ascribed to the spin-dependent charge
transfer from the Co film into the Ti d orbitals. Before, the same effect was discussed
and illustrated for such multiferroics, as Fe/BTO and Fe/PTO [60, 61].
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Ti Co
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Figure 5.21: The spin density imbalance [n+(r)−
n−(r)] distribution (in arbitrary units) near the
Co/PTO (001) interface for the P↓– and P↑–states.
The density is calculated in the (010) cross-section
of the supercell.

Based on the geometry of the interface
bond orbitals and their symmetry, one
may conclude that the dominant interac-
tion at the interface is the hybridization
between Ti and Co d states, as well as be-
tween O p and Co d states. The results of
our ab initio study indicate that this in-
teraction induces magnetic moments on
the interfacial Ti sites which are antipar-
allel to the magnetic moments of the
neighboring Co cations. For the P↓–state,
the topmost Ti cation is relatively further
away from the first Co layer, so that the
corresponding orbital hybridization is suppressed. The Co-O bond distance, however,
allows for strong p − d hybridization, which leads to the marginally induced positive
magnetic moments on oxygen. As the ferroelectric polarization is reversed to the state
P↑, the Co–O separation increases that reduces the O moments, and, more impor-
tantly, the Ti cations reach the proximity of the ferromagnetic Co layer. Due to the
hybridization between the d states of these cations the negative spin polarization on
the Ti site is significantly enhanced and, thereby, contributes to the MEC. The spin
polarization of the interfacial Co itself is not much affected by this process.

It is worthwhile to study the effect of Zr on the strength of MEC at the Co/PZT
interface. The results obtained within the digital alloy model (Fig. 5.22) indicate a
possibility of tuning the ME coupling at the interface by changing the position of the
impurity. In case of a Zr atom placed in the third atomic layer away from the interface,
the total change in the interfacial magnetization is slightly enhanced in comparison with
the original undoped system (∆MIF = −0.68µB). This enhancement of the interfacial
MEC effect is related to (a) the local increase of the ionic Ti-O displacement at the
interface by 0.03 Å compared to the pure PTO substrate and (b) a contraction of the
Ti-Co direct exchange distance, which facilitates the spin-dependent charge transfer. A
larger effect can be achieved by realizing the doping directly on the interface. Because
of the lower degree of localization of Zr d orbitals only a small magnetic moment is
induced on the topmost Zr-site for the P↑–state: −0.077µB against −0.292µB on Ti at
the Co/PTO interface (Fig. 5.22). On the other hand, the MEC effect is now spanned
over three atomic layers, including the second cobalt layer IF+2. The estimated value
∆MIF = −0.58µB is again very close to that of the pure Co/PTO interface (−0.65µB).

This picture is supported by the simulations of the 25%-doped interface, for which
the induction of magnetic moments on the topmost B -sites (B=Ti, Zr, Hf) and charge
transfer from the metallic side are expected, similar to the mechanism described above
for the pure Co/PTO system. The induced moments on the 4d (5d) cations are twice
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as large as that found for the digital alloy arrangement of impurities: −0.141µB and
−0.131µB for Zr and Hf impurities, respectively. The total change of the interfacial
magnetic moment for the 25%-doped case is confined to 2-3 atomic layers and lies in
the range from −0.74µB to −0.83µB per surface area of 1 perovskite unit cell.
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Figure 5.22: The layer-resolved magnetic mo-
ments Mi (left panel) of atomic planes near the
Co/PZT (001) interface (marked with the vertical
dashed line between IF and IF+1 ticks), as com-
pared to chemically clean Co/PTO (001). The
polarizations P↓ (P↑) are shown by red (blue)
bars. The total change of the magnetization
∆Mi = Mi(P↑)−Mi(P↓) for each atomic layer in
all three systems is presented in the right panel.

From the change of the calculated in-
terfacial magnetic moments MIF(P↓) and
MIF(P↑) (Fig. 5.23) one obtains the value
of the empirical MEC coefficient α us-
ing expression α = ∆MIF/(AEc), where
the coercive field is taken to be equal to
33 kV/cm (valid for bulk PTO) and A
is the surface area across the interface.
Our findings demonstrate the possibility
of tuning the MEC effect as well as the
interface structure by introducing impu-
rities on B -sites with larger ionic radius,
such as Zr and Hf dopants. Although the
induced magnetism on 4d (5d) transition
metal cations is rather marginal, enhance-
ment of the spin polarization of the neigh-
boring 3d cations compensates for this and
the resulting MEC strength averaged over
a large surface area differs by 7% at most
from the undoped system. However, one
could argue here that the coercive field Ec

of the doped ferroelectric should be different from the bulk value of the pure PTO. In-
deed, according to experimental data [175] the coercive field of the PZT compound with
50/50 composition equals 10 kV/cm, which means that for the composition studied in
this work this value could be lower than previously assumed and correspondingly the
estimated MEC coefficient for the Co/PZT interface would be even higher. It would be
beneficial to get more insight into the actual values of Ec for the considered structures.

The Co/PHT interface might be applicable for two reasons. Firstly, the MEC effect
on this interface exceeds that of both Co/PTO and Co/PZT structures (Fig. 5.23) and,
secondly, the interface itself is characterized by a moderate roughness (Fig. 5.17), which
is beneficial for growing well-ordered nanostructures. Furthermore, the ferroelectric
parameters of the PHT perovskite alloy [176] are comparable to the characteristics
of the widely used PZT. This can motivate the researchers to grow the PHT based
multiferroic interfaces.

Since the MEC effect expected for the studied interface has an electronic origin, it
is necessary to understand, how the electronic properties of the interface depend on the
ferroelectric polarization. From the site-projected density of states (Fig. 5.24) one can
see that there is an injection of states in the minority d channel in the energy range
from EF − 2.0 eV to EF leading to enhanced induced moments on the B -sites for the
P↑–state, whereas the occupied d states are not significantly modified for the oppo-
site polarization. This is accompanied by only minor changes of the electronic states
for the interfacial Co atoms. The spin-dependent charge transfer across the multifer-
roic interface involves the t2g orbitals with the dyz (dxz)-symmetry, which provide the
strongest overlap between the electronic states of the transition metal cations. The Ti
dyz orbitals are dominating in this process, since the d states of Zr (Hf) dopants are
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relatively delocalized and, as expected, contribute marginally to the LDOS near the
Fermi level.

Based on the electronic features of the studied interface, the recently observed
reversible change of sign of the TMR effect in multiferroic LSMO/PZT/Co tunnel
junctions [11] might be explained within the limitations of the Julliere model [142].
The latter allows to estimate the TMR ratio from the spin polarizations SPL,R of
charge carriers on the two opposite interfaces of the considered junction:

TMR =
R↑↓ − R↑↑

R↑↓
=

2SPL · SPR

1 + SPL · SPR
, (5.1)

where R↑↑ and R↑↓ are the resistances for the parallel and antiparallel alignment
of the lead magnetization, respectively. In this part of my work, I study the interface
between Co and PZT and the sign of the corresponding spin polarization can be related
to the spin imbalance SI = n↑(E)− n↓(E), i.e. the difference between the spin-up and
spin-down density of states for the chosen energy.

M
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P↑

α′ = 7.7

α′ = 6.6

α′ = 6.9

α′ = 7.2

α′ = 7.5

Figure 5.23: The total magnetic moment of the in-
terfacial composition Co · BO2 (B=Ti, Zr, Hf) in the
digital alloy model: (a) Co/PTO, (b) Co/PZT with
Zr in the interface layer and (c) Co/PZT with Zr in
the third layer as well as for the larger supercells: (d)
Co/PTO with reconstructed cobalt film, (e) Co/PZT
and (f) Co/PHT with 25% Zr/Hf-doping in the in-
terface layer, respectively. Changes of the magnetiza-
tion under the polarization reversal from P↓ to P↑ are
shown by two points one above another and an arrow
connecting them. The estimated values of the MEC
coefficient are given in units of 10−10Gcm2 V−1.

The fact that the TMR effect is in-
verse for the polarization pointing to-
wards the Co film (P↑ in our set-up)
indicates opposite signs of the con-
sidered spin polarizations. Since the
LSMO/PZT interface is not expected
to be affected by the ferroelectric side
due to almost 100% half-metallic char-
acter and high magnetic stability for the
chosen composition x = 0.33, one may
conclude that the spin polarization of
the other interface (Co/PZT) should be
negative for the P↑–state to explain the
observed effect. Indeed, as seen from
the energy-dependent spin imbalance SI
near the Fermi level (Fig. 5.25), the dyz

states of the interface Ti cations acquire
a large negative polarization in the en-
ergy range from EF−2.0 eV to EF . Due
to the large overlap and, accordingly,
the strong hybridization between the Co and Ti d orbitals (also responsible for the
MEC effect), one would expect the tunneling electrons at this interface to be predomi-
nantly of d-character with SPR < 0 for a moderate negative bias voltage that samples
the above-mentioned energy range.

Since the TMR effect has been observed to change its sign under the polarization
reversal [11], it can be assumed that the considered interface becomes positively spin-
polarized for the P↓–state. In this case, the Ti cations are too distant from the first
cobalt layer and the orbital hybridization is suppressed, whereas the Co-O bond is
now shorter and the orbital hybridization in the Co-O pair is enhanced. Therefore, the
tunneling is likely to be governed by the delocalized s and p states of these cations.
In this work, the largest contribution to the spin polarization was identified, coming
mainly from the p states of oxygen, and this contribution is positive in the energy
range from EF − 2.0 eV to EF − 0.7 eV for the P↓–state (Fig. 5.25). The combined sp
states of cobalt cations contribute only marginally. Upon the polarization reversal the
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Figure 5.24: Spin-polarized den-
sity of states projected onto the Co
cations (upper panel) and dyz or-
bitals of Ti (lower panel) near the
Co/PTO interface for the P↓ and P↑
polarization states (red dashed and
blue solid curves, respectively).

Figure 5.25: Energy-dependent spin imbalance of the hy-
bridized sp electronic states of cobalt and p states of oxy-
gen in the Co-O bonds and the dyz states of the interface
Ti cations for the P↓– and P↑–states of the Co/PTO (001)
undoped interface.

effect of spin polarization in the ligand p states weakens considerably, which lets the
Ti dyz states prevail, as discussed above.

To summarize this part, the tunneling in the P↑–state occurs mostly due to hy-
bridized Co-Ti bonds with a negative spin polarization leading to the inverse TMR.
For the P↓–state, the tunneling is likely due to covalent Co-O bonds with a positive
spin polarization of the ligand p states, which would explain the observation of the
normal TMR effect. Our explanation of the polarization-dependent TMR ratio in
LSMO/PZT/Co junctions is similar to that proposed by De Teresa et al. [177] also in
relation to possibly voltage-dependent character of this effect.

As a conclusion, the present ab initio study clarifies the influence of Zr- and Hf-
doping on the structural features and the magnetoelectric coupling at the multiferroic
interface Co/PbBxTi1−xO3 (001) (B=Ti, Zr, Hf). Independent of the concrete in-
terface composition, the MEC effect originates in the spin-dependent charge transfer
from the metallic side into the d orbitals of the interfacial B transition metal cations,
similarly to the previously studied Fe/BaTiO3 and Fe/PbTiO3 systems [60, 61]. The
change of the interfacial magnetization in response to the polarization reversal was esti-
mated to be of the order of 0.6–0.8 µB. The Zr/Hf-doping was found to affect the Co-O
and Co-Ti bonding distances and to enhance locally the ferroelectric polarization. The
highest interface roughness has been found for the Co/PZT system with energetically
less preferable P↑–state. Our simulations of the 25%-doped interface demonstrated the
tendency of the cobalt layers to reconstruct in such a way to approach the original bulk
structure, which is totally different from the perfect epitaxially grown fcc structure.
Formation of a nicely shaped hcp-like element in the structure of the cobalt film is
observed for all studied interfaces. The MEC effect averaged in the in-plane direction
appears to be robust with respect to weakly magnetic Zr and Hf impurities. The newly
considered system Co/PHT (001) with the 5d transition metal cations of Hf should
have a comparable application potential as the more widely discussed Co/PZT inter-
face. In view of the recent experimental findings concerning LSMO/PZT/Co tunnel
junctions [11] and similar LSMO/PZT heterostructures [178, 179], I also discussed here
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the relation of the magnetoelectric coupling effect to the spin polarization of tunnel-
ing electrons and the observed change of the sign of the TMR effect induced by the
polarization reversal.
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5.3 Magnetization modulation in LSMO/PTO

The ab initio results for the Co/PZT interface presented above indicate that the antici-
pated magnetoelectric coupling in this system might account for the observed transport
properties of the LSMO/PZT/Co tunnel junction. On the other hand, the contribution
of the complex LSMO/PZT interface to the observed tunneling phenomena needs to
be clarified as well. In the original paper [11], it was suggested that the other interface
between La(Sr)MnO3 (LSMO) and PZT plays only a minor role in the inversion of the
TMR effect. Recent findings [178, 179] support this hypothesis for the chosen compo-
sition x=0.33 of LSMO, which proves to be magnetically robust. However, the data
on the microscopic phenomena at this multiferroic LSMO/PZT interface presented in
the literature lack completeness, especially in relation to transport phenomena in the
corresponding tunnel junctions [150, 179, 180].

In this part of my work, I will present first-principle results on the electronic and
magnetic properties of the [001]-oriented LSMO/PTO interface with two chemically
different terminations. Special focus is put on the effect of the ferroelectric polariza-
tion on the electronic behaviour near the interface which gives rise to a particularly
strong direct magnetoelectric coupling. As it would become clear, the mechanism of
this coupling phenomenon is in part different from what was suggested previously for
Fe/BaTiO3 [60] and similar systems [10].

[001]

[100]

Mn

Sr

La

Figure 5.26: Supercell of the bulk
La1−xSrxMnO3 for x = 1/3 and the La-Sr
distribution with the lowest total energy. Oxygen
octahedra are shown around each Mn cation.

At the first step, bulk LSMO mate-
rial was simulated using a rhombohedral
cell with 6 formula units and 2 Sr cations
replacing La cations on different posi-
tions. All possible Sr distributions were
studied and compared with each other
with respect to the total electronic en-
ergy. Then, the Sr configuration with
the lowest energy was transformed into a
(2× 3× 3)-supercell (Fig. 5.26) with the
tetragonal lattice symmetry in order to
accommodate the epitaxial growth condi-
tions on the PTO substrate. The struc-
ture was fully optimized to obtain the

equilibrium volume and bond lengths using the same electronic structure method as
for the Co/PZT system (see paragraph 5.2) with the Γ-centered 6 × 2 × 3 k-point
Monkhorst-Pack [164] mesh and the conjugate-gradient algorithm until the Hellmann-
Feynman forces became less than 10−2 eV/Å. The cutoff energy for the plane-wave
representation of the electronic wave functions was chosen to be 400 eV. The density
of states (DOS) was calculated using the tetrahedron method on the same k-mesh
with no smearing for the electronic occupations. To take into account the effect of
electronic correlations, the Dudarev approach to the GGA+U parametrization [96]
was applied on the 3d orbitals of all Mn cations, with the values of the U parameter
ranging between U=0 eV and 2 eV.

From the GGA calculations, the equilibrium volume Veq = 59.41 Å
3
/f.u. is 2% larger

than the experimental value Veq = 58.23 Å
3
/f.u. [181]. The chosen arrangement of La

and Sr cations in different atomic planes shown in Fig. 5.26 provides a relatively uniform
distribution of the Sr dopant. However, in the chosen supercell two types of magnetic
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Figure 5.27: Total density of states of the bulk
LSMO (grey-shaded area) and different atomic
contributions (DOS of Sr is marginal and is not
shown here). In each case, the sum over both
spin channels is presented.

Figure 5.28: Spin-resolved total density of
states of the bulk LSMO (grey-shaded area).
Site-projected contributions to the DOS from
the Mn d states with different symmetry are
presented separately in each spin channel.

Mn cations can be found that differ by the number of the nearest Sr cations. The
type-I Mn sites have 2 Sr neighbors, whereas the type-II Mn sites have 3 Sr neighbors.
In the chosen model, the average value of the Mn magnetic moments equals m = 3.3µB

and its variation in the supercell is of the order of ∆m = 0.05 µB. Oxygen ions and
La cations contribute moderately to the total magnetization (m(O) = 5 · 10−2 µB,
m(La) = 6 · 10−2 µB), whereas the Sr sites show almost no magnetism.
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Figure 5.29: Spin-resolved total density of
states of the bulk LSMO within the GGA+U ap-
proach for different values of U parameter: 0, 1
and 2 eV.

The electronic states near the Fermi en-
ergy are formed mostly by the d orbitals
of Mn cations (Fig. 5.27). In particular,
Mn orbitals with the dxy and dz2 symmetry
give the largest contribution in the spin-
up channel, whereas the spin-down channel
constitutes the orbitals with dxz/dyz and
dx2−y2 symmetry (Fig. 5.28). The occupied
states below E − EF < −2 eV are mostly
due to the hybridized Mn d and oxygen p
states. The f states of La lie in the higher
energy range, approximately 2 eV above
the Fermi level (Fig. 5.27). For the studied
structure, a moderate half-metallic band
gap is obtained in the spin-down chan-
nel. Its value appears to be sensitive to
electronic correlations and increases from
1.84 eV for U=0 eV to 2.50 eV for U=0 eV (Fig. 5.29). The correlations also shift
the main peaks that correspond to the Mn d states and, in addition, pushes the La f
states towards higher energies.

To simulate the interface between LSMO and PTO, supercells with (2 × 3) ge-
ometry in the xy-plane were used (Fig. 5.30). This structure simulates the epitaxial
growth of the originally rhombohedral and 33% Sr-doped LSMO on the tetragonal
PTO substrate. First, the (2 × 3 × 3) supercell that was used for the simulation of
bulk LSMO (see Fig. 5.26) has been attached to 5 unit cells (u.c.) of PTO stacked
along [001] direction. A vacuum layer of more than 13 Å was added to avoid any
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spurious interactions between the periodic images of the system. Further on, different
interface terminations will be considered. In experiment [11], the epitaxial growth of
LSMO/PZT/Co tunnel junctions was realized on the SrTiO3 (001) (STO) substrate.
Since the in-plane lattice parameters of STO (3.898 Å) and PTO (3.892 Å) are very
close to each other, the in-plane dimensions of all supercells were fixed using a=3.892 Å
and keeping c/a = 1.071 [18] within the “bulk” part of the ferroelectric side before re-
laxation. In all calculations, the optimized Pb-O and Ti-O displacements in bulk PTO
equal 0.45 Å and 0.33 Å, respectively, which is in reasonable agreement with experi-
ment [18]. The 2 u.c. of LSMO and the 2 u.c. of PTO on both vacuum sides were
fixed and the atomic positions at the interface were fully optimized using the Γ-centered
4 × 2 × 1 k-point Monkhorst-Pack [164] mesh. For the density of states calculations,
the denser Γ-centered 8× 4× 1 k-point mesh was used, and other parameters were the
same as in the case of the bulk LSMO (see above). To mimic the polarization reversal,
two cases of polarization in PTO were computed and compared with each other: P←
and P→ where the cations and anions of each atomic layer were displaced along [001]
in accordance with the polarization state. For more details on this procedure one may
refer to [50, 51]. Additionally, the calculated properties were checked with respect to
the initial distances between the two materials before relaxation, and, as a result, no
sizeable differences were found within the accuracy of calculations.

PbO/MnO2

[100]

[001]

PM–2 PM PM+2 PM+4

TiO2/(La,Sr)O

TL–2 TL TL+2 TL+4

Pb

Ti

La

Sr

Mn

O

Figure 5.30: The supercells used to model the
LSMO/PTO (001) interface with different termina-
tions: PbO/MnO2 (PM) and TiO2/(La,Sr)O (TL).
The first layer of LSMO at the interface is denoted
by labels PM and TL according to the termina-
tion, and the other layers are labelled according to
their relative position. The polarization of PTO is
oriented along [001] direction.

In this section, I discuss the ori-
gins of the strong magnetoelectric ef-
fect anticipated for the LSMO/PTO het-
erostructure. The study begins with
the structural analysis of the epitaxial
LSMO/PTO system. For the chosen
chemical compositions of the interface,
the effect of the polarization reversal on
the ferroelectric properties of the sub-
strate, the interface bonding, as well as
the tilting pattern in the magnetic oxide
was investigated from first principles.

The intralayer ionic displacements in
the PbO- and TiO2-layers along [001]
might characterize the local ferroelectric
properties. It appears that, for the polar-

ization state P←, i.e. for ~P pointing away from the LSMO film, the cation–oxygen
displacements near the LSMO/PTO interface after relaxation showed a good stability
for both interface termination (lower panels in Fig. 5.31). In contrast to it, the local
displacements for the polarization state P→ are considerably suppressed in the inter-
face region (upper panels in the same figure). The observed features are again similar
for both types of termination. The suppression of the ferroelectric displacements for
one polarization was found previously for the Co/PZT interface as well [51]. Concern-
ing the LSMO/PZT/Co multiferroic junction, this would mean that the ferroelectric
displacements in the PZT barrier are non-homogeneous for both polarizations, with
deviations occurring either on the Co or LSMO side.

From the structural relaxation data, one might conclude that the interface Mn-O
bonds contract from 2.01 Å to 1.76 Å in response to the polarization reversal from
P→ to P←. This is expected to change drastically the orbital hybridization for the
Mn d and oxygen p states, similar to the multiferroic Fe/BaTiO3 interface [60]. The
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reversed behavior is observed for the Pb-O bonds, which become longer for the P←
state. Additionally, the Ti-O bonds are subject to similar effect as the Pb-O bonds, so
that the Ti-O bonds in the Ti-O-Mn atomic chains at the interface become either larger
or smaller than the Mn-O bonds depending on which polarization state is established.
As we shall see later on, the orbital hybridization effects in these Ti-O-Mn chains affect
the electronic properties of the studied interface in the energy region close to the Fermi
level, which is important for transport and magnetic phenomena.
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Figure 5.31: Relaxed ionic displacements ∆z in
PbO- and TiO2-planes of the PTO substrate for
the two polarization states P← and P→ and two
interface terminations.

In this part, we focus on two magnetic
effects that are anticipated to be triggered
at the LSMO/PTO oxide interface by the
polarization reversal of the ferroelectric
side.

The first effect is a modulation of the
LSMO magnetization near the interface
region as the polarization is switched to
P←, which is seen from the layer-resolved
magnetic moments in the heterostructure
along the [001] direction (Fig. 5.32). The
main contribution comes from the Mn 3d
cations where the magnetization changes
by almost 0.8 µB in the first unit cell.
There are small changes of the induced
moments on Pb and O atomic sites as well in response to the stretching/contraction
of the corresponding bonds. However, these effects are secondary to the modulation
observed for the Mn sites. The magnetization change decays with the distance from
the interface and is localized within 2 u.c. of LSMO. This phenomenon might be
considered as an interfacial magnetoelectric coupling effect. The strength of this cou-
pling, estimated from α = ∆M/(EcA), is comparable to the prototypic two-component
multiferroic Fe/BaTiO3 [60].
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Figure 5.32: Layer-resolved magnetic moments
(the upper two panels) for the two polarization states
P← (red bars) and P→ (green bars) together with
the magnetization change ∆Mi = Mi(P←)−Mi(P→)
for each atomic plane (the lower two panels) in dif-
ferently terminated LSMO/PTO (001) heterostruc-
tures. The magnetization difference ∆Mi is shown
both for GGA (red bars) and for GGA+U approaches
(green bars for U=1 eV and blue bars for U=2 eV).

The second effect is the induced
magnetism in the PTO substrate which
might be a “landmark” of the concrete
interface termination. In particular, for
the P→ polarization, the Ti cations in
the Ti-O-Mn atomic chains might be-
come strongly ferromagnetically (anti-
ferromagnetically) coupled to the neigh-
boring Mn moments for the PM (TL)
interface composition (see magnetiza-
tion maps in Fig. 5.33). In the P→ state,
the Ti-O distance is much shorter than
for the opposite polarization, which fa-
cilitates the orbital hybridization with
the spin-polarized electronic states of
LSMO. The PM interface, with the
TiO2 layer separated from LSMO by a
PbO layer, shows positive magnetic mo-

ments on the Ti sites of the order of 0.04 µB. On the other hand, another interface
where the TiO2 plane is in contact with the first (La,Sr)O layer of LSMO is character-
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ized by more pronounced and negative Ti moments of the order of -0.1 µB (Fig. 5.34).
Within the GGA+U approximation, with corrections applied on all Mn cations in the
system, the influence of electronic correlations in LSMO on the induced magnetism
in PTO was investigated. In case of PM-terminated structure, the moment might
become negative for both polarizations and U>1 eV, whereas the sign change for the
TL-terminated structure persists for all U up to 2 eV. It follows that different mag-
netic structures might be realized locally on the LSMO/PTO interface depending on its
chemical composition. Therefore, by using an appropriate method for measuring the
local magnetism on Ti sites, such as XMCD, one might be able to draw a conclusion on
the interface termination of the epitaxially grown LSMO/PTO heterostructure, which
is of great practical importance.
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Figure 5.33: Spin-density distribution at the differ-
ently terminated LSMO/PTO (001) interface for the
two polarization states P← and P→, as well as the redis-
tribution of the spin density ∆m = m(P→)−m(P←) un-
der the ferroelectric switching. Aside the density maps,
interface structures are presented to show the positions
of different atomic species.

Each effect is a part of the ob-
served magnetoelectric coupling at
the studied multiferroic interface.
Let us consider in more details dif-
ferent ionic contributions to this cou-
pling.

First, due to the deformation of
the Mn-O bonds the orbital overlap
between the d states of Mn and p
states of O is substantially changed.
This affects the induced moments
on the neighboring oxygen ions that
are localized in the first unit cell
near the interface. The ME coupling
that originates in the polarization-
dependent orbital hybridization has been extensively studied for similar multiferroic
systems, such as (Fe,Co)/BTO and (Fe,Co)/PTO (for details, refer to [10, 60, 61]).
Applying these ideas to our system, we see that, for the P→ state, interfacial oxygens
are relatively distant from the Mn cations and the induced moments are accordingly
marginal. However, after the polarization reversal, the distance between the interacting
ions is smaller and the charge transfer due to the Mn d – O p orbital overlap is en-
hanced, so are the induced moments (lower panels in Fig. 5.33). The latter are always
positive compared to those of Mn cations, which holds for both interface terminations.
Additional significant contribution to the ME coupling comes from the interfacial Ti
cations which, as mentioned before, might demonstrate different signs of the magnetic
coupling with the neighboring Mn cations of LSMO.

The largest contribution to the interfacial ME coupling is related, however, to the
spin-dependent screening of the polarization charges of PTO by the LSMO layers.
Depending on the direction of the ferroelectric polarization, either positive or negative
bound charges are generated on the PTO surface, which is in contact with the metallic
LSMO film. The propagation of the related electric field into the metallic oxide is
generally suppressed due to the formation of screening charges in LSMO over the
length scale of the order of several nanometers. An important feature of the screening
process in LSMO, in our case, is related to the fact that the density of states at the
Fermi level, which mostly determines the effectiveness of screening, is formed solely by
the spin-up electrons (Fig. 5.28 and 5.29). Therefore, the polarization charges in PTO
would influence the spin-up electron density in the first few layers of LSMO, which
manifests itself as a noticeable change of the Mn magnetic moments. This mechanism
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was studied recently [180] using first-principle methods and is assumed to account
partially for the recent experimental findings on the metal-insulator transition and the
accompanying magnetic response in the LSMO/BTO system [59]. However, due to the
stronger polarization of PTO compared to BTO, this effect would be stronger for the
considered LSMO/PTO multiferroic interface when temperature effects are taken into
account.
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Figure 5.34: Induced magnetic moments on the
interfacial Ti cations are presented vs the U pa-
rameter for the two polarization states P← and P→
in differently terminated LSMO/PTO (001) hete-
rostructures.

The suggested mechanism of the
observed magnetoelectric coupling phe-
nomenon finds its confirmation in the
calculated electronic properties of the
LSMO/PTO multiferroic system. Later
on, I discuss these properties in rela-
tion to the interface chemical composi-
tion, bonding and hybridization effects,
as well as band bending and electronic
correlation effects.

From the site-projected density of
states, strong orbital hybridization be-

tween the d states of Mn and the p states of the neighboring oxygen ions can be
identified for both interfaces and the P← polarization (Fig. 5.35). This can be ex-
plained by the shortening of the interfacial Mn-O bonds due to the local geometry.
The ferroelectric switching towards the P→ state pushes the interfacial oxygen ions
away from the neighboring Mn cations, thereby reducing the orbital overlap and sup-
pressing any exchange processes between these atomic sites. This is one contribution
to the aforementioned ME coupling effect.
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Figure 5.35: The site-projected densities of states of
the interfacial cations in the Ti-O-Mn atomic chains are
presented for the two polarization states P← and P→ of
differently terminated LSMO/PTO (001) heterostruc-
tures.

Another contribution is related to
the induced Ti moments. Opposite
signs of the induced spin polariza-
tion on the interfacial Ti sites near
the PM and TL terminated inter-
faces can be ascribed to the differ-
ent atomic surroundings for the Mn
and Ti cations in the interface region.
On the one hand, the Ti-O and Mn-
O distances do not differ much be-
tween the PM and TL structures. In
both cases, the Ti-O bond becomes
equally short for the P→ polarization
in comparison to the P↓ state. How-
ever, the La and Sr neighbors for the
TL termination change the electronic
states of the first Mn cations in a way
that is different from the PM termi-
nation, where Pb cations from PTO replace the La and Sr cations. Although the
hybridization of the Ti and Mn d states in the spin-down channel is strong for both
types of the termination (see right panels in Fig. 5.35), the specific atomic neighbor-
hood for the TL termination enhances the indirect interaction between the d orbitals
of the aforementioned Mn and Ti cations.

The magnetization modulation, which is the largest contribution to the ME cou-
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Figure 5.36: Layer-resolved change in the electronic occupations under the polarization reversal
from the P→ to the P← state near the LSMO/PTO (001) interface for different terminations.

pling at the LSMO/PTO interface, needs further analysis here. The main mechanism
responsible for this magnetic effect is the electrostatic doping of LSMO by the ferro-
electric PTO surface. In order to estimate the effect of the PTO electric field on the
electronic states of the ferromagnetic LSMO film, the total change in the occupation
numbers in response to the polarization reversal from the P→ to the P← state was
calculated for each oxide layer (Fig. 5.36). Similar to the results in Fig. 5.32, most
changes are localized within 2–3 oxide unit cells, with the maximal value observed in
the first MnO2 layer. The spin-dependent character of this effect manifests itself as
a pronounced difference in the spatial distributions of the majority and the minority
charge carriers that are accumulated near the LSMO/PTO interface in response to the
bound ferroelectric charges. Within the interface region, which consists of 1 PTO u.c.
and 1 LSMO u.c., the PM terminated structure demonstrates a loss of 0.50 electrons in
the spin-up channel and an injection of 0.37 electrons in the spin-down channel under
the ferroelectric switching to the P← state. The TL interface shows qualitatively differ-
ent features, since the occupations of the spin-up and the spin-down channels change
by -0.20 and -0.14, respectively. In general, the effect of charge accumulation is antic-
ipated to be stronger for the PM than for the TL interface. This can be understood
also from the magnetization density in Fig. 5.33, where the ME coupling near the TL
interface has two comparable contributions (from PTO and LSMO) of opposite signs
that act against each other in the total sum.

As expected from basic electrostatics, charge accumulation in metallic LSMO is
localized to the narrow region near the PTO substrate, since the electric field of PTO
is effectively screened over a few atomic layers. The penetration of the electric field
into LSMO can be estimated from the shift of the electronic states due to the local
electrostatic potential. Calculations confirm that the ferroelectric switching from the
P→ to the P← state shifts the d states of the interfacial Mn cations towards higher en-
ergies (Fig. 5.37). This happens in both spin channels, so that, for the PM-terminated
interface, the largest characteristic peak on the site-projected DOS is shifted by 1.3 eV
in the majority channel and by 0.5 eV in the minority channel. Similar values are
obtained for the TL-terminated structure where the shifts equal 1.1 eV and 0.6 eV
in the spin-up and spin-down channels, respectively. The stronger influence of the
PTO polarization on the spin-up states of the ferromagnetic LSMO is related to its
half-metallicity and the large positive spin polarization at the Fermi level which is
confirmed by the bulk calculations (Fig. 5.28 and 5.29). In the second MnO2 layer,
which is more distant from the interface, the energy shifts of the aforementioned peaks
become smaller by the factor of 2 to 3. This indicates a strong suppression of the PTO
electric field by the screening charges of the metallic LSMO. Finally, in the free surface
layer, the effect of the energy shift becomes negligible and the ferroelectric switching
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Figure 5.37: Site-projected spin-polarized density of states for the MnO2 layers near the PM (left
panels) and TL (right panels) terminated LSMO/PTO (001) heterostructures for the two polarization
states of PTO (P← and P→).

has almost no influence on the electronic density of states.
To conclude this part, the multiferroic oxide interface between the ferromagnetic

La2/3Sr1/3MnO3 compound and the strongly ferroelectric PTO is studied using ab
initio techniques. Magnetoelectric coupling for this heterostructure is anticipated to be
localized within a few unit cells near the interface. Analysis of the calculated electronic
and magnetic properties allowed to work out two main mechanisms that contribute to
this effect. Firstly, the orbital hybridization in the Ti-O-Mn atomic chains changes in
response to the polarization reversal in PTO which results in pronounced variations of
the induced magnetic moments. Secondly, the spin-dependent screening effect of the
PTO polarization by charge carriers in LMSO leads to a magnetization modulation that
affects mostly the Mn sites, especially in the first LSMO layer. The effect is predicted to
be stronger for the PbO/MnO2 interface termination where the Mn cations are closer
to the ferroelectric PTO surface. Analogous to the previously studied LSMO/BTO
system [59], sizeable change of the FM Curie temperature of the epitaxial LSMO film
is expected in the studied case under the influence of the ferroelectric polarization.
This offers further research venues for this multiferroic system.

Another interesting feature that is worth a more detailed study is the spin po-
larization of the interfacial Ti sites which become magnetized under the influence of
charge transfer from the LSMO side. The two studied interface terminations show the
opposite sign of the Ti magnetic moments for the P→ polarization state where the ~P
vector is oriented towards the LSMO film. This difference can be explained in view of
the specific atomic environment which, in one case, includes Pb cations only and, in
the other case, is composed both of La and of Sr cations. These findings offer a possi-
bility of determining the realized interface termination by studying the local magnetic
structure using, for example, XMCD characterization.
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5.4 Spin-dependent transport in MFTJ

In the last part of this work, coherent electron tunneling transport in multiferroic
metal/oxide heterostructures and its relation to the electronic effects and the magne-
toelectric coupling at the interfaces are investigated.

P←

P→

Co2/PbO TiO2/Co2

deff

P←

P→

Co2/PbO ZrO2/Co2

deff

Figure 5.38: The supercells used
to model the Co/PTO/Co and Zr-
doped Co/PZT/Co tunnel junctions for
the two opposite polarizations (P← and
P→). Chemically different interfaces are
marked below each structure. The effec-
tive thickness deff of the barrier, i.e. the
distance between the cobalt electrodes, is
shown by the horizontal arrow.

For this purpose, a model system consisting
of a PTO barrier sandwiched between two cobalt
electrodes is chosen to study the polarization-
controlled spin-dependent electronic transport.
In the studied Co/PTO/Co tunnel junction,
there are two chemically different interfaces
(Co2/PbO and TiO2/Co2) since PTO is assumed
to grow in complete unit cells (u.c.), similarly to
BTO [47, 48]. The thickness of the PTO bar-
rier corresponds to 5 oxide u.c. At each side of
the barrier, 5 atomic layers of cobalt as well as
a vacuum layer of 20 Å were attached to sepa-
rate both interfaces from each other in the self-
consistent supercell calculation (Fig. 5.38). Ini-
tial ionic displacements in the barrier were fixed
to the bulk values according to the polarization
direction (∆z > 0 for P→). Using this supercell,
the Zr-doped Co/PZT/Co junction was modelled
within the digital alloy approximation where the
Zr dopant is placed on the right interface in or-
der to form a whole ZrO2 layer. Then, atomic relaxation calculation where all atoms
were allowed to move along the [001] direction of the supercell was performed using
VASP [152–154] with the Γ-centered 4 × 4 × 2 k-point Monkhorst-Pack [164] mesh.
Afterwards, the vacuum layer was removed and additional optimization of all atomic
positions in the supercell was performed.
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Figure 5.39: Relaxed ionic dis-
placements ∆z in the PbO and
Ti(Zr)O2 planes of the ferroelec-
tric barrier in the Co/PTO/Co
(dashed lines) and Co/PZT/Co
(solid lines) tunnel junctions for
the two opposite polarizations.

To accommodate different magnetic configurations
of the electrodes, a double cell was constructed from
the relaxed structure by creating a mirror image of the
whole supercell with respect to the (001) plane and at-
taching it to the original system. Additional Co mono-
layers were added to the regions where the structure
and its image are to be joined together. In the re-
sulting supercell (not presented here), the polarization
vectors of the two ferroelectric barriers are oppositely
oriented, which compensates the total dipole moment
in the system. The density of states was calculated for
the double cell on the 15 × 15 × 1 k-point mesh using
QUANTUM ESPRESSO [155]. Energy cutoff for the
wavefunction and charge density representation equal
63 Ry and 504 Ry, respectively, which provides a decent
convergence of the electronic properties. The smearing
for the electronic occupations is fixed to 0.02 Ry.

After relaxation, the ionic displacements in the PbO
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and TiO2 planes of PTO (Fig. 5.39) are rather homogeneous along the growth direction
of the heterostructure for the P← state. In contrast to it, the structure for the opposite
polarization (P→) shows a considerable suppression of these displacements near the
TiO2/Co2-terminated interface, which indicates a lower stability of this ferroelectric
state. However, in the Zr-doped system, the local displacements become stabilized
across the barrier and are considerably enhanced in the digital ZrO2 layer at the right
interface, which demonstrates again the role of Zr doping discussed previously in this
work for the isolated Co/PZT interface (compare Fig. 5.39 and Fig. 5.16).
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Figure 5.40: The spin-density distribution
for the two opposite polarizations (P← and
P→) and the layer-resolved change of the mag-
netization ∆Mi = Mi(P→) −Mi(P←) in the
Co/PZT/Co tunnel junction.

Another important structural effect has to
be discussed in terms of the effective thick-
ness of the ferroelectric barrier. Being defined
as the distance between the interfacial cobalt
layers on each side of the barrier, this struc-
tural parameter changes under the polariza-
tion reversal by 1.1 Å for PTO and 0.8 Å for
PZT, so that the barrier becomes thinner for
the P→ polarization. This effect has been re-
cently confirmed by transport measurements
for epitaxial LSMO/PZT/Co tunnel junctions
(see the private communications of A. Quin-
deau). In the present work, the explanation of this phenomenon is based on the bond-
ing mechanism at both interfaces. Whereas the Co-O and Ti(Zr)-Co bonds dominate
at the BO2/Co2-terminated side (B=Ti, Zr), the Pb-Co and Co-O chemical bonds
determine the structure of the Co2/PbO-terminated interface. In both cases, the fer-
roelectric switching leads to either contraction or stretching of these bonds, which, in
turn, changes the effective thickness of the barrier. However, electronic contributions
to this quantity are equally important and should be taken into account. This issue
will be discussed further on in the text.
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Figure 5.41: Spin-resolved density
of states of the two in-plane cobalt
atoms (on top of Pb and O ions),
as well as oxygen and lead cations
at the Co2/PbO-terminated inter-
face in the Co/PZT/Co tunnel junc-
tion for two opposite polarizations.

In the studied multiferroic junction, strong mag-
netoelectric coupling is anticipated for both inter-
faces. The spin-density distribution, plotted in
Fig. 5.40 for one of the studied tunnel junctions,
namely, Co/PZT/Co, shows the induced moments on
the oxygen ions on the left side and zirconium cations
on the right side in comparison with the strongly fer-
romagnetic cobalt leads. Similar behavior is observed
also for the Co/PTO/Co junction, where even larger
magnetic moments are induced on the Ti cations at
the TiO2/Co2 interface. The latter is characterized
by a strong magnetoelectric coupling that originates
in the orbital hybridization effects on the Ti-Co and
Co-O bonds [51]. A similar mechanism is anticipated
for the Co2/PbO-terminated interface in the studied
multiferroic tunnel junction, however, in this case, the
effect is attributed mostly to the Co-O bond. As the
polarization is switched to the P→ state, this Co-O
bond is drastically shortened by more than 30% (from
2.65 Å to 1.78 Å). The Co-Pb bond, on the other

hand, is moderately stretched from 2.51 Å to 2.65 Å. The combined effect of all these
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Figure 5.42: Spin-resolved density of states of the ferroelectric barrier in the Co/PTO/Co (upper
panels) and Co/PZT/Co (lower panels) tunnel junctions for the two opposite polarizations (P← and
P→). Subsequent unit cells of PTO (PZT) from one interface to another are presented. Magnetic
configuration of electrodes is shown by the vertical arrows and the PZT polarization is shown, in each
case, by a horizontal arrow.

structural changes is that the first cobalt layer near the PbO plane is not atomically
flat and, accordingly, the magnetic moments of the two interfacial Co atoms are not
equal. The cobalt atoms on top of the lead cations show a considerable decrease of the
magnetization ∼ −0.3µB under the polarization reversal towards the P← state which
is accompanied by a comparable increase for the Pb cations ∼ 0.2µB. This effect is
due to an increased overlap between the electronic states of these cations when the
barrier polarization is P←-oriented. The magnetic moment of another cobalt site (on
top of oxygen ions) is much more robust with respect to the ferroelectric switching.
However, there is a strong O p-Co d hybridization in a broad energy range, as well as a
sizeable delocalization on the oxygen sites observed for the P→-polarized barrier, which
is also seen on the site-projected density of states (Fig. 5.41). The larger orbital over-
lap between the aforementioned states enhances the induced moments on the oxygen
sites, which have the same sign of spin polarization as the neighboring cobalt atoms.
Therefore, the magnetoelectric coupling at the considered interface has two contribu-
tions: firstly, the induced moments in the first PbO oxide layer and, secondly, the local
change of cobalt magnetization. From the layer-resolved magnetization change in the
Co/PZT/Co heterostructure (Fig. 5.40) it can be seen that the ME coupling effect is
localized within a few atomic layers in the interface regions.

To summarize this part, the ME coupling effect is anticipated for both interfaces
in the Co/PTO(PZT)/Co junction, which differ, however, by the sign of the magne-
tization change in response to the ferroelectric switching. The observed ME coupling
has its origin in the polarization-dependent orbital hybridization for Co-O, Pb-Co and
Ti(Zr)-O bonds, which might have a profound influence on the electronic transport in
this system.

Before the transport calculations, static electronic properties of the ferroelectric
barrier in the Co/PTO/Co and the corresponding Zr-doped system were studied to
ensure the necessary conditions for the tunneling regime. For the P← polarization, the
PTO barrier is locally metallic within 1 u.c. near the Co2/PbO interface and in the top-
most TiO2 plane near the right interface, while the inner 3.5 u.c.-thick region remains
insulating (see Fig. 5.42). The metallization effect is due to the spin-dependent charge
transfer from the ferromagnetic cobalt into the ferroelectric side at both interfaces,
which is the origin of a strong magnetoelectric coupling in this system. Under polar-
ization reversal the charge transfer at the TiO2/Co2-terminated side propagates much
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further into the ferroelectric barrier, so that the whole PTO layer becomes metallic
for the P→-polarized state. The metallization mostly affects the TiO2 atomic planes,
leaving the PbO layers insulating, except for the interfacial PbO plane near the left
interface, where sizeable moments are induced on the oxygen sites. This would lead to
a considerable enhancement of the electron current for this configuration, since addi-
tional contributions to the conductance not related to the tunneling mechanism would
appear. Moreover, the alternating conducting TiO2 and insulating PbO atomic planes
might create new interesting possibilities for electron transport. In contrast to this, the
Zr-doped tunnel junction does not reveal a “breakdown” of the tunneling regime. The
ferroelectric PZT barrier remains insulating in the inner region under switching and
the metallization effect is restricted only to 1 u.c. near each interface, similarly to the
P←-polarized Co/PTO/Co (see Fig. 5.42). The reason for this fundamental difference
between the PTO- and PZT-based tunnel junctions might be related to the afore-
mentioned fact that Zr impurities stabilize the ionic displacements across the whole
ferroelectric barrier (Fig. 5.39). Weaker localization of the 4d Zr orbitals might also
reduce the penetration length of electronic states from the cobalt side.
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Figure 5.43: Comparison of the spin-
resolved density of states of the bulk fcc
cobalt and cobalt atoms in the fifth atomic
layer away from the Co2/PbO-terminated in-
terface in the Co/PZT/Co tunnel junction.

For the calculation of the tunneling cur-
rent along the [001] direction, each structure
shown in Fig. 5.38 is considered as a scatter-
ing region, which is extracted from the corre-
sponding double cell and to which cobalt elec-
trodes are attached on both sides. The latter
have a tetragonally distorted fcc-like structure
with the interlayer distance of 1.47 Å along the
transport direction and the in-plane nearest-
neighbor distance of 2.75 Å. The electronic
states of cobalt atoms on the boundaries be-
tween the scattering region and the leads are
very similar to those observed in the bulk ma-
terial (shown in Fig. 5.43 for the left bound-
ary), which allows for the correct matching of

the electronic wavefunctions at these boundaries. Using the Landauer-Büttiker for-
malism implemented in QUANTUM ESPRESSO [124, 128, 155], the transmission
function of Co/PTO(PZT)/Co was calculated in the two-dimensional Brillouin zone2

for the different multiferroic states that can be realized in these tunnel junctions (see
Fig. 4.7). An adaptive k-mesh refinement procedure [182] was applied to obtain a
reliable representation of the transmission function and an accurate estimate of the
tunneling conductance (for details on the procedure see Appendix A). The latter was
calculated for each configuration by integrating the transmission functions over the
whole 2D Brillouin zone using the refined mesh. The convergence of the conductance
up to 10−8 e2/h (in the absolute value) is achieved already after a few refinements of
the k-mesh (see data in Appendix A). The average number of points needed for a
reliable resolution of all features on each 2D map is in the range Nkpts = (4− 6) · 103.

For the Co/PTO/Co tunnel junction, the tunneling transmission maps are pre-
sented in Fig. 5.44 for the P← polarization which leaves the barrier insulating. From
the integrated values shown in Table III it can be concluded that the parallel orien-
tation of the lead magnetization provides a higher tunneling conductance than the

2The BZ has a square form and is defined by inequalities −π/a ≤ kx ≤ π/a and −π/a ≤ ky ≤ π/a.
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antiparallel one, which corresponds to the normal TMR effect. For the parallel config-
uration of the electrodes, the tunneling transport is dominated by the spin-up electrons
that demonstrate the free-electron character with the largest transmission values ob-
served near the Gamma-point of the BZ. The spin-down channel also contributes to
the transmission function, shows, however, a much more complex behavior with the
largest transmission values observed near the X̂ and M̂ points of the BZ. The antipar-
allel configuration is characterized by reduced values of the tunneling conductance and
a qualitatively different behavior of the transmission maps. In this case, the spin-up
and spin-down channels contribute almost equally to the total conductance.
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Figure 5.44: Spin-resolved transmission
function of the multiferroic Co/PTO/Co tun-
nel junction for the P← polarization. Mag-
netic configuration of electrodes is shown by
two vertical arrows on the left side of each
panel, the barrier polarization is shown by
the horizontal arrow. Transmission values are
presented in units of 10−5 e2/h.

The effect of Zr doping on the elec-
tronic transport can be analyzed by compar-
ing the transmission data for Co/PTO/Co
(Fig. 5.44) and Co/PZT/Co digital alloy sys-
tem (Fig. 5.45). For the P←-polarized bar-
rier, the electron transmission for the parallel
configuration is enhanced in the spin-up chan-
nel due to the Zr doping, whereas it remains
mostly unaffected in the spin-down channel.
This occurs despite the fact that the thickness
of the ferroelectric barrier increases under the
Zr doping, which would normally lead to lower
transmission probabilities because of the ex-
ponential decay of the propagating states. No
sizeable change of the total electron current is
observed for the antiparallel lead magnetiza-
tions as well. Major effect of Zr impurities,
in this case, is an intensity redistribution over
the main peaks of the transmission function

while keeping the qualitative behavior of this function unchanged. The Zr-doped sys-
tem shows the normal TMR effect with the TMR ratio increased compared to the
undoped system. After the polarization reversal, the qualitative behavior of the trans-
mission maps becomes totally different from what was found for the opposite polar-
ization. However, the sign of the TMR effect is preserved and its absolute value is
moderately reduced from 70% to 48%.

Table III. Integrated tunneling conduc-

tance (in units of 10−6G0, G0 = e2/h)

for the minority and the majority spin

channels and different magnetic configu-

rations of the P←-polarized Co/PTO/Co.

The TMR ratio is presented as well.

P←

spin min. maj. total

↑↑ 1.40 2.03 3.43

↓↑ 0.82 0.80 1.62

TMR 53%

All transmission maps presented in
Fig. 5.44 and 5.45 show some of the char-
acteristic features of the Fermi surface of the
cobalt leads. The projection of this surface
onto the 2D part of the BZ has an imprint
on the spin-resolved transmission function
(Fig. 5.49 in this paragraph and Fig. 5.54 in
Appendix A) calculated for the tetragonally
distorted fcc cobalt structure that is used as
electrode material in the Co/PTO(PZT)/Co
tunnel junction. Although the spin-down
states dominate in bulk cobalt, the ab initio
results for the P← state of the studied system
indicate that these states cannot propagate
effectively through the barrier compared to the spin-up states. On the other hand,
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Figure 5.45: Spin-resolved transmission function of the Co/PZT/Co tunnel junction for the four
multiferroic states. Magnetic configuration of electrodes is shown by two vertical arrows on the left
side of each panel, the barrier polarization is shown, in each case, by a horizontal arrow. Transmission
values are presented in units of 10−5 e2/h.

ferroelectric switching towards the P→ state enhances the role of the spin-down chan-
nel (see Table IV). This can be explained by the polarization-triggered charge transfer
at the Co/PZT interface where a large negative spin polarization appears on the Ti d
orbitals due to the hybridization with the neighboring Co d orbitals [51].

Table IV. Integrated tunneling conductance (in

units of 10−6G0, G0 = e2/h) for the minority

and the majority spin channels and differ-

ent multiferroic configurations of Co/PZT/Co.

The TMR and TER ratios are presented as well.

P← P→ TER

spin min. maj. min. maj.

↑↑ 1.43 3.55 16.2 0.79 241%

↓↑ 0.70 0.82 0.80 8.07 484%

TMR 69.5% 47.8%

Considering the TER effect in the
Co/PZT/Co junction, where the barrier
remains insulating under the polarization
reversal, the conductance of the P→ state
is always higher than that of the P← state
(see Table IV). The reason for this behav-
ior might become clear, if one analyzes
the local electrostatic potential −e · V (z)
(e > 0) along the transport direction in
this heterostructure3. Here, the poten-
tial is averaged for each z value and local
minima and maxima of the resulting os-
cillating function vs the layer position are
plotted in Fig. 5.46. While the potential is almost flat in the middle of the PZT bar-
rier and in the distant cobalt layers, pronounced kinks appear on both interfaces of
the considered junction. The magnitude of these kinks is related to the corresponding
Schottky barriers. The potential step across the ZrO2/Co2 interface changes under
the polarization reversal and becomes smaller for the P→ state, which is in contrast
to the behavior shown by another interface (Co2/PbO) where no sizeable differences
in the potential are observed. Moreover, the potential maxima and minima for the
two polarization states are shifted along the [001] direction with respect to each other.
This might be interpreted as a smaller effective barrier thickness deff for the P→ case
and, since the influence of deff on the tunneling process has an exponential character,
this enhances, in general, the conductance for the P→ configuration.

To summarize this part, the presented results convince that the spin-dependent
transport in the multiferroic Co/PTO/Co as well as Zr-doped Co/PZT/Co tunnel
junction can be controlled by the polarization state of the ferroelectric barrier. This
effect has different contributions: one is related to structural changes at the interfaces

3Further details on the procedure of obtaining this potential are given in paragraph 5.1.
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under the switching of the electric polarization, and the other one originates from the
strong interfacial magnetoelectric coupling that is attributed to the charge transfer
from cobalt to the ferroelectric barrier. The former effect is responsible for a sizeable
change of the effective barrier thickness in the switching process, which has a sub-
stantial influence on the tunneling conductance. The latter effect depends both on
the symmetry of the hybridized orbitals that mediate the charge transfer and on the
lengths of relevant bonds, such as Co-O and Co-Zr bonds at the ZrO2/Co2 terminated
interface. Polarization-controlled orbital overlap at the interfaces and variable bar-
rier thickness lead to the emergence of four distinct resistance states in the studied
Co/PTO(PZT)/Co multiferroic system. A similar mechanism is anticipated for the
more complex LSMO/PZT/Co tunnel junction, where the LSMO/PZT disordered in-
terface might play, however, a significant role in electron tunneling, as follows from the
ab initio results for this particular multiferroic interface discussed earlier in this work.
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Figure 5.46: The electrostatic potential profile
along [001] direction in the Co/PZT/Co tunnel
junction for the two opposite polarizations (P←
and P→). Local potential minima and maxima
are plotted, each corresponding to an atomic
plane. The electrode regions are shown by the
grey-shaded areas.

In the second part, spin-dependent elec-
tronic transport in conjunction with the
magnetoelectric coupling phenomena are
discussed for a more realistic system that
represents the multiferroic LSMO/PTO/Co
tunnel junction recently studied in [11].

The left electrode (LSMO) was modelled
as a digital alloy by means of a (1 × 1 ×
3) supercell with three perovskite formula
units and a tetragonally distorted structure
where every third La cation is substituted
by a Sr impurity. This structural model
was applied by different authors to study
the magnetism in bulk LSMO and related
heterostructures [183, 184]. The equilib-
rium volume of the bulk phase was obtained
within the GGA approach using the procedure based on the Murnaghan equation of

state (3.46) (see paragraph 3.2.4) and equals Veq = 58.82 Å
3
/f.u., which is 1.0% larger

than the experimental value Veq = 58.23 Å
3
/f.u. [181]. In comparison to this, the larger

supercell that was described in paragraph 5.3 gives a worse agreement concerning the
equilibrium volume.

P←

P→

MnO2/PbO TiO2/Co2

deff

Figure 5.47: The supercells used to model
the LSMO/PTO/Co tunnel junction for the
two opposite polarizations (P← and P→).
Chemically different interfaces are marked be-
low by arrows. The effective thickness of the
barrier (deff), i.e. the distance between the
last MnO2 atomic plane of LSMO and the last
cobalt layer, is shown by the horizontal arrow.

Similarly to the case of the multiferroic
Co/PTO(PZT)/Co tunnel junctions, a super-
cell for LSMO/PTO/Co is constructed using
5 u.c. of the ferroelectric PTO, 5 monolayers
of cobalt and three LSMO u.c. (Fig. 5.47).
The two interfaces in this tunnel junction have
MnO2/PbO and TiO2/Co2 terminations. The
Sr-doped LSMO electrode is attached to the
PTO film, so that the SrO layer is 1 u.c. away
from the interface. A vacuum layer of more
than 25 Å was introduced to separate the free
surfaces of the two ferromagnetic materials.
The atomic relaxation was performed to ob-
tain the equilibrium bonding distances at the
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newly formed LSMO/PTO interface in the studied tunnel junction using VASP [152–
154] with the Γ-centered 8 × 8 × 2 k-point Monkhorst-Pack [164] mesh. The same
procedure described above for the Co/PTO(PZT)/Co tunnel junctions was applied
here to construct the corresponding double cells of LSMO/PTO/Co for the electronic
structure and transport calculations. It should be noted that a double cell is necessary,
in this case, even for the parallel magnetic configuration, since the studied tunnel junc-
tion has different electrodes that have to be isolated from each other in the supercell.
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Figure 5.48: Spin-polarized density of states
of the bulk LSMO in the ferromagnetic con-
figuration. Results for the digital alloy model
(shaded areas) are compared to those ob-
tained using a larger supercell (solid lines).

First, let us consider in more detail the
electronic and magnetic properties of the
LSMO electrode that is a part of the stud-
ied tunnel junction. From the spin-polarized
density of states (Fig. 5.48) it can be con-
cluded that LSMO is half-metallic with a pos-
itive spin polarization at the Fermi level. The
DOS calculated for this Sr-doped digital alloy
system compares well with the corresponding
quantity that was obtained previously using
a larger supercell with a different distribution
of Sr impurities (see also Figs. 5.27-5.29 in
paragraph 5.3). However, in the digital alloy
model, the Mn magnetic moments show size-
able variations along the supercell that are of
the order of 0.1µB. This is explained by the
existence of two distinct types of Mn cations in the digitally doped LSMO: one is
situated between LaO and SrO planes, whereas the other has only LaO planes in its
neighborhood. The latter Mn cations are characterized by a smaller magnetic moment
(3.40µB) than the former (3.48µB). This is in contrast to the other structural model
(Fig. 5.26) where the variations of the Mn magnetic moments are smeared out due to
the more homogeneous distribution of Sr cations and do not exceed 10−2 µB. Despite
this fact, the chosen approximation for the Sr-doped manganite appears to reproduce
well its half-metallic conductive behavior at zero temperature and the existence of a
moderate band gap ≈2 eV in the minority spin channel.
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Figure 5.49: Spin-resolved transmission functions
of the ferromagnetic cobalt (a) and LSMO (b) elec-
trodes. Both spin channels are shown for cobalt,
while only the spin-up current is present in LSMO.
The total conductance values are given below each
figure in units of G0 = e2/h.

The transmission functions of both
electrodes are compared in Fig. 5.49
where the relative complexity of the elec-
tronic states in cobalt is opposed to the
half-metallicity of LSMO. Multiple sheets
of the Fermi surface in cobalt give rise
to considerable variations of the trans-
mission function that takes integer values
from 0 to 8 within the 2D Brillouin zone,
which corresponds to the number of avail-
able transmitting channels. In contrast to
it, the LSMO electrode shows either zero

or T = 1 transmission in the spin-up channel, whereas the minority states give no
contribution to the electronic transport at the Fermi energy. More detailed analysis
of the orbital symmetry shows that the electronic properties of cobalt at the Fermi
energy are determined mostly by the majority s states and the minority d states. The
Fermi surface of LSMO, on the other hand, is dominated by the dxy/dz2 states of Mn
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hybridized with the s and p orbitals of the surrounding oxygen. This fundamental
difference between the two ferromagnetic materials is crucial for the understanding of
tunneling phenomena in the multiferroic LSMO/PTO/Co oxide system.
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Figure 5.50: Relaxed ionic displace-
ments ∆z in the PbO and TiO2

planes of the ferroelectric barrier in the
LSMO/PTO/Co tunnel junction for the
two opposite polarizations.

The ferroelectric instability in the studied tun-
nel junction shows similar features compared to the
Co/PTO/Co model system discussed previously in
this chapter. For the P← polarization, the ionic dis-
placements have a homogeneous distribution along
the growth direction, whereas the opposite polar-
ization is characterized by a strong suppression
of the local ferroelectric distortions ∆z near the
TiO2/Co2-terminated side (compare Fig. 5.39 and
Fig. 5.50) and a moderate decrease of ∆z near the
other interface between LSMO and PTO. Struc-
tural changes in the ferroelectric PTO barrier and
near both interfaces lead to the variation of the ef-
fective barrier thickness from 23.49 Å for the P←
to 22.90 Å for the P→ state. Detailed analysis of
the interlayer distances in the optimized structure
showed that this effect is dominated by the con-
traction of the atomic planes near the Co/PTO in-
terface for the P→ polarization. The estimated variation of the barrier thickness in
LSMO/PTO/Co is smaller than in the model system with two cobalt electrodes and,
therefore, even further away from the experimental result. However, the charge trans-
fer phenomenon that is responsible for the ME coupling in this oxide system might
change these estimates significantly.
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Figure 5.51: Spin-resolved density of states of the
ferroelectric PTO barrier in the LSMO/PTO/Co
tunnel junction for the two opposite polarizations
(P← and P→). Subsequent unit cells of PTO from
one interface to another are presented. Magnetic
configuration of electrodes is shown by the vertical
arrows and the PTO polarization is shown, in each
case, by a horizontal arrow.

As noted already for the model
Co/PTO/Co system, the ferroelectric po-
larization changes the electronic proper-
ties of the tunneling barrier, namely, the
metallization effect is observed for the P→
state where the spin-dependent charge
transfer from cobalt towards the PTO
film is significantly enhanced (Fig. 5.42).
Due to the relatively small thickness of
the PTO barrier, this phenomenon af-
fects the whole barrier making it metal-
lic. Similar metallization effect can be
identified in the LSMO/PTO/Co tunnel
junction. In the P← case, the three inner
PTO u.c. are insulating, while the top-
most u.c. near each electrode are metallic
(Fig. 5.51). It should be mentioned that
the PbO layers in the barrier are mostly

insulating, so that the metallization effect is related to the charge redistribution in the
TiO2 atomic planes. The ferroelectric switching from the P← to the P→ state enhances
the metallization, as the charge transfer from the cobalt side propagates further into
the barrier, affecting now two additional TiO2 planes and making 2.5 PTO u.c. on
the right side of the junction metallic. The second PTO u.c. near the MnO2/PbO-
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terminated interface remains insulating, whereas the neighboring interfacial layer shows
only marginal signs of metallization (Fig. 5.51). Therefore, the tunneling regime is pre-
served in the considered multiferroic system for both ferroelectric states, in contrast to
the previously discussed Co/PTO/Co tunnel junction. On the other hand, the effective
barrier thickness for the tunneling electrons would be smaller for the P→ state due to
the aforementioned metallization effect.
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Figure 5.52: Layer-resolved magnetic mo-
ments in the multiferroic LSMO/PTO/Co
tunnel junction for the parallel orientation of
the lead magnetization and two opposite po-
larizations of the PTO barrier.

Strong magnetoelectric coupling is antici-
pated for both interfaces in the studied tunnel
junction, as confirmed by the ab initio results
for the isolated interfaces in paragraphs 5.2
and 5.3 of the present work. From the layer-
resolved magnetization (Fig. 5.52) a sizeable
change of 1µB can be seen in the topmost
MnO2 layer of LSMO near the PTO barrier
under the polarization reversal. This is in
agreement with the simulations using larger
supercells with a different distribution of the
Sr dopant (Fig. 5.32). According to the con-
clusions of paragraph 5.3, this effect origi-
nates from the spin-dependent screening of
the bound polarization charges of PTO by the charge carriers in the half-metallic
LSMO. The accumulation of additional carriers in LSMO in response to the ferroelec-
tric polarization leads to the observed variations of the local magnetic moments. The
effect decays exponentially as a function of the distance from the interface, and in the
third LSMO unit cell the density of states is almost identical to that obtained for the
bulk material (Fig. 5.48). Additional contributions to the ME coupling at this interface
are due to orbital hybridization effects that are present also at the Co/PTO interface.
The latter is characterized by negative induced moments on the Ti sites of the order
of −0.3µB for the P→ polarization state and a comparable change of magnetization in
the first atomic layer of cobalt. Away from the interface, the Co magnetic moments
approach a constant value of 1.8µB, which is close to the result of bulk calculations
for the tetragonally distorted fcc structure.

The tunneling electronic current in the studied LSMO/PTO/Co system was calcu-
lated using the same method applied previously for the Co/PTO/Co and Co/PZT/Co
tunnel junctions. In Fig. 5.53, the transmission maps for the four different multiferroic
states are presented to demonstrate the main features of the TMR and TER effects in
comparison with the model systems. The transmission function is non-zero only in the
spin-up channel due to the half-metallic character of the LSMO electrode. The latter
serves as a filter for the propagating states. Characteristic features of the Fermi surfaces
of both electrodes can be identified on the obtained transmission maps by comparing
them with the results presented in Fig. 5.49 for the LSMO and cobalt electrodes. The
calculated conductance values for all studied configurations of LSMO/PTO/Co (see
Table V) are smaller than most values obtained for the Co/PTO(PZT)/Co system.
This is related to a smaller number of transverse modes in the half-metallic LSMO
lead compared to the fcc cobalt. Similarly to the case of Co/PTO(PZT)/Co, normal
TMR effect is observed for the LSMO/PTO/Co tunnel junction with the P→-polarized
barrier, i.e. the parallel configuration of the lead magnetization is characterized by a
larger conductance value than the antiparallel one. The estimated TMR ratio of 66% is
comparable to the values obtained previously for the tunnel junctions with symmetric
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electrodes.
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Figure 5.53: Spin-resolved transmission
function of the LSMO/PTO/Co tunnel junc-
tion for the four multiferroic states. Magnetic
configuration of electrodes is shown by two
vertical arrows on the left side of each panel,
the barrier polarization is shown, in each case,
by a horizontal arrow. Transmission values
are presented in units of 10−5 e2/h.

Qualitatively different behavior is ob-
served for the P←-polarized system. In this
case, the antiparallel configuration has a
larger total conductance than the parallel one,
which is the signature of the inverse TMR ef-
fect. The origin of this behavior is related
to the nature of tunneling states in the consi-
dered system. On the one hand, the electronic
states in the left lead (LSMO) are positively
spin-polarized at the Fermi level and have pre-
dominantly d character. On the other hand,
the right lead (Co) provides both the major-
ity s states and the minority d states. It fol-
lows that better matching conditions for the
electronic wavefunctions on both sides of the
junction and, consequently, a higher conduc-
tance can be achieved when electronic states
with the same symmetry and spin are present
in both leads, i.e. for the antiparallel orien-

tation of the lead magnetization. The fact that these conditions are satisfied for the
P←-polarized state but not for the opposite one can be attributed to the metallization
effect in the PTO barrier and, therefore, suggests further research venues.

Therefore, the studied model system with asymmetric electrodes might reproduce
the sign inversion of the TMR in the multiferroic LSMO/PZT/Co tunnel junction
observed in experiment [11]. The estimated magnitude of the inverse TMR (–15%)
agrees well with the low-temperature measurements of this quantity [11], whereas the
calculated TMR ratio for the other polarization state (P→) is overestimated compared
to the experiment. More importantly, these experimental data indicate that the polar-
ization pointing towards Co electrode (P→ for the supercell in Fig. 5.47) leads to the
inverse TMR, whereas in the present ab initio study this is expected to happen for the
opposite polarization, namely, for P←, as seen from the data in Table V.

Table V. Integrated tunneling conductance

(in units of 10−6G0, G0 = e2/h) for the

majority spin channel and different multifer-

roic configurations of LSMO/PTO/Co. The

TMR and TER ratios are presented as well.

P← P→ TER

↑↑ 1.48 1.87 26%

↓↑ 1.70 0.64 –62%

TMR –15% 66%

Unusual behavior is revealed by the
tunneling electroresistance that changes
the sign under the magnetic switching of
the electrodes. For the parallel configu-
ration, the total tunneling current is en-
hanced for the P→ state, giving thereby
a moderate TER ratio of 26% , which
is much smaller than the aforementioned
values for the Co/PTO(PZT)/Co tunnel
junctions. In contrast to it, the antipar-
allel configuration shows a significantly
larger conductance for the P← polariza-
tion, so that the TER effect has a magnitude of 62% and a sign that is opposite to
the experimental result (see Fig. 2 in [11]). The TER effect should be considered here
in conjunction with the observed variations of the effective barrier thickness under the
polarization reversal. From the atomic relaxation calculations, the effective thickness
is expected to be smaller for the P→ state by almost 0.6 Å. Therefore, from this purely
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structural effect, one would expect a higher conductance for the P→ ferroelectric state,
which finds confirmation in the presented ab initio results for the parallel orientation
of the lead magnetization (see Table V). The polarization-triggered charge transfer at
the Co/PTO interface, which is the reason for the partial metallization of the PTO
barrier (Fig. 5.51), provides an additional enhancement of the tunneling conductance.
From this point of view, the origin of the unexpected TER behavior for the antiparallel
configuration is not clear at the moment and requires a more detailed study.

To summarize, the spin-dependent transport properties of the multiferroic tunnel
junctions with symmetric and asymmetric leads are studied in relation to the structural
and magnetic changes that occur in these systems under the reversal of the ferroelectric
polarization. For the Co/PTO(PZT)/Co tunnel junctions, normal TMR effect was ob-
tained with a magnitude that depends on the polarization state of the barrier and varies
in the range (50–70)%. In contrast to it, the LSMO/PTO/Co system with asymmetric
leads reveals the sign inversion of the TMR induced by the ferroelectric switching,
which clearly shows the importance of the half-metallic LSMO side for the transport
phenomena. Concerning the TER in the studied system, the main factors determining
this effect include i) the variation of the effective barrier thickness in the ferroelectric
switching process, and ii) the local metallization of the barrier near the interfaces due
to the charge transfer from the metallic leads. The latter effect is responsible for the
strong ME coupling that allows to manipulate the magnetization locally by means
of the ferroelectric polarization. The strongest magnetic response is observed for the
LSMO/PTO interface where a magnetization change of up to 1.0µB/surface u.c. is an-
ticipated, which exceeds the typical values reported for the prototype magnetoelectric
Fe/BaTiO3 interface [60, 61].

The aforementioned discrepancy between the experimental and first-principle re-
sults of this work regarding the TMR and TER effects indicates the necessity of further
development of the ab initio model. In a search for a viable explanation of the TMR
inversion in the LSMO/PZT/Co tunnel junction measured in [11] one might resort to
different structural models where the influence of cation disorder at the interfaces is
taken into account. Another important factor, which deserves a separate study, is the
impact of electronic correlations on the tunneling phenomena. More specifically, the
value of the fundamental band gap of the PTO (PZT) barrier is underestimated in the
DFT-based calculations. Therefore, further studies using an appropriate correction
scheme, such as the GGA+U approach [89, 96], might eventually answer the question,
as to what conditions are necessary for the robust inversion of the TMR effect in such
multiferroic systems.



Summary

In this work, electronic effects at multiferroic oxide interfaces, such as the magne-
toelectric coupling and the emergence of a two-dimensional electron gas (2DEG), have
been investigated using first-principle calculations. The presented studies were mostly
motivated by recent experimental findings concerning the multiferroic and transport
properties of LSMO/PZT/Co tunnel junctions [11] and many other oxide heterostruc-
tures [12, 59, 60] with interesting physics. Different ab initio techniques based on the
density functional theory were applied to study the structural and electronic behavior
of the systems of interest.

The emergence of a 2D electron gas was investigated on the example of the multi-
ferroic SrTcO3/BaTiO3 (001) interface, which offers a new functionality due to the po-
larized nature of BaTiO3 (BTO) and antiferromagnetic ordering in SrTcO3, in contrast
to the LaAlO3/SrTiO3 (001) system where this effect was first observed. The results
of the present ab initio study suggest that the 2DEG appears in the SrTcO3/BaTiO3

system due to the accumulation of charge carriers near the interface in response to the
electric field created by the polarized BTO side. The 2DEG character can be switched
from the p-type to n-type by means of the polarization reversal. Moreover, the absence
of polarization in BTO makes the electron gas disappear completely. This behavior is
universal for both types of the interface termination and shows a weak dependence on
the electronic correlations. The modest band gap of SrTcO3 (less than 1.5 eV) and the
tilting pattern of oxygen octahedra in this material are important factors for the for-
mation of the 2DEG. The proposed mechanism might assist in identifying multiferroic
structures with similar 2DEG behavior.

Further findings in the present work concern the magnetoelectric coupling phenom-
ena and its influence on the electron tunneling in the LSMO/PZT/Co tunnel junctions.
Both interfaces in this system show a strong ME coupling effect with a local magneti-
zation change of the order of 1 µB. At the LSMO/PTO interface, the spin-dependent
screening leads to a sizeable magnetization modulation in LSMO that provides the
largest contribution to the ME response. Different magnetic structures might be in-
duced in the ferroelectric PTO due to the charge transfer from the half-metallic LSMO
depending on the concrete interface termination. This effect can be used in practice to
identify the chemical composition of such interfaces. For the other interface between
Co and PZT, strong orbital hybridization between the d states of Co and Ti(Zr) cations
is responsible for the induction of a large negative spin polarization in a thin layer of
the ferroelectric barrier. Moreover, reconstruction of the epitaxial cobalt film to an
hcp structure is anticipated for both polarizations, independent of the Ti/Zr disorder
in the PZT barrier.

In the final part, electronic tunneling effects are studied, first, for the model
Co/PTO/Co and Co/PZT/Co systems, where, similarly to the experimentally inves-
tigated LSMO/PZT/Co junction [11], both interfaces are characterized by a strong
magnetoelectric response. From the first-principle calculations of the tunneling con-
ductance, four distinct resistance states have been clearly identified for this model
tunnel junction. The tunneling magneto- and electroresistance ratios depend on the

104
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conjugate order parameter, as expected for a multiferroic system. The presented re-
sults also support the experimental findings regarding the effective thickness of the
PTO (PZT) barrier, which is an important input for the correct explanation of the
observed TER effect. However, the sign of the TMR effect is always opposite to
what is found in experiment [11]. This discrepancy shows that the ME coupling at
the Co/PZT interface is insufficient to explain the inversion of the TMR effect and
that the effect of the LSMO side should be included in the calculation of transport
properties. Accordingly, a more realistic model system representing the multiferroic
LSMO/PTO/Co tunnel junction was studied in comparison to the systems with two
cobalt electrodes. Half-metallic nature and special symmetry of the electronic states
in the ferromagnetic LSMO have a profound impact on the character of the tunneling
states, which is argued to account for the inversion of both TMR and TER that were
obtained for the considered system. However, the major discrepancy between theory
and experiment, in this case, is the prediction of the concrete polarization direction for
which the inverse TMR is observed. Further research venues are discussed in relation
to the origins of the inversion of the TMR effect in the real system. In this respect,
the spin-dependent charge transfer, which is responsible for the partial metallization of
the ferroelectric barrier, is assumed to play the decisive role. The correct description
of the insulating band gap of the barrier and the effects of structural imperfections at
both interfaces might provide important insights and require further studies.

To summarize, the first-principle results of this work provide a detailed picture
of the interplay between different order parameters and their influence on the elec-
tronic states at the multiferroic oxide interfaces. Different types of the magnetoelec-
tric coupling in these systems have been investigated and their role for the tunneling
phenomena was discussed.
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Figure 5.54: Refinement procedure for the transmission
function of cobalt leads (upper panels for the spin-up and
lower panels for the spin-down component). The regions
of the irreducible BZ that need to be refined at each step
are marked by the black color.

For the calculation of transmis-
sion maps, an adaptive mesh re-
finement technique [182] was used
to reduce the number of k-points
that are necessary for a given pre-
cision. First, the irreducible part
of the Brillouin Zone is subdivided
into a moderate number of triangles,
which is a starting configuration for
the mesh. Then, each triangle can
be further refined by finding its cen-
ter of mass and connecting it with
the corner points, thereby creating
three new elements of the mesh. An
alternative way that was also used
in this work is to divide every edge
of a given triangle in the middle,
thereby obtaining four smaller tri-
angles. In both approaches, the es-
timates of the integral transmission

from the larger and the smaller elements are compared with each other and, depending
on the relative difference between them, the mesh is further refined in the considered
region. This process continues until the required precision for the total transmission
is reached. The adaptive refinement method is advantageous for systems where the
transmission function experiences abrupt changes, which might be related, in case of
transition metals and oxides, to the localized d states.

The evolution of the k-mesh is presented here for the fcc-cobalt electrodes (the last
two steps are shown in Fig. 5.54). Due to the nature of the above-mentioned procedure,
the refinement takes place exactly at the boundaries where the transmission function
changes abruptly. In case of bulk cobalt, the transmission takes only integer values,
so that the lines separating the regions with different values require a larger number
of points, whereas inside these regions only a small number of points is necessary for
a reliable representation of the transmission function.

On the example of the Co/PZT/Co multiferroic tunnel junction where the tun-
neling regime is realized, the convergence of the calculated total conductance with
respect to the number of k-points in the adaptive mesh refinement procedure can be
demonstrated. For each multiferroic configuration, the calculation starts with a rough
mesh containing 900 points in the irreducible part of the 2D Brillouin zone (step 1 in
Fig. 5.55). The estimated value of the total transmission for this mesh (T0) is taken
as a first approximation for the subsequently refined values. At the next step, each
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Figure 5.55: Relative change of the total tunneling conductance (left panels) and the TMR ratio
(right panels) of the Co/PZT/Co tunnel junction after the subsequent adaptive k-mesh refinement
steps. In the left figures, the convergence of the tunneling conductance is demonstrated, first, for
each spin channel (bottom figure) and, then, for the sum over the two spin channels (top figure) both
for parallel and for antiparallel magnetic configurations. For each quantity, the results for the two
opposite polarizations, P← (red lines) and P→ (blue lines), are presented.

element of the mesh is refined by defining three smaller elements which yields 2628
mesh points in total (step 2 in Fig. 5.55). Further refinement of the mesh gives dif-
ferent numbers of additional k-points within the range (600 – 3000) depending on the
concrete configuration of the system. At each step, the relative deviation of the newly
estimated total transmission T from the initial value T0 is estimated (Fig. 5.55). The
last refinement step (also presented in Table IV) changes the total value of T by less
than 0.13%, whereas the corrections in each spin channel might be of the order of 0.4%.

Based on these data, the TMR ratio is calculated for each refinement step using
the definition

TMR =
G↑↑ −G↓↑

G↑↑
× 100% (5.2)

and the results are presented in Fig. 5.55. Reliable values are obtained even for the
initial mesh, where the difference from the refined values is less than 0.5%.
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