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Introduction

When modeling real world phenomena mathematically one usually starts by building a deter-

ministic model ignoring all random occurrences. However, in many situations a deterministic

view of the problem in question is not satisfactory. Just think of the financial sector, where

from simple observations one finds that stock prices, interest rates, and other financial prod-

ucts have a significant random component. But the same remains true for technical and

natural phenomena. An electronic signal is corrupted by noise, the water level of a river and

the growth of a population change over time with some random effects. Even the expansion

of heat does not follow the deterministic heat equation. Therefore, the need to add a sto-

chastic component in order to make the models more realistic and applicable seems promising.

If a system is modeled by differential equations, the extension to include random effects was

done very successfully by Itô [Itô44, Itô51], Stratonovič [Str64] and Shorohod [Sko75], who

each developed a stochastic integration calculus based on the Wiener process. Those works

build the foundations of the research area of stochastic differential equations. For the theory

of stochastic differential equations with Wiener noise we refer to the monographs of Øksendal

[Øks03] and Gihman & Skorohod [GWMS14] and references therein.

0.2 0.4 0.6 0.8 1.0
t

-0.4

-0.2

0.2

0.4

0.6

WHtL

Figure 1. A random path of a Wiener process.

However, since the basic process to all these calculi is the Wiener process which is a pathwise

continuous Markov process, it becomes inadequate as soon as chronological dependencies

or jumps appear. In order to capture long-range or short-range dependence the concept of

fractional Brownian motion was introduced by Mandelbrot & van Ness [MVN68]. Following

this fundamental work a rich integration theory for fractional Brownian motion was developed

1



INTRODUCTION 2

by many authors over the years. A detailed introduction into the theory of stochastic calculus

for fractional Brownian motion can be found in the monograph of Mishura [Mis08].

Figure 2. Sample paths of fractional Brownian motions with short-range de-
pendence (left) and long-range dependence (right).

Another way to extend the original stochastic calculus by Itô is to allow the basic stochastic

process to jump. This can be achieved, for example, by requesting the stochastic process

to be only stochastically continuous. Then, a natural class of processes which fulfills this

assumption and additionally has some nice properties are Lévy processes. The Wiener process

is one example of a Lévy process. But also pure jump processes like the Poisson process or

the compound Poisson process are Lévy processes. Compared to the continuous noise of

the Wiener process or the fractional Brownian motion, jump noise has some fundamentally

different properties. That is why, in some situations one has to separate continuous noise from

jump noise in order to be able to deal with it mathematically. We will see this for example

in Chapter 3 of this thesis. The extension of stochastic calculus to Lévy noise, to be more

precise to square integrable martingales, is due to Kunita & Watanabe [KW67].

Figure 3. Sample paths of a Poisson process (left) and a compound Poisson
process (right).

A recent example where Lévy processes are needed in order to build sound mathematical

models are electricity prices. Veraart & Veraart [VV14] showed using data from the Euro-

pean Energy Exchange that the day-ahead prices indeed jump. For the theory of stochastic
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calculus and differential equations with Lévy noise we refer to the monograph of Applebaum

[App09] and references therein.

Note that the theory can be extended even further in this direction, if one considers a semi-

martingale as the basic process to build a stochastic calculus, as was first done by Meyer

[Mey76]. An introduction into this more general theory can be found in the monographs of

Métivier [Mét82] and Protter [Pro05].

Now we return to the idea from the beginning of building sound mathematical models with the

help of deterministic differential equations. The standard mathematical curriculum consists

of equations that are local in time. This means the dynamic depends only on the current

state of the system. The path the system took to reach this state has no influence on its

future development at all. Quite often those models can only be seen as a first approximation

and have to be improved by allowing terms to depend on past states, in order to make

them more accurate. Just think of population models in biology, delayed reaction models

in chemistry, implementations of control theory models, where a feedback control is always

delayed, and the incubation period, when modeling the spread of a disease. Intuitively it

seems reasonable that those systems have a dependences on past states which are relevant

for their future development. Allowing the evolution of a quantity to depend on its past

states leads to the mathematical concept of differential delay equations or more generally to

functional differential equations. We briefly discuss a simple example here to demonstrate the

effect a delay can have on a system compared to the undelayed model. Therefore, consider

the following logistic growth model
$

&

%

u1ptq “ uptqp1´ uptqq,

up0q “ 0.1.

It is well-known that the solution of this nonlinear ordinary differential equation has an

exponentially damped stable equilibrium which is in our case uptq ” 1.
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Figure 4. Solution of logistic growth model (blue) and stable state (green).
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Let us now consider a delayed version of the logistic growth model which is discussed in Wu

[Wu96] and reads as follows
$

&

%

v1ptq “ vptqp1´ vpt´ τqq,

vpsq “ 0.1,

where s P r´τ, 0s. Here, τ ą 0 is the delay which for example could be the duration of

gestation. Depending on the size of the delay τ the system has either an exponentially

damped stable equilibrium as in Figure 4, an oscillatorily damped stable equilibrium or a

stable limit cycle as shown in Figure 5.

Figure 5. Solution of logistic growth model (blue) and stable state (green).
In red the solution of the delayed logistic growth model: oscillatorily damped
stable equilibrium (left) and stable limit cycle (right).

Hence, we see that a delay can have a dramatic influence onto the dynamics of a system.

Historically the first general differential equations with dependence on past states of the sys-

tem were investigated by Volterra [Vol28, Vol90]. Later on Krasovskĭı [Kra63] pointed out

that it may be convenient to investigate delay problems in functional spaces even though the

state variable is a finite-dimensional vector. This turned out to be a very fruitful approach

in developing a strong theory, that has since found application in many feels, see for example

Roussel [Rou96] and Epstein [Eps90] in chemistry, Szyd lowski & Krawiec [SK01] in eco-

nomics, Alexander & Moghadas & Röst & Wu [AMRW08] in biology, and Makroglou & Li

& Kuang [MLK06] in medicine. For an introduction into the general theory of functional

differential equations with a finite delay and more examples we refer to Hale & Verduyn Lunel

[HVL93] and Diekmann & van Gils & Verduyn Lunel & Walther [DvGVLW95] and the

references therein. For differential equation with an infinite delay see Hino & Murakami &

Naito [HMN91].

In this thesis we are interested in dynamics modeled by partial differential equations (PDE),

to be more precise in PDEs which can be rewritten as evolution equations. The basic idea

of evolution equations is to consider a PDE as an ordinary differential equation (ODE) in

an infinite dimensional functional space. From this point of view the differential operators

become linear unbounded operators in the functional space. Hence, this is one of the main
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differences to ODE theory, where the linear operators are all bounded. However, one can still

build a rich theory which is capable of covering many important examples, where the matrix

exponential from ODE theory is replaced by a one-parameter semigroup of bounded linear

operators and therefore this theory is called semigroup theory. For an introduction we re-

fer to the monographs of Engel & Nagel [EN00] and Pazy [Paz83] and the references therein.

As mentioned above, it is a suitable approach to consider delay differential equations as an

evolution in a functional space. This idea also works well, if a delay appears in a PDE. There

are different approaches to realize this idea. Two of them rely on semigroup theory. The

first one is to consider the evolution in the history space. In this approach the history space

is most often chosen to be the space of continuous functions from the delay interval to the

state space of the PDE. Then, the delay problem can be rewritten as an undelayed evolution

equation. We refer to Wu [Wu96] and the references therein for a detailed introduction into

this approach. However, it turns out that this approach is not the most natural one, espe-

cially for the stochastic case we want to consider. That is why we favor a different semigroup

approach, where the evolution of the delay equation is considered in the product space of

the state space and the history space. Then again, the delay problem can be rewritten as an

undelayed evolution equation, but this time with the following advantages: first, the structure

of the equation remains intact and second, the problem can be formulated in a Hilbert space

setting. For an introduction into this theory we refer to the monograph of Bátkai & Piazzera

[BP05] and the references therein. Examples of PDEs with delay can be found in the two

monographs we already mentioned. For population models with diffusion and delay we refer

to Fragnelli & Tonetto [FT04] and Fragnelli & Idrissi & Maniar [FIM07].

Similar to the finite dimensional case we can extend the theory from PDEs to stochastic par-

tial differential equations (SPDE). If one applies the same idea as in the deterministic setting,

that is lifting the SPDE to a stochastic evolution equation and this way treat the SPDE as a

stochastic differential equation in an infinite dimensional functional space, a rich theory was

developed with the help of semigroup theory which is still an active field of research today.

The first results were obtained for the Wiener noise case. Those results are summarized in the

monographs of Da Prato & Zabczyk [DPZ92] and Gawarecki & Mandrekar [GM11a], where

one can also find several examples of SPDEs driven by Wiener noise. However, for the same

reasons as in the finite dimensional case the need of more freedom in the choice of the noise

term is apparent. For example Benth & Krühner [BK14] recently modeled forward prices

in commodity markets with the help of an infinite dimensional stochastic evolution equation

driven by Lévy noise. In order to be able to treat those kind of models, an extension of the

existing Wiener theory to Lévy noise is needed. One can find those results in the monograph

of Peszat & Zabczyk [PZ07] and in the references therein. The book is also an excellent

starting point for the young theory of SPDEs driven by Lévy noise which is an active field

of research today, as can be seen for example in the works of Mandrekar & Wang [MW11],

Barth & Lang [BL12], Albeverio & Mastrogiacomo & Smii [AMS13], and Hausenblas & Giri
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[HG13]. However, the theory is not yet that far developed as it is for the Wiener noise case.

For example there is no integration theory for cylindrical Lévy processes yet. First steps have

been undertaken recently by Riedle [Rie14, Rie15] to develop this theory.

In this thesis we investigate stochastic evolution equations with Lévy noise and in this con-

text treat stochastic partial differential delay equations driven by Lévy noise with the help of

semigroup theory. As mentioned above, the deterministic approach presented by Wu [Wu96]

is not the natural choice for a stochastic setting, especially if one considers Lévy noise, where

the paths of the solution can be discontinuous. However, in the case of Wiener noise there

are some results in the finite dimensional setting, see for example van Neerven & Riedle

[vNR07]. But since the approach presented by Bátkai & Piazzera [BP05] has the advantage

that the problem can be formulated in Hilbert spaces, it is a natural starting point for a

stochastic theory. Yet, not much work has been done so far in a stochastic setting using this

approach for delay equations. In the finite dimensional case with Wiener noise Chojnowska-

Michalik [CM78] showed that a stochastic differential delay equation can be transformed

into a stochastic evolution equation. For SPDEs with delay Cox & Górajski [CG11] proved

the same equivalence for Wiener noise in a Banach space setting. Bierkens & van Gaans &

Lunel [BvGL09] investigate the existence of an invariant measure for solutions of stochastic

evolution equations with Wiener noise and mention SPDEs with delays as one example. To

date, applications of stochastic differential equations with a delay are mostly found in the

finite dimensional setting, for example Lu & Ding [LD14] in biology and Appleby & Riedle

& Swords [ARS13] in finance. However, there is a large interest in an applicable theory of

SPDEs with a delay, especially in diabetes research, where one wants to extend the ODE

models with a delay, see for example Makroglou & Li & Kuang [MLK06], to SPDE models

with a delay. Hence, mathematical research in stochastic delay equations is ongoing until to-

day, see for example in the monographs of Mao [Mao94], Liu [Liu06], Mao & Yuan [MY06],

Kushner [Kus08] and for more recent results the works of Scheutzow [Sch13], Xu & Pei &

Li [XPL14], Górajski [Gór14], Zang & Li [ZL14], and Zhang & Ye & Li [ZYL14].

Our objective in this thesis is to provide more mathematical results for delayed and unde-

layed SPDEs driven by Lévy noise. Therefore, we build on the results from Bátkai & Piazzera

[BP05], Chojnowska-Michalik [CM78], and Cox & Górajski [CG11] and show for the first

time that a delayed stochastic evolution equation can be transformed into an undelayed sto-

chastic evolution equation, if the driving noise is an infinite dimensional square integrable

Lévy martingale. Thus, the semigroup approach also works well, if we consider jump noise.

However, due to the stochastic term involved in the problem only weaker solution concepts

work. That is why, we consider mild solutions. Yet, there is no natural definition of a mild

solution, if we consider a delayed stochastic evolution equation. We resolve this problem

by providing an equivalent solution concept which we call integrated solution. This way we

are able to provide a natural and stochastic meaningful definition of a solution for a delayed
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stochastic evolution equation and link it to the mild solution of the undelayed stochastic evo-

lution equation. Additionally, we extend the setting to include infinite delays. We achieve

this by showing that an infinite delay can be naturally included in the Hilbert space setting.

Therefore, we can treat delayed stochastic evolution equations with finite or infinite delay

driven by Lévy noise as a special case of an undelayed stochastic evolution equation driven by

Lévy noise. Hence, by well-known results from Peszat & Zabczyk [PZ07] the existence and

uniqueness of the solution is guaranteed.

Since we are forced to work with mild solutions, we encounter the problem that they have

no stochastic differentials and may not have a càdlàg modification. In other words, the mild

solution of a stochastic differential equation may be a well-defined stochastic process, but it is

not regular enough to apply standard tools from stochastic analysis. To overcome this prob-

lem we provide approximations of the mild solution, where each member of the approximating

sequence has the desired properties and hence, is regular enough to apply stochastic tools like

Itô’s formula. We present two different ideas for an approximation which are both based on

Yosida approximation. The general idea for the first one is to smooth all terms such that they

lie in the domain of the driving linear operator, whereas in the second approximation one

takes the opposite approach and approximates the mild solution with elements from the state

space. While the first approximation scheme has been considered in the literature before, the

proofs are incomplete. We fill this gap by giving a rigoros proof. To the best of our knowledge,

the second approximation represents a new result.

In stochastic analysis the Itô formula which is called transformation formula, if one considers

Lévy noise, is one of the most important tools. As mentioned above, mild solutions are not

regular enough to apply classical results like the transformation formula to them. Therefore,

one is in need of a generalized version which can still be applied to mild solutions. This

generalized version is the main result of this thesis. That is, we prove a rigorous transfor-

mation formula for mild solutions of stochastic evolution equations driven by Lévy noise. In

order to achieve this, we pick up an idea from Ahmed & Fuhrman & Zabczyk [AFZ97], who

compensate the missing regularity of the mild solution by requesting more regularity of the

transformation function. Ahmed & Fuhrman & Zabczyk mention that this idea works for the

Wiener noise case, but do not give a proof. We generalize their idea to the Lévy noise case

and provide all proofs, where the main tool is one of the approximation schemes we showed

before. Doing so, we apply a classical transformation formula to each member of the approxi-

mating sequence. Taking the limit yields the desired transformation formula for mild solutions.

As mentioned above, the transformation formula is one of the most important tools in sto-

chastic analysis. Hence, with the new generalized version for mild solutions at hand we can

apply it to solutions of stochastic evolution equations driven by Lévy noise, too. One classi-

cal application in stochastic analysis, where the transformation formula is needed, is filtering

theory. There have been numerous works on several different settings in filtering theory. The
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field of filtering problems with Lévy noise remains an active field of research until today, as

one can see for example in Ahn & Feldman [AF00], Sornette & Ide [SI01], Meyer-Brandis &

Proske [MBP04], Popa & Sritharan [PS09], Grigelionis & Mikulevicius [GM11b], and Frey

& Schmidt & Xu [FSX13]. We consider a linear filtering problem with additive Lévy noise.

For the finite dimensional Wiener noise case Ȧström [Ȧst70] showed that the Itô formula

can be used to transform the filtering problem into a deterministic optimal control problem.

This idea has been applied to several other situations, for example Grecksch & Tudor [GT08]

showed an analog result in infinite dimensions with fractional Brownian motion as the noise

term. We apply the idea from Ȧström to the case of Lévy noise in infinite dimensions. With

the help of the transformation formula for mild solutions we are able to adjust the argument

to our setting and hence, we show that the filtering problem in the Lévy noise case is also

equivalent to a deterministic optimal control problem.

This thesis is structured as follows. In Chapter 1 we first generalize the result that a deter-

ministic linear evolution equation with a finite delay can be transformed into an undelayed

evolution equation from Bátkai & Piazzera [BP05] to the case of an infinite delay. Next, we

show that the analog result remains true in the stochastic case with Lévy noise, where we

consider a semilinear delayed stochastic evolution equation. Since stochastic strong solutions

are impossible for delay equations, we consider mild solutions and equivalent formulations.

From Chapter 1 we conclude that we can treat delayed stochastic evolution equations in the

setting of undelayed stochastic evolution equations. That is why, in the subsequent chapters

we prove results for undelayed stochastic evolution equations and then apply them to our case

of interest.

In Chapter 2 we provide the two different approximations for the mild solution of a stochastic

evolution equation driven by Lévy noise, we mentioned above. The first approximation covers

the case, when the semigroup is a generalized contraction. In this situation the solution has a

càdlàg modification. Since this continuity property is desirable when dealing with jump noise,

we treat this case separately. It is well-known that generalized contraction semigroups are

characterized by the Lumer-Phillips theorem to have a γ-dissipative generator. Therefore, we

show for different delay types, if they are γ-dissipative or not. We end Chapter 2 with the

proof of the approximation theorem for the general case. It is noteworthy as explained above,

that the approximation idea as well as the proof differ considerably from the special case of a

generalized contraction semigroup.

In Chapter 3 we prove the main theorem of this thesis. That is a transformation formula for

mild solutions of stochastic evolution equations with Lévy noise. We proceed in three steps.

At first we deduce a transformation formula for well-defined Lévy processes. As mentioned

above, the mild solution is not sufficiently regular to be a well-defined Lévy process and

therefore, we need to ask for more regularity of the transformation function to compensate for

this lacking. That is, if A is the driving linear operator of the stochastic evolution equation we
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request from the transformation function φ : H Ñ R, that φ1phq P DpA˚q for all h P H, where

H is a separable Hilbert space, A˚ is the adjoint operator of A, and φ1 denotes the Fréchet

derivative of φ. We provide a sufficient criterion for that. In the final step, we prove the

transformation formula for mild solutions of stochastic evolution equations with Lévy noise

using the first approximations from Chapter 2. Doing so we show, if Y is the mild solution of
$

’

&

’

%

dY ptq “ AY ptqdt` F pt, Y ptqqdt`G0pt, Y ptqqdWQ0ptq

`
ş

U G1pt, Y ptqqxÑpt, dxq, t ě 0,

Y p0q “ y,

then the following formula holds by Theorem 3.15 P-a.s.

φpY ptqq “ φpyq `

ż t

0
xA˚φ1pY ps´qq, Y ps´qyHds`

ż t

0
xφ1pY ps´qq, F ps, Y ps´qqyHds

`

ż t

0
xφ1pY ps´qq, G0ps, Y ps´qqdWQ0psqyH

`
1

2

ż t

0
tr
“

φ2pY ps´qq
`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚‰

ds

`

ż t

0

ż

U
φpY ps´q `G1ps, Y ps´qqxq ´ φpY ps´qqÑpds, dxq

`

ż t

0

ż

U
φpY ps´q `G1ps, Y ps´qqxq ´ φpY ps´qq ´ xφ

1pY ps´qq, G1ps, Y ps´qqxyHνpdxqds.

Since the adjoint operator A˚ of the driving linear operator A appears in the transformation

formula, we close Chapter 3 by calculating the adjoint operators for the most important delay

cases.

In the final Chapter 4 we apply the results from Chapter 3 to solve a linear filtering problem

with additive Lévy noise. Therefore, we first prove a product formula with the help of the

transformation formula for mild solutions. Then, we use this product formula to show that

the filtering problem is equivalent to a deterministic optimal control problem and therefore,

by classical results, has a unique solution.

Finally we decided to collect the most important results from semigroup theory and stochastic

calculus we use throughout the thesis in an appendix. Therefore, a fluent reading of the thesis

should be possible, without constantly consulting further literature.



CHAPTER 1

Abstract Delay Equation

In this chapter we introduce the problem which motivates the theory developed later. We start

by posting a deterministic linear abstract delay equation with infinite delay. We show that, if

we consider classical solutions, it can be equivalently written as an abstract Cauchy problem

in a suitable product space. For the case of a finite delay this was already shown in [BP05].

We build on those results and use very similar arguments. The question of well-posedness is

then reduced to the question of whether the driving linear operator of the abstract Cauchy

problem generates a C0-semigroup.

After that we consider a stochastic semilinear delay equation with Lévy noise. Again, we will

show that it is equivalent to a stochastic abstract Cauchy problem. But this time the solution

concept is that of mild solutions, which is a much weaker solution concept. This is necessary

due to the stochastic term, since a strong solution of the stochastic Cauchy problem would

already be deterministic. At the end of the chapter we discuss the question of well-posedness

for the stochastic case.

1.1. Deterministic linear case

In [BP05] the authors treat an abstract linear delay equation with a finite delay. We will

extend those results to the case of an infinite delay in this section. For more flexibility in

the choice of history functions we introduce a time weighted history space. In particular,

we will reformulate the delay problem as an abstract Cauchy problem. For the questions

of well-posedness we will only cite results from [BP05], because the proofs are identical to

the finite delay case. Since the generalization from the finite delay case to the infinite delay

is not that major, we mainly repeat the argumentation of [BP05] and only adjust it when

necessary. We also make heavy use of their notation. Our intention of this detailed review is

that it provides a solid analytical foundation for the stochastic theory presented later.

1.1.1. Setting

In order to formulate the delay problem we introduce some notation and the standing hy-

potheses.

Definition 1.1. With I we denote the time interval where the delay is affecting the dynamics

of the delay equation. It can be either finite, that is I “ r´τ, 0s for some fixed τ ą 0, or

infinite, that is I “ R´ :“ p´8, 0s.

Remark 1.2. In case of a finite delay we can assume without lost of generality that I “ r´1, 0s,

by simply scaling the time.

10
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Definition 1.3. Let X be a Banach space and consider a function u : I Y R` Ñ X, where

R` :“ p0,8q. For each t ě 0, we call the function

ut : I Q σ ÞÑ upt` σq P X

history segment with respect to t ě 0.

Definition 1.4 (history function). The history function of u is then the function

hu : t ÞÑ ut

on R`.

In order to obtain more freedom in the choice for the decay of the history function we introduce

the following measure.

Definition 1.5 (measure µ). Let % P C1pIq with % ą ε% ą 0 and for some T ą 0

@τ P I @s P r0, T s :
%pτ ´ sq

%pτq
ď C% ă 8. (1.1)

We define the measure µ by

dµ “ %dt,

where dt is the standard Lebesgue measure.

Example 1.6. If we set % ” 1, then µ is the standard Lebesgue measure. Further examples

are exponentials like %ptq “ e´t and polynomials like %ptq “ 1` p´tqm, where m ě 1.

Remark 1.7. Condition (1.1) guaranties that the weight function doesn’t oscillate too much.

This is natural, since normally the impact of the delay becomes smaller the further it lies in

the past.

Now we introduce the standing hypotheses which build the foundations for the theory pre-

sented here. Assume that

(H1) X is a Banach space;

(H2) B : DpBq Ă X ÝÑ X is a closed, densely defined, linear operator;

(H3) Z is a Banach space, such that DpBq
d

ãÑ Z
d

ãÑ X (where
d

ãÑ means densely, continu-

ously embedded);

(H4) 1 ď p ă 8, f P LppI;Z; dµq and x P X;

(H5) Φ : W 1
p pI;Z; dµq ÝÑ X is a bounded linear operator, called the delay operator; and

(H6) Ep :“ X ˆ LppI;Z; dµq.

Under these hypotheses, and for given elements x P X and f P LppI;Z; dµq, the following

initial value problem will be called an (abstract) delay equation (with history parameter

1 ď p ă 8)

pDEpq

$

’

&

’

%

u1ptq “ Buptq ` Φut, t ě 0,

up0q “ x,

u0 “ f.
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Note, that the main difference of pDEpq to a common abstract Cauchy problem is that there

are two driving linear operators. In addition to the usual operator B which acts on the state

space X, there is the linear operator Φ which acts on the history space W 1
p pI;Z; dµq.

Here is the natural notation of a classical solution to pDEpq.

Definition 1.8 (classical solution of pDEpq). We say that a function u : I Y R` ÝÑ X is a

classical solution of pDEpq if

(i) u P CpI Y R`;Xq X C1pR`;Xq,

(ii) uptq P DpBq and ut PW
1
p pI;Z; dµq for all t ě 0,

(iii) u satisfies pDEpq for all t ě 0.

Remark 1.9. Due to the properties of the weight function, %, it is clear that only in the case

of an infinite delay the choice of % matters. For the case of a finite delay the history space

is invariant of %, since the norms are equivalent. This is why we always set % ” 1, when the

delay is finite.

Remark 1.10. The abstract setting allows us to include the two most important kinds of

delays. On the one hand, the discrete delay Φut :“
řn
i“1 upt´ hiq and on the other hand, the

average over the delay:
ş

I upt` τqdgpτq, where g is of bounded variation. We will cover this

in more detail in Section 1.1.3.

1.1.2. Reformulation of the problem

We start by proving a lemma which follows from well-known facts about shift semigroups. It

is going to be the essential tool to rewrite the delay equation pDEpq as an abstract Cauchy

problem. For the case of a finite delay one can find the results in [BP05, Section 3.1]. Here

we prove all the results for the case of an infinite delay.

Lemma 1.11. In the case of an infinite delay, that is I “ R´, let u : RÑ Z be a function such

that for all a P R u belongs to W 1
p pp´8, aq;Z; dµq. Then, the history function hu : tÑ ut of

u is continuously differentiable from R` into LppI;Z; dµq with derivative

d

dt
huptq “

d

dσ
ut.

PROOF.

Let pA,DpAqq be the generator of the left shift semigroup pT ptqqtě0 on the space LppR;Z; dµq,

that is DpAq “W 1
p pR;Z; dµq and A “ d

dσ . Let t P R` and fix T ą 1.We extend u|p´8,t`T s to

a function v PW 1
p pR;Z; dµq “ DpAq, such that

d

dt
T ptqv “ AT ptqv.

Note that for σ P I “ R´ the identity

pT psqvqpσq “ vps` σq “ ups` σq “ uspσq “ hupsqpσq



1.1. DETERMINISTIC LINEAR CASE 13

holds if and only if s ` σ P p´8, t ` T s. Therefore the identity holds for all s P R with

´8 ă s´ t ď T , in particular it holds for |s´ t| ă T . This way we find

0 “ lim
hÑ0

›

›

›

›

T pt` hqv ´ T ptqv

h
´AT ptqv

›

›

›

›

p

LppR;Z;dµq

“ lim
hÑ0

›

›

›

›

T pt` hqv ´ T ptqv

h
´

d

dσ
T ptqv

›

›

›

›

p

LppR;Z;dµq

ě lim
hÑ0

›

›

›

›

T pt` hqv ´ T ptqv

h
´

d

dσ
T ptqv

›

›

›

›

p

LppI;Z;dµq

“ lim
hÑ0

›

›

›

›

hupt` hq ´ huptq

h
´

d

dσ
ut

›

›

›

›

p

LppI;Z;dµq

,

which implies
d

dt
huptq “

d

dσ
ut.

Moreover, the map t ÞÑ d
dσut “

d
dthuptq is continuous from R` into LppI;Z; dµq, since the

map t ÞÑ AT ptqv “ T ptqAv is continuous from R` into LppR;Z; dµq.

l

As a direct consequence of Lemma 1.11 we can transform classical solutions of pDEpq into

classical solutions of an abstract Cauchy problem.

Corollary 1.12. Let u : I Y R` Ñ X be a classical solution of pDEpq. Then the function

U : t ÞÑ

˜

uptq

ut

¸

P Ep

from R` into Ep is continuously differentiable with derivative

9U ptq “ A U ptq,

where

A :“

˜

B Φ

0 d
dσ

¸

,

where d
dσ denotes the distributional derivative with domain

DpA q :“

#˜

x

f

¸

P DpBq ˆW 1
p pI;Z; dµq : fp0q “ x

+

.

Thus every classical solution u of pDEpq yields a classical solution of the abstract Cauchy

problem

pACPpq

$

’

&

’

%

U 1ptq “ A U ptq, t ě 0,

U p0q “

˜

x

f

¸

,

on Ep.
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Remark 1.13. In the definition of the domain of A we find the expression fp0q “ x. This

means that we must be able to evaluate f at zero. This is possible since W 1
p pR´;Zq is embedded

in C0pR´;Zq. With the properties of the measure µ (continuity and strict positivity of %) one

easily finds that W 1
p pR´;Z; dµq is also embedded in C0pR´;Zq.

Remark 1.14. In the first line of the operator matrix A we find the delay equation pDEqp.

Since the history function is a shift in time the derivative in the second line is natural and we

have shown this in Lemma 1.11. But if one thinks in terms of partial differential equations,

the second line could be interpreted as a transport equation in time.

Corollary 1.12 shows that every solution of pDEpq gives us a solution of pACPpq. Next,

we show that pDEqp and pACPpq are equivalent in the sense that conversely every classical

solution t ÞÑ U ptq of pACPpq is of the form

U ptq “

˜

uptq

ut

¸

,

where the function u is a classical solution of pDEpq. We fix the Banach space setting for

pACPpq by adding the following to our standing hypotheses:

(H7) pA ,DpA qq is the operator on Ep defined as

A :“

˜

B Φ

0 d
dσ

¸

,

with domain

DpA q :“

#˜

x

f

¸

P DpBq ˆW 1
p pI;Z; dµq : fp0q “ x

+

.

Since we want to apply standard arguments from semigroup theory concerning the connection

of well-posedness of abstract Cauchy problems and generators of C0-semigroups (see Appendix

A in particular Theorem A.9), we need to show the closeness of the operator pA ,DpA qq.

Lemma 1.15. Under Hypotheses pH1q ´ pH7q, the operator pA ,DpA qq is closed and densely

defined on Ep.

PROOF.

First we prove the closedness. Let
´

xn
fn

¯

Ă DpA q be a sequence such that
´

xn
fn

¯

converges to
´

x
f

¯

P Ep and A
´

xn
fn

¯

“

´

Bxn`Φfn
d
dσ
fn

¯

converges to
´

y
g

¯

P Ep.

In particular, the sequence pfnq converges to f in the norm topology of the Sobolev space

W 1
p pI;Z; dµq. Hence, we have that f P W 1

p pI;Z; dµq and d
dσf “ g. Since the operator

Φ : W 1
p pI : Z; dµq Ñ X is bounded, we have that Φfn ÝÑ Φf .

Moreover, by the closedness of B, we have x P DpBq and Bx “ y´Φf . Finally, since the space

W 1
p pI;Z, dµq is embedded into CpI;Zq (see Remark 1.13), the sequence xn “ fnp0q converges

to fp0q. Hence, fp0q “ x and
´

x
f

¯

P DpA q, A
´

x
f

¯

“

´

y
g

¯

and the operator A is closed.
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Now, we prove the density of DpA q. Let
´

y
g

¯

P Ep and ε ą 0. First note that DpBq is dense

in X, thus we can find a x P DpBq such that

}x´ y}X ă ε.

Next, we show that W 1
p,0pI;Z; dµq is dense in LppI;Z; dµq, where W 1

p,0pI;Z; dµq is the closure

of C8c pI;Zq in W 1
p pI;Z; dµq. Now let u P LppI;Z; dµq. This is equivalent to u%1{p P LppI;Zq.

Since C8c pI;Zq is dense in LppI;Zq we find a sequence un P C
8
c pI;Zq such that

un ÝÑ u%1{p in LppI;Zq.

This implies that the sequence ũn :“ un%
´1{p converges to u in LppI;Z; dµq. Since % P C1

and is always positive we find that ũn P C
1
c pI;Zq. All that is left to show now is that each

ũn PW
1
p,0pI;Z; dµq. But this is easy to see since

pũnptqq
1 “ punptq%

´1{pptqq1 “ u1nptq%
´1{pptq ´

1

p
unptq%

´1{pptq%´1ptq%1ptq

and all un’s and their derivatives have compact support. Thus, we can find g̃ PW 1
p,0pI;Z; dµq,

such that

}g̃ ´ g}p ă ε.

Let now h PW 1
p pI;Z; dµq such that hp0q “ x and let k PW 1

p,0pI;Z; dµq such that }k´h}p ă ε.

Finally, let f :“ g̃ ` h´ k. We obtain f PW 1
p pI;Z; dµq, fp0q “ x, and

›

›

›

›

ˆ

y

g

˙

´

ˆ

x

f

˙ ›

›

›

›

ď

›

›

›

›

ˆ

y ´ x

0

˙›

›

›

›

`

›

›

›

›

ˆ

0

g ´ g̃

˙ ›

›

›

›

`

›

›

›

›

ˆ

0

h´ k

˙›

›

›

›

ă 3ε

Therefore, the domain DpA q is dense.

l

In view of Lemma 1.15, we can formulate the following corollary that is a straightforward

consequence of semigroup theory (see Theorem A.9).

Corollary 1.16. The abstract Cauchy problem pACPpq associated to the operator pA ,DpA qq

on the space Ep is well-posed if and only if pA ,DpA qq is the generator of a C0-semigroup

pT ptqqtě0 on Ep.

In this case, the classical and mild solutions of pACPpq are given by the functions

U ptq “ T ptq

ˆ

x

f

˙

for t ě 0.

Now, we introduce the following notation.

Definition 1.17. If U is an element of Ep we denote its first component by U1 P X. There-

fore, one can interpret U1 as the canonical projection from Ep onto X.

Similarly, by U2 P LppI;Z; dµq we denote the second component of U . Again, this could be

interpreted as the canonical projection from Ep onto LppI;Z; dµq.
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With this notation in place we can write an element U of Ep in the following way

U “

ˆ

U1

U2

˙

.

Proposition 1.18. For every classical solution U of pACPpq, the function

uptq :“

#

U1ptq if t ě 0

fptq if t P I
(1.2)

is a classical solution of pDEpq and U2ptq “ ut for all t ě 0.

PROOF.

Since U is a classical solution of pACPpq, i.e. U P C1pR`; EpqXCpR`; DpA qq, it follows that

U2 is in C1pR`;LppI;Z; dµqq and is a classical solution of the problem
$

’

&

’

%

d
dtU2ptq “ d

dσU2ptq, t ě 0,

U2ptqp0q “ U1ptq, t ě 0,

U2p0q “ f

(1.3)

in the space LppI;Z; dµq. In particular, since LppI;Z; dµq
d

ãÑ LppI;X; dµq, the function U2

is in C1pR`;LppI;X; dµqq and is a classical solution of the problem in Equation (1.3) in the

space LppI;X; dµq. Note that since

U ptq P DpA q “

#˜

x

f

¸

P DpBq ˆW 1
p pI;Z; dµq : fp0q “ x

+

.

for all t ě 0 it follows that U2ptqp0q “ U1ptq.

Now we observe that by definition

utpσq “ upt` σq “

#

U1pt` σq for t` σ ě 0,

fpt` σq for t` σ ă 0,

where f PW 1
p pI;Z; dµq

d
ãÑW 1

p pI;X; dµq, and fp0q “ x “ U1p0q by assumption. Hence, in the

case of an infinite delay u PW 1
p pp´8, aq;X; dµq for all a P R. We can extend u to a function

in W 1
p,locpR;X; dµq and by Lemma 1.11 we have

d

dt
huptq “

d

dσ
ut for all t ě 0

in the space LppI;X; dµq. Moreover, by definition of ut we have

utp0q “ uptq “ U1ptq for all t ě 0,

and

u0 “ f.

Hence, the map t ÞÑ ut is also a classical solution of the problem (1.3) in the space LppI;X; dµq.



1.1. DETERMINISTIC LINEAR CASE 17

Now we define wptq :“ ut ´U2ptq for t ě 0. Then w is a classical solution of the problem
$

’

&

’

%

d
dtwptq “ d

dσwptq, t ě 0,

wptqp0q “ 0, t ě 0,

wp0q “ 0

(1.4)

in the space LppI;X; dµq. Since Equation (1.4) is the abstract Cauchy problem associated to

the generator of the (nilpotent) left shift semigroup on LppI;X; dµq with initial value zero,

we have that wptq “ 0 for all t ě 0. Therefore, ut “ U2ptq PW
1
p pI;Z; dµq and U ptq “

´

uptq
ut

¯

for all t ě 0, and u is a classical solution of pDEpq.

l

The equivalence of pDEpq and pACPpq established above enables us to use methods and results

of semigroup theory in order to deal with the delay problem pDEpq.

At present, we transfer the notions of well-posedness and of mild solution, known from abstract

Cauchy problems and semigroups, to pDEpq (see Definition A.10 and Definition A.12).

Definition 1.19 (well-posedness and mild solution of pDEpq).

(i) The problem pDEpq is called well-posed if pACPpq is well-posed, that is if pA ,DpA qq

generates a C0-semigroup on Ep.

(ii) Suppose pDEpq is well-posed and let pT ptqqtě0 be the semigroup generated by the

operator pA ,DpA qq on Ep. Then for every x P X and every f P LppI;Z; dµq the

function u defined by Equation (1.2) is called a mild solution of pDEpq.

The following proposition is the equivalent for pDEpq to Proposition A.13 for pACP q.

Proposition 1.20. Let u be a mild solution of pDEpq. Then u satisfies
şt
0 upsqds P DpBq,

şt
0 usds PW

1
p pI;Z; dµq, and the integral equation

uptq “

#

x`B
şt
0 upsqds` Φ

şt
0 usds for t ě 0,

fptq for a.e. t P I.
(1.5)

PROOF.

(1) First, we show that

ut “

ˆ

T ptq

ˆ

x

f

˙˙

2

(1.6)

for every
´

x
f

¯

P Ep and every t ě 0.

For
´

x
f

¯

P DpA q the Identity (1.6) holds by Proposition 1.18. Now, take
´

x
f

¯

P Ep and

a sequence
´

xn
fn

¯

P DpA q converging to
´

x
f

¯

. Since the semigroup pT ptqqtě0 is strongly

continuous, the sequence T ptq
´

xn
fn

¯

converges to T ptq
´

x
f

¯

in Ep uniformly for t in compact

subsets of r0,8q.

Now, let

unptq :“

#

´

T ptq
´

xn
fn

¯¯

1
if t ě 0,

fnptq if t P I.
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Since
´

xn
fn

¯

P DpA q, by Proposition 1.18 we have punqt “
´

T ptq
´

xn
fn

¯¯

2
.

For fixed t ě 0 and σ P r´t, 0s, we have that

punqtpσq “ unpt` σq “

ˆ

T pt` σq

ˆ

xn
fn

˙˙

1

(1.7)

converges to
´

T pt` σq
´

x
f

¯¯

1
“ utpσq uniformly for σ P r´t, 0s. Hence, punqt converges to

ut in Lppr´t, 0s;X; dµq and we have

ut “ lim
nÑ8

punqt “ lim
nÑ8

ˆ

T ptq

ˆ

xn
fn

˙˙

2

“

ˆ

T ptq

ˆ

x

f

˙˙

2

.

In particular, ut P Lppr´t, 0s;Z; dµq. From Equation (1.2) we find that for any t ě 0

punqtpσq :“

#

´

T pt` σq
´

xn
fn

¯¯

1
for σ P r´t, 0s,

fnpt` σq for σ P p´8,´tq.

This formula in conjunction with the calculation given in Equation (1.7) implies that punqtpσq

converges to
´

T pt` σq
´

x
f

¯¯

1
uniformly for σ P r´t, 0s. Moreover, by assumption, punqt

converges to fpt`¨q in Lppp´8,´tq;Z; dµq. Hence, punqt converges to ut in LppI;X; dµq and,

by the same argument as above, ut “
´

T ptq
´

x
f

¯¯

2
.

(2) Take the first component of the identity

T ptq

ˆ

x

f

˙

´

ˆ

x

f

˙

“ A

ż t

0
T psq

ˆ

x

f

˙

ds, t ě 0,

to obtain Equation (1.5).

l

Theorem 1.21. The following assertions are equivalent:

(i) pDEpq is well-posed.

(ii) For every
´

x
f

¯

P DpA q,

(a) there is a unique (classical) solution upx, f, ¨q of pDEpq and

(b) the solutions depend continuously on the initial values, that is, if a sequence
´

xn
fn

¯

in DpA q converges to
´

x
f

¯

P DpA q in the space Ep “ X ˆ LppI;Z; dµq,

then upxn, fn, tq converges to upx, f, tq in X uniformly for t in compact intervals.

PROOF.

First we show piiq ùñ piq. Assume that for every
´

xn
fn

¯

P DpA q, Equation pDEpq has a

unique solution u. Then, Corollary 1.12 guarantees that for every
´

xn
fn

¯

P DpA q the abstract

Cauchy problem pACPpq has a classical solution which is unique. It is easy to see that the

solution depends continuously on the initial values. Finally, by Lemma 1.15, pA ,DpA qq is

closed and densely defined. Therefore, it generates a C0-semigroup on Ep by Theorem A.9.
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Conversely, if A is a generator, we have by Corollary 1.16 and Proposition 1.18 that for every

initial value
´

xn
fn

¯

P DpA q there is a unique solution u of pDEpq that is given by Equation

(1.2). This implies that the solution depends continuously on the initial values.

l

1.1.3. Well-posedness for the linear deterministic delay problem

We know from the previous section that the question of well-posedness is equivalent to the

question:

When does the operator pA ,DpA qq generates a C0-semigroup on Ep?

Criteria that answer this question are given in [BP05, Section 3.3 and Section 3.4] for the

case of a finite delay. Since the proofs don’t change for the case of an infinite delay we will

only state the results here and provide citations for the proofs.

First, we consider the case where the operator B is bounded or, in particular, the space X

is finite-dimensional. Furthermore, we assume that Z “ X and therefore have a bounded

operator in the delay term. Which leads us to the following theorem.

Theorem 1.22. If B P LpXq and Φ : W 1,ppI;X; dµq ÝÑ X is a bounded operator, then the

operator matrix

A :“

˜

B Φ

0 d
dσ

¸

with domain

DpA q :“

#˜

x

f

¸

P X ˆW 1
p pI;X; dµq : fp0q “ x

+

generates a C0-semigroup on the space Ep for all 1 ď p ă 8.

PROOF.

See [BP05, Throrem 3.23.].

Now, we consider the case where the operator B is unbounded and generates the C0-semigroup

pSptqqtě0 on X. In the delay term we keep a bounded operator for now, that is Z “ X. We

need some more notation before we can formulate the theorem. We denote by pT0ptqqtě0 the

nilpotent left shift semigroup on LppI;X; dµq and St : X Ñ LppI;X; dµq is defined by

pStxqpτq :“

#

Spt` τqx if ´t ă τ ď 0,

0 if τ ď ´t.

Now, we are able to formulate the following theorem.
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Theorem 1.23. Suppose the operator pB,DpBqq generates the C0-semigroup pSptqqtě0 on X

and let Φ : W 1
p pI;X; dµqq Ñ X be a delay operator, where 1 ď p ă 8. Furthermore, assume

that there exist constants t0 ą 0 and 0 ď q ă 1 such that

ż t0

0
}ΦpSrx` T0prqfq}Xdr ď q

›

›

›

›

˜

x

f

¸

›

›

›

›

Ep

for all

˜

x

f

¸

P DpA q. Then, the operator pA ,DpA qq is the generator of a C0-semigroup

on Ep and pDEpq is well-posed.

PROOF.

See [BP05, Throrem 3.26.].

A large class of delay operators is cover in the following important application of Theorem

1.23. Therefore, let η : I Ñ LpXq be of bounded variation and let Φ : CpI;Xq Ñ X be the

bounded linear operator given by the Riemann-Stieltjes Integral,

Φpfq :“

ż

I
dηf. (1.8)

Since W 1
p pI;X; dµq is continuously embedded in CpI,Xq, we may note that Φ defines a

bounded operator from W 1
p pI;X; dµq to X.

Theorem 1.24. Let pB,DpBqq be the generator of a C0-semigroup pSptqqtě0 on X and let

Φ be given by (1.8), where 1 ď p ă 8. Then, the operator pA ,DpA qq is the generator of a

C0-semigroup on Ep and pDEpq is well-posed.

PROOF.

See [BP05, Throrem 3.29.].

Remark 1.25. From Theorem 1.23 and Theorem 1.24 we see that if we introduce a delay

into a well-posed linear nondelayed Cauchy problem it remains well-posed as long as the delay

operator has a nice structure.

From Theorem 1.23 and Theorem 1.24 we deduce, like mentioned in the beginning of the

section, that the most important delay operators are included in the setting.

Example 1.26. Let Bk P LpXq and hk P r´1, 0s for each k “ 1, . . . , n. When the discrete

delay operator defined by

Φpfq :“
n
ÿ

k“1

Bkfp´hkq, f PW
1
p pr´1, 0s;Xq,

is of the form (1.8). Thus, Theorem 1.24 can be applied.
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If h P LqpI;LpXqq, 1 ă q ď 8, the averaging delay operator Φ (also called distributed delay)

is given by

Φpfq :“

ż

I
hpσqfpσqdσ.

Then Φ is a bounded operator from LppI;Xq Ñ X and Theorem 1.23 can be applied.

Finally, we consider the case of an unbounded delay operator. That is Φ is an bounded

operator from W 1
p pI;Z; dµq to X with Z Ĺ X. We have to strengthen the assumption on the

operator B in this case. In particular, we assume that

pB,DpBqq generates an analytic semigroup pSptqqtě0 on X (1.9)

and that for some δ ą ω0pBq (the growth bound of B), there exists ϑ ă 1
p , such that

Dpp´B ` δqϑq
d

ãÑ Z
d

ãÑ X. (1.10)

Then, we can formulate the counterpart to Theorem 1.23.

Theorem 1.27. Suppose the operator pB,DpBqq fulfills conditions (1.9) and (1.10) and let

Φ : W 1
p pI;Z; dµqq Ñ X be a delay operator, where 1 ď p ă 8. Assume that there exist

constants t0 ą 0 and 0 ď q ă 1 such that

ż t0

0
}ΦpSrx` T0prqfq}Xdr ď q

›

›

›

›

˜

x

f

¸

›

›

›

›

Ep

for all

˜

x

f

¸

P DpA q. Then the operator pA ,DpA qq is the generator of a C0-semigroup on

Ep and pDEpq is well-posed.

PROOF.

See [BP05, Throrem 3.34.].

Similar to the case of a bounded delay operator we can show an important special case, which

is the counter part to Theorem 1.24.

Theorem 1.28. Let 1 ď p ă 8 ad let η : I Ñ LpZ,Xq be of bounded variation. Let

Φ : CpI, Zq Ñ X be the bounded linear operator given by the Rieman-Stieltjes Integral

Φpfq :“

ż

I
dηf.

Suppose the operator pB,DpBqq fulfills conditions (1.9) and (1.10). Then the operator pA ,DpA qq

is the generator of a C0-semigroup on Ep and pDEpq is well-posed.

PROOF.

See [BP05, Throrem 3.35.].
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We close this section by providing some examples of delayed differential equations from [BP05,

Section 3.1 and Section 3.3] that fit into the setting.

Example 1.29. First we consider an example in finite space dimensions. Let X “ C and

consider the initial value problem
$

’

&

’

%

u1ptq “
ş

I hpσqu
1pt` σqdσ for t ě 0,

up0q “ x,

u0 “ f,

where

‚ u : I Y R` Ñ C is a function,

‚ 1 ď p ă 8 and 1 ă q ď 8 are such that 1
p `

1
q “ 1,

‚ h P LqpIq

‚ x P C and f P LppIq.

This equation is well-posed by Theorem 1.22.

Next, we consider a heat equation on an open and bounded domain G Ă Rn with smooth

boundary and Neumann boundary conditions.
$

’

&

’

%

Btupt, sq “ ∆upt, sq `
řn
i“1 ciBiupt´ hi, sq, t ě 0, s P G,

Bu
Bν pt, sq “ 0, t ě 0, s P BG,

upt, sq “ fpt, sq, t P r´1, 0s, s P G,

(1.11)

for some constants ci P R and hi P r0, 1s. Moreover, assume that f P L2pI ˆGq. In order to

write (1.11) as an abstract delay problem, we introduce

‚ X :“ L2pGq,

‚ the operator B is defined by DpBq :“ tg P W 1
2 pGq : ∆g P L2pGq and Bg

Bν “ 0 on BGu

and Bf :“ ∆f ,

‚ the space Z :“W 1
2 pGq,

‚ the delay operator Φ : W 1
2 pr´1, 0s;Zq Ñ X defined as

Φf :“
ÿ

i“1n

ciBifp´hiq,

and

‚ x :“ fp0, ¨q.

Then equation (1.11) is well-posed by Theorem 1.28.

The next example is a linear diffusion equation with delayed reaction term in an open and

bounded domain G Ă Rn with smooth boundary.
$

’

&

’

%

Btupt, sq “ ∆upt, sq ` c
ş

I upt` σ, sqdgpσq, t ě 0, s P G,

upt, sq “ 0, t ě 0, s P BG,

upt, sq “ fpt, sq, t P I, s P G,

(1.12)



1.1. DETERMINISTIC LINEAR CASE 23

where c is a constant and g : I Ñ r0, 1s, is a function of bounded variation. Moreover, assume

that f P L2pI ˆGq. In order to write (1.12) as an abstract delay problem, we introduce

‚ X :“ L2pGq “: Z,

‚ the operator pB,DpBqq as the variational Laplacian with Dirichlet boundary condi-

tions,

‚ the delay operator Φ : W 1
2 pI;Xq Ñ X defined as

Φf :“ c

ż

I
fpσqdgpσq.

Then, equation (1.12) is well-posed by Theorem 1.24.

Finally, we present a second-order equation with delay. We consider the following one-

dimensional wave equation on p0, 1q. For simplicity we write H1
0 p0, 1q instead of W 1

2,0p0, 1q.
$

’

&

’

%

B2
t upt, sq “ ∆upt, sq ` c1Bsupt´ h1, sq ` c2Btupt´ h2, sq, t ě 0, s P p0, 1q,

upt, sq “ fpt, sq, Btupt, sq “ gpt, sq, t P r0,´1s, s P p0, 1q,

upt, 0q “ upt, 1q “ 0, t P I, s P G,

(1.13)

where we assume the following for the initial data

‚ fp0, ¨q P H1
0 p0, 1q and gp0, ¨q P L2p0, 1q

‚ the map t ÞÑ fpt, ¨q is in L2pr´1, 0s;H1
0 p0, 1qq, and

‚ the map t ÞÑ gpt, ¨q is in L2pr´1, 0s;L2p0, 1qq

In order to write (1.13) as an abstract delay problem, we introduce

‚ X :“ H1
0 p0, 1q ˆ L2p0, 1q “: Z,

‚ the operator B :“

˜

0 Id

∆ 0

¸

with domain DpBq :“ pH1
0 p0, 1q XH

2p0, 1qq ˆH1
0 p0, 1q

‚ the function R` Q t ÞÑ uptq “ upt, ¨q P L2p0, 1q, and

‚ the delay operator Φ : W 1
2 pI;Xq Ñ X defined as

Φ

˜

x

f

¸

:“

˜

0 0

c1Bxδ´h1 c2δ´h2

¸˜

x

f

¸

“

˜

0 0

c1Bxgp´h1q c2hp´h2q

¸

,

where δ´h1 and δ´h2 are the point evaluations in ´h1 and ´h2, respectively.

Then, equation (1.13) is well-posed by Theorem 1.24.



1.2. STOCHASTIC SEMILINEAR CASE WITH LéVY NOISE 24

1.2. Stochastic semilinear case with Lévy noise

In this section, we introduce the main problem of this work. We build on the model presented

in the previous section and extend it to a semilinear stochastic delay problem. The driving

stochastic process will be a Hilbert space valued square-integrable Lévy-martingale. Our goal

is to show that also in the stochastic case the transformation of the stochastic delay problem

into a stochastic Cauchy problem is possible. Due to the stochastic nature of the problem

we will have to use weaker solution concepts, since our setting doesn’t allow for a meaningful

strong solution. That is why we work with mild solutions. We start by introducing the

complete setting for the stochastic case and then give definitions for the solutions of the two

problems. After that we will show that they are equivalent. At the end of the section, we

discuss the question of well-posedness.

1.2.1. Setting

In the stochastic case we consider the evolution on the finite time interval r0, T s with T ą 0

and we define the entire time interval of the past and the evolution time to be I :“ IYr0, T s.

Furthermore, we have to reformulate the problem in a Hilbert space setting. Therefore, we

restate the standing hypotheses for the stochastic case. Assume, that

(SH1) H is a separable Hilber space;

(SH2) B : DpBq Ă H ÝÑ H is a closed, densely defined, linear operator;

(SH3) Z is a Hilbert space such that DpBq
d

ãÑ Z
d

ãÑ H;

(SH4) f P L2pI;Z; dµq and h P H;

(SH5) Φ : W 1
2 pI;Z; dµq ÝÑ H is a bounded linear operator, called the delay operator;

(SH6) E2 :“ H ˆ L2pI;Z; dµq;

(SH7) pA ,DpA qq is the operator on E2 defined as

A :“

˜

B Φ

0 d
dσ

¸

,

with domain

DpA q :“

#˜

h

f

¸

P DpBq ˆW 1
2 pI;Z; dµq : fp0q “ h

+

;

(SH8) pΩ,F ,Ftě0,Pq is a filtered complete probability space;

(SH9) U is a separable Hilbert space and pMptqqtě0 is a U -valued square-integrable Lévy

martingale equipped with its natural filtration pFtqtě0 and with the covariance op-

erator Q;

(SH10) F : Ω ˆ r0, T s ˆ E2 Ñ H is a PT b BpE2q{BpHq-measurable function satisfying

Lipschitz and growth conditions, that is for all t P r0, T s and u, v P E2 there exists a

constant CF ą 0, such that for a.e. ω P Ω

}F pω, t, uq ´ F pω, t, vq}H ď CF }u´ v}E2 ,



1.2. STOCHASTIC SEMILINEAR CASE WITH LéVY NOISE 25

and there exists a constant kF such that for a.e. ω P Ω and all t P r0, T s, u P E2 it

holds

}F pω, t, uq}H ď kF p1` }u}E2q.

(SH11) G is a map from Ωˆ r0, T s ˆ E2, which takes values in the set of all linear operators

from U into H, such that

Ωˆ r0, T s ˆ E2 Q pω, t, vq ÞÑ Gpω, t, vqu

is a PT b BpE2q{BpHq-measurable function for all u P U and GQ
1
2 takes values

in LpHSqpU,Hq, where the space LpHSqpU,Hq is the space of all Hilbert-Schmidt

operators from U to H. Furthermore, we assume G to be Lipschitz and linear

bounded, that is there exists a constant CG ą 0 such that for a.e. ω P Ω

}pGpω, t, uq ´Gpω, t, vqqQ
1
2 }LpHSqpU,Hq ď CG}u´ v}E2

for all t P r0, T s and u, v P E2, and there exists a constant kG such that for a.e. ω P Ω

and all t P r0, T s, u P E2 it holds

}Gpω, t, uqQ
1
2 }LpHSqpU,Hq ď kGp1` }u}E2q.

Remark 1.30. For the definition of PT and of the stochastic integral with respect to a square-

integrable Lévy process see Appendix B in particular Section B.3.

Under these hypotheses, and for given elements h P H and f P L2pI;Z; dµq, the following

initial value problem will be called a stochastic (abstract) delay equation

pS ´DEq

$

’

&

’

%

dXptq “ BXptqdt` ΦXtdt` F pt,Xptq, Xtqdt`Gpt,Xptq, XtqdMptq, t ě 0,

Xp0q “ h,

X0 “ f.

Our goal is to show that, just like in the deterministic case, a solution of problem pS ´DEq

is equivalent to a solution of the following stochastic abstract Cauchy problem

pSD ´ACP q

$

’

&

’

%

dY ptq “ A Y ptqdt`F pt, Y ptqqdt` Gpt, Y ptqqdMptq, t ě 0,

Y p0q “

˜

h

f

¸

,

where

Mptq :“

˜

Mptq

0

¸

, F pt, uq :“

˜

F pt, u1, u2q

0

¸

, and Gpt, uq :“

˜

Gpt, u1, u2q 0

0 0

¸

.

1.2.2. Equivalence of pS ´DEq and pSD ´ACP q

Before we can go ahead and show the claimed equivalents we have to give suitable definitions

of the solution for each problem. But here we encounter the first problem. It turns out that,

even for the Wiener noise case, the well-know definition of a stochastic strong solution for a

stochastic abstract Cauchy problem like pSD´ACP q of Da Prato and Zabczyk [DPZ92] can

already imply that the solution is almost surely deterministic. To illustrate this we provide

an example here which is discussed in [CG11].
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Suppose we can show, just like we already did for the deterministic case, that if we have a

strong solution Y of pSD ´ ACP q (see [DPZ92, Chapter 5, 6, and 7] for more detail), that

the first component of Y solves pS ´DEq and the second component is the history function,

that is

Y1ptq “ Xptq and Y2ptq “ Xt P-a.s.,

then the following proposition shows that a strong solution in the sense of Da Prato and

Zabczyk of pSD ´ACP q is already deterministic.

Proposition 1.31. Let H “ R p“ Zq, % ” 1, F ” 0, Gpω, t, yq “ Gpyq for all ω P Ω,

t P r0, T s, y P E2, and let Y be a strong solution of pSD ´ ACP q. In particular, we have

Y psq P DpA q for all s P r0, T s P-a.s., then T ptq
´

h
f

¯

P N pGq (the null space of G) and

Y psq “ T psq
´

h
f

¯

P-a.s. for almost all s P r0, T s, that is pSD ´ACP q is deterministic.

PROOF.

See [CG11, Proposition 4.13].

Proposition 1.31 shows that we have to ask for less regularity in the definition of a solution,

in order to have meaningful stochastic objects to investigate. That is why we work with mild

solutions. Thus, we define for problem pSD ´ACP q

pSD ´ACP q

$

’

&

’

%

dY ptq “ A Y ptqdt`F pt, Y ptqqdt` Gpt, Y ptqqdMptq, t ě 0,

Y p0q “

˜

h

f

¸

,

the mild solution as follows.

Definition 1.32 (mild solution for pSD ´ ACP q). A stochastic process Y : Ω ˆ r0, T s Ñ E2

is called a mild solution of pSD ´ACP q, if Y is a predictable E2-valued process satisfying

sup
tPr0,T s

E}Y ptq}2E2
ă 8, (1.14)

such that for every t P r0, T s we have P-a.s.

Y ptq “ T ptq

˜

h

f

¸

`

ż t

0
T pt´ sqF ps, Y psqqds`

ż t

0
T pt´ sqGps, Y psqqdMpsq. (1.15)

Remark 1.33. Note that a mild solution of pSD ´ACP q doesn’t need to have a càdlàg mod-

ification.

In order to work out a suitable definition for the solution of pS´DEq, we recall the equivalence

of mild solutions in the deterministic setting, that is in particular Proposition A.13. This

motivates the next definition, the so call integrated solution for pSD´ACP q. It is our goal to

show the equivalence of mild and integrated for the Lévy noise case (Theorem 1.35), which is

the stochastic analog to Proposition A.13. Note that similar results for the Wiener case can

be found in [CG11].
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Definition 1.34 (integrated solution of pSD´ACP q). A stochastic process Y : Ωˆr0, T s Ñ E2

is called an integrated solution of pSD ´ ACP q, if Y is a predictable E2-valued process which

is P-a.s. locally Bochner integrable, satisfying

sup
tPr0,T s

E}Y ptq}2E2
ă 8,

and for all t P r0, T s we have

piq
şt
0 Y psqds P DpA q P-a.s.,

piiq Gp¨, Y q is stochastically integrable on r0, T s, and P-a.s.

Y ptq ´

˜

h

f

¸

“ A

ż t

0
Y psqds`

ż t

0
F ps, Y psqqds`

ż t

0
Gps, Y psqqdMpsq.

Theorem 1.35 (equivalence of mild and integrated solution of pSD´ACP q). Consider problem

pSD ´ACP q. Then Y is a mild solution if and only if Y is an integrated solution.

PROOF.

Before we can go ahead and prove the equivalents of the two solution we show two helpful

equalities. We start by applying the stochastic Fubini theorem (see Theorem B.43) and receive

P-a.s.
ż t

0
T pt´ sq

ż s

0
Gpτ, Y pτqqdMpτq ds “

ż t

0

ż s

0
T pt´ sqGpτ, Y pτqqdMpτq ds

“

ż t

0

ż t

τ
T pt´ sqGpτ, Y pτqqds dMpτq. (1.16)

Note, that for all t ě 0 the operator
şt
0 T psqGpτ, Y pτqqds P LpE2q is defined by

ˆ
ż t

0
T psqGpτ, Y pτqqds

˙

e :“

ż t

0
T psqGpτ, Y pτqqe ds, e P E2.

Observe that
şt
τ T pt´ sqGpτ, Y pτqqe ds P DpA q P-a.s. for all e P H and 0 ď τ ă t by Lemma

A.6 piiiq. Then, Proposition B.42 shows that the stochastic integral in (1.16) is in DpA q and

by Lemma A.6 pivq we have P-a.s.

A

ż t

0

ż t

τ
T pt´ sqGpτ, Y pτqqds dMpτq “

ż t

0
A

„
ż t

τ
T pt´ sqGpτ, Y pτqqds



dMpτq

“

ż t

0
rT pt´ τq ´ IsGpτ, Y pτqqdMpτq.

Looking back at (1.16), we obtain P-a.s.

A

ż t

0
T pt´ sq

ż s

0
Gpτ, Y pτqqdMpτq ds “

ż t

0
rT pt´ τq ´ IsGpτ, Y pτqqdMpτq. (1.17)
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With a similar calculation we derive the second equality, that is P-a.s.

A

ż t

0

ż s

0
T ps´ τqGpτ, Y pτqqdMpτq ds “ A

ż t

0

ż t

τ
T ps´ τqGpτ, Y pτqqds dMpτq

“

ż t

0
A

„
ż t

τ
T ps´ τqGpτ, Y pτqqds



dMpτq

“

ż t

0
rT pt´ τq ´ IsGpτ, Y pτqqdMpτq. (1.18)

Note that we can perform similar calculations for the terms involving the nonlinearity F .

Now suppose that Y is a mild solution of pSD ´ ACP q, then
şt
0 Y psqds exists by (1.14).

Furthermore, by Lemma A.6 piiiq, (1.18) and its analog for the term involving F show that
şt
0 Y psqds is in DpA q. By applying (1.18), its analog for the F -term, and Lemma A.6 pivq

we find P-a.s.

A

ż t

0
Y psqds “ A

ż t

0
T psq

˜

h

f

¸

ds`A

ż t

0

ż s

0
T ps´ τqF pτ, Y pτqqdτ ds

`A

ż t

0

ż s

0
T ps´ τqGpτ, Y pτqqdMpτq ds

“ T ptq

˜

h

f

¸

´

˜

h

f

¸

`

ż t

0
rT pt´ τq ´ IsF pτ, Y pτqqdτ

`

ż t

0
rT pt´ τq ´ IsGpτ, Y pτqqdMpτq

“ Y ptq ´

˜

h

f

¸

´

ż t

0
F pτ, Y pτqqdτ ´

ż t

0
Gpτ, Y pτqqdMpτq,

which shows that Y is also an integrated solution of pSD ´ ACP q. On the other hand, if Y

is an integrated solution we apply (1.17) and its analog for the term involving F and receive

P-a.s.

Y ptq´

˜

h

f

¸

´A

ż t

0
Y psqds

“

ż t

0
F ps, Y psqqds`

ż t

0
Gps, Y psqqdMpsq

“

ż t

0
T pt´ τqF pτ, Y pτqqdτ `

ż t

0
T pt´ τqGpτ, Y pτqqdMpτq

´A

ż t

0
T pt´ sq

ż s

0
F pτ, Y pτqqdτ ds

´A

ż t

0
T pt´ sq

ż s

0
Gpτ, Y pτqqdMpτq ds. (1.19)

Let us look at the last term in the equality above without the A . Applying the definition

of the integrated solution, the closeness of A , properties piiq and pivq of Lemma A.6, and
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Fubinis theorem we find P-a.s.
ż t

0
T pt´ sq

ż s

0
Gpτ, Y pτqqdMpτq ds

“

ż t

0
T pt´ sq

«

Y psq ´

˜

h

f

¸

´A

ż s

0
Y pτqdτ ´

ż s

0
F pτ, Y pτqqdτ

ff

ds

“

ż t

0
T pt´ sqY psqds´

ż t

0
T pt´ sq

˜

h

f

¸

ds

´A

ż t

0

ż s

0
T pt´ sqY pτqdτ ds´

ż t

0
T pt´ sq

ż s

0
F pτ, Y pτqqdτ ds

“

ż t

0
T pt´ sqY psqds´

ż t

0
T pt´ sq

˜

h

f

¸

ds

´A

ż t

0

ż t

τ
T pt´ sqY pτqds dτ ´

ż t

0
T pt´ sq

ż s

0
F pτ, Y pτqqdτ ds

“

ż t

0
T pt´ sqY psqds´

ż t

0
T pt´ sq

˜

h

f

¸

ds

´

ż t

0
rT pt´ sq ´ IsY psqds´

ż t

0
T pt´ sq

ż s

0
F pτ, Y pτqqdτ ds

“ ´

ż t

0
T pt´ sq

˜

h

f

¸

ds`

ż t

0
Y psqds´

ż t

0
T pt´ sq

ż s

0
F pτ, Y pτqqdτ ds.

Returning to (1.19), using the just shown identity and property pivq of Lemma A.6 once more

we obtain P-a.s.

Y ptq ´

˜

h

f

¸

´A

ż t

0
Y psqds

“

ż t

0
T pt´ τqF pτ, Y pτqqdτ `

ż t

0
T pt´ τqGpτ, Y pτqqdMpτq

´A

ż t

0
T pt´ sq

ż s

0
F pτ, Y pτqqdτ ds

`A

«

ż t

0
T pt´ sq

˜

h

f

¸

ds´

ż t

0
Y psqds`

ż t

0
T pt´ sq

ż s

0
F pτ, Y pτqqdτ ds

ff

“

ż t

0
T pt´ τqF pτ, Y pτqqdτ `

ż t

0
T pt´ τqGpτ, Y pτqqdMpτq

`T ptq

˜

h

f

¸

´

˜

h

f

¸

´A

ż t

0
Y psqds.

Hence, Y is also a mild solution of pSD ´ACP q.

l
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With the just shown equivalence of mild and integrated solution for pSD ´ACP q and Propo-

sition 1.20 in mind, we can motivate for the stochastic delay problem pS ´DEq

pS ´DEq

$

’

&

’

%

dXptq “ BXptqdt` ΦXtdt` F pt,Xptq, Xtqdt`Gpt,Xptq, XtqdMptq, t ě 0,

Xp0q “ h,

X0 “ f,

the following solution definition.

Definition 1.36 (integrated solution for pS ´DEq). A stochastic process X : Ωˆ I Ñ H is

called an integrated solution to pS ´DEq, if X is a predictable H-valued process and one has

piq suptPr0,T s E}Xptq}2H ă 8,

piiq E
şT
0 }Xptq}

2
Zdt ă 8,

piiiq X0 = f,

pivq
şt
0Xpsqds P DpBq for all t P r0, T s P-a.s. and P-a.s.

Xptq ´ h “B

ż t

0
Xpsqds` Φ

ż t

0
Xsds`

ż t

0
F ps,Xpsq, Xsqds`

ż t

0
Gps,Xpsq, XsqdMpsq.

In order to see that all terms appearing in the definition given above are well-defined we prove

the following Lemma.

Lemma 1.37. Let t ą 0, J :“ I Y r0, ts and x P L2pJ ;Z; dµq, where we set %pτq “ 1 if τ ą 0,

then the history function hx : r0, ts Ñ L2pI;Z; dµq, hxpsq :“ xs is (Bochner) integrable with
ż t

0
hxpsqds PW

1
2 pI;Z; dµq, and

d

dσ

ˆ
ż t

0
hxpsqds

˙

“ hxptq ´ hxp0q

PROOF.

First, we show the integrability. Hence, for some s P r0, T s we look at

}hxpsq}
2
L2pI;Z;dµq “

ż

I
}hxpsqpσq}

2
Zdµpσq “

ż

I
}xps` σq}2Z%pσqdσ.

Now we substitute τ “ s` σ and apply the properties of the function %. This way we receive

in the case of infinite/finite delay

}hxpsq}
2
L2pI;Z;dµq

“

ż s

´8{s´1
}xpτq}2Z%pτ ´ sqdτ

“

ż 0

´8{mint0,s´1u
}xpτq}2Z%pτ ´ sqdτ `

ż s

0{maxt0,s´1u
}xpτq}2Z%pτ ´ sqdτ

ď

ż 0

´8{mint0,s´1u
}xpτq}2Z

%pτ ´ sq

%pτq
%pτqdτ `

`

max
sPr´t,0s

%psq
˘

ż s

0{maxt0,s´1u
}xpτq}2Zdτ

ď C%

ż 0

´8{mint0,s´1u
}xpτq}2Zdµpτq `

`

max
sPr´t,0s

%psq
˘

ż t

0{maxt0,s´1u
}xpτq}2Zdτ

ď pC% ` max
sPr´t,0s

%psqq

ż

J
}xpτq}2Zdµpτq “ pC% ` max

sPr´t,0s
%psqq}x}2L2pJ ;Z;dµq.
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This shows the integrability of hx. Now we turn our attention to the derivative of the integral.

First, note that by the definition of the integral and the history function we have
ˆ
ż t

0
hpsqds

˙

pσq “

ˆ
ż t

0
xsds

˙

pσq “

ż t

0
xps` σqds.

Thus, for the derivative we find
›

›

›

›

d

dσ

ż t

0
hxpsqds

›

›

›

›

2

L2pI;Z;dµq

“

ż

I

›

›

›

›

d

dσ

ˆ
ż t

0
hxpsqds

˙

pσq

›

›

›

›

2

Z

dµpσq

“

ż

I

›

›

›

›

d

dσ

ˆ
ż t

0
xps` σqds

˙›

›

›

›

2

Z

dµpσq “

ż

I

›

›

›

›

d

dσ

ˆ
ż t`σ

σ
xpτqdτ

˙›

›

›

›

2

Z

dµpσq

“

ż

I
}xpt` σq ´ xpσq}2Z dµpσq “

ż

I
}hxptqpσq ´ hxp0qpσq}

2
Z dµpσq

“ }hxptq ´ hxp0q}
2
L2pI;Z;dµq.

The last term in this equality is bounded by 4pC%`maxsPr´t,0s %psqq}x}
2
L2pJ ;Z;dµq. This yields

ż t

0
hxpsqds PW

1
2 pI;Z; dµq.

l

Remark 1.38. By condition piiq in the definition of a solution for pS ´ DEq, hypothesis

pSH4q, and Lemma 1.37 we see that P-a.s.
şt
0Xsds PW

1
2 pI;Z; dµq, such that all terms in the

definition in Definition 1.36 are well-defined. Note also that for infinite/finite delay we have

sup
tPr0,T s

E}Xs}
2
L2pI;Z;dµq ď

`

C% ` max
sPr´T,0s

%psq
˘`

}f}2L2pI;Z;dµq `

ż T

0
}Xpτq}2Zdτ

˘

ă 8.

Remark 1.39. Condition piiq in Definition 1.36 looks like we require for a lot of regularity

from the solution, since we take the norm in Z here and not in the state space H. But recall

that the space Z is only needed if the delay operator is unbounded (with respect to the space

H). In this case the operator B has to fulfill stronger assumptions in order for A to generate

a C0-semigroup. In particular, we require that B is a generator of an analytic semigroup. In

the case of a bounded delay operator we always have Z “ H and condition (i) implies (ii).

Remark 1.40. A more straight forward definition for the solution of pS ´ DEq would have

been using the C0-semigroup generated by the operator B and convolve the delay term as well

as the nonlinear terms. But this kind of definition for a solution is not useful for the approach

we want to develop here.

Before we can show the equivalence of the solution of the two problems pSD ´ ACP q and

pS´DEq we need one auxiliary result. Therefore, recall Definition 1.17 for the index notation.

Corollary 1.41. If Y is a mild solution of pSD ´ ACP q, we have for all σ P I and t ą ´σ

P-a.s.

Y2ptqpσq “ Y1pt` σq.
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PROOF.

Recall Proposition 1.20, there we showed
˜

T ptq

˜

h

f

¸¸

2

pσq “

˜

T pt` σq

˜

h

f

¸¸

1

,

for all ph, fqT P E2, σ P I, and t ` σ ą 0. For t ` σ ď 0 the expression above is equal to

fpt` σq, that is
˜

T ptq

˜

h

f

¸¸

2

pσq “ fpt` σq,

for all ph, fqT P E2, σ P I, and t`σ ď 0. Applying those equalities to the convolution involving

F in (1.15) we find for σ P I P-a.s.

ˆ
ż t

0
T pt´ τqF pτ, Y pτqqdτ

˙

2

pσq “

ż t`σ

0

ˆ

T pt´ τq

˜

F pτ, Y1pτq, Y2pτqq

0

¸

˙

2

pσqdτ

`

ż t

t`σ

ˆ

T pt´ τq

˜

F pτ, Y1pτq, Y2pτqq

0

¸

˙

2

pσqdτ

“

ż t`σ

0

ˆ

T pt´ τq

˜

F pτ, Y1pτq, Y2pτqq

0

¸

˙

2

pσqdτ

“

ż t`σ

0

ˆ

T pt` σ ´ τq

˜

F pτ, Y1pτq, Y2pτqq

0

¸

˙

1

dτ

“

ˆ
ż t`σ

0
T pt` σ ´ τqF pτ, Y pτqqdτ

˙

1

.

For the stochastic convolution in (1.15) we apply the approximation of the stochastic integral

from Proposition B.44. This way we find for σ P I P-a.s.

´

ż t

0
T pt´ τqGpτ, Y pτqqdMpτq

¯

2
pσq “

ˆ 8
ÿ

j“1

ż t

0
T pt´ τqGpτ, Y pτqq

˜

ej

0

¸

dmjpτq

˙

2

pσq

“

8
ÿ

j“1

ż t`σ

0

ˆ

T pt´ τqGpτ, Y pτqq

˜

ej

0

¸

˙

2

pσqdmjpτq

`

ż t

t`σ

ˆ

T pt´ τqGpτ, Y pτqq

˜

ej

0

¸

˙

2

pσqdmjpτq

“

8
ÿ

j“1

ż t`σ

0

ˆ

T pt´ τqGpτ, Y pτqq

˜

ej

0

¸

˙

2

pσqdmjpτq

“

8
ÿ

j“1

ż t`σ

0

ˆ

T pt` σ ´ τqGpτ, Y pτqq

˜

ej

0

¸

˙

1

dmjpτq

“

´

ż t`σ

0
T pt` σ ´ τqGpτ, Y pτqqdMpτq

¯

1
.

l
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The next theorem shows that the solutions of pSD ´ ACP q and pS ´DEq are equivalent in

the following sense.

Theorem 1.42 (equivalence of solutions of pSD ´ACP q and pS ´DEq).

piq Let X be an integrated solution of pS ´DEq, then the stochastic process Y defined

by Y ptq :“ pXptq, Xtq
T is an integrated solution of pSD ´ACP q and hence it is also

a mild solution of pSD ´ACP q.

piiq On the other hand, if Y is an integrated solution of pSD ´ACP q (hence also a mild

solution), then the stochastic process defined by X0 :“ f , Xptq :“ Y1ptq for t ě 0 is

an integrated solution of pS ´DEq.

PROOF.

piq Let X be an integrated solution to pS ´DEq and we define Y ptq :“ pXptq, Xtq
T . Thus,

sup
tPr0,T s

E}Y ptq}2E2
ď sup

tPr0,T s
E}Xpsq}2H ` sup

tPr0,T s
E}Xs}

2
L2pI;Z;dµqds ă 8,

by Remark 1.38. Therefore, it follows that Y is integrable and P-a.s.

ż t

0
Y psqds “

˜

şt
0Xpsqds
şt
0Xsds

¸

,

where
şt
0Xpsqds P DpBq P-a.s. and by Lemma 1.37

şt
0Xsds P W 1

2 pI;Z; dµq P-a.s. with

p
şt
0Xsdsqp0q “

şt
0Xpsqds. Hence,

şt
0 Y psqds P DpA q P-a.s. and again by Lemma 1.37 we

find P-a.s.

A

ż t

0
Y psqds “

˜

B
şt
0Xpsqds` Φ

şt
0Xsds

Xt ´ f

¸

“

˜

Xptq ´ h´
şt
0 F ps,Xpsq, Xsqds´

şt
0Gps,Xpsq, XsqdMpsq

Xt ´ f

¸

“

˜

Xptq

Xt

¸

´

˜

h

f

¸

´

˜

şt
0 F ps,Xpsq, Xsqds

0

¸

´

˜

şt
0Gps,Xpsq, XsqdMpsq

0

¸

.

Combining this equality with the following identities

ż t

0
F ps, Y psqqds “

ż t

0

˜

F ps, Y1psq, Y2psqq

0

¸

ds “

˜

şt
0 F ps, Y1psq, Y2psqqds

0

¸

and
ż t

0
Gps, Y psqqdMpsq “

ż t

0

˜

Gps, Y1psq, Y2psqq 0

0 0

¸˜

dMpsq

0

¸

“

˜

şt
0Gps, Y1psq, Y2psqqdMpsq

0

¸

we see that Y satisfies Definition 1.34.
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piiq On the other hand, let Y be an integrated solution of pSD ´ ACP q and define X0 :“ f ,

Xptq :“ Y1ptq for t ě 0. From Corollary 1.41 we find Y2ptqpσq “ Y1pt`σq “ Xspσq for t ą ´σ.

First, we show condition (i) and (ii) of Definition 1.36. This follows easily for infinite/finite

delay, since % is continuous and strictly positive. Hence, we can estimate

8 ą sup
tPr0,T s

E}Y ptq}2E2 ě sup
tPr0,T s

E}Y1ptq}
2
H “ sup

tPr0,T s
E}Xptq}2H ,

8 ą sup
tPr0,T s

E}Y ptq}2E2 ě sup
tPr0,T s

E}Y2ptq}
2
L2pI;Z;dµq “ sup

tPr0,T s
E
ż

I
}Y2ptqpσq}

2
Z%pσqdσ

“ sup
tPr0,T s

E
ˆ

0
ż

´8{mint0,t´1u

}Y2ptqps´ tq}
2
Z%ps´ tqds`

t
ż

0{maxt0,t´1u

}Y2ptqps´ tq}
2
Z%ps´ tqds

˙

ě sup
tPr0,T s

E
ż t

0{maxt0,t´1u
}Xpsq}2Z%ps´ tqds ě ε% sup

tPr0,T s
E
ż t

0{maxt0,t´1u
}Xpsq}2Zds.

This implies E
şT
0 }Xpsq}

2
Zds ă 8. Furthermore, it is clear that

şt
0Xpsqds P DpBq for all t ą 0

P-a.s., and we find P-a.s. by writing down the equation of the first component of Y

Xptq ´ h “ B

ż t

0
Xpsqds` Φ

ż t

0
Xsds`

ż t

0
F ps,Xpsq, Xsqds`

ż t

0
Gpt,Xpsq, XsqdMpsq.

l

1.2.3. Well-posedness for the semilinear stochastic delay problem

Just like in the deterministic case, Theorem 1.42 shows that also for the stochastic case the

problem of well-posedness of pS ´ DEq is reduced to the question if the stochastic abstract

Cauchy problem pSD ´ACP q is well-posed. Stochastic abstract Cauchy problems with Lévy

noise have been studied extensively in the literature. Therefore, we are able to apply The-

orem B.53, which is a classical existence and uniqueness result for stochastic Cauchy problems.

First, note that since the nonlinearities F , G and F , G respectively, fulfill pSH10q and pSH11q,

which are classical linear growth and Lipschitz conditions, they satisfy, by Remark B.51,

conditions pF q and pGq from Theorem B.53. Actually, condition pGIq holds, which is stronger

than pGq. This means the existence of a mild solution to pSD´ACP q and hence a solution of

pS ´DEq is guaranteed, if A generates a C0-semigroup. But we have already given criteria

for this in Section 1.1.3. That is why we can formulate the following Theorem.

Theorem 1.43 (well-posedness of pSD ´ACP q and pS ´DEq). Under the standing hypothe-

ses pSH1q ´ pSH11q problem pSD ´ ACP q and hence (S-DE) is well-posed if the operator

pA ,DpA qq generates a C0-semigroup. In particular, this is the case if the assumptions of

Theorem 1.22, Theorem 1.23, Theorem 1.24, Theorem 1.27, or Theorem 1.28 are fulfilled.

Remark 1.44. Theorem 1.43 shows that we can extend the deterministic delay models by

stochastic terms and remain well-posedness. However, note that the solution from Theorem

1.43 may not have a càdlàg modification.
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1.3. Notation: pSD ´ACP q and pS ´ACP q

Since we were able to transform the stochastic abstract delay equation pS ´ DEq into the

abstract stochastic Cauchy problem pSD´ACP q in the sense of Theorem 1.42, we can reduce

the study of stochastic delay equations to the study of stochastic abstract Cauchy problems.

This is an advantage, since for abstract Cauchy problem there is a rich deterministic and

stochastic theory available. In the stochastic case the theory for the Winer noise case is far

more advanced than for the Lévy noise case. Despite that our general approach to stochastic

delay equation will be via the stochastic abstract Cauchy problem pSD ´ACP q. This means

in particular that our procedure from here on will be to address all further questions in the

setting of a general stochastic abstract Cauchy problem and then apply those results via The-

orem 1.42 to stochastic delay equation.

In order to be able to separate the general theory for stochastic abstract Cauchy problems

from stochastic delay equations we introduce the following notation.

‚ If we are using regular math notion, that is A, T, F,G, and M , we are dealing with a general

stochastic abstract Cauchy problem in the Hilbert space H which we call pS ´ ACP q. It

reads as follows

pS ´ACP q

#

dY ptq “ AY ptqdt` F pt, Y ptqqdt` Gpt, Y ptqqdMptq, t ě 0,

Y p0q “ y0 P H,

where A generates a C0-semigroup. However, we hold on to our standing hypotheses for

M and the nonlinearities F and G, with the obvious adjustments, that is E2 is replaced by

H in pSH10q and pSH11q. Then pS ´ACP q is well-posed by Theorem B.53.

‚ If we use math script respectively math calligraphic notation, that is A , T , F , G, and

M, we investigate the delay problem pS ´DEq via its transformed version pSD ´ ACP q

in E2. That is

pSD ´ACP q

$

’

&

’

%

dY ptq “ A Y ptqdt`F pt, Y ptqqdt` Gpt, Y ptqqdMptq, t ě 0,

Y p0q “

˜

h

f

¸

,

where, for example, the operator pA ,DpA qq has the special form

A :“

˜

B Φ

0 d
dσ

¸

,

with domain

DpA q :“

#˜

h

f

¸

P DpBq ˆW 1
2 pI;Z; dµq : fp0q “ h

+

.



CHAPTER 2

Approximation of the Mild Solution of pS ´ ACP q

In the previous chapter, we have seen in Theorem 1.35 that the mild solution Y of pS´ACP q

has no stochastic differentials and from Remark 1.33 we know that it might not have a càdlàg

modification. This means the classical assumption for the transformation formula (that is

Itô’s formula) are not fulfilled for the process Y . Since the transformation formula is an

essential tool in stochastic analysis, our goal is to find a generalized version, which we can

still apply to the mild solution Y . In order to achieve this, we introduce two approximations

of Y in this chapter, which are both based on the Yosida approximation. We will see that

each member of the approximating sequences has stochastic differentials. To insure that

each has a càdlàg modification we look at two different situations. First, we assume that

the driving linear operator generates a generalized contraction semigroup. Then, Theorem

B.53 guarantees that Y itself has a càdlàg modification and the same holds true for the

approximating sequence. In the second case, we consider a general C0-semigroup, where we

approximate the driving linear operator A. Then, each member of the approximating sequence

has the desired property, but the solution Y itself might only be predictable. After we proved

the first approximation theorem, we apply those results to our case of interest, which is the

delay problem and provide criteria, when the approximation can be applied. At the end of

the chapter, we prove the general approximation theorem.

2.1. Yosida approximation, the generalized contraction case

We want to use the well-known Yosida approximation to construct a sequence of càdlàg pro-

cesses, which converges to the mild solution Y of pS´ACP q in the space XT,H of all predictable

processes with values in H. For the definition of XT,H see Appendix B.3. We distinguish be-

tween two situations. The first one is the case, where the operator A generates a generalized

contractions C0-semigroup pT ptqqtě0, that is }T ptq}LpHq ď eλt, for some λ P R. In the second

case, we consider a general C0-semigroup pT ptqqtě0, that is }T ptq}LpHq ďMeλt, where M ě 1

and λ P R.

In this section, we deal with the first case and therefore assume that A generates a C0-

semigroup of generalized contractions pT ptqqtě0 with }T ptq}LpHq ď eλt for some λ P R. In this

case, the idea is to smooth all the nonlinear terms and the initial condition, such that they

are elements of the domain DpAq of the driving linear operator A. This procedure guarantees

that the approximating processes have stochastic differentials. In order to see this, let Y be

36
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the mild solution of

pS ´ACP q

#

dY ptq “ AY ptqdt` F pt, Y ptqqdt`Gpt, Y ptqqdMptq, t ě 0,

Y p0q “ y0 P H,

where M , F , and G fulfill the assumption from Section 1.3. Then, we define the approximating

sequence tYnunPN for n ą λ as the mild solution of
#

dYnptq “ AYnptqdt`RpnqF pt, Ynptqqdt`RpnqGpt, YnptqqdMptq, t ě 0,

Ynp0q “ Rpnqy0,

where Rpnq “ npn´Aq´1 for all n P N with n ą λ is the Yosida approximation. Note, that we

always write the short form pn´Aq´1 instead of pnI ´Aq´1. By the properties of the Yosida

approximation from Corollary A.21 piiiq it follows that Rpnq is a bounded linear operator for

each n ą λ. Therefore, we see that each Yn is well-defined by Theorem B.53. Furthermore,

we find from Corollary A.21 piq and pivq that for each n ą λ the operator Rpnq commutes

with T ptq for all t P r0, T s and that Rpnqh P DpAq for all h P H. Thus, we see by writing

down the mild solution

Ynptq “ T ptqRpnqy0 `

ż t

0
T pt´ sqRpnqF ps, Ynpsqqds`

ż t

0
T pt´ sqRpnqGps, YnpsqqdMpsq

“ RpnqT ptqy0 `Rpnq

ż t

0
T pt´ sqF ps, Ynpsqqds`Rpnq

ż t

0
T pt´ sqGps, YnpsqqdMpsq,

that Ynptq P DpAq P-a.s. for all t P r0, T s. Considering the integrated solution we find that

each Yn has stochastic differentials, since P-a.s.

Ynptq “ Rpnqy0 `A

ż t

0
Ynpsqds`

ż t

0
RpnqF ps, Ynpsqqds`

ż t

0
RpnqGps, YnpsqqdMpsq

“ Rpnqy0 `

ż t

0
AYnpsqds`

ż t

0
RpnqF ps, Ynpsqqds`

ż t

0
RpnqGps, YnpsqqdMpsq.

Finally, Theorem B.53 guarantees that Y as well as Yn for all n ą λ have a càdlàg modification,

since A is the generator of a generalized contraction C0-semigroup. Therefore, the sequence

tYnunąλ has all the desired properties.

Remark 2.1. It might look odd, that the solution process Y should have a càdlàg modification,

since we defined the mild solution to be a predictable process. In this case, the process of left

limits Ỹ , defined by Ỹ ptq :“ Y pt´q for t P r0, T s, is predictable. However, the processes Y and

Ỹ are stochastically equivalent (see [PZ07, Proposition 9.10]). Since by Theorem B.53 the

mild solution is only unique up to modification the processes Y and Ỹ are the same process

in our setting.

Before we show that tYnunPN converges to Y in the space XT,H we prove an auxiliary result.

We extract this statement from the proof of the main theorem of this section to emphasize

the technique we need to apply due to the stochastic integral. It is going to be the key step

in the proof of the approximation theorem later and we will use it again in the proof of the

transformation formula for mild solutions in Chapter 3. Therefore, recall that the norm in
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the Banach space XT,H is given by

}X}2T,H “ sup
tPr0,T s

E}Xptq}2H .

Proposition 2.2. Let T ptq P LpHq for each t P r0, T s, with }T ptq}LpHq ď cptq, where c is a

positive, continuous function. Then,
›

›

›

›

ż t

0
T pt´ sqpI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

T,H

ÝÑ 0 for nÑ8,

where Y is the mild solution of pS ´ACP q and Rpnq is the Yosida approximation.

PROOF.

First, note that the Yosida approximation doesn’t converge in the operator norm. This means

a straight forward argument like applying the isometry of the stochastic integral and estimates

using the operator norm won’t work. That is why our argument has to be more complex. We

start by applying the isometry of the stochastic integral and estimate

E
›

›

›

›

ż t

0
T pt´ sqpI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

“ E
ż t

0
}T pt´ sqpI ´RpnqqGps, Y psqqQ1{2}2LpHSqpU,Hq

ds

ď E
ż t

0
}T pt´ sq}2LpHq}pI ´RpnqqGps, Y psqqQ

1{2}2LpHSqpU,Hq
ds

ď max
τPr0,T s

c2pτqE
ż T

0
}pI ´RpnqqGps, Y psqqQ1{2}2LpHSqpU,Hq

ds

“ max
τPr0,T s

c2pτqE
›

›

›

›

ż T

0
pI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

(2.1)

From Corollary A.21 (ii) we know that for every h P H

}pI ´Rpnqqh}H ÝÑ 0 for nÑ8.

Since for fixed ω P Ω we have
şT
0 Gpω, s, Y psqqdMpsqpωq P H, we find that the following

convergence
›

›

›

›

ż T

0
pI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

“

›

›

›

›

pI ´Rpnqq

ż T

0
Gps, Y psqqdMpsq

›

›

›

›

2

H

ÝÑ 0 (2.2)

holds P-a.s. for n Ñ 8. From Corollary A.21 (iii) we know that }Rpnq}LpHq ď CR for all

n ą λ, thus we can estimate using the isometry of the stochastic integral

E
›

›

›

›

ż T

0
pI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

“ E
›

›

›

›

pI ´Rpnqq

ż T

0
Gps, Y psqqdMpsq

›

›

›

›

2

H

ď p1` CRq
2E

›

›

›

›

ż t

0
Gps, Y psqqdMpsq

›

›

›

›

2

H

“ p1` CRq
2

ż t

0
E}Gps, Y psqqQ1{2}2LpHSqpU,Hq

ds

ď p1` CRq
2k2
G

ż t

0
Ep1` }Y psq}Hq2ds ď 2p1` CRq

2k2
G

ż T

0
1` E}Y psq}2Hds ă 8,
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where we applied the linear growth condition of G and the Fubini–Tonelli theorem. The

expression on the right-hand side is finite, since Y is the mild solution of pS´ACP q. Applying

Lebesgue’s dominated convergence theorem yields for t P r0, T s

E
›

›

›

›

ż t

0
T pt´ sqpI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

ÝÑ 0 for nÑ8.

From estimate (2.1) it follows that this convergence is uniform for t P r0, T s, hence

sup
tPr0,T s

E
›

›

›

›

ż t

0
T pt´ sqpI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

ÝÑ 0 for nÑ8.

l

With Proposition 2.2 in place we can proceed to the approximation theorem.

Theorem 2.3 (approximation of mild solution of (S-ACP); generalized contraction case).

Assume that A generates a C0-semigroup of generalized contractions and let Y be the mild

solution of pS ´ACP q. Then

}Y ´ Yn}T,H “ p sup
tPr0,T s

E}Y ptq ´ Ynptq}2Hq1{2 ÝÑ 0 for nÑ8.

PROOF.

We start by splitting the difference of the mild solutions in its three parts, that is

Y ptq ´ Ynptq “ T ptqpI ´Rpnqqy0 `

ż t

0
T pt´ sqpF ps, Y psqq ´RpnqF ps, Ynpsqqqds

`

ż t

0
T pt´ sqpGps, Y psqq ´RpnqGps, YnpsqqqdMpsq

“: I1ptq ` I2ptq ` I3ptq.

A straight forward estimate yields

sup
tPr0,T s

E}Y ptq ´ Ynptq}2H ď 3p sup
tPr0,T s

E}I1ptq}
2
H ` sup

tPr0,T s
E}I2ptq}

2
H ` sup

tPr0,T s
E}I3ptq}

2
Hq. (2.3)

We are going to look at each summand of (2.3) individually. We start with I1 and estimate

}T ptqpI ´Rpnqqy0}
2
H ď e2λT }pI ´Rpnqqy0}

2
H .

Since y0 P H we apply Corollary A.21 (ii) and find pI ´ Rpnqqy0 ÝÑ 0 for n Ñ 8 in H.

Summing up, we have shown

sup
tPr0,T s

E}I1ptq}
2
H ď e2λT }pI ´Rpnqqy0}

2
H ÝÑ 0 for nÑ8.

In order to deal with the second summand I2 in (2.3) we start by rewriting it as follows

F ps, Y psqq ´RpnqF ps, Ynpsqq “ pI ´RpnqqF ps, Y psqq `RpnqpF ps, Y psqq ´ F ps, Ynpsqqq.
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Since }Rpnq} ď CR by Corollary A.21 (iii), we estimate P-a.s. for all t P r0, T s and 0 ď s ď t

}T pt´ sqpF ps, Y psqq ´RpnqF ps, Ynpsqqq}
2
H

ď e2λT }pI ´RpnqqF ps, Y psqq `RpnqpF ps, Y psqq ´ F ps, Ynpsqqq}
2
H

ď 2e2λT p}pI ´RpnqqF ps, Y psqq}2H ` C
2
R}F ps, Y psqq ´ F ps, Ynpsqq}

2
Hq.

By Hölder’s inequality, we find

sup
tPr0,T s

E}I2ptq}
2
H ď T sup

tPr0,T s
E
ż t

0
}T pt´ sqpF ps, Y psqq ´RpnqF ps, Ynpsqqq}

2
Hds

ď 2Te2λT
`

sup
tPr0,T s

E
ż t

0
}pI ´RpnqqF ps, Y psqq}2Hds

` C2
R sup
tPr0,T s

E
ż t

0
}F ps, Y psqq ´ F ps, Ynpsqq}

2
Hds

˘

“: 2Te2λT pI21ptq ` I22ptqq.

For the term I21, we have for every fixed ω P Ω and s P r0, T s that F pω, s, Y psqq P H and

hence by Corollary A.21 (ii) the pointwise convergence }pI ´ RpnqqF pω, s, Y pω, sqq}2H ÝÑ 0

for n Ñ 8. Furthermore we estimate P-a.s. and for every s P r0, T s using the linear growth

condition of F and Corollary A.21 (iii)

}pI ´RpnqqF ps, Y psqq}2H ď p1` CRq
2}F ps, Y psqq}2H ď p1` CRq

2k2
F p1` }Y psq}Hq

2

ď 2p1` CRq
2k2
F p1` }Y psq}

2
Hq.

Since Y is the mild solution of pS ´ ACP q it follows that
şt
0 E}Y psq}

2
H ă 8 for all t P r0, T s.

Hence, by Fubini–Tonelli theorem and Lebesgue’s dominated convergence theorem we receive
ż t

0
E}pI ´RpnqqF ps, Y psqq}2Hds ď

ż T

0
E}pI ´RpnqqF ps, Y psqq}2Hds

“ E
ż T

0
}pI ´RpnqqF ps, Y psqq}2Hds ÝÑ 0 for nÑ8.

Obviously this convergence is uniform for t P r0, T s, that is

I21ptq “ sup
tPr0,T s

E
ż t

0
}pI ´RpnqqF ps, Y psqq}2Hds ÝÑ 0 for nÑ8.

For the term I22 we apply the Lipschitz continuity of F and find

I22ptq ď C2
RC

2
F

ż T

0
E}Y psq ´ Ynpsq}2Hds ď C2

RC
2
F

ż T

0
sup
sPr0,τ s

E}Y psq ´ Ynpsq}2Hdτ.

For I3 in (2.3) we start again by rewriting the relevant expression as follows

Gps, Y psqq ´RpnqGps, Ynpsqq “ pI ´RpnqqGps, Y psqq `RpnqpGps, Y psqq ´Gps, Ynpsqqq.
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Thus, we estimate

sup
tPr0,T s

E}I3ptq}
2
H ď 2 sup

tPr0,T s
E
›

›

›

›

ż t

0
T pt´ sqpI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

` 2 sup
tPr0,T s

E
›

›

›

›

ż t

0
T pt´ sqRpnqpGps, Y psqq ´Gps, YnpsqqqdMpsq

›

›

›

›

2

H

“: 2pI31ptq ` I32ptqq.

The term I31 converges to zero for nÑ8 by Proposition 2.2. For the term I32 we apply the

isometry, the Fubini–Tonelli theorem, Corollary A.21 (iii), and the Lipschitz continuity of G

I32ptq “ sup
tPr0,T s

ż t

0
E}T pt´ sqRpnqpGps, Y psqq ´Gps, Ynpsqq}2LpHSqpU,Hqds

ď e2λTC2
R

ż T

0
E}Gps, Y psqq ´Gps, Ynpsqq}2LpHSqpU,Hqds

ď e2λTC2
RC

2
G

ż T

0
E}Y psq ´ Ynpsq}2Hds ď e2λTC2

RC
2
G

ż T

0
sup
sPr0,τ s

E}Y psq ´ Ynpsq}2Hdτ.

Now, we collect all terms and from (2.3) follows

sup
tPr0,T s

E}Y ptq ´ Ynptq}2H ď 3ε̃pnq ` 6Te2λT pε̃pnq ` C2
RC

2
F

ż T

0
sup
sPr0,τ s

E}Y psq ´ Ynpsq}2Hdτq

` 6pε̃pnq ` e2λTC2
RC

2
G

ż T

0
sup
sPr0,τ s

E}Y psq ´ Ynpsq}2Hdτq

ď εpnq ` CpT, λ, CR, CF , CGq

ż T

0
sup
sPr0,τ s

E}Y psq ´ Ynpsq}2Hdτ,

where tε̃pnqunPN is a suitable null sequence, ε :“ p9` 6Te2λT qε̃, and C stands for a constant

depending only on the values stated in the parentheses. Using Grönwall’s inequality, we obtain

sup
tPr0,T s

E}Y ptq ´ Ynptq}2H ď εpnqp1` CpT, λ, CR, CF , CGqTe
CpT,λ,CR,CF ,CGqT q.

Hence, for nÑ8 we find

}Y ´ Yn}
2
T,H “ sup

tPr0,T s
E}Y ptq ´ Ynptq}2H ÝÑ 0.

l

Remark 2.4. Like we said before the most difficult convergence in the proof of Theorem 2.3 is

the one of term I31. That is why we treated it separately in Proposition 2.2. The crucial step

in the proof of Proposition 2.2 is in line (2.2). It shows the importance of the approximation

being time independent, such that it can be pulled out of the stochastic integral. If we would

approximate the operator A using Yosida approximation, we would end up with a sequence of

uniformly continuous semigroups approximating the C0-semigroup generated by A. However,

those are time dependent and therefore our argument would no longer work. We just showed

that in the case of a generalized contraction semigroup we are able to avoid the approximation
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of A. In the general case this is no longer possible and therefore a different idea is needed.

We will treat this situation in Section 2.3.

2.2. Dissipativity of the operator A

The essential assumption for the approximation scheme from Theorem 2.3 to work is that

the driving linear operator A generates a C0-semigroup of generalized contractions. If that

is the case, not only does the approximation holds true, but we know by Theorem B.53 that

the solution Y itself has a càdlàg modification. We want to apply those results to stochastic

delay equation in this section. Thus, we identify cases, when the operator A of pSD ´ACP q

generate a C0-semigroup of generalized contractions. Therefore, we assume that A generates

a C0-semigroup pT ptqqtě0, with }T ptq}LpE2q ďMeλt, where M ě 1 and λ P R. To guarantee

that A is a generator one can apply the results from Section 1.2.3.

The operators which generate a C0-semigroup of generalized contractions are characterized

by the Lumer-Phillips theorem (see Theorem A.16 and Remark A.17). Since A generates

a C0-semigroup, we know by the general Hille-Yosida theorem (see [EN00, Theorem 3.8 in

Section II.3.a]) that rgpλ0´Aq “ E2 for any λ0 ą λ. Hence, all what is left to do is to identify

cases when the operator A is or is not γ-dissipative for some γ P R.

Recalling the definition of γ-dissipative operators (see Definition A.14), we must show that

xA u, uyE2 ď γ}u}2E2

for all u P DpA q. Breaking down the expression on the left-hand side into its individual

components yields for u “
´

u1
u2

¯

xA u, uyE2 “ x

˜

B Φ

0 d
dσ

¸˜

u1

u2

¸

,

˜

u1

u2

¸

yE2 “ x

˜

Bu1 ` Φu2
d
dσu2

¸

,

˜

u1

u2

¸

yE2

“ xBu1, u1yH ` xΦu2, u1yH ` x
d

dσ
u2, u2yL2pI;Z;dµq. (2.4)

immediately, we see from (2.4) that it is natural to assume B to be γ0-dissipative for some

γ0 P R. We will always assume this until the end of this section. Thus (2.4) simplifies to

xA u, uyE2 ď γ0}u1}
2
H ` xΦu2, u1yH ` x

d

dσ
u2, u2yL2pI;Z;dµq. (2.5)

Now, we will look at important examples for the delay operator Φ and check if A is γ-

dissipative for some γ P R.

2.2.1. Single delay - bounded delay operator

We start with the simplest case. Therefore, we consider a single delay, that is

Φu :“ Cup´1q, u P W 1
2 pr´1, 0s;Hq,

where C P LpHq. Thus, we have a bounded delay operator. This implies for our setting that

Z “ H and E2 “ H ˆ L2pr´1, 0s;Hq. Recall that in the case of a finite delay we set % ” 1
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without loss of generality and thus µ becomes the Lebesgue measure. Looking back at (2.5),

we have to treat the last two terms on the right-hand side. We start with the last one and

integrating by parts yields

x
d

dσ
u2, u2yL2pr´1,0s;Hq “

ż 0

´1
x
d

dσ
u2pσq, u2pσqyHdσ

“ ´

ż 0

´1
x
d

dσ
u2pσq, u2pσqyHdσ ` }u2p0q}

2
H ´ }u2p´1q}2H .

Since u P DpA q, we have u2p0q “ u1 and we conclude

x
d

dσ
u2, u2yL2pr´1,0s;Hq “

1

2
p}u1}

2
H ´ }u2p´1q}2Hq. (2.6)

For the term involving the delay operator we apply elementary estimates and receive

xΦu2, u1yH “ xCu2p´1q, u1yH “ xu2p´1q, C˚u1yH ď }u2p´1q}H}C
˚u1}H

ď
1

2
p}u2p´1q}2H ` }C}

2
LpHq}u1}

2
Hq, (2.7)

where C˚ is the adjoint operator of C. Summing up, we find

xA u, uyE2 ď γ0}u1}
2
H `

1

2
p}C}2LpHq ` 1q}u1}

2
H ď

2γ0 ` }C}
2
LpHq ` 1

2
}u}2E2 .

Hence, we can formulate the following proposition.

Proposition 2.5. If B is a γ0-dissipative operator and Φu2 “ Cu2p´1q, where C P LpHq,

then A is
2γ0`}C}2LpHq`1

2 -dissipative operator.

2.2.2. Multiple delay - bounded delay operator

The natural next step is to consider a delay operator Φ with multiple delays. It turns out that

this simple change in the structure of the delay operator is already enough for the operator

A to lose its dissipativity, like the following example demonstrates.

Example 2.6. We choose

Φu “ up´1{2q ` up´1q, u P W 1
2 pr´1, 0s;Hq,

to be the delay operator. Just like in the previous case, we see that Φ is a bounded operator

and therefore we set Z “ H and E2 “ H ˆ L2pr´1, 0s, Hq. Now, we choose an 0 “ a P DpBq

and a sequence un P DpA q, such that

un2p0q “ un1 “ a, un2p´1{2q “ na, un2p´1q “ 0,

and

}un2}L2pr´1,0s,Hq “
1

n
,

where we use the notation of Definition 1.17. By (2.4) and (2.6) we find

xA un, unyE2 “ xBa, ayH ` n}a}
2
H `

1

2
}a}2H Ñ8 for nÑ8.
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On the other hand, we have

}un}
2
E2 “ }a}

2
H `

1

n2
Ñ }a}2H for nÑ8.

This shows, that there can’t be a constant γ P R, such that

xA u, uyE2 ď γ}u}2E2

for all u P DpA q.

Remark 2.7. In order to reinstate the dissipativity of the operator A for a delay operator

with multiple delays it was suggested in [Kap85] to adjust the geometry of the history space

L2pr´1, 0s;Hq, by introducing an equivalent norm in the following way. If the delay operator

Φ depends on p P N delays at times hj P r´1, 0q, j “ 1, . . . , p, define the wight function

gpsq :“ p´ j ` 1 for s P rhj , hj`1q

and the new norm of E2 as

g}u}E2 :“

d

}u1}
2
H `

ż 0

´1
}upτq}2Hgpτqdτ.

Then, we find that the operator A is dissipative with respect to the new norm.

2.2.3. Singel delay - unbounded delay operator

We return to the case of a single delay, but this time we consider an unbounded operator.

Recall that for an unbounded delay operator Φ the operator B has to fulfill condition (1.9)

and (1.10) such that A generates a C0-semigroup (see Theorem 1.27). Thus, it is natural

that for the dissipativity of A we need to impose stronger assumption on the operator B than

γ0-dissipativity. Typically B has to fulfill a generalized G̊arding’s inequality of the form

xBu, uyH ď ´γ1}u}
2
Z ` γ0}u}

2
H , (2.8)

where u P DpBq, γ1 ą 0 and γ0 P R. We will demonstrate this in the next example.

Example 2.8. Consider the following delayed heat equation
$

’

&

’

%

Btupt, sq “ ∆upt, sq `
řn
j“1CjBjupt´ 1, sq, t ě 0, s P G,

Bu
Bν pt, sq “ 0, t ě 0, s P BG,

upt, sq “ fpt, sq, t P r´1, 0s, s P G,

where G Ă Rn is a bounded domain with smooth boundary, H :“ L2pGq, Z :“ W 1
2 pGq,

Bu :“ ∆u, DpBq :“ tg P W 1
2 pGq : ∆g P L2pGq and δg

δν “ 0 on BGu, Cj P LpHq for

j P t1, . . . , nu, and for u P W 1
2 pr´1, 0s;Zq we set Φu :“

řn
j“1Cj

B
Bxj

up´1q. Like in (2.7)

we find for u “
´

u1
u2

¯

P DpA q

xΦu2, u1yH ď
1

2

n
ÿ

j“1

p}
B

Bxj
u2p´1q}2H ` }Cj}

2
LpHq}u1}

2
Hq.
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Furthermore, we calculate using (2.6)

x
d

dσ
u2, u2yL2pr´1,0s;Zq “

1

2
p}u1}

2
Z ´ }u2p´1q}2Zq

“
1

2
p}u1}

2
H `

n
ÿ

i“1

}
B

Bxi
u1}

2
Hq ´

1

2
p}u2p´1q}2H `

n
ÿ

i“1

}
B

Bxi
u2p´1q}2Hq.

As for the operator B we have

xBu1, u1yH “

ż

G
∆u1pxqu1pxqdx “ ´

ż

G
∇u1pxq ¨∇u1pxqdx`

ż

BG

Bu1

Bν
pyq

loomoon

“0

upyqdSpyq

“ ´

n
ÿ

i“1

x
B

Bxi
u1,

B

Bxi
u1yH “ ´

n
ÿ

i“1

}
B

Bxi
u1}

2
H .

Thus, condition (2.8) is fulfilled with γ0 “ γ1 “ 1. Inserting all terms into (2.4) yields

xA u, uyE2 ď ´
n
ÿ

i“1

}
B

Bxi
u1}

2
H `

1

2

n
ÿ

j“1

p}
B

Bxj
u2p´1q}2H ` }Cj}

2
LpHq}u1}

2
Hq

`
1

2
p}u1}

2
H `

n
ÿ

i“1

}
B

Bxi
u1}

2
Hq ´

1

2
p}u2p´1q}2H `

n
ÿ

i“1

}
B

Bxi
u2p´1q}2Hq

ď

řn
j“1 }Cj}

2
LpHq ` 1

2
}u1}

2
H ď

řn
j“1 }Cj}

2
LpHq ` 1

2
}u}2E2 .

Therefore the operator A is 1
2p
řn
j“1 }Cj}

2
LpHq ` 1q-dissipative.

2.2.4. Averaging over a finite delay

If the delay operator Φ is some kind of average, the delay is often called distributed delay. In

this case we can apply the following corollary.

Corollary 2.9. If B is a γ0-dissipative operator and the delay operator Φ is a bounded linear

operator from L2pr´1, 0s;Hq to H, that is for u P L2pr´1, 0s;Hq

}Φu}H ď CΦ}u}L2pr´1,0s;Hq,

for some constant CΦ ě 1, then the operator A is a 1
2p2γ0 ` C

2
Φ ` 1q-dissipative operator.

PROOF.

We consider the dissipativity estimate (2.5) and for u “
´

u1
u2

¯

P DpA q we start the estimate

with the delay term

xΦu2, u1yH ď
1

2
p}Φu2}

2
H ` }u1}

2
Hq ď

C2
Φ

2
p}u1}

2
H ` }u2}

2
L2pr´1,0s;Hqq “

C2
Φ

2
}u}2E2 .

Form (2.6) follows x ddσu2, u2yL2pr´1,0s;Hq “
1
2p}u1}H ´}u2p´1q}2Hq ď

1
2}u1}

2
H . Collecting terms

yields

xA u, uyE2 ď γ0}u1}
2
H `

C2
Φ

2
}u}2E2 `

1

2
}u1}

2
H ď

2γ0 ` C
2
Φ ` 1

2
}u}2E2 .

l
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Example 2.10. Assume, the delay operator Φ is of the following form

Φu “

ż 0

´1
hpτqupτqdτ,

for u P L2pr´1, 0s;Hq and h P L2pr´1, 0s;LpHqq. Then, Φ is a bounded linear operator from

L2pr´1, 0s;Hq to H. This is easy to see, since

}Φu}H ď

ż 0

´1
}hpτq}LpHq}upτq}Hdτ ď }h}L2pr´1,0s;LpHqq}u}L2pr´1,0s;Hq.

Thus, Corollary 2.9 can be applied.

2.2.5. Averaging over a infinite delay - constant weight function

If the delay operator Φ is an average over an infinite delay and the weight function % is

constant (without loss of generality assume % ” 1), we can transfer the results of the finite

delay case. This is due to the embedding W 1
2 pR´;Hq ãÑ C0pR´;Hq, thus we have

x
d

dσ
u2, u2yL2pR´;Hq “

1

2
}u1}

2
H ,

for u “
´

u1
u2

¯

P DpA q. Therefore, we rewrite Corollary 2.9 for an infinite delay as follows.

Corollary 2.11. If B is a γ0-dissipative operator and the delay operator Φ is a bounded

linear operator from L2pR´;Hq to H, that is for u P L2pR´;Hq

}Φu}H ď CΦ}u}L2pR´;Hq,

for some constant CΦ ě 1, then the operator A is a 1
2p2γ0 ` C

2
Φ ` 1q-dissipative operator.

The examples can be transferred in just the same way. That is, if h P L2pR´;LpHqq, then the

operator defined by

Φu :“

ż 0

´8

hpτqupτqdτ

is bounded from L2pR´;Hq to H and Corollary 2.11 applies.

2.2.6. Averaging over an infinite delay - nonconstant weight function

Now we turn to the general setup for averaging over an infinite delay. Recall that the measure

µ from Definition 1.5 is defined by the weight function %, which fulfills % P C1pR´q with

% ą ε% ą 0. If the weight function % is not constant, we have to look at the last term of the

dissipativity estimate (2.5) again, since this is there the measure µ effects our calculation.

Hence, we compute

x
d

dσ
u2, u2yL2pR´,H,dµq “

ż 0

´8

x
d

dσ
u2pσq, u2pσqyH%pσqdσ “

ż 0

´8

x
d

dσ
u2pσq, %pσqu2pσqyHdσ

“
“

%pσq}u2pσq}
2
H

‰σ“0

σ“´8
´

ż 0

´8

xu2pσq,
d

dσ
u2pσqyH%pσqdσ ´

ż 0

´8

xu2pσq, u2pσqyH 9%pσqdσ.
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Thus, we have

x
d

dσ
u2, u2yL2pR´,H,dµq “

1

2
%p0q}u1}

2
H ´

1

2

ż 0

´8

}u2pσq}
2
H 9%pσqdσ, (2.9)

since

lim
σÑ´8

%pσq}u2pσq}
2
H “ 0.

This is easy to see, if we write u2 “ ψv, where ψ is a real function with |ψ| ď %´1{2 and

| 9ψ| ď %´1{2. Then, by writing down the norm for u2, we immediately find v P W 1
2 pR´;Hq.

Thus, the limit follows from the embedding W 1
2 pR´;Hq ãÑ C0pR´;Hq.

From (2.9) we see that the weight function % effects the dissipativity of the operator A .

Therefore, we generalize Corollary 2.11 by formulating criteria for %, such that the operator

A is dissipative.

Corollary 2.12. Assume B to be a γ0-dissipative operator and the delay operator Φ to be a

bounded linear operator from L2pR´;H; dµq to H, that is for u P L2pR´;H; dµq

}Φu}H ď CΦ}u}L2pR´;H;dµq,

for some constant CΦ ě 1. Furthermore, let one of the following condition be fulfilled

aq 9% ě ´K%,

bq 9% ě ´K,

for some K ě 0. Then the operator A is a 1
2p2γ0`%p0q`K̃`C

2
Φq-dissipative operator, where

K̃ is equal to K in case aq and K{ε% in case bq.

PROOF.

Consider the dissipativity estimate (2.5) and for u “
´

u1
u2

¯

P DpA q we start the estimate with

the last term. For the case aq we find from (2.9)

x
d

dσ
u2, u2yL2pR´,H,dµq ď

1

2
%p0q}u1}

2
H `

K

2

ż 0

´8

}u2pσq}
2
H%pσqdσ

“
1

2
%p0q}u1}

2
H `

K

2
}u2}

2
L2pR´,H,dµq.

For the case bq we argue in the following way

x
d

dσ
u2, u2yL2pR´,H,dµq ď

1

2
%p0q}u1}

2
H `

K

2

ż 0

´8

}u2pσq}
2
Hdσ

ď
1

2
%p0q}u1}

2
H `

K

2

ż 0

´8

}u2pσq}
2
H

%pσq

%pσq
dσ

ď
1

2
%p0q}u1}

2
H `

K

2ε%

ż 0

´8

}u2pσq}
2
H%pσqdσ

“
1

2
%p0q}u1}

2
H `

K

2ε%
}u2}

2
L2pR´,H,dµq.
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For the delay term we proceed similarly to the previous cases

xΦu2, u1yH ď
1

2
p}u1}

2
H ` }Φu2}

2
Hq ď

C2
Φ

2
p}u1}

2
H ` }u2}

2
L2pR´,H,dµqq “

C2
Φ

2
}u}2E2 .

Collecting terms yields

xA u, uyE2 ď γ0}u1}
2
H `

C2
Φ

2
}u}2E2 `

1

2
%p0q}u1}

2
H `

K̃

2
}u2}

2
L2pR´,H,dµq

ď
2γ0 ` %p0q ` K̃ ` C2

Φ

2
}u}2E2 ,

where K̃ is equal to K in case aq and K{ε% in case bq.

l

2.3. Yosida approximation, the general case

Now, we consider the general situation, where A generates a C0-semigroup pT ptqqtě0 with

}T ptq}LpHq ďMeλt, where M ě 1 and λ P R. In this case we have to consider a fundamentally

different approximation scheme compared to Section 2.1. There, the basic idea was to smooth

all terms into the domain DpAq of the driving linear operator A. In the general case, we do

the opposite and bring all terms of the equation down to H. This is due to the mild solution

Y not necessarily having a càdlàg modification. Thus, we have to approximate the operator

A using Yosida approximation. Therefore, it becomes unnecessary to smooth out all other

terms of the equation. Recall that Y is the mild solution of

pS ´ACP q

#

dY ptq “ AY ptqdt` F pt, Y ptqqdt`Gpt, Y ptqqdMptq, t ě 0,

Y p0q “ y0 P H,

where M , F , and G fulfill the assumption from Section 1.3, then we define the approximating

sequence tZnunPN for n ą λ as the mild solution of
#

dZnptq “ AnZnptqdt` F pt, Znptqqdt`Gpt, ZnptqqdMptq, t ě 0,

Znp0q “ y0,

for n ą λ, where An is the Yosida approximation of the operator A. Note that by the properties

of the Yosida approximation from Corollary A.24 it follows that An is a bounded linear

operator for each n ą λ. Furthermore, each An generates the uniformly continuous semigroup

Tnptq :“ etAn . Hence, by Theorem B.53 Zn is well-defined for each n ą λ.Writing down the

integrated solution we immediately see that each Zn has stochastic differentials, since P-a.s.

Znptq “ y0 `An

ż t

0
Znpsqds`

ż t

0
F ps, Znpsqqds`

ż t

0
Gps, ZnpsqqdMpsq

“ y0 `

ż t

0
AnZnpsqds`

ż t

0
F ps, Znpsqqds`

ż t

0
Gps, ZnpsqqdMpsq.

Remark A.25 states that An is trivially a generator of a generalized contraction C0-semigroup

for n ą λ. Therefore, Theorem B.53 guarantees that each Zn has as a càdlàg modification.

Thus, the sequence tZnunąλ has all the desired properties. Note that in the proof of the
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following theorem we will write Zptq again instead of Zpt´q or Z̃ptq for the same reasons as

explained in Remark 2.1.

Theorem 2.13 (approximation of mild solution of (S-ACP); general case). Assume that A

generates a C0-semigroup and let Y be the mild solution of pS ´ACP q. Then,

}Y ´ Zn}T,H “ p sup
tPr0,T s

E}Y ptq ´ Znptq}2Hq1{2 ÝÑ 0 for nÑ8.

PROOF.

We start by splitting the difference of the mild solutions in its three parts, that is

Y ptq ´ Znptq “ pT ptq ´ Tnptqqy0 `

ż t

0
T pt´ sqF ps, Y psqq ´ Tnpt´ sqF ps, Znpsqqds

`

ż t

0
T pt´ sqGps, Y psqq ´ Tnpt´ sqGps, ZnpsqqdMpsq

“: J1ptq ` J2ptq ` J3ptq.

A straight forward estimate yields

sup
tPr0,T s

E}Y ptq ´ Znptq}2H ď 3p sup
tPr0,T s

E}J1ptq}
2
H ` sup

tPr0,T s
E}J2ptq}

2
H ` sup

tPr0,T s
E}J3ptq}

2
Hq. (2.10)

We are going to look at each summand of (2.10) individually. We start with J1 and since y0

is a fixed element in H, we find

sup
tPr0,T s

E}J1ptq}
2
H “ sup

tPr0,T s
}pT ptq ´ Tnptqqy0}

2
H ÝÑ 0 for nÑ8,

by Corollary A.24 (III).

In order to deal with the second summand J2 in (2.10), we start by rewriting it as follows

T pt´ sqF ps, Y psqq ´ Tnpt´ sqF ps, Znpsqq

“ pT pt´ sq ´ Tnpt´ sqqF ps, Y psqq ` Tnpt´ sqpF ps, Y psqq ´ F ps, Znpsqqq.

By Hölder’s inequality and Fubini–Tonelli theorem, we find

sup
tPr0,T s

E}J2ptq}
2
H ď T sup

tPr0,T s
E
ż t

0
}T pt´ sqF ps, Y psqq ´ Tnpt´ sqF ps, Znpsqq}

2
Hds

ď 2T
`

sup
tPr0,T s

ż t

0
E}pT pt´ sq ´ Tnpt´ sqqF ps, Y psqq}2Hds

` sup
tPr0,T s

ż t

0
E}Tnpt´ sqpF ps, Y psqq ´ F ps, Znpsqqq}2Hds

˘

“: 2T pJ21 ` J22q.
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For the term J21 we estimate

J21 ď sup
tPr0,T s

ż t

0
sup
τPrs,T s

E}pT pτ ´ sq ´ Tnpτ ´ sqqF ps, Y psqq}2Hds

ď

ż T

0
sup
tPrs,T s

E}pT pt´ sq ´ Tnpt´ sqqF ps, Y psqq}2Hds

ď

ż T

0
E sup
tPrs,T s

}pT pt´ sq ´ Tnpt´ sqqF ps, Y psqq}
2
Hds. (2.11)

Our aim is to show with the help of Lebesgue’s dominated convergence theorem that (2.11)

converges to zero. Therefore, we look at the pointwise convergence for fixed s and ω. Then,

F ps, Y psqq is a fixed element in H. Hence, by Corollary A.24 (III)

sup
tPrs,T s

}pT pt´ sq ´ Tnpt´ sqqF ps, Y psqq}
2
H ÝÑ 0 for nÑ8.

We gain the majorant from the following estimate

sup
tPrs,T s

}pT pt´ sq ´ Tnpt´ sqqF ps, Y psqq}
2
H ď 4M2e2λT }F ps, Y psqq}2H .

In order to see that the right-hand side is integrable, we calculate
ż T

0
E 4M2e2λT }F ps, Y psqq}2Hds ď 4M2e2λTk2

F

ż T

0
Ep1` }Y psq}Hq2ds

ď 8M2e2λTk2
F

ż T

0
1` E}Y psq}2Hds ď 8M2e2λTk2

FT p1` sup
tPr0,T s

E}Y ptq}2Hq ă 8,

where we used the linear growth condition of F . The right-hand side is finite, since Y is the

mild solution of pS ´ACP q. Thus, by Lebesgue’s dominated convergence theorem we find

J21 “ sup
tPr0,T s

E
ż t

0
}pT pt´ sq ´ Tnpt´ sqqF ps, Y psqq}

2
Hds ÝÑ 0 for nÑ8.

For the term J22 we apply the Lipschitz continuity of F and find

J22 ďM2e2λTC2
F

ż T

0
E}Y psq ´ Znpsq}2Hds ďM2e2λTC2

F

ż T

0
sup
sPr0,τ s

E}Y psq ´ Znpsq}2Hdτ.

For J3 in (2.10) we start again by rewriting the relevant expression as follows
ż t

0
T pt´ sqGps, Y psqq ´ Tnpt´ sqGps, ZnpsqqdMpsq

“

ż t

0
pT pt´ sq ´ Tnpt´ sqqGps, Y psqqdMpsq `

ż t

0
Tnpt´ sqpGps, Y psqq ´Gps, ZnpsqqqdMpsq.
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Thus, we estimate

sup
tPr0,T s

E}J3ptq}
2
H ď 2 sup

tPr0,T s
E}

ż t

0
pT pt´ sq ´ Tnpt´ sqqGps, Y psqqdMpsq}

2
H

` 2 sup
tPr0,T s

E}
ż t

0
Tnpt´ sqpGps, Y psqq ´Gps, ZnpsqqqdMpsq}

2
H

“: 2pJ31 ` J32q.

To show that the term J31 converges to zero is the crucial step of the proof. We start by

estimating using the isometry of the stochastic integral and the definition of the Hilbert-

Schmidt norm

J31 “ sup
tPr0,T s

ż t

0
E}pT pt´ sq ´ Tnpt´ sqqGps, Y psqqQ1{2}2LpHSqpU,Hq

ds

ď sup
tPr0,T s

ż t

0
sup
τPrs,T s

E}pT pτ ´ sq ´ Tnpτ ´ sqqGps, Y psqqQ1{2}2LpHSqpU,Hq
ds

ď

ż T

0
sup
tPrs,T s

E}pT pt´ sq ´ Tnpt´ sqqGps, Y psqqQ1{2}2LpHSqpU,Hq
ds

“

ż T

0
sup
tPrs,T s

E
8
ÿ

k“1

}pT pt´ sq ´ Tnpt´ sqqGps, Y psqqQ
1{2fk}

2
Hds

ď

ż T

0
E
8
ÿ

k“1

sup
tPrs,T s

}pT pt´ sq ´ Tnpt´ sqqGps, Y psqqQ
1{2fk}

2
Hds,

where tfkukPN is an orthonormal basis of U . In order to apply Lebesgue’s dominated conver-

gence theorem, we interpret the series as an integral with respect to the counting measure.

First, we look at the pointwise convergence for fixed s, ω, and k. Then, Gps, Y psqqQ1{2fk is

a fixed element in H. Hence, by Corollary A.24 (III)

sup
tPrs,T s

}pT pt´ sq ´ Tnpt´ sqqGps, Y psqqQ
1{2fk}

2
H ÝÑ 0 for nÑ8.

We gain the majorant from the following estimate

sup
tPrs,T s

}pT pt´ sq ´ Tnpt´ sqqGps, Y psqqQ
1{2fk}

2
H ď 4M2e2λT }Gps, Y psqqQ1{2fk}

2
H .

In order to see that the right-hand side is integrable we calculate
ż T

0
E
8
ÿ

k“1

4M2e2λT }Gps, Y psqqQ1{2fk}
2
Hds “ 4M2e2λT

ż T

0
E}Gps, Y psqqQ1{2}2LpHSqpU,Hq

ds

ď 4M2e2λTk2
G

ż T

0
Ep1` }Y psq}Hq2ds ď 8M2e2λTk2

GT p1` sup
tPr0,T s

E}Y ptq}2Hq ă 8,

where we used the linear growth condition of G. The right-hand side is finite, since Y is the

mild solution of pS ´ACP q. Thus, by Lebesgue’s dominated convergence theorem we find

J31 “ sup
tPr0,T s

ż t

0
E}pT pt´ sq ´ Tnpt´ sqqGps, Y psqqQ1{2}2LpHSqpU,Hq

ds ÝÑ 0 for nÑ8.
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For the term J32 we apply the isometry of the stochastic integral and the Lipschitz continuity

of G, that is

J32 “ sup
tPr0,T s

}

ż t

0
E}Tnpt´ sqpGps, Y psqq ´Gps, Znpsqqq}2LpHSqpU,Hqds

ďM2e2λTC2
G

ż T

0
E}Y psq ´ Znpsq}2Hds

ďM2e2λTC2
G

ż T

0
sup
sPr0,τ s

E}Y psq ´ Znpsq}2Hdτ.

Now, we collect all terms and from (2.10) follows

sup
tPr0,T s

E}Y ptq ´ Znptq}2H ď 3ε̃pnq ` 6T pε̃pnq `M2e2λTC2
F

ż T

0
sup
sPr0,τ s

E}Y psq ´ Znpsq}2Hdτq

` 6pε̃pnq `M2e2λTC2
G

ż T

0
sup
sPr0,τ s

E}Y psq ´ Znpsq}2Hdτq

ď εpnq ` CpT,M, λ,CF , CGq

ż T

0
sup
sPr0,τ s

E}Y psq ´ Znpsq}2Hdτ,

where tε̃pnqunPN is a suitable null sequence, ε :“ p9 ` 6T qε̃, and C stands for a constant

depending only on the values stated in the parentheses. Using Grönwall’s inequality, we

obtain

sup
tPr0,T s

E}Y ptq ´ Znptq}2H ď εpnqp1` CpT,M, λ,CF , CGqTe
CpT,M,λ,CF ,CGqT q.

Hence, for nÑ8 we find

}Y ´ Zn}
2
T,H “ sup

tPr0,T s
E}Y ptq ´ Znptq}2H ÝÑ 0.

l

Remark 2.14. If we compare the two approximation theorems of this Chapter, we see that

the main difficulty in both proofs was to show that the term I31 and J31 respectively converges

to zero. If we compare the two arguments we used to obtain the convergence, we see that the

one made in Proposition 2.2 is simpler, than the one of Theorem 2.13. Another advantage

of the approximation scheme from Section 2.1 is that the operator A is not affected by the

approximation. This will make the proof of the transformation formula for mild solution in

Chapter 3 easier. On the other hand, we are restricted to the case of a generalized contraction

C0-semigroup if we want to apply Theorem 2.3. This is the main diffence to Theorem 2.13,

which can always be applied.

Theorem 2.13 also shows that any approximation tAnunPN of the operator A will work, as long

as the semigroups pTnptqqtě0 generated by An fulfill the stability condition }Tnptq}LpHq ďMeλt

for all n P N and we have Tnptqh Ñ T ptqh for n Ñ 8 for all t ě 0 and all h P H, where the

convergence is even uniform on each interval r0, t0s. This holds in particular if one wants to

prove a finite dimensional approximation like the Galerkin method.



CHAPTER 3

Transformation Formula

The aim of this chapter is to prove a rigorous transformation formula, that is, Itô's formula,

for the mild solution Y of the stochastic Cauchy problem pS´ACP q with Lévy noise. There-

fore, we first provide a transformation formula for square integrable Lévy processes with drift.

Since the mild solution is not regular enough (see Theorem 1.35), we cannot apply this trans-

formation formula directly. Another problem we face is that Y is only taking values in the

state space H and not in the domain of the generator DpAq. To overcome those problems we

apply the approximation of the mild solution from Theorem 2.3 and request more regularity

of the transformation function. Through this procedure, we obtain a transformation formula

for the mild solution Y . Since the adjoint operator A˚ of the generator A appears in this

formula, we calculate the adjoint operator A ˚ of the delay equation for important examples.

3.1. Transformation formula for Lévy processes

In this section, we prove the transformation formula for a well-defined square integrable Lévy

process with drift taking values in a separable Hilbert space H. Therefore, we have to change

our notation to the Poisson integral for the jumps of the Lévy process. For more details on the

notation we refer to Secton B.2 and Section B.4 in the Appendix. There is a rich literature

for the finite dimensional case. One finds the transformation formula for example in [GS71,

Section II.2 §6.], [Pro05, Section II.7], or in [App09, Section 4.4]. In the case of Wiener noise

in infinite dimension one can turn to [DPZ92, Section 4.4.5] or with weaker assumptions to

[GM11a, Section 2.3]. For the pure jump noise case in infinite dimension a transformation

formula with weak conditions was proven in [MRT13]. An older result for Lévy processes in

infinite dimension with strong assumptions on the transformation function can be found in

[Mét82, Theorem 27.2]. Since the transformation formula is known for the Wiener noise and

the pure jump noise case our goal in this section is to combine those two results to receive

the transformation formula for the Lévy noise case. We mainly use results from [App09],

[GM11a], and [MRT13] to accomplish this.

The first step is to generalize Itô's formula from Theorem B.12 for the Wiener noise case. We

want to replace the deterministic times by stopping times. Thus, we have to consider stochastic

integrals with random limits as introduced in Lemma B.11. For notation of derivatives we

refer to Section B.1 in the Appendix.

Corollary 3.1. Let Q be a symmetric nonnegative trace-class operator on a separable Hilbert

space U. Furthermore, let tW ptqu0ďtďT be a Q-Wiener process on a filtered probability space

53
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pΩ,F , tFtu0ďtďT ,Pq. Assume that the stochastic process Xptq, 0 ď t ď T , is given by

Xptq “ Xp0q `

ż t

0
Ψpsqds`

ż t

0
ΦpsqdW psq,

where Xp0q is an F0-measurable H-valued random variable, Ψ is an H-valued Fs-adapted

P-a.s. Bochner-integrable process on r0, T s,
ż T

0
}Ψpsq}Hds ă 8 P-a.s.,

and Φ P P2
T pU,Hq.

Assume that the function φ : H Ñ R is such that φ is continuous and its Fréchet derivatives

φ1, φ2 are continuous and bounded on bounded subsets of H. Then, the following Itô formula

holds for all stopping times τ1 and τ2 with Pp0 ď τ1 ď τ2 ď T q “ 1

φpXpτ2qq “ φpXpτ1qq `

ż τ2

τ1

xφ1pXpsqq,ΦpsqdW psqyH

`

ż τ2

τ1

txφ1pXpsqq,ΨpsqyH `
1

2
trrφ2pXpsqqpΦpsqQ1{2qpΦpsqQ1{2q˚suds, (3.1)

P-a.s. and for all t P r0, T s.

PROOF.

We define the processes Ziptq, 0 ď t ď T , for i “ 1, 2 by

Ziptq “ Xp0q `

ż t

0
1r0,τispsqΨpsqds`

ż t

0
1r0,τispsqΦpsqdW psq.

Note that Ziptq “ Xptq P-a.s. for all t P r0, τis and by Lemma B.11 we find P-a.s.

ZipT q “ Xp0q `

ż T

0
1r0,τispsqΨpsqds`

ż T

0
1r0,τispsqΦpsqdW psq

“ Xp0q `

ż τi

0
Ψpsqds`

ż τi

0
ΦpsqdW psq “ Xpτiq.

Now, using the Itô formula for deterministic times from Theorem B.12 and Lemma B.11 again

we calculate P-a.s.

φpZipT qq “ φpZip0qq `

ż T

0
xφ1pZipsqq,1r0,τispsqΦpsqdW psqyH `

ż T

0
txφ1pZipsqq,1r0,τispsqΨpsqyH

`
1

2
trrφ2pZipsqqp1r0,τispsqΦpsqQ

1{2qp1r0,τispsqΦpsqQ
1{2q˚suds

“ φpXp0qq `

ż τi

0
xφ1pZipsqq,ΦpsqdW psqyH

`

ż τi

0
txφ1pZipsqq,ΨpsqyH `

1

2
trrφ2pZipsqqpΦpsqQ

1{2qpΦpsqQ1{2q˚suds

“ φpXp0qq `

ż τi

0
xφ1pXpsqq,ΦpsqdW psqyH

`

ż τi

0
txφ1pXpsqq,ΨpsqyH `

1

2
trrφ2pXpsqqpΦpsqQ1{2qpΦpsqQ1{2q˚suds.
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We obtain (3.1) by subtraction and identity (B.3)

φpXpτ2qq ´ φpXpτ1qq “φpZ2pT qq ´ φpZ1pT qq

“

ż τ2

τ1

xφ1pXpsqq,ΦpsqdW psqyH

`

ż τ2

τ1

txφ1pXpsqq,ΨpsqyH `
1

2
trrφ2pXpsqqpΦpsqQ1{2qpΦpsqQ1{2q˚suds.

l

Now, we turn to a square integrable Lévy process taking values in the separable Hilbert space

U . First, we consider the case of big jumps.

Proposition 3.2. Let A P BpUzt0uq, such that νpAq ă 8. We consider the process

Y ptq “ Y p0q `

ż t

0
Ψpsqds`

ż t

0
ΦpsqdWQ0psq `

ż t

0

ż

A
ΥpsqxNpds, dxq `

ż t

0

ż

A
Λpsqxνpdxqds,

where Ψ, Φ, Υ and Λ are progressively measurable processes with
ż t

0
}Ψpsq}Hds`

ż t

0

ż

A
}Λpsqx}Hνpdxqds ă 8 P-a.s.,

for all t P r0, T s, and Φ P P2
T pU,Hq. Then, for a function φ P C2pH;Rq, with φ1, φ2 bounded

on bounded subset of H, we have P-a.s.

φpY ptqq “ φpY p0qq `

ż t

0
xφ1pY ps´qq,ΦpsqdWQ0psqyH

`

ż t

0
txφ1pY ps´qq,ΨpsqyH `

1

2
trrφ2pY ps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

A
tφpY ps´q `Υpsqxq ´ φpY ps´qquNpds, dxq

`

ż t

0

ż

A
xφ1pY ps´qq,ΛpsqxyHνpdxqds,

for all t P r0, T s and all integrals appearing above are well-defined.

PROOF.

The existence of the integrals is guaranteed by Theorem B.12 and [MRT13, Proposition 3.3.].

We introduce the following notation

Y cptq :“ Y p0q `

ż t

0
Ψpsqds`

ż t

0
ΦpsqdWQ0psq `

ż t

0

ż

A
Λpsqxνpdxqds,

Y N ptq :“

ż t

0

ż

A
ΥpsqxNpds, dxq,

where the c indicates the continuous part of the process Y . Obviously, we have P-a.s.

Y ptq “ Y cptq ` Y N ptq.

We consider the stochastic process Zptq :“
ş

A xNpt, dxq. The jump times of Z will play a

crucial role for the proof. Recall that the jump times are defined recursively as TA0 :“ 0 and,
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for each n P N, TAn :“ inftt ą TAn´1 : ∆Zptq P Au. Using those stopping times we find P-a.s.

φpY ptqq ´ φpY p0qq “
8
ÿ

j“0

φpY pt^ TAj`1qq ´ φpY pt^ T
A
j qq

“

8
ÿ

j“0

φpY pt^ TAj`1´qq ´ φpY pt^ T
A
j qq (3.2)

`

8
ÿ

j“0

φpY pt^ TAj`1qq ´ φpY pt^ T
A
j`1´qq. (3.3)

We look at (3.2) first. Observe that for all t with TAj ă t ă TAj`1, this means t lies between

two consecutive jumps, we have P-a.s. Y ptq “ Y pTAj q`Y
cptq´Y cpTAj q. Thus, each summend

in (3.2) behaves P-a.s. like a continuous stochastic process, that is for t P pTAj , T
A
j`1q the

process Y does not jump and we have Y ptq “ Y pt´q. Applying Lemma B.11 leads P-a.s. to

the following identity
ż t^TAj`1´

t^TAj

xφ1pY psqq,ΦpsqdWQ0psqyH

“

ż t^TAj`1´

0
xφ1pY psqq,ΦpsqdWQ0psqyH ´

ż t^TAj

0
xφ1pY psqq,ΦpsqdWQ0psqyH

“

ż T

0
p1r0,t^TAj`1´s

psq ´ 1r0,t^TAj s
psqqxφ1pY psqq,ΦpsqdWQ0psqyH

“

ż T

0
1pt^TAj ,t^T

A
j`1q
psqxφ1pY psqq,ΦpsqdWQ0psqyH

“

ż T

0
1pt^TAj ,t^T

A
j`1s
psqxφ1pY ps´qq,ΦpsqdWQ0psqyH

“

ż t^TAj`1

t^TAj

xφ1pY ps´qq,ΦpsqdWQ0psqyH .

Obviously, the same procedure works for ds-integrals. Thus, we are able to apply Corollary

3.1 to (3.2) and receive P-a.s.

8
ÿ

j“0

φpY pt^ TAj`1´qq ´ φpY pt^ T
A
j qq

“

8
ÿ

j“0

«

ż t^TAj`1´

t^TAj

xφ1pY psqq,ΦpsqdWQ0psqyH

`

ż t^TAj`1´

t^TAj

txφ1pY psqq,ΨpsqyH ` xφ
1pY psqq,

ż

A
ΛpsqxνpdxqyH

`
1

2
trrφ2pY psqqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

ff
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“

8
ÿ

j“0

«

ż t^TAj`1

t^TAj

xφ1pY ps´qq,ΦpsqdWQ0psqyH

`

ż t^TAj`1

t^TAj

txφ1pY ps´qq,ΨpsqyH ` xφ
1pY ps´qq,

ż

A
ΛpsqxνpdxqyH

`
1

2
trrφ2pY ps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

ff

“

ż t

0
xφ1pY ps´qq,ΦpsqdWQ0psqyH

`

ż t

0
txφ1pY ps´qq,ΨpsqyH `

1

2
trrφ2pY ps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

A
xφ1pY ps´qq,ΛpsqxyHνpdxqds.

Now we turn to (3.3). Recall that the integral with respect to a Poisson random measure is a

random finite sum, that is
şt
0

ş

A fps, xqNpds, dxq “
ř8
j“1 fpT

A
j ,∆ZpT

A
j qq1tTAj ďtu

. Using this

fact we calculate P-a.s.

Y N pTAi q “

ż TAi

0

ż

A
ΥpsqxNpds, dxq “

8
ÿ

j“0

ΥpTAj q∆ZpT
A
j q1tTAj ďT

A
i u

“

8
ÿ

j“0

ΥpTAj q∆ZpT
A
j q1tTAj ďT

A
i ´u

`ΥpTAi q∆ZpT
A
i q

“

ż TAi ´

0

ż

A
ΥpsqxNpds, dxq `ΥpTAi q∆ZpT

A
i q “ Y N pTAi ´q `ΥpTAi q∆ZpT

A
i q.

Note that for all jump times TAj ą t the corresponding summands in (3.3) are zero. Applying

those preliminary thoughts to (3.3) yields P-a.s.

8
ÿ

j“0

φpY pt^ TAj`1qq ´ φpY pt^ T
A
j`1´qq “

8
ÿ

j“1

rφpY pt^ TAj qq ´ φpY pt^ T
A
j ´qqs1tTAj ďtu

“

8
ÿ

j“1

rφpY cpTAj q ` Y
N pTAj qq ´ φpY pT

A
j ´qqs1tTAj ďtu

“

8
ÿ

j“1

rφpY cpTAj ´q ` Y
N pTAj ´q `ΥpTAj q∆ZpT

A
j qq ´ φpY pT

A
j ´qqs1tTAj ďtu

“

8
ÿ

j“1

rφpY pTAj ´q `ΥpTAj q∆ZpT
A
j qq ´ φpY pT

A
j ´qqs1tTAj ďtu

“

ż t

0

ż

A
tφpY ps´q `Υpsqxq ´ φpY ps´qquNpds, dxq.

l
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With the help of Proposition 3.2 we are able to prove the transformation formula for the Lévy

noise case. In the formulation of the following theorem quasi-sublinear functions appear and

are defined in Definition B.49 in the Appendix.

Theorem 3.3. Let φ P C2pH;Rq such that

}φ1phq}H ď h1p}h}Hq,

}φ2phq}LpHq ď h2p}h}Hq,

where h P H and h1, h2 : R` Ñ R` are quasi-sublinear functions. We consider the following

stochastic process

Y ptq “ Y p0q `

ż t

0
Ψpsqds`

ż t

0
ΦpsqdWQ0psq `

ż t

0

ż

A
ΥpsqxÑpds, dxq `

ż t

0

ż

Ac
ΛpsqxNpds, dxq,

where t P r0, T s, A P BpUzt0uq with νpAcq ă 8, where Ac is the complement of A. Further-

more, let Ψ, Φ, Υ and Λ be progressively measurable processes, such that P-a.s.
ż t

0
}Ψpsq}Hds`

ż t

0

ż

A
}Υpsqx}2Hνpdxqds`

ż t

0

ż

A
h1p}Υpsqx}Hq

2}Υpsqx}2Hνpdxqds

`

ż t

0

ż

A
h2p}Υpsqx}Hq}Υpsqx}

2
Hνpdxqds ă 8, (3.4)

and Φ P P2
T pU,Hq. Then, we have P-a.s.

φpY ptqq “φpY p0qq `

ż t

0
xφ1pY ps´qq,ΦpsqdWQ0psqyH

`

ż t

0
txφ1pY ps´qq,ΨpsqyH `

1

2
trrφ2pY ps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

A
tφpY ps´q `Υpsqxq ´ φpY ps´qquÑpds, dxq (3.5)

`

ż t

0

ż

A
tφpY ps´q `Υpsqxq ´ φpY ps´qq ´ xφ1pY ps´qq,ΥpsqxyHuνpdxqds

`

ż t

0

ż

A
tφpY ps´q ` Λpsqxq ´ φpY ps´qquNpds, dxq,

for all t P r0, T s and all integrals are well-defined.

PROOF.

For the existence of the integrals see Theorem B.12 and Theorem B.50. Let tBnunPN be a

sequence with Bn P BpUzt0uq, such that Bn Ò U , where νpBnq ă 8 for each n P N. For

example we could choose Bn “ Bc
1{np0q. We define the following stochastic process

Ynptq :“ Y p0q `

ż t

0
Ψpsqds`

ż t

0
ΦpsqdWQ0psq

`

ż t

0

ż

AXBn

ΥpsqxÑpds, dxq `

ż t

0

ż

AcXBn

ΛpsqxNpds, dxq.
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In order to see that we can apply Proposition 3.2, we rewrite the process Yn as follows

Ynptq “ Y p0q `

ż t

0
Ψpsqds`

ż t

0
ΦpsqdWQ0psq

`

ż t

0

ż

Bn

1ApxqΥpsqx` 1AcpxqΛpsqxNpds, dxq ´

ż t

0

ż

AXBn

Υpsqxνpdxqds.

Note that the stochastic process Yn fulfills all assumptions of Proposition 3.2 for each n P N.

In particular, we find by using assumption (3.4) and Hölder’s inequality, that P-a.s. and for

all t P r0, T s
şt
0

ş

AXBn
}Υpsqx}νpdxqds ď ptνpAXBnqq

1{2
´

şt
0

ş

AXBn
}Υpsqx}2νpdxqds

¯1{2
ă 8.

Applying Proposition 3.2 to the process Yn yields P-a.s.

φpYnptqq “φpY p0qq `

ż t

0
xφ1pYnps´qq,ΦpsqdWQ0psqyH

`

ż t

0
txφ1pYnps´qq,ΨpsqyH `

1

2
trrφ2pYnps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

Bn

tφpYnps´q `Υpsqx1Apxq ` Λpsqx1Acpxqq ´ φpYnps´qquNpds, dxq

´

ż t

0

ż

AXBn

xφ1pYnps´qq,ΥpsqxyHνpdxqds,

for all t P r0, T s. We rewrite the Poisson integral in the following way and receive P-a.s.

φpYnptqq “φpY p0qq `

ż t

0
xφ1pYnps´qq,ΦpsqdWQ0psqyH

`

ż t

0
txφ1pYnps´qq,ΨpsqyH `

1

2
trrφ2pYnps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

AXBn

tφpYnps´q `Υpsqxq ´ φpYnps´qquNpds, dxq

`

ż t

0

ż

AcXBn

φpYnps´q ` Λpsqxq ´ φpYnps´qquNpds, dxq

´

ż t

0

ż

AXBn

xφ1pYnps´qq,ΥpsqxyHνpdxqds,

and for all t P r0, T s. Before we pass to the limit we add the compensator. This leads to

φpYnptqq “ φpY p0qq `

ż t

0
xφ1pYnps´qq,ΦpsqdWQ0psqyH (3.6)

`

ż t

0
txφ1pYnps´qq,ΨpsqyH `

1

2
trrφ2pYnps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

A
1BnpxqtφpYnps´q `Υpsqxq ´ φpYnps´qquÑpds, dxq (3.7)

`

ż t

0

ż

AcXBn

tφpYnps´q ` Λpsqxq ´ φpYnps´qquNpds, dxq

`

ż t

0

ż

A
1BnpxqtφpYnps´q `Υpsqxq ´ φpYnps´qq ´ xφ

1pYnps´qq,ΥpsqxyHuνpdxqds, (3.8)
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P-a.s. and for all t P r0, T s. To show that the integrals converge we apply Lebesgue’s dominated

convergence theorem and its stochastic versions, see Theorem B.13 and Theorem B.48. In

oder to find the majorants, first note that for all h P H and any R ą 0 with }h} ď R, there

exists a constant CR ą 0, such that }φ1phq}H ` }φ
2phq}LpHq ď CR. Since Yn converges to Y

P-a.s. there exists a CRpωq ą 0 for a.e. ω P Ω, such that for all s P r0, T s and a.e. ω P Ω

}φ1pYnpω, sq ` θΥpω, sqxq}H ` }φ
2pYnpω, sq ` θΥpω, sqxq}LpHq ď CRpωq,

for all 0 ď θ ď 1. From the mean value theorem we deduce that for all x, y P H

|φpxq ´ φpyq| ď sup
0ďθď1

}φ1py ` θpx´ yqq}H}x´ y}H

and

|φpxq ´ φpyq ´ φ1pyqpx´ yq| ď sup
0ďθď1

}φ1py ` θpx´ yqq ´ φ1pyq}H}x´ y}H

holds. Thus, for the compensated Poisson integral (3.7) we find for all t P r0, T s and a.e. ω P Ω
ż t

0

ż

A
1Bnpxq|φpYnpω, s´q `Υpω, sqxq ´ φpYnpω, s´qq|

2νpdxqds

ď

ż t

0

ż

A
C2
Rpωq}Υpω, sqx}

2
Hνpdxqds ă 8.

Hence, we obtain a P-a.s. convergent subsequence from Theorem B.48. For (3.8), we find for

all t P r0, T s and a.e. ω P Ω
ż t

0

ż

A
1Bnpxq|φpYnpω, s´q `Υpω, sqxq ´ φpYnpω, s´qq ´ xφ

1pYnpω, s´qq,Υpω, sqxyH |νpdxqds

ď

ż t

0

ż

A
CRpωq}Υpω, sqx}

2
Hνpdxqds ă 8.

Finally, recall the definition of the inner product appearing in (3.6), that is for u P U

pΦ˚pω, sqφ1pYnpω, s´qqqpuq “ xφ
1pYnpω, s´qq,Φpω, sqpuqyH ,

for all s P r0, T s and a.e. ω P Ω. Then, (3.6) is defined for all t P r0, T s and a.e. ω P Ω by
ż t

0
xφ1pYnpω, s´qq,Φpω, sqdWQ0psqpωqyH “

ż t

0
Φ˚pω, sqφ1pYnpω, s´qqdWQ0psqpωq,

for more detail see [GM11a, Section 2.3.1]. Thus, we find

}Φ˚pω, sqφ1pYnpω, s´qq}
2
LpHSqpU,Hq

ď }φ1pYnpω, s´qq}
2
H}Φpωq}

2
LpHSqpU,Hq

ď C2
Rpωq}Φpωq}

2
LpHSqpU,Hq

ă 8,

for all s P r0, T s and a.e. ω P Ω and Theorem B.13 applies.

l

Since the transformation formula in Theorem 3.3 is composed of the Itô formula from Theorem

B.12 and the transformation formula for pure jump noise from Theorem B.50 all functions φ,

which fulfill the assumption of those two theorem, can also be use as transformation function

for the transformation formula in Theorem 3.3. We provide three examples here.
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Example 3.4. Let φ P BC2pH;Rq, that means φ and its first and second derivative are con-

tinuous and bounded. Furthermore, assume that Ψ, Φ, Υ and Λ are progressively measurable

processes, such that P-a.s.
ż t

0
}Ψpsq}Hds`

ż t

0

ż

A
}Υpsqx}2Hνpdxqds ă 8

for t P r0, T s and Φ P P2
T pU,Hq. Then, Theorem 3.3 can be applied and yields the transfor-

mation formula (3.5).

Example 3.5. Assume that Ψ, Φ, Υ and Λ are progressively measurable processes, such that

P-a.s.
ż t

0
}Ψpsq}Hds`

ż t

0

ż

A
}Υpsqx}2Hνpdxqds ă 8

for t P r0, T s and Φ P P2
T pU,Hq. If φ P LpH;Rq the transformation formula (3.5) simplefies

to

φpY ptqq “φpY p0qq `

ż t

0
xφ,ΦpsqdWQ0psqyH `

ż t

0
φpΨpsqqds`

ż t

0

ż

A
φpΥpsqxqÑpds, dxq

`

ż t

0

ż

A
φpΛpsqxqNpds, dxq.

Example 3.6. One of the most important examples for the transformation function is the

norm-square, that is φphq “ }h}2H . In this case we have φ P C2pH;Rq with the following

derivates

φ1phqv “ 2xh, vyH and φ2phqpv, wq “ 2xv, wyH ,

where v, w P H.Thus, we find the following estimates

}φ1phq}H ď 2}h}H and }φ2phq}LpHq ď 2.

Additionally, if we assume that Ψ, Φ, Υ and Λ are progressively measurable processes, such

that
ż t

0
}Ψpsq}Hds`

ż t

0

ż

A
}Υpsqx}2Hνpdxqds`

ż t

0

ż

A
}Υpsqx}4Hνpdxqds ă 8

for t P r0, T s and Φ P P2
T pU,Hq, then Theorem 3.3 yields the following transformation formula

}Y psq}2H “}Y p0q}
2
H `

ż t

0
xY ps´q,ΦpsqdWQ0psqyH

`

ż t

0
txY ps´q,ΨpsqyH ` trrpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

A
t}Y ps´q `Υpsqx}2H ´ }Y ps´q}

2
HuÑpds, dxq

`

ż t

0

ż

A
t}Y ps´q `Υpsqx}2H ´ }Y ps´q}

2
H ´ xY ps´q,ΥpsqxyHuνpdxqds

`

ż t

0

ż

A
t}Y ps´q ` Λpsqx}2H ´ }Y ps´q}

2
HuNpds, dxq.

Remark 3.7. Note that if the transformation function φ also depends on time t P R`, that

is φ : R` ˆH Ñ R, pt, hq ÞÑ φpt, hq, then we can still formulate the transformation formula.
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In this case we have to assume in Theorem 3.3 that φ P C1,2pR` ˆ H;Rq, 9φ is bounded on

bounded subsets, and

}φ1pt, hq}H ď h1p}h}Hq, }φ
2pt, hq}LpHq ď h2p}h}Hq,

where h P H, t P R` and h1, h2 : R` Ñ R` are quasi-sublinear functions. Then we receive

the following transformation formula

φpY ptqq “ φpY p0qq `

ż t

0
xφ1pY ps´qq,ΦpsqdWQ0psqyH `

ż t

0

9φps, Y ps´qqds

`

ż t

0
txφ1pY ps´qq,ΨpsqyH `

1

2
trrφ2pY ps´qqpΦpsqQ

1{2
0 qpΦpsqQ

1{2
0 q˚suds

`

ż t

0

ż

A
tφpY ps´q `Υpsqxq ´ φpY ps´qquÑpds, dxq

`

ż t

0

ż

A
tφpY ps´q `Υpsqxq ´ φpY ps´qq ´ xφ1pY ps´qq,ΥpsqxyHuνpdxqds

`

ż t

0

ż

A
tφpY ps´q ` Λpsqxq ´ φpY ps´qquNpds, dxq,

P-a.s. and for all t P r0, T s. For the sake of clarity and brevity of the thesis, we decided to

omit the time dependency. To prove the transformation formula given above we could proceed

in two ways. The first would be to include the time dependence from the beginning. This is

possible since the Itô formula in Theorem B.12 and the transformation formula in Theorem

B.50 both include the direct time dependency of the transformation function φ. Since the

proofs of Theorem 3.3 and the preliminarily results are deduced from those two theorems, we

could carry the time dependence through each step of the proofs. The second way to prove the

transformation formula above is to apply Krylovs trick [Kry80, Appendix 1]. Thus, we could

define a new stochastic process Z in the Hilbert space RˆH as Zptq :“ p
şt
0 ds, Y ptqq and apply

Theorem 3.3.

3.2. The space of transformation function

In this section, we provide a solution for the second problem described in the introduction of

the chapter. As we have seen, we can overcome the lack of stochastic differentials of the mild

solution Y by applying the Yosida approximation from Theorem 2.3. Since each member of

the approximating sequence is a well-defined Lévy process, we can apply the transformation

formula from Theorem 3.3. However, if we do so, we still encounter one problem when passing

to the limit. This is due to the term

xAYnpt´q, φ
1pYnpt´qqyH ,

which appears if we apply the transformation formula to Yn. Since the process Y in not taking

values in domain of A, we cannot take the limit. The only way to overcome this problem is

to find condition for φ such that φ1phq P DpA˚q for all h P H. Then, we can remove the

operator A from the solution process Yn and apply A˚ to φ1pY pt´qq instead. In the following

we provide a sufficient criterion for that.
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Such as, always letH be a separable Hilbert space and M Ă H. By BUCkpM,Rq, k “ 0, 1, . . .

we denote all mappings φ from M to R, which are bounded and uniformly continuous for all

Fréchet derivatives φ, φ1, φ2, . . . up to order k. Let the operator A generate a C0-semigroup

pT ptqqtě0 with }T ptq}H ď Meλt, where M ě 1 and λ P R. If λ ě 0, we can choose a λ0 ą λ,

such that the resolvent operator pλ0 ´ Aq´1 is well-defined. If λ ă 0 we set λ0 “ 0. For

φ P CpH;Rq, with φ P BUCpM;Rq for each bounded subset M of H we define the function

φA analoge to [AFZ97]. That is, if φ is such that the mapping

x ÞÑ φppλ0 ´Aqxq, x P DpAq

has a continuous extension to all of H, then the extension, which is unique, will be denoted

by φA.

Lemma 3.8. Let φ, φA P BUCpM;Rq and φ1, φ1A P BUCpM;LpH,Rqq for each bounded subset

M of H. Then, φ1phq P DpA˚q for all h P H (after the identification of φ1phq as an element

of H via the Riesz representation theorem). Furthermore A˚φ1phq “ φ1Apxq ` λ0φ
1phq holds,

where x “ pλ0 ´ Aq
´1h. Therefore, the map h ÞÑ A˚φ1phq is in BUCpM;Hq for all bounded

subsets M of H.

PROOF.

First, we consider the function φ1A

φ1A : H Ñ LpH,Rq

h ÞÑ φ1Aphq‚ “ x‚, zhyH ,

where zh P H is the unique element representing the linear functional φ1Aphq from the Riesz

representation theorem. Since the operator pλ0 ´Aq is invertible, we find

@h P H Dx P DpAq : x “ pλ0 ´Aq
´1h.

Thus, we have

φphq “ φppλ0 ´Aqpλ0 ´Aq
´1hq “ φppλ0 ´Aqxq “ φApxq.

Taking the derivative of φA with respect to x pP DpAqq we obtain the following identity for

all w P DpAq

φ1Apxqw “ φ1ppλ0 ´Aqxqpλ0 ´Aqw “ φ1phqpλ0 ´Aqw “ xpλ0 ´Aqw, vhyH ,

where vh P H. Again the (unique) existence of vh follows from the Riesz representation

theorem, but this time applied to the linear functional φ1phq. Summing up, we found that for

all h P H and all w P DpAq

xpλ0 ´Aqw, vhyH “ φ1Apxqw “ xw, zxyH .

Hence, we find that vh P Dppλ0 ´Aq
˚q “ DpA˚q. Since vh is the element representing φ1phq

we have φ1phq P DpA˚q. Furthermore, we have A˚vh “ zx ` λ0vh and by substituting we find

A˚φ1phq “ φ1Apxq ` λ0φ
1phq.

l
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3.3. Transformation formula for mild solutions

In this section, we prove the main theorem of the chapter. However, before we do so, we

provide some auxiliary results which will provide the key tools to prove the transformation

formula for mild solutions. As before, we will use the a.e. ω–notation at the points we want

to emphasize that these properties hold only P-a.s. and not uniformly. Recall that the space

XT,B of all predictable process with values in a Banach space B is equipped with the norm

}X}2T,B “ sup
tPr0,T s

E}Xptq}2B.

Proposition 3.9. Let φ be a mapping from a Hilbert space H into a Banach space B. Fur-

thermore, let the stochastic processes X,Xn P XT,H be continuous in probability for each n P N,

such that }X ´Xn}T,H Ñ 0 for nÑ8. If φ P BUCpH,Bq, then we have

}φpXnq ´ φpXq}T,B Ñ 0 for nÑ8.

PROOF.

Before we show the claimed convergence, we prove the following auxiliary result. For an

arbitrary fixed δ ą 0 we define the set

Ωn :“ tω P Ω|@t P r0, T s : }Xnpt, ωq ´Xpt, ωq}
2
H ď δu.

Obviously, the complement of Ωn is the set

Ωc
n “ tω P Ω|Dt P r0, T s : }Xnpt, ωq ´Xpt, ωq}

2
H ą δu.

We want to show that PpΩc
nq Ñ 0 as n Ñ 8. Thus, for an arbitrary ε ą 0 we choose an

N0 P N, such that }Xn ´X}T,H ď δε for all n ě N0 and estimate

δε ě sup
tPr0,T s

ż

Ω
}Xnptq ´Xptq}

2
HdP ě sup

tPr0,T s

ż

Ωcn

}Xnptq ´Xptq}
2
HdP ě δ

ż

Ωcn

dP “ δ PpΩc
nq.

Since δ ą 0, we found that PpΩc
nq ď ε for all n ě N0.

Now we turn to the claimed statement and choose an arbitrary ε ą 0. Since φ is uniformly

continuous on H, there exists an δ ą 0, such that

@X,Y P H : }X ´ Y }2H ď δ ùñ }φpXq ´ φpY q}2B ď
ε

2
.

Therefore, we estimate

}φpXnptqq ´ φpXptqq}
2
T,B “ sup

tPr0,T s

ż

Ω
}φpXnptqq ´ φpXptqq}

2
BdP

ď sup
tPr0,T s

ż

Ωn

}φpXnptqq ´ φpXptqq}
2
BdP` sup

tPr0,T s

ż

Ωcn

}φpXnptqq ´ φpXptqq}
2
BdP ď

ε

2
` C PpΩc

nq,

where C ą 0 is a constant due to the boundedness of φ. Since PpΩc
nq converges to 0, we choose

an N0 P N, such that PpΩc
nq ď

ε{2C for all n ě N0 and receive

}φpXnptqq ´ φpXptqq}
2
T,B ď ε for all n ě N0.

l



3.3. TRANSFORMATION FORMULA FOR MILD SOLUTIONS 65

The next result shows that from the norm convergence follows the P-a.s. convergence of a

subsequence uniformly in t P r0, T s. This will be of great importance later in the proof of the

transformation formula for mild solutions.

Corollary 3.10. Let H be a Hilbert space. Furthermore, assume that the stochastic processes

X,Xn P XT,H are continuous in probability for each n P N and }X ´Xn}T,H Ñ 0 for nÑ8.

Then, there exists a subsequence pXnkqkPN of pXnqnPN, such that pXnkptqqkPN converges P-a.s.

and uniformly in t to Xptq.

PROOF.

From the norm convergence in XT,H we find that for all t P r0, T s

E}Xnptq ´Xptq}
2
H Ñ 0.

Thus, for all t P r0, T s the sequence pXnptqqnPN converges to Xptq in mean square. Therefore,

there exists a subsequence pXnkptqqkPN that converges for all t P r0, T ] P-a.s. to Xptq. For

the sake of readability we denote this subsequence again by pXnptqqnPN. In the proof of

Proposition 3.9 it was show that for arbitary δ ą 0 the probability of the set

Ωc
n “ tω P Ω|Dt P r0, T s : }Xnpt, ωq ´Xpt, ωq}

2
H ą δu

converges to zero for n Ñ8. We will show that the set Ωc
n is equal to the set

An :“ tω P Ω| sup
tPr0,T s

}Xnpt, ωq ´Xpt, ωq}
2
H ą δu,

for all n P N. In order to show the equality recall the formal definition of the supremum for

an nonempty set S Ă R

supS “M ðñ paq @s P S : s ďM

pbq @ε ą 0 Ds P S : s ąM ´ ε.

Since we only have to consider the t-dependence in the argument, we introduce the function

fnω ptq :“ }Xnpt, ωq ´Xpt, ωq}
2
H . First we show Ωc

n Ă An, which is straightforward

Dt̃ P r0, T s : fnω pt̃q ą δ ùñ sup
tPr0,T s

fnω ptq
paq
ě fnω pt̃q ą δ.

For the reversed inclusion it follows from pbq that

@ε ą 0 Dt̃nω P r0, T s : fnω pt̃
n
ωq ą sup

tPr0,T s
fnω ptq ´ ε.

Since suptPr0,T s f
n
ω ptq ą δ Dεnω ą 0 : suptPr0,T s f

n
ω ptq ´ ε

n
ω ą δ. Thus, we find

fnω pt̃
n
ωq ą sup

tPr0,T s
fnω ptq ´ ε

n
ω ą δ.

This shows that also An Ă Ωc
n holds. As a final step we introduce the real nonnegative random

variables Zn, n P N by

Zn :“ sup
tPr0,T s

}Xnptq ´Xptq}
2
H .
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Therefore, we can rewrite An as

An “ tω P Ω
ˇ

ˇ|Znpωq| ą δu.

Since An “ Ωc
n, it follow that

lim
nÑ8

Pptω P Ω
ˇ

ˇ|Znpωq| ą δuq “ 0.

Thus, pZnqnPN converges in probability to zero. Hence, we can extract a subsequence pZnkqkPN,

which converges P-a.s. to zero. By the definition of Z we have shown that pXnkptqqkPN con-

verges P-a.s. and uniformly in t to Xptq.

l

For the sequence pXnkqkPN from Corollary 3.10 we deduce that for all t P r0, T s and a.e. ω P Ω

there exists a random constant CXpωq ă 8, such that

}Xnkpt, ωq}H , }Xpt, ωq}H ď CXpωq for all k P N.

One can formulate equivalently, that there exists a P-a.s. bounded random subset M in H,

such that for all t P r0, T s and a.e. ω P Ω : Xnkpt, ωq, Xpt, ωq PMpωq for all k P N. This fact

will help to prove the next convergence result, which will be used several times in the proof

of the main theorem.

Proposition 3.11. Let φ be a mapping from a Hilbert space H into a Banach space B, which

is uniformly continuous on bounded subset of H. Furthermore, let the stochastic processes

X,Xn P XT,H be continuous in probability for each n P N, such that }X ´ Xn}T,H Ñ 0 for

nÑ8. Then, there exists a subsequence pXnkqkPN of pXnqnPN, such that

φpXnkptqq Ñ φpXptqq P-a.s. and uniformly in t for k Ñ8.

PROOF.

We apply Corollary 3.10 in order to receive a subsequence pXnkptqqkPN that converges P-a.s.

and uniformly in t to Xptq, this means

@t P r0, T s Pptω P Ω|@δ ą 0 DN0pω, δq P N @k ě N0 : }Xnkpt, ωq ´Xpt, ωq}H ă δuq “ 1.

In particular there exists a rondom subset M Ă H with Pptω P Ω| Mpωq is boundeduq “ 1,

such that for all t P r0, T s and a.e. ω P Ω: Xnkpt, ωq, Xpt, ωq PMpωq for all k P N.

Now let ε ą 0. Since φ is uniformly continuous on bounded subset of H, there

Dδpε,Mpωqq ą 0 @X,Y PMpωq : }X ´ Y }H ă δpε,Mpωqq ùñ }φpXq ´ φpY q}B ă ε.

Since the sequence pXnkptqqkPN converges P-a.s. and uniformly in t, it follows that for every

δpε,Mpωqq ą 0 there exists a N0pω, δpε,Mpωqqq P N, such that for all t P r0, T s

Pptω P Ω|@ε ą 0 DN0 P N @k ě N0 : }φpXnkpt, ωqq ´ φpXpt, ωqq}H ă εuq “ 1.

l
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Remark 3.12. In our case of interest the stochastic process is the mild solution Y of the

stochastic abstract Cauchy problem pS ´ ACP q. If Y has a càdlàg modification, we already

pointed out in Remark 2.1 that the process of the left limits Ỹ , that is Ỹ ptq :“ Y pt´q for

t P r0, T s, is a modification of Y . Therefore, if the process Y has a càdlàg modification,

Corollary 3.10 and Proposition 3.11 hold also for the process of the left limits Ỹ .

The last result we require to prove the transformation formula for mild solutions, is a direct

consequence of Proposition 2.2.

Corollary 3.13. Let Y be the mild solution of pS´ACP q and Rpnq the Yosida approximation

from Definition A.20. If G fulfills pSH11q, then there exists a subsequence pnkqkPN of pnqnPN,

such that

}pI ´RpnkqqGpt, Y ptqqQ
1{2}LpHSqpU,Hq ÝÑ 0 dtb P-a.s. for k Ñ8.

PROOF.

In Proposition 2.2 we set T ptq “ I for all t P r0, T s and receive

sup
tPr0,T s

E
›

›

›

›

ż t

0
pI ´RpnqqGps, Y psqqdMpsq

›

›

›

›

2

H

ÝÑ 0 for nÑ8.

Applying the isometry of the stochastic integral yields

sup
tPr0,T s

E
ż t

0
}pI ´RpnqqGps, Y psqqQ1{2}2LpHSqpU,Hq

ds ÝÑ 0 for nÑ8.

Thus, the sequence converges in L2. This means, we can extract a subsequence with converges

dtb P-a.s. to zero.

l

Remark 3.14. Note that by the same argument as in Remark 3.12, Corollary 3.13 holds also

for the process of the left limits Ỹ , if Y has a càdlàg modification.

Now we move on to the main result of this Chapter. Recall that we consider the stochastic

abstract Cauchy Problem pS ´ACP q in a separable Hilbert space H given by

pS ´ACP q

#

dY ptq “ AY ptqdt` F pt, Y ptqqdt`Gpt, Y ptqqdMptq, t ě 0,

Y p0q “ y,

where A generates a C0-semigroup, y P H, M fulfills pSH9q, and F fulfills pSH10q. In order to

prove a transformation formula including stochastic jumps we switch the notation to Poisson

integrals for the jumps of the Lévy process M . Therefore the stochastic term in pS ´ ACP q

takes the following form

Gpt, Y ptqqdMptq “ G0pt, Y ptqqdWQ0ptq `

ż

U
G1pt, Y ptqqxÑpt, dxq,

where G0 fulfills pSH11q with Q replaced by Q0, which is the covariance operator of the

continuous part of the Lévy process M . G1 fulfills pSH11q with covariance operator of the

jump part Q1 instead of Q. Note that by Remark B.23 it is justified to write U instead of
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Uzt0u in the compensated Poisson integral. Hence, the stochastic abstract Cauchy Problem

pS ´ACP q takes the following form

pS ´ACP q

$

’

&

’

%

dY ptq “ AY ptqdt` F pt, Y ptqqdt`G0pt, Y ptqqdWQ0ptq

`
ş

U G1pt, Y ptqqxÑpt, dxq, t ě 0,

Y p0q “ y.

We will use this to prove the following theorem, where we consider the càdlàg modification of

the mild solution.

Theorem 3.15 (transformation formula for mild solution of pS ´ ACP q). Let Y be the mild

solution of pS ´ACP q, where the operator A is γ-dissipative and G1 fulfills P-a.s.

}G1pt, hq}LpU,Hq ď kG1p1` }h}Hq

for a deterministic constant kG1 ą 0 and for all t P r0, T s and all h P H. Furthermore,

let φ P C2pH;Rq, where φ, φA, φ
1, φ1A, φ

2 are bounded and uniformly continuous on bounded

subsets of H. Additionally, let

}φ1phq}H ď h1p}h}q, }φ
2phq}LpHq ď h2p}h}q,

where h P H and h1, h2 : R` Ñ R` are quasi-sublinear functions and we have
ż

U
h1p}x}q

2}x}2νpdxq ă 8,

ż

U
h2p}x}q}x}

2νpdxq ă 8.

Then, the following transformation formula holds for all t P r0, T s P-a.s.

φpY ptqq “ φpyq `

ż t

0
xA˚φ1pY ps´qq, Y ps´qyHds`

ż t

0
xφ1pY ps´qq, F ps, Y ps´qqyHds

`

ż t

0
xφ1pY ps´qq, G0ps, Y ps´qqdWQ0psqyH

`
1

2

ż t

0
tr
“

φ2pY ps´qq
`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚‰

ds

`

ż t

0

ż

U
φpY ps´q `G1ps, Y ps´qqxq ´ φpY ps´qqÑpds, dxq

`

ż t

0

ż

U
φpY ps´q `G1ps, Y ps´qqxq ´ φpY ps´qq ´ xφ

1pY ps´qq, G1ps, Y ps´qqxyHνpdxqds.

PROOF.

Since the generator A is γ-dissipative, it follows by the Lumer–Phillips theorem that it gen-

erates a generalized contraction semigroup. Therefore, the mild solution Y of pS ´ ACP q

has a càdlàg modification and Theorem 2.3 shows, that Y can be approximated in XT,H by a

sequence of smoother processes pYnqnąγ P DpAq of the form

Ynptq “ Rpnqy`

ż t

0
AYnps´qds`

ż t

0
RpnqF ps, Ynps´qqds`

ż t

0
RpnqGps, Ynps´qqdMpsq.

From Corollary 3.10 follows, that there exists a subsequence pYnkptqqkPN of pYnptqqnąγ which

converges P-a.s. and uniformly in t to Y ptq. By Remark 3.12, the same holds true for the
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process of the left limits. Like before, we denote this subsequence by pYnptqqnąγ . For each

n P N with n ą γ we can apply the transformation formula from Theorem 3.3 and receive for

all t P r0, T s P-a.s.

φpYnptqq “ φpRpnqyq (3.9)

`

ż t

0
xφ1pYnps´qq, AYnps´qyHds (3.10)

`

ż t

0
xφ1pYnps´qq, RpnqF ps, Ynps´qqyHds (3.11)

`

ż t

0
xφ1pYnps´qq, RpnqG0ps, Ynps´qqdWQ0psqyH (3.12)

`
1

2

ż t

0
tr
“

φ2pYnps´qq
`

RpnqG0ps, Ynps´qqQ
1{2
0

˘`

RpnqG0ps, Ynps´qqQ
1{2
0

˘˚‰

ds (3.13)

`

ż t

0

ż

U
φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qqÑpds, dxq (3.14)

`

ż t

0

ż

U
φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq (3.15)

´ xφ1pYnps´qq, RpnqG1ps, Ynps´qqxyHνpdxqds.

The goal now is to show, that the left and the right-hand side converge P-a.s. to their coun-

terparts as claimed in the statement of the Theorem. Recall from Corollary 3.10, that for

all t P r0, T s : Ynptq, Ynpt´q, Y ptq, Y pt´q P M, where M is a P-a.s. bounded subset of H

independent of t. Note that the two terms in (3.9) converge by Proposition 3.11. Therefore,

we have, possibly for a subsequence, for all t P r0, T s and P-a.s.

φpYnptqq Ñ φpY ptqq and φpRpnqyq Ñ φpyq.

From Lemma 3.8 it follows that φ1phq P DpA˚q for all h P H. Hence, we can move the

unbounded operator A in (3.10) away from Yn and onto φ1, that is P-a.s.

xφ1pYnps´qq, AYnps´qyH “ xA
˚φ1pYnps´qq, Ynps´qyH ,

for all n ą γ and s P r0, T s. Thus we can estimate P-a.s.
ˇ

ˇ

ˇ

ˇ

ż t

0
xA˚φ1pYnps´qq, Ynps´qyH ´ xA

˚φ1pY ps´qq, Y ps´qyHds

ˇ

ˇ

ˇ

ˇ

“

ˇ

ˇ

ˇ

ˇ

ż t

0
xA˚

`

φ1pYnps´qq ´ φ
1pY ps´qq

˘

, Y ps´qyH ` xA
˚φ1pYnps´qq, Ynps´q ´ Y ps´qyHds

ˇ

ˇ

ˇ

ˇ

ď

ż t

0
}A˚

`

φ1pYnps´qq ´ φ
1pY ps´qq

˘

}H}Y ps´q}H
loooooooooooooooooooooooooooomoooooooooooooooooooooooooooon

“:pIAq

` }A˚φ1pYnps´qq}H}Ynps´q ´ Y ps´q}H
loooooooooooooooooooooooomoooooooooooooooooooooooon

:“pIIAq

ds.
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First we consider pIAq. Note that for every fixed s P r0, T s we have P-a.s.

}A˚
`

φ1pYnps´qq ´ φ
1pY ps´qq

˘

}H}Y ps´q}H Ñ 0 for nÑ8,

due to Lemma 3.8 and Proposition 3.11. Lemma 3.8 also states that A˚φ1p¨q P BUCpM;Hq

for all bounded subsets M of H. Hence, we estimate

}A˚
`

φ1pYnps´qq ´ φ
1pY ps´qq

˘

}H ď CA˚ P-a.s.,

for some positive P-a.s. finite constant CA˚ . Since Y is the mild solution of pS ´ ACP q, it

fulfills
ż t

0
}Y ps´q}2Hds ă 8 P-a.s. for all t ą 0,

from which we deduce
ż t

0
}Y ps´q}Hds ď

ˆ

T

ż t

0
}Y ps´q}2Hds

˙1{2

ă 8 P-a.s.,

where we used Hölder’s inequality. Thus, we find by applying Lebesgue’s dominated conver-

gence theorem
ż t

0
}A˚

`

φ1pYnps´qq ´ φ
1pY ps´qq

˘

}H}Y ps´q}HdsÑ 0 P-a.s. for nÑ8.

For the term pIIAq we argue similarly and estimate the first term by a P-a.s. positive, finite

constant C, that is P-a.s.
ż t

0
}A˚φ1pYnps´qq}H}Ynps´q ´ Y ps´q}Hds ď CA˚

ż t

0
}Ynps´q ´ Y ps´q}Hds.

Since pYnpt´qqnąγ converges P-a.s. and uniformly in t to Y pt´q, it follows that also the term

pIIAq converges P-a.s. to zero.

In order to show that (3.11) converges P-a.s., we argue like we did for the pervious term. We

start by estimating P-a.s.
ˇ

ˇ

ˇ

ˇ

ż t

0
xφ1pYnps´qq, RpnqF ps, Ynps´qqyH ´ xφ

1pY ps´qq, F ps, Y ps´qqyHds

ˇ

ˇ

ˇ

ˇ

ď

ż t

0
}φ1pYnps´qq ´ φ

1pY ps´qq}H}F ps, Y ps´qq}H
looooooooooooooooooooooooooooomooooooooooooooooooooooooooooon

“:pIF q

` }φ1pYnps´qq}H}RpnqF ps, Ynps´qq ´ F ps, Y ps´qq}H
loooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooon

“:pIIF q

ds.

For pIF q we find that for fixed s P r0, T s P-a.s.

}φ1pYnps´qq ´ φ
1pY ps´qq}H}F ps, Y ps´qq}H Ñ 0 for nÑ8,
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due to Proposition 3.11. Since φ1 is bounded on bounded subsets and F is linear bounded,

we can estimate P-a.s.
ż t

0
}φ1pYnps´qq ´ φ

1pY ps´qq}H}F ps, Y ps´qq}H ď Cφ1kF

ż t

0
1` }Y ps´q}Hds ă 8.

Thus, by Lebesgue’s dominated convergence theorem it follows that pIF q converges P-a.s. to

zero. For pIIF q we argue as we did in the proof of Theorem 2.3. The first term in pIIF q we

estimate by a P-a.s. positive, finite constant Cφ1 , that is P-a.s.
ż t

0
}φ1pYnps´qq}H}RpnqF ps, Ynps´qq´F ps, Y ps´qq}Hds

ď Cφ1

ż t

0
}RpnqF ps, Ynps´qq ´ F ps, Y ps´qq}Hds.

Therefore, it is sufficient to show that the integral on the right-hand side converges P-a.s. to

zero. In order to achieve this, we estimate P-a.s.
ż t

0
}RpnqF ps, Ynps´qq ´ F ps, Y ps´qq}H

ď

ż t

0
}pI ´RpnqqF ps, Y ps´qq}H ` }RpnqpF ps, Y ps´qq ´ F ps, Ynps´qqq}Hds

ď

ż t

0
}pI ´RpnqqF ps, Y ps´qq}H
loooooooooooooooomoooooooooooooooon

“:pIIIF q

`CR }F ps, Y ps´qq ´ F ps, Ynps´qq}H
loooooooooooooooooooomoooooooooooooooooooon

“:pIVF q

ds.

For the term pIIIF q we apply Lebesgue’s dominated convergence theorem, since
ż t

0
}pI ´RpnqqF ps, Y ps´qq}Hds ď p1` CRq

ż t

0
}F ps, Y ps´qq}Hds

ď p1` CRqkF

ż t

0
1` }Y ps´q}Hds ă 8 P-a.s.,

where we used the linear boundedness of F . Furthermore, for fixed s P r0, T s we have

}pI ´RpnqqF ps, Y ps´qq}H Ñ 0 for nÑ8 P-a.s.,

by Corollary A.21 piiq. Finally, for pIVF q we use the Lipschitz continuity of F , that is P-a.s.
ż t

0
}F ps, Y ps´qq ´ F ps, Ynps´qq}Hds ď CF

ż t

0
}Y ps´q ´ Ynps´q}H .

Since pYnpt´qqnąγ converges P-a.s. and uniformly in t to Y pt´q, it follows that pIVF q con-

verges P-a.s. to zero. Summing up, we have show that pIIF q converges P-a.s. to zero.



3.3. TRANSFORMATION FORMULA FOR MILD SOLUTIONS 72

We continue with the term (3.12). Due to the stochastic integral the argument is different

than the previous term. We start as usual by separating the two null sequences, that is P-a.s.
ż t

0
xφ1pYnps´qq, RpnqG0ps, Ynps´qqdWQ0psqyH ´

ż t

0
xφ1pY ps´qq, G0ps, Y ps´qqdWQ0psqyH

“

ż t

0
xφ1pYnps´qq ´ φ

1pY ps´qq, G0ps, Y ps´qqdWQ0psqyH
looooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooon

“:pIW q

`

ż t

0
xφ1pYnps´qq,

`

RpnqG0ps, Ynps´qq ´G0ps, Y ps´qq
˘

dWQ0psqyH
looooooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooooooon

:“pIIW q

.

In order to show that pIW q converges P-a.s. to zero, we want to apply Theorem B.13, which

is a stochastic version of Lebesgue’s dominated convergence theorem. First, note that we can

rewrite pIW q as

pIW q “

ż t

0
G0ps, Y ps´qq

6
`

φ1pYnps´qq ´ φ
1pY ps´qq

˘

dWQ0psq,

where G0ps, Y ps´qq
6 is the dual mapping of G0ps, Y ps´qq (see [GM11a, Section 2.3.1] for

more detail). In order to show the dtb P-a.s. convergence, we use the linear boundedness of

G0 and Proposition 3.11, that is for all s P r0, T s and a.e. ω P Ω

}G0pω, s, Y ps´, ωqq
6
`

φ1pYnps´, ωqq ´ φ
1pY ps´, ωqq

˘

Q
1{2
0 }LpHSqpU,Rq

ď }φ1pYnps´, ωqq ´ φ
1pY ps´, ωqq}H}G0pω, s, Y ps´, ωqqQ

1{2
0 }LpHSqpU,Hq

ď kG0}φ
1pYnps´, ωqq ´ φ

1pY ps´, ωqq}Hp1` }Y ps´, ωq}Hq ÝÑ 0 for nÑ8.

Furthermore, we estimate the following integral for a.e. ω P Ω
ż T

0
}G0pω, s, Y ps´, ωqq

6
`

φ1pYnps´, ωqq ´ φ
1pY ps´, ωqq

˘

Q
1{2
0 }LpHSqpU,Rqds (3.16)

ď

ż T

0
}φ1pYnps´, ωqq ´ φ

1pY ps´, ωqq}H}G0pω, s, Y ps´, ωqqQ
1{2
0 }LpHSqpU,Hqds

ď Cφ1pωq

ż T

0
}G0pω, s, Y ps´, ωqqQ

1{2
0 }LpHSqpU,Hqds

ď Cφ1pωqkG0

ż T

0
1` }Y ps´, ωq}Hds ă 8. (3.17)

Applying Lebesgue’s dominated convergence theorem yields the P-a.s. convergence to zero of

the integral (3.16). With (3.17) we also found a majorant to (3.16) with enables us to invoke

Theorem B.13, from which we find

pIW q “

ż t

0
xφ1pYnps´qq ´ φ

1pY ps´qq, G0ps, Y ps´qqdWQ0psqyH ÝÑ 0 for nÑ8,

where the limit is in probability. Thus, we can extract a subsequence which converges P-a.s. to

zero. For pIIW q we want to show the P-a.s. convergence again via Theorem B.13. Therefore,
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we estimate for all s P r0, T s and a.e. ω P Ω

}
`

RpnqG0pω, s, Ynps´, ωqq ´G0pω, s, Y ps´, ωqq
˘6
φ1pYnps´, ωqqQ

1{2
0 }LpHSqpU,Rq

ď }φ1pYnps´, ωqq}H}
`

RpnqG0pω, s, Ynps´, ωqq ´G0pω, s, Y ps´, ωqq
˘

Q
1{2
0 }LpHSqpU,Hq

ď Cφ1pωq
`

}pI ´RpnqqG0pω, s, Y ps´, ωqqQ
1{2
0 }LpHSqpU,Hq

` }Rpnq
`

G0pω, s, Y ps´, ωqq ´G0pω, s, Ynps´, ωqq
˘

Q
1{2
0 }LpHSqpU,Hq

˘

ď Cφ1pωq
`

}pI ´RpnqqG0pω, s, Y ps´, ωqqQ
1{2
0 }LpHSqpU,Hq ` CRCG0}Y ps´, ωq ´ Ynps´, ωq}H

˘

,

where we used the Lipschitz continuity of G0. For the first term Corollary 3.13 shows, possibly

for a subsequence, that it converges dtb P-a.s. to zero. The same holds for the second term,

since pYnptqqnąγ converges P-a.s. and uniformly in t to Y ptq. For the convergence in L2 we

use the estimate we just performed in order to find for a.e. ω P Ω
ż T

0
}
`

RpnqG0pω, s, Ynps´, ωqq ´G0pω, s, Y ps´, ωqq
˘6
φ1pYnps´, ωqqQ

1{2
0 }LpHSqpU,Rqds

ď Cφ1pωqp1` CRqkG0

ż T

0
1` }Y ps´, ωq}Hds` 2Cφ1pωqCRCG0CY pωqT ă 8, (3.18)

where we use the linear growth condition of G0. Together with the pointwise convergence

Lebesgue’s dominated convergence theorem guarantees the P-a.s. convergence of
ż T

0
}
`

RpnqG0pω, s, Ynps´, ωqq ´G0pω, s, Y ps´, ωqq
˘6
φ1pYnps´, ωqqQ

1{2
0 }LpHSqpU,Rqds ÝÑ 0,

for n Ñ 8. With (3.18) we also found the necessary P-a.s. majorant. Therefore, Theorem

B.13 implies for all t P r0, T s

pIIW q “

ż t

0
xφ1pYnps´qq,

`

RpnqG0ps, Ynps´qq ´G0ps, Y ps´qq
˘

dWQ0psqyH ÝÑ 0 for nÑ8

in probability. Again, we can extract a subsequence which converges P-a.s. to zero.

For the Itô correction term (3.13) we start by separating the two null sequences, that is P-a.s.
ż t

0
tr
“

φ2pYnps´qq
`

RpnqG0ps, Ynps´qqQ
1{2
0

˘`

RpnqG0ps, Ynps´qqQ
1{2
0

˘˚‰

ds

´

ż t

0
tr
“

φ2pY ps´qq
`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚‰

ds

“

ż t

0
tr
“`

φ2pYnps´qq ´ φ
2pY ps´qq

˘`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚‰

ds
looooooooooooooooooooooooooooooooooooooooooooooooooooomooooooooooooooooooooooooooooooooooooooooooooooooooooon

:“pItrq

`

ż t

0
tr
“

φ2pYnps´qq
 `

RpnqG0ps, Ynps´qqQ
1{2
0

˘`

RpnqG0ps, Ynps´qqQ
1{2
0

˘˚

´
`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚(‰

ds.
loooooooooooooooooooooooooooooooooooooooooooooooomoooooooooooooooooooooooooooooooooooooooooooooooon

:“pIItrq
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In order to treat pItrq, we estimate for fixed s P r0, T s and P-a.s.
ˇ

ˇ tr
“`

φ2pYnps´qq ´ φ
2pY ps´qq

˘`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚‰ˇ
ˇ

ď }φ2pYnps´qq ´ φ
2pY ps´qq}LpHq}

`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚
}nuk

ď }φ2pYnps´qq ´ φ
2pY ps´qq}LpHq}G0ps, Y ps´qqQ

1{2
0 }2LHSpU,Hq

ď kG0}φ
2pYnps´qq ´ φ

2pY ps´qq}LpHqp1` }Y ps´q}Hq
2

ď kG0C
2
Y }φ

2pYnps´qq ´ φ
2pY ps´qq}LpHq,

where we used the linear growth condition of G0. Applying Proposition 3.11 yields

}φ2pYnps´qq ´ φ
2pY ps´qq}LpHq ÝÑ 0 for nÑ8 P-a.s.,

and Corollary 3.10 shows that it is bounded by some P-a.s. finite constant. Thus, from

Lebesgue’s dominated convergence theorem flows that P-a.s.

pItrq “

ż t

0
tr
“`

φ2pYnps´qq ´ φ
2pY ps´qq

˘`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚‰

ds ÝÑ 0,

for nÑ8. In order to show that pIItrq converges to zero as well, we rewrite it as follows

tr
“

φ2pYnps´qq
 `

RpnqG0ps, Ynps´qqQ
1{2
0

˘`

RpnqG0ps, Ynps´qqQ
1{2
0

˘˚

´
`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚(‰

“ tr
“

φ2pYnps´qq
 `

RpnqpG0ps, Ynps´qq ´G0ps, Y ps´qqqQ
1{2
0

˘`

RpnqG0ps, Ynps´qqQ
1{2
0

˘˚

´
`

pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚

´
`

RpnqG0ps, Y ps´qqQ
1{2
0

˘`

RpnqpG0ps, Ynps´qq ´G0ps, Y ps´qqqQ
1{2
0

˘˚

´
`

RpnqG0ps, Y ps´qqQ
1{2
0

˘`

pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

˘˚(‰

.

Hence, we are able to estimate P-a.s.
ˇ

ˇ tr
“

φ2pYnps´qq
 `

RpnqG0ps, Ynps´qqQ
1{2
0

˘`

RpnqG0ps, Ynps´qqQ
1{2
0

˘˚

´
`

G0ps, Y ps´qqQ
1{2
0

˘`

G0ps, Y ps´qqQ
1{2
0

˘˚(‰ˇ
ˇ

ď Cφ2
“

C2
R

›

›pG0ps, Ynps´qq ´G0ps, Y ps´qqqQ
1{2
0

›

›

LpHSqpU,Hq

›

›G0ps, Ynps´qqQ
1{2
0

›

›

LpHSqpU,Hq

`
›

›pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

›

›G0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

` C2
R

›

›G0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

›

›pG0ps, Ynps´qq ´G0ps, Y ps´qqqQ
1{2
0

›

›

LpHSqpU,Hq

` CR
›

›G0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

›

›pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

‰

ď Cφ2
“

C2
RkG0CG0p1` }Ynps´q}Hq}Ynps´q ´ Y ps´q}H

` kG0p1` }Y ps´q}Hq
›

›pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

` C2
RkG0CG0p1` }Y ps´q}Hq}Ynps´q ´ Y ps´q}H

` CRkG0p1` }Y ps´q}Hq
›

›pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

‰
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ď Cφ2
“

2C2
RkG0CY CG0}Ynps´q ´ Y ps´q}H ` kG0CY

›

›pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

` CRkG0CY
›

›pI ´RpnqqG0ps, Y ps´qqQ
1{2
0

›

›

LpHSqpU,Hq

‰

ď Cφ2
“

4C2
RkG0C

2
Y CG0 ` k

2
G0
C2
Y p1` CRq ` CRk

2
G0
C2
Y p1` CRq

‰

ă 8.

From Corollary 3.13 we know that the term }pI ´ RpnqqG0ps, Y ps´qqQ
1{2
0 }LpHSqpU,Hq con-

verges, possibly for a subsequence, to zero and since tYnps´qunąγ converges to Y ps´q P-a.s.

and uniformly in s, it follows from the penultimate line in the estimate that the integrand

of pIItrq coverages pointwise in s and P-a.s. to zero. The last line provides an P-a.s. finite

majorant. Hence, Lebesgue’s dominated convergence theorem yields the claimed convergence.

For the term (3.14) we want to show the convergence via Theorem B.48, which is a stochas-

tic version of Lebesgue’s dominated convergence theorem for compensated Poisson integrals.

Therefore, we start by showing the pointwise convergence to zero of the following expression

φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq ´ φpY ps´q `G1ps, Y ps´qqxq ` φpY ps´qq,

for fixed ω P Ω, s P r0, T s, and x P U . From Proposition 3.11 it follows that a subsequence of

φpY ps´qq ´ φpYnps´qq converges to zero. Next, we look at the following expression

E
ż

U
}G1ps, Ynps´qqx´G1ps, Y ps´qqx}

2
Hνpdxq

“ E}
`

G1ps, Ynps´qq ´G1ps, Y ps´qq
˘

Q1{2}2LpHSqpU,Hq
ď C2

G1
E}Ynps´q ´ Y ps´q}2H ,

which converges for all s P r0, T s to zero, since Yn converges to Y in XT,H . Hence, we can

extract a subsequence, which converges for all s P r0, T s νbP-a.s. to zero. Since φ is uniformly

continuous on bounded subsets of H, we look at the difference of the arguments

}Ynps´q `RpnqG1ps, Ynps´qqx´ Y ps´q ´G1ps, Y ps´qqx}H

ď }Ynps´q ´ Y ps´q}H ` }RpnqG1ps, Ynps´qqx´G1ps, Y ps´qqx}H

ď }Ynps´q ´ Y ps´q}H ` }pRpnq ´ IqG1ps, Y ps´qqx}H

` CR}G1ps, Ynps´qqx´G1ps, Y ps´qqx}H .

We already know that the first and third term converge, possibly for a subsequence, to zero.

The second term also converges to zero, since G1ps, Y ps´qqx P H for fixed s P r0, T s, ω P Ω

and x P U , thus Corollary A.21 (ii) applies. Summing up, we found that

φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq ´ φpY ps´q `G1ps, Y ps´qqxq ` φpY ps´qq

converges pointwise to zero.



3.3. TRANSFORMATION FORMULA FOR MILD SOLUTIONS 76

In [MRT13] the following P-a.s. estimate was shown in the proof of Theorem 3.6.
ż T

0

ż

U
|φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq|

2νpdxqds

ď 2C2
h1

ż T

0

ż

U
h1p}Ynps´q}Hq

2}RpnqG1ps, Ynps´qqx}
2
Hνpdxqds

` 2C4
h1h

2
1p1q

ż T

0

ż

U
h1p}RpnqG1ps, Ynps´qqx}Hq

2}RpnqG1ps, Ynps´qqx}
2
Hνpdxqds.

Note that we already applied this to our situation. We proceed with the estimate P-a.s.
ż T

0

ż

U
|φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq|

2νpdxqds

ď 2C2
h1h1pCY q

2C2
Rk

2
G1

ż T

0

ż

U
p1` }Ynps´q}Hq

2}x}2Uνpdxqds

` 2C6
h1h1p1q

2C2
Rk

2
G1

ż T

0

ż

U
h1pCRkG1p1`}Ynps´q}Hqq

2h1p}x}U q
2p1`}Ynps´q}Hq

2}x}2Uνpdxqds

ď 2C2
h1h1pCY q

2C2
Rk

2
G1
C2
Y T trpQ1q

` 2C6
h1h1p1q

2C2
Rk

2
G1
h1pCRkG1CY q

2C2
Y T

ż

U
h1p}x}U q

2}x}2Uνpdxq ă 8.

Using the same procedure we find P-a.s.
ż T

0

ż

U
|φpY ps´q `G1ps, Ynps´qqxq ´ φpY ps´qq|

2νpdxqds

ď 2C2
h1h1pCq

2k2
G1
C2
Y T trpQ1q ` 2C6

h1h1p1q
2h1pCY q

2C2
Y T

ż

U
h1p}x}U q

2}x}2Uνpdxq ă 8.

Applying Lebesgue’s dominated convergence theorem yields P-a.s.
ż T

0

ż

U
|φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq

´ φpY ps´q `G1ps, Y ps´qqxq ` φpY ps´qq|νpdxqds ÝÑ 0 for nÑ8.

The two estimates above also provide the necessary majorant. Hence, Theorem B.48 yields

the desired convergence in probability. Thus, we can extract a subsequence which converges

P-a.s. to zero.

For the last term (3.15) we start by showing the pointwise convergence to zero. When we

dealt with the term (3.14) above, we already showed that

φpYnps´q`RpnqG1ps, Ynps´qqxq ´ φpYnps´qq´ φpY ps´q`G1ps, Y ps´qqxq ` φpY ps´qq Ñ 0,

for nÑ8.
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Therefore, all what is left to show is that the term involving the first derivative converges to

zero as well. In order to show this, we estimate as follows

xφ1pYnps´qq, RpnqG1ps, Ynps´qqxyH ´ xφ
1pY ps´qq, G1ps, Y ps´qqxyH

ď }φ1pYnps´qq ´ φ
1pY ps´qq}H}G1ps, Y ps´qqx}H

` }φ1pYnps´qq}H}RpnqG1ps, Ynps´qqx´G1ps, Y ps´qqx}H .

For the first term note that G1ps, Y ps´qqx is a fixed element in H. Hence, the first term

converges to zero by Proposition 3.11. For the second term we estimate }φ1pYnps´qq}H by a

P-a.s. finite constant, since φ1 is bounded on bounded subsets of H. Finally, in the proof of the

convergence of (3.14) above we already showned that }RpnqG1ps, Ynps´qqx´G1ps, Y ps´qqx}H

converges to zero. This yields the pointwise convergence. In order to find a majorant, we

apply an estimate from the proof of Theorem 3.6. in [MRT13]. This way we find P-a.s.
ż T

0

ż

U
|φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq

´ xφ1pYnps´qq, RpnqG1ps, Ynps´qqxyH |νpdxqds

ď Ch2

ż T

0

ż

U
h2p}Ynps´q}Hq}RpnqG1ps, Ynps´qqx}

2
Hνpdxqds

` C2
h2h2p1q

ż T

0

ż

U
h2p}RpnqG1ps, Ynps´qqx}Hq}RpnqG1ps, Ynps´qqx}

2
Hνpdxqds.

We proceed with the estimate P-a.s.
ż T

0

ż

U
|φpYnps´q `RpnqG1ps, Ynps´qqxq ´ φpYnps´qq

´ xφ1pYnps´qq, RpnqG1ps, Ynps´qqxyH |νpdxqds

ď Ch2h2pCY qC
2
Rk

2
G1

ż T

0

ż

U
p1` }Ynps´q}Hq

2}x}2Uνpdxqds

` C3
h2h2p1qC

2
Rk

2
G1

ż T

0

ż

U
h2pCRkG1p1` }Ynps´q}Hqqh2p}x}U qp1` }Ynps´q}q

2}x}2Uνpdxqds

ď Ch2h2pCY qC
2
Rk

2
G1
C2
Y T trpQ1q

` C3
h2h2p1qC

2
Rk

2
G1
h2pCRkG1CY qC

2
Y T

ż

U
h2p}x}U q}x}

2
Uνpdxq ă 8.

Using the same procedure we find P-a.s.
ż T

0

ż

U
|φpY ps´q `G1ps, Y ps´qqxq ´ φpY ps´qq ´ xφ

1pY ps´qq, G1ps, Y ps´qqxyH |νpdxqds

ď Ch2h2pCY qk
2
G1
C2
Y T trpQ1q ` C

3
h2h2p1qk

2
G1
h2pkG1CY qC

2
Y T

ż

U
h2p}x}U q}x}

2
Uνpdxq ă 8.

By Lebesgue’s dominated convergence theorem we find that (3.15) converges P-a.s. to
ż t

0

ż

U
φpY ps´q `G1ps, Y ps´qqxq ´ φpY ps´qq ´ xφ

1pY ps´qq, G1ps, Y ps´qqxyHνpdxqds.
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In conclusion we have show that, possibly for a subsequence, the left- and right-hand sides of

(3.9)-(3.15) converge P-a.s. to the left- and right-hand sides of the transformation formula as

claimed in the statement of the theorem.

l

Remark 3.16. If a function φ : H Ñ R fulfills the assumptions of the transformation formula

from Theorem 3.3, we can always construct a new function φ̃ : H Ñ R given by

x ÞÑ φppγ0 ´Aq
´1xq,

for a fixed γ0 ą γ, such that φ̃ fulfills the assumptions of Theorem 3.15. For example the

function ϕ given by ϕpxq “ }pγ0 ´ Aq´1x}2H fulfills the assumption of Theorem 3.15. We

discuss a similar example in full detail in Section 4.1.

3.4. The adjoint operator of A

From Theorem 3.15 it is apparent, that we need to know the adjoint operator pA˚,DpA˚qq

of the driving linear operator from pS ´ SCP q in order to apply the transformation formula.

Our case of interest is the delay equation pS ´DEq in its transformed version pSD ´ ACP q.

Hence, the driving linear operator is given by

A “

˜

B Φ

0 d
dσ

¸

,

with domain

DpA q “

#˜

h

f

¸

P DpBq ˆW 1
2 pI;Z; dµq : fp0q “ h

+

.

In this section we calculate the operator pA ˚,DpA ˚qq for the most important examples.

Therefore, we assume that we know the adjoint operator of pB,DpBqq and we set % ” 1.

Furthermore, we consider the following delay operator in the finite delay case

Φ1 : W 1
2 pr´1, 0s;Hq Ñ H

f ÞÑ Cfp´1q `

ż 0

´1
D1pσqfpσqdσ, (3.19)

where C P LpHq and D1 P L2pr´1, 0s;LpHqq. In the infinite delay case we look at

Φ2 : W 1
2 pR´;Hq Ñ H

f ÞÑ

ż 0

´8

D2pσqfpσqdσ, (3.20)

where D2 P L2pR´;LpHqq.

Remark 3.17. From Section 2.2 we know that, if we consider the delay operator Φ1, the

operator A is λ-dissipative if and only if Φ1 has a single delay (and not a multiple delay) in

the discrete part. Hence, only in this case we can apply Theorem 3.15. However, one can still
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calculate the adjoint operator pA˚,DpA˚qq for the multiple delay case. For example one can

adopt the method used in [Kap85].

Proposition 3.18. Consider the case of a finite delay. Assume the delay operator is given

by (3.19). Then, the adjoint operator of pA ˚,DpA ˚qq is given by

A ˚x “

˜

B˚x1 ` x2p0q

D˚1 p¨qx1 ´
d
dσx2p¨q

¸

,

for

x P DpA ˚q “

#˜

x1

x2

¸

P DpB˚q ˆW 1
2 pr´1, 0s;Hq : x2p´1q “ C˚x1

+

.

PROOF.

Assume the operator pA ,DpA qq is given. Then we know from functional analysis that the

operator pA ˚,DpA ˚qq exists. Therefore, it follows for every x P DpA ˚q that pA ˚xq1 P H and

pA ˚xq2 P L2pr´1, 0s;Hq, where we use the notation introduced in Definition 1.17. Finally,

the adjoint operator of A has to fulfill

xA ˚x, fyE2 “ xx,A fyE2 , (3.21)

for all x P DpA ˚q and all f P DpA q. We look at the right-hand side of (3.21) first

xx,A fyE2 “ xx1, Bf1yH ` xx1,Φ1f2yH `

ż 0

´1
xx2pσq, 9f2pσqyHdσ

“ xBf2p0q, x1yH ` xx1, Cf2p´1qyH

` xx1,

ż 0

´1
D1pσqf2pσqdσyH `

ż 0

´1
xx2pσq, 9f2pσqyHdσ

“ xBf2p0q, x1yH ` xf2p´1q, C˚x1yH

`

ż 0

´1
xf2pσq, D

˚
1 pσqx1yHdσ `

ż 0

´1
x 9f2pσq, x2pσqyHdσ,

where we applied f1 “ f2p0q, since f P DpA q, and 9f denotes the (weak) derivative of f . For

the right-hand side of (3.21) we find

xA ˚x, fyE2 “ xpA
˚xq1, f1yH `

ż 0

´1
xpA ˚xq2pσq, f2pσqyHdσ

“ xf2p0q, pA
˚xq1yH `

ż 0

´1
xf2pσq, pA

˚xq2pσqyHdσ.

Plugging the calculated terms into (3.21), we receive

xf2p0q, pA
˚xq1yH ´ xBf2p0q, x1yH ´ xf2p´1q, C˚x1yH

“

ż 0

´1
xf2pσq, D

˚
1 pσqx1 ´ pA

˚xq2pσqyHdσ `

ż 0

´1
x 9f2pσq, x2pσqyHdσ. (3.22)

First we will calculate pA ˚xq2. Therefore, we are argue similar as in [BH76]. Thus, if we

choose f1 “ 0 and f2 P C
8
c pp´1, 0q;Hq we have f P DpA q with f1 “ f2p0q “ fp´1q “ 0. This
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way we find
ż 0

´1
xf2pσq, D

˚
1 pσqx1 ´ pA

˚xq2pσqyHdσ “ ´

ż 0

´1
x 9f2pσq, x2pσqyHdσ,

for all f2 P C
8
c pp´1, 0q;Hq. Hence, x2 PW

1
2 pr´1, 0s;Hq with

9x2pσq “ D˚1 pσqx1 ´ pA
˚xq2pσq.

Therefore, we found the representation for pA ˚xq2, that is

pA ˚xq2pσq “ D˚1 pσqx1 ´ 9x2pσq.

Furthermore, we calculate for f P DpA q and x P DpA ˚q

xf2p0q, x2p0qyH ´ xf2p´1q, x2p´1qyH “

ż 0

´1

d

dσ
rxf2pσq, x2pσqyHsdσ

“

ż 0

´1
xf2pσq, D

˚
1 pσqx1 ´ pA

˚xq2pσqyHdσ `

ż 0

´1
x 9f2pσq, x2pσqyHdσ.

Thus, we can rewrite (3.22) as follows

xf2p0q, pA
˚xq1 ´ x2p0qyH ´ xBf2p0q, x1yH “ xf2p´1q, C˚x1 ´ x2p´1qyH . (3.23)

Note that, if we now choose f P DpA q with f1 “ f2p0q “ 0, f2p´1q can take any value in H.

Hence, we find

xh,C˚x1 ´ x2p´1qyH “ 0,

for all h P H. Therefore, we conclude

x2p´1q “ C˚x1.

Thus, (3.23) reduces to

xf2p0q, pA
˚xq1 ´ x2p0qyH “ xBf2p0q, x1yH .

Since we can choose f1 “ f2p0q P DpBq arbitrary, it follows that x1 P DpB˚q and

pA ˚xq1 “ B˚x1 ` x2p0q.

Now let us assume the operator pA ˚,DpA ˚qq is given. Then again, we know from functional

analysis that the operator pA ,DpA qq exists. Therefore, it follows for every f P DpA q that

pA fq1 P H and pA fq2 P L2pr´1, 0s;Hq. Finally, the operator A has to fulfill

xA ˚x, fyE2 “ xx,A fyE2 , (3.24)

for all x P DpA ˚q and all f P DpA q. We look at the left-hand side of (3.24) first

xA ˚x, fyE2 “ xB
˚x1 ` x2p0q, f1yH `

ż 0

´1
xD˚1 pσqx1 ´ 9x2pσq, f2pσqyHdσ

“ xB˚x1, f1yH ` xx2p0q, f1yH ` xx1,

ż 0

´1
D1pσqf2pσqdσyH ´

ż 0

´1
x 9x2pσq, f2pσqyHdσ.
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For the left-hand side of (3.24) we find

xx,A fyE2 “ xx1, pA fq1yH `

ż 0

´1
xx2pσq, pA fq2pσqyHdσ.

Plugging the calculated terms into (3.24), we receive

xB˚x1, f1yH ` xx2p0q, f1yH ` xx1,

ż 0

´1
D1pσqf2pσqdσ ´ pA fq1yH

“

ż 0

´1
xx2pσq, pA fq2pσqyHdσ `

ż 0

´1
x 9x2pσq, f2pσqyHdσ. (3.25)

We will calculate pAfq2 first. Therefore, if we choose x1 “ 0 and x2 P C
8
c pp´1, 0q;Hq, we

have x P DpA ˚q with x2p´1q “ 0 “ x2p0q. This way we find
ż 0

´1
xx2pσq, pA fq2pσqyHdσ “ ´

ż 0

´1
x 9x2pσq, f2pσqyHdσ,

for all x2 P C
8
c pp´1, 0q;Hq. Hence, f2 PW

1
2 pr´1, 0s;Hq with

pAfq2pσq “ 9fpσq.

Using this equality, we calculate for x P DpA ˚q and f P DpA q

xx2p0q, f2p0qyH ´ xx2p´1q, f2p´1qyH “

ż 0

´1

d

dσ
xx2pσq, f2pσqyHdσ

“

ż 0

´1
xx2pσq, pA fq2pσqyHdσ `

ż 0

´1
x 9x2pσq, f2pσqyHdσ.

Thus, we can rewrite (3.25) as follows

xx2p0q, f1 ´ f2p0qyH

“ xx1, pA fq1 ´

ż 0

´1
D1pσqf2pσqdσyH ´ xx2p´1q, f2p´1qyH ´ xB

˚x1, f1yH

“ xx1, pA fq1 ´

ż 0

´1
D1pσqf2pσqdσyH ´ xC

˚x1, f2p´1qyH ´ xB
˚x1, f1yH

“ xx1, pA fq1 ´ Cf2p´1q ´

ż 0

´1
D1pσqf2pσqdσyH ´ xB

˚x1, f1yH , (3.26)

where we used x2p´1q “ C˚x1, since x P DpA ˚q. Note that, if we now choose x P DpA ˚q

with x1 “ 0, x2p0q can take any value in H. Hence, we find

xh, f1 ´ f2p0qyH “ 0,

for all h P H. Therefore, we conclude

f2p0q “ f1.

Thus, (3.26) reduces to

xB˚x1, f1yH “ xx1, pA fq1 ´ Cf2p´1q ´

ż 0

´1
D1pσqf2pσqdσyH .
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Since we can choose x1 P DpB˚q arbitrary, it follows that f1 P DpB˚q and

pA fq1 “ Bf1 ` Cf2p´1q `

ż 0

´1
D1pσqf2pσqdσ.

l

If we consider an infinite delay and the delay operator is given by (3.20), we can formulate

the analog result to Proposition 3.18. Since the proof is exactly the same as in the finite delay

case, we omit it.

Proposition 3.19. Consider the case of an infinite delay. Assume the delay operator is given

by (3.20). Then, the adjoint operator of pA ˚,DpA ˚qq is given by

A ˚x “

˜

B˚x1 ` x2p0q

D˚1 p¨qx1 ´
d
dσx2p¨q

¸

,

for

x P DpA ˚q “ DpB˚q ˆW 1
2 pR´;Hq.

Remark 3.20. It might seem a bit odd, that there is no extra condition for the domain of the

operator A ˚. However, it is implicitly there, since the Sobolev space W 1
2 pR´;Hq is embedded

in C0pR;Hq “ tf P CpR;Hq : limxÑ´8 fpxq “ 0u. For the same reason is the proof of the

infinite delay case a bit simpler, since one term in the fundamental theorem of calculus is

zero.



CHAPTER 4

A Filtering Problem

In this final chapter we provide an application of the transformation formula from Theorem

3.15. First, we show a product formula for mild solutions. Then, we apply this formula in

order to solve a filtering problem. Since we want to be able to calculate all the expressions in

a closed analytic form, we have to choose our examples quite specifically. The advantage of

this procedure is that we can see exactly how the developed tools get used.

4.1. A product formula

In this section we apply Theorem 3.15 to give an explicit example. Therefore, let H be

a separable Hilbert space with inner product denoted by x¨, ¨yH . Furthermore, we assume

the operators pA,DpAqq and pB,DpBqq to be generators of C0-semigroups of generalized

contractions. Hence, there exists λA, λB P R, such that A is a λA-dissipative operator and B

is a λB-dissipative operator. Then, we consider the operator pC,DpCqq defined by

C :“

˜

A 0

0 B

¸

and DpCq :“ DpAq ˆDpBq,

on the Hilbert space H ˆ H. A straight forward estimate shows that the operator C is

maxtλA, λBu-dissipative. Therefore, we fix a λ P R, such that λ ą maxtλA, λBu. Furthermore,

let X and Y be the mild solutions in H of the following two pS ´ACP q

pS ´ACPXq

#

dXptq “ AXptqdt` FApt,Xptqqdt` GApt,XptqqdMptq, t P r0, T s,

Xp0q “ x P H,

and

pS ´ACPY q

#

dY ptq “ BY ptqdt` FBpt, Y ptqqdt` GBpt, Y ptqqdMptq, t P r0, T s,

Y p0q “ y P H,

where FA, FB, GA, GB, and M fulfill the assumptions of Section 1.3 for pS ´ ACP q. Hence,

both equations are well-posed. We can rewrite the two equations above equivalently as one

in H ˆH in the following way

pS ´ACPCq

$

’

’

’

’

’

’

’

’

’

&

’

’

’

’

’

’

’

’

’

%

d

˜

Xptq

Y ptq

¸

“ C

˜

Xptq

Y ptq

¸

dt`

˜

FApt,Xptqq

FBpt, Y ptqq

¸

dt

`

˜

GApt,Xptqq 0

0 GBpt, Y ptqq

¸

d

˜

Mptq

Mptq

¸

, t P r0, T s,

˜

Xp0q

Y p0q

¸

“

˜

x

y

¸

.

83
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It will be this equation we use to show the product formula. We choose the following bilinear

form φ as transformation function

φ : H ˆH Ñ R
ˆ

x1

x2

˙

ÞÑ xpλ´Aq´1x1, pλ´Bq
´1x2yH .

The first thing we need to check, if we want to apply Theorem 3.15, is if φc exists. Recalling

the definition from Section 3.2 we need to find an extension of

φ

ˆ

pλ´ Cq

ˆ

x1

x2

˙˙

,

for x1 P DpAq and x2 P DpBq to all of H ˆH. Therefore, we calculate

φ

ˆ

pλ´ Cq

ˆ

x1

x2

˙˙

“ φ

ˆˆ

pλ´Aqx1

pλ´Bqx2

˙˙

“ xpλ´Aq´1pλ´Aqx1, pλ´Bq
´1pλ´Bqx2yH .

Hence, φc is given by

φc

ˆ

x1

x2

˙

“ xx1, x2yH .

Furthermore, we need the Fréchet derivatives of φ and φc. They can be calculated easily using

the definition of the Fréchet derivative. Hence, we find

φ1
ˆ

x1

x2

˙ˆ

v1

v2

˙

“ xpλ´A˚q´1pλ´Bq´1x2, v1yH ` xpλ´B
˚q´1pλ´Aq´1x1, v2yH .

By the Riesz representation theorem we can identify φ1 with

φ1
ˆ

x1

x2

˙

“

ˆ

pλ´A˚q´1pλ´Bq´1x2

pλ´B˚q´1pλ´Aq´1x1

˙

.

For the second derivative follows

φ2
ˆ

x1

x2

˙

“

˜

0 pλ´A˚q´1pλ´Bq´1

pλ´B˚q´1pλ´Aq´1 0

¸

.

For φc we have

φ1c

ˆ

x1

x2

˙

“

ˆ

x2

x1

˙

and φ2c

ˆ

x1

x2

˙

“

˜

0 I

I 0

¸

.

Obviously, φ, φc, φ
1, φ1c, φ

2 are bounded and uniformly continuous on bounded subsets ofHˆH.

Furthermore, we have

}φphq}HˆH ď K}h}HˆH and }φ2phq}LpHˆHq ď K,

for some constant K ą 0. Hence, we can choose h1pxq “ Kx and h2pxq “ K in Theorem 3.15.

Now we are able to write down the product formula

Proposition 4.1 (product formula). Let FA, FB, GA0 , G
B
0 , G

A
1 , and GB1 fulfill the assumptions

of Theorem 3.15. Furthermore, let X be the mild solution of pS ´ACPXq and Y be the mild

solution of pS ´ACPY q. Finally, assume that
ż

U
}x}4νpdxq ă 8.
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Then, the following product formula holds

xpλ´Aq´1Xptq, pλ´Bq´1Y ptqyH

“ xpλ´Aq´1x, pλ´Bq´1yyH

`

ż t

0
xA˚pλ´A˚q´1pλ´Bq´1Y ps´q, Xps´qyH

` xB˚pλ´B˚q´1pλ´Aq´1Xps´q, Y ps´qyHds

`

ż t

0
xpλ´A˚q´1pλ´Bq´1Y ps´q, FAps,Xps´qqyH

` xpλ´B˚q´1pλ´Aq´1Xps´q, FBps, Y ps´qqyHds

`

ż t

0
xpλ´A˚q´1pλ´Bq´1Y ps´q, GA0 ps,Xps´qqdWQ0psqyH

`

ż t

0
xpλ´B˚q´1pλ´Aq´1Xps´q, GB0 ps, Y ps´qqdWQ0psqyH

`
1

2

ż t

0
trrpλ´A˚q´1pλ´Bq´1GB0 ps, Y ps´qqQ0G

A
0 ps,Xps´qq

˚s

` trrpλ´B˚q´1pλ´Aq´1GA0 ps,Xps´qqQ0G
B
0 ps, Y ps´qq

˚sds

`

ż t

0

ż

U
xpλ´A˚q´1pλ´Bq´1Y ps´q, GA1 ps,Xps´qqxyH

` xpλ´B˚q´1pλ´Aq´1Xps´q, GB1 ps, Y ps´qqxyH

` xpλ´Aq´1GA1 ps,Xps´qqx, pλ´Bq
´1GB1 ps, Y ps´qqxyHÑpds, dxq

`

ż t

0

ż

U
xpλ´Aq´1GA1 ps,Xps´qqx, pλ´Bq

´1GB1 ps, Y ps´qqxyHνpdxqds.

PROOF.

The product formula follows by applying the transformation formula from Theorem 3.15 to

equation pS ´ACPCq and the function φ. Observe, that we are considering the noise process

M̄ “

˜

M

M

¸

P U ˆ U which has the covariance operator Q̄ “

˜

Q Q

Q Q

¸

.

Note, for the Poisson integral in the transformation formula the following equalities hold

N̄pt, AˆBqpωq “ #t0 ď s ď t : ∆M̄psqpωq P AˆBu

“ #t0 ď s ď t : ∆Mpsqpωq P A^∆Mpsqpωq P Bu

“ #t0 ď s ď t : ∆Mpsqpωq P AXBu

“ Npt, AXBqpωq, (4.1)

and

1AˆBpM̄psqpωqq “ 1AˆB

˜

Mpsqpωq

Mpsqpωq

¸

“ 1AXBpMpsqpωqq,
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for all A,B P BpUzt0uq bounded below. Hence, we find
ż

AˆB
fpx1, x2qN̄pt, dxqpωq “

ż

AXB
fpy, yqNpt, dyqpωq,

for all A,B P BpUzt0uq bounded below. For the compensation integral we use (4.1) in order

to find

ν̄pAˆBq “ ErN̄p1, AˆBqs “ ErNp1, AXBqs “ νpAXBq,

for all A,B P BpUq. Therefore, we conclude
ż

AˆB
fpx1, x2qν̄pdxq “

ż

AXB
fpy, yqνpdyq,

for all A,B P BpUq.

l

4.2. Filtering problem

We consider the linear filtering problem for the infinite dimensional signal process X and the

finite dimensional observation process Y defined by
#

dXptq “ AXpt´qdt`GXptqdMptq, t P r0, T s,

Xp0q “ 0,

in H, and
#

dY ptq “ Bptqpλ´Aq´2Xpt´qdt`GY ptqdW ptq, t P r0, T s,

Y p0q “ 0,

in Rn, where pλ´Aq´2 :“ pλ´Aq´1pλ´Aq´1, and we assume the following

‚ H is a separable Hilbert space;

‚ A generates a C0-semigroup of generalized contraction in H, with xAh, hyH ď γ0}h}
2
H

for some fixed γ0 P R and for all h P DpAq;

‚ M is a U -valued square integrable Lévy martingale, where U is a separable Hilbert

space, with decomposition M “ WQ0 `MQ1 in the continuous part WQ0 and the

pure jump part MQ1 , with covariance operators Q0 and Q1 respectively;

‚ GXptqdMptq “ GX0 ptqdWQ0ptq `G
X
1 ptqdMQ1ptq for all t P r0, T s, where

GX0 : r0, T s Ñ LpU,Hq, such that t ÞÑ GX0 ptqu is Bpr0, T sq{BpHq-measurable for all

u P U and

}GX0 ptq}LpU,Hq ď C ă 8 for all t P r0, T s;

GX1 : r0, T s Ñ LpU,Hq, such that t ÞÑ GX1 ptqu is Bpr0, T sq{BpHq-measurable for all

u P U and

}GX1 ptq}LpU,Hq ď C ă 8 for all t P r0, T s;

‚ B : r0, T s Ñ LpH,Rnq, such that t ÞÑ Bptqh is Bpr0, T sq{BpRnq-measurable for all

h P H and

}Bptq}LpH,Rnq ď C ă 8 for all t P r0, T s and B PW 1
2 pr0, T s;LpH,Rnqq;
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‚ W is an m-dimensional Brownian motion independent of WQ0 and MQ1 ;

‚ GY : r0, T s Ñ LpRm,Rnq, such that t ÞÑ GY ptqx is Bpr0, T sq{BpRnq-measurable for

all x P Rm and

}GY ptq}LpRm,Rnq ď C ă 8 and xGY ptqGY ptq˚x, xyRn ě C}x}2Rn for all t P r0, T s;

‚ λ ą γ0 is fixed.

Remark 4.2. From Theorem B.53 follows that the equation of the signal process X is well-

posed and has a càdlàg solution. Hence, the process of left limits is well-defined and is the

predictable version of the solution process. Furthermore, the linear operator pλ´Aq´1 is well-

defined, since λ ą γ0. Thus, also the equation for the observation process Y is well-posed.

Following [GT08] we consider the following filtering problem: For fixed a P DpA˚q determine

a linear unbiased estimation of the type

XupT q “

ż T

0
xupsq, dY psqyRn ,

for xpλ´Aq´1XpT q, pλ´A˚q´1ayH . That is, find a u0 P L2pr0, T s;Rnq “: H̄, such that

E|xpλ´Aq´1XpT q, pλ´A˚q´1ayH ´Xu0pT q|
2

“ min
uPH̄

E|xpλ´Aq´1XpT q, pλ´A˚q´1ayH ´XupT q|
2, (4.2)

and

Expλ´Aq´1XpT q, pλ´A˚q´1ayH “ EXu0pT q.

Then, we can formulate the following Theorem.

Theorem 4.3. The solution of filtering problem (4.2) is equivalent to the solution of the

deterministic control problem

min
uPH̄

F puq,

where the functional F is given by

F puq :“

ż T

0
}Q

1{2
0 G0psq

˚pλ´Aq´2zupsq}
2
Uds

`

ż T

0
}Q

1{2
1 G1psq

˚pλ´Aq´2zupsq}
2
Uds

`

ż T

0
}GY psq˚upsq}2Rmds,

with zu defined by

zu :“ T ˚pT ´ tqa´

ż T

t
T ˚ps´ tqB˚psqupsqds.

Hence, the filtering problem (4.2) has a unique solution.

PROOF.

The proof for the equivalents of the filtering problem to the deterministic control problem is

split into four parts. First, we perform an approximation of the control u. Then, we introduce
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some auxiliary problems and estimates. In the third step we deduce the equivalence for the

approximation of u. In the final step we take the limit.

Step 1: Approximation of u

Our goal is to approximate each u P H̄ “ L2pr0, T s;Rnq by a sequence of smoother functions.

Therefore, consider the linear operator pC,DpCqq defined by

Cv “
d

dσ
v for v P DpCq :“ tv PW 1

2 pr0, T s;Rnq : vpT q “ 0u.

It is well-known that the operator pC,DpCqq generates the C0-semigroup tSptqutě0 of con-

traction in H̄, given by

pSptqvqpsq :“

#

vps` tq s` t ď T,

0 s` t ą T,

for v P H̄. Hence, by the Hille-Yosida Theorem, it follows that

}γpγ ´ Cq´1}LpH̄q ď 1 for all γ ą 0.

Thus, we define for u P H̄ “ L2pr0, T s;Rnq and n P N

un :“ npn´ Cq´1u.

Therefore, the sequence punqnPN has the following properties

‚ un P DpCq ĂW 1
2 pr0, T s;Rnq,

‚ }un}H̄ ď }npn´ Cq
´1}LpH̄q}u}H̄ ď }u}H̄ for all n P N,

‚ by Corollary A.21 piiq follows un Ñ u in H̄ “ L2pr0, T s;Rnq for nÑ8.

Step 2: Auxiliary problems and estimates

In order to show the equivalence of the filtering problem and the deterministic control problem,

we have to introduce some auxiliary problems. Therefore, let Zn be the mild solution of
$

&

%

dZn
dt
ptq “ A˚Znptq ´BpT ´ tq

˚unpT ´ tq, t P r0, T s,

Znp0q “ a,

for all n P N. Z is defined to be the mild solution of
$

&

%

dZ

dt
ptq “ A˚Zptq ´BpT ´ tq˚upT ´ tq, t P r0, T s,

Zp0q “ a.

Since H is a Hilbert space, it follows from [EN00, Proposition in I.5.b and Subsection II.2.a.

2.5] that A˚ is the generator of the C0-semigroup tT ptq˚utě0. Hence, we have

Znptq “ T ptq˚a´

ż t

0
T pt´ sq˚BpT ´ sq˚unpT ´ sqds,

and

Zptq “ T ptq˚a´

ż t

0
T pt´ sq˚BpT ´ sq˚upT ´ sqds.
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Recall that un P W 1
2 pr0, T s;Rnq for each n P N and that B P W 1

2 pr0, T s;LpH,Rnqq. In

particular, it follows that BpT ´ tq˚unpT ´ tq is differentiable a.e. on [0,T] and its derivative

is in L1pr0, T s;Hq. Thus, by [Paz83, Chapter 4 Corollary 2.10] we find that Zn has a strong

solution, with Znptq P DpA˚q a.e. on [0,T] for all n P N. Next, we show that Zn approximates

Z pointwise in H

}Znptq ´ Zptq}H “

›

›

›

›

ż t

0
T pt´ sq˚BpT ´ sq˚pun ´ uqpT ´ sqds

›

›

›

›

H

ď eγ0T }B}L8pr0,T s;LpH,Rnqq

ż T

0
}pun ´ uqpsq}Rnds

ď eγ0T }B}L8pr0,T s;LpH,Rnqq
?
T }un ´ u}L2pr0,T s,Rnq

ÝÑ 0,

for nÑ8 and all t P r0, T s. Now we perform a time reflection. Therefore, we define

znptq :“ ZnpT ´ tq and zptq :“ ZpT ´ tq.

Hence, we have the following representations

znptq “ T pT ´ tq˚a´

ż T

t
T ps´ tq˚Bpsq˚unpsqds,

for all n P N and

zptq “ T pT ´ tq˚a´

ż T

t
T ps´ tq˚Bpsq˚upsqds “ zuptq.

Obviously, the properties from Zn and Z carry over to zn and zu. In particular, we have

zn P DpA˚q for all n P N and }znptq ´ zuptq}H Ñ 0 for nÑ8 for all t P r0, T s. Note that zn

fulfills the following equation
$

&

%

dzn
dt
ptq “ ´A˚znptq ´Bptq

˚unptq, t P r0, T s,

ZnpT q “ a.

Before we move on to the next step, we show that zn, zu P L2pr0, T s;Hq and zn Ñ zu in

L2pr0, T s;Hq for nÑ8. Therefore, we estimate

}znptq}
2
H ď 2}T pT ´ tq˚a}2H ` 2

›

›

›

›

ż T

t
T ps´ tq˚Bpsq˚unpsqds

›

›

›

›

2

H

ď 2e2γ0T }a}2H ` 2

ˆ
ż T

t
}T ps´ tq˚Bpsq˚unpsq}Hds

˙2

ď 2e2γ0T }a}2H ` 2e2γ0T }B}2L8pr0,T s;LpH,Rnqq

ˆ
ż T

t
}unpsq}Rn

˙2

ď 2e2γ0T }a}2H ` 2e2γ0T }B}2L8pr0,T s;LpH,RnqqpT ´ tq}un}
2
L2prt,T s;Rnq

ď 2e2γ0T }a}2H ` 2e2γ0T }B}2L8pr0,T s;LpH,RnqqT }u}
2
L2pr0,T s;Rnq.

Note, that the same estimate works for zu instead of zn. Thus, we find

}zn}L2pr0,T s;Hq, }zu}L2pr0,T s;Hq ď Cz ă 8.
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Finally, we look at the convergence of zn in L2pr0, T s;Hq. We already know that zn converges

pointwise to zu. Hence, we are looking for a majorant

}znptq ´ zuptq}
2
H “

›

›

›

›

ż T

t
T ps´ tq˚Bpsq˚pun ´ uqpsqds

›

›

›

›

2

H

ď e2γ0T }B}2L8pr0,T s;LpH,RnqqT }un ´ u}
2
L2pr0,T s;Rnq

ď 2e2γ0T }B}2L8pr0,T s;LpH,RnqqT }u}
2
L2pr0,T s;Rnq.

Obviously, the expression on the right-hand side in integrable over r0, T s. By Lebesgue’s

dominated convergence Theorem it follows

}zn ´ zu}L2pr0,T s;Hq Ñ 0 for nÑ8.

Step 3: Equivalence for the approximation of u

In order to show the equivalence we apply the product formula from Proposition 4.1 to X and

zn. Note that the product formula is proven for forward equations. That is why, we apply it

to

xpλ´Aq´1Xptq, pλ´A˚q´1znptqyH .

However, we have to plug in the coefficients of zn in the formula. Hence, we receive

xpλ´Aq´1Xptq, pλ´A˚q´1znptqyH

“

ż t

0
xA˚pλ´A˚q´2znpsq, Xps´qyH ´ xApλ´Aq

´2Xps´q, znpsqyHds

`

ż t

0
xpλ´Aq´2Xps´q, Bpsq˚unpsqyHds`

ż t

0
xpλ´A˚q´2znpsq, G

X
0 psqdWQ0psqyH

`

ż t

0

ż

U
xpλ´Aq´1GX1 psqx, pλ´A

˚q´1znpsqyHÑpds, dxq. (4.3)

Since znpsq P DpA˚q for a.e. s P r0, T s, we find for all t P r0, T s
ż t

0
xApλ´Aq´2Xps´q, znpsqyHds “

ż t

0
xXps´q, pλ´Aq´2A˚znpsqyHds

“

ż t

0
xXps´q, A˚pλ´A˚q´2znpsqyHds.

The second equality holds, since the generator commutes with its resolvent. Therefore, (4.3)

reduces to

xpλ´Aq´1Xptq, pλ´A˚q´1znptqyH

“

ż t

0
xpλ´Aq´2Xps´q, Bpsq˚unpsqyHds`

ż t

0
xpλ´A˚q´2znpsq, G

X
0 psqdWQ0psqyH

`

ż t

0

ż

U
xpλ´Aq´1GX1 psqx, pλ´A

˚q´1znpsqyHÑpds, dxq.



4.2. FILTERING PROBLEM 91

In particular, we receive for t “ T

xpλ´Aq´1XpT q, pλ´A˚q´1ayH

“

ż T

0
xpλ´Aq´2Xps´q, Bpsq˚unpsqyHds`

ż T

0
xpλ´A˚q´2znpsq, G

X
0 psqdWQ0psqyH

`

ż T

0

ż

U
xpλ´Aq´1GX1 psqx, pλ´A

˚q´1znpsqyHÑpds, dxq.

Hence, by subtracting XunpT q we find

xpλ´Aq´1XpT q, pλ´A˚q´1ayH ´XunpT q

“

ż T

0
xGX0 psq

˚pλ´A˚q´2znpsq, dWQ0psqyU ´

ż T

0
xGY psq˚unpsq, dW psqyRm

`

ż T

0

ż

U
xGX1 psq

˚pλ´A˚q´2znpsq, xyU Ñpds, dxq.

The unbiased property is fulfilled, since the expectations of the stochastic integrals are zero.

From the isometries of the stochastic integrals we receive

E|xpλ´Aq´1XpT q, pλ´A˚q´1ayH ´XunpT q|
2

“

ż T

0

8
ÿ

j“1

λ0jxG
X
0 psq

˚pλ´A˚q´2znpsq, ejy
2
Uds

`

ż T

0

ż

U
xGX1 psq

˚pλ´A˚q´2znpsq, xy
2
Uνpdxqds`

ż T

0
}GY psq˚unpsq}

2
Rmds

“

ż T

0
}Q

1{2
0 GX0 psq

˚pλ´A˚q´2znpsq}
2
Uds

`

ż T

0
}Q

1{2
1 GX1 psq

˚pλ´A˚q´2znpsq}
2
Uds`

ż T

0
}GY psq˚unpsq}

2
Rmds, (4.4)

where λ0j and ej are the eigenvalues and eigenvectors of Q0. The equality for the second

integral follows from Theorem B.36.

Step 4: Taking the limit nÑ8

In order to show that equality (4.4) also holds for u P L2pr0, T s;Rnq we take the limit nÑ8

on both sides. We start with right-hand side. For the last term we assume without loss of

generality that
ż T

0
}GY psq˚unpsq}

2
Rmds ě

ż T

0
}GY psq˚upsq}2Rmds. (4.5)

In order to see that this assumption is indeed without loos of generality we first perform the

estimate. After this step it will be almost obvious. Thus, we estimate
ż T

0
}GY psq˚unpsq}

2
Rm ´ }G

Y psq˚upsq}2Rmds

“

ż T

0
}GY psq˚pun ´ uqpsq `G

Y psq˚upsq}2Rm ´ }G
Y psq˚upsq}2Rmds
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ď

ż T

0
}GY psq˚pun ´ uqpsq}

2
Rmds` 2

ż T

0
}GY psq˚pun ´ uqpsq}Rm}G

Y psq˚upsq}Rm

ď }GY }2L8pr0,T s;LpRn,Rmqq}un ´ u}
2
L2pr0,T s;Rnq

` 2}GY ˚pun ´ uq}L2pr0,T s;Rmq}G
Y ˚u}L2pr0,T s;Rmq

ď }GY }2L8pr0,T s;LpRn,Rmqqp}un ´ u}
2
L2pr0,T s;Rnq ` 2}u}L2pr0,T s;Rnq}un ´ u}L2pr0,T s;Rnqq

ÝÑ 0, (4.6)

for nÑ8. Note, that if we had assumed
ż T

0
}GY psq˚unpsq}

2
Rmds ď

ż T

0
}GY psq˚upsq}2Rmds

instead of (4.5), the last line of the estimate above would be

}GY }2L8pr0,T s;LpRn,Rmqqp}un ´ u}
2
L2pr0,T s;Rnq ` 2}un}L2pr0,T s;Rnq}un ´ u}L2pr0,T s;Rnqq

Since }un}L2pr0,T s;Rnq ď }u}L2pr0,T s;Rnq, we end up with the same estimate. Hence, (4.5) is

indeed without loss of generality.

The first two terms of the right-hand side of (4.4) have the same structure. That is why we

omit the indices and this way treat them both at the same time. Furthermore, we introduce

V : r0, T s Ñ LpH,Uq defined by

V ptq “ Q1{2GXptq˚pλ´Aq´2.

It is easy to see that V P L8pr0, T s;LpH,Uqq, since

}V ptq}LpH,Uq ď }pλ´Aq
´1}2LpHq}G

X}L8pr0,T s;LpU,Hqq}Q
1{2}LpUq ă 8.

With this notation in place we assume without loos of generality (for the same reasons as

above) that
ż T

0
}V psqznpsq}

2
Uds ě

ż T

0
}V psqzupsq}

2
Uds.

Then, we estimate
ż T

0
p}V psqznpsq}

2
U ´ }V psqzupsq}

2
U qds

ď

ż T

0
}V psqpzn ´ zuqpsq}

2
Uds` 2

ż T

0
}V psqpzn ´ zuqpsq}U}V psqzupsq}Uds

ď }V }2L8pr0,T s;LpH,Uqqp}zn ´ zu}
2
L2pr0,T s;Hq

` 2Cz}zn ´ zu}L2pr0,T s;Hqq

ÝÑ 0,

for nÑ8. For the proof of the convergence of the term on left-hand side of (4.4) we introduce

the real valued random variable J , by

J :“ xpλ´Aq´1XpT q, pλ´A˚q´1ayH .

For the estimate we assume without loos of generality (for the same reasons as above) that

E|J ´XunpT q|
2 ě E|J ´XupT q|

2.
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Then, we estimate

Ep|J´XunpT q|
2 ´ |J ´XupT q|

2q

ď E|XunpT q ´XupT q|
2 ` 2Ep|XunpT q ´XupT q||J ´XupT q|q

ď E|XunpT q ´XupT q|
2 ` 2

a

E|XunpT q ´XupT q|2
a

E|J ´XupT q|2.

If we can show that E|XunpT q ´ XupT q|
2 converges to zero and E|J ´ XupT q|

2 is bounded,

then the desired convergence follows. First, we look at the convergence of E|XunpT q´XupT q|
2

and estimate

E|XunpT q ´XupT q|
2

“ E
ˇ

ˇ

ˇ

ˇ

ż T

0
xpun ´ uqpsq, Bpsqpλ´Aq

´2Xps´qyRnds`

ż T

0
xpun ´ uqpsq, G

Y psqdW psqyRn

ˇ

ˇ

ˇ

ˇ

2

ď 2E
ˇ

ˇ

ˇ

ˇ

ż T

0
xpun ´ uqpsq, Bpsqpλ´Aq

´2Xps´qyRnds

ˇ

ˇ

ˇ

ˇ

2

(4.7)

` 2E
ˇ

ˇ

ˇ

ˇ

ż T

0
xpun ´ uqpsq, G

Y psqdW psqyRn

ˇ

ˇ

ˇ

ˇ

2

. (4.8)

For the term (4.7) the convergence follows form the following estimate

E
ˇ

ˇ

ˇ

ˇ

ż T

0
xpun ´ uqpsq, Bpsqpλ´Aq

´2Xps´qyRnds

ˇ

ˇ

ˇ

ˇ

2

ď E
ˆ
ż T

0
}pun ´ uqpsq}Rn}Bpsqpλ´Aq

´2Xps´q}Rnds

˙2

ď Ep}un ´ u}2L2pr0,T s;Rnq}Bpλ´Aq
´2X}2L2pr0,T s;Rnqq

ď }B}2L8pr0,T s;LpH,Rnqq}pλ´Aq
´1}4LpHqT }X}T,H}un ´ u}L2pr0,T s;Rnq

ÝÑ 0,

for nÑ 8. Furthermore, note that (4.8) is equal to 2
şT
0 }G

Y psq˚pun ´ uqpsq}
2
Rmds. We have

already shown in (4.6), that this term converges to zero. Hence, all what is left to show is the

boundedness of E|J ´XunpT q|
2. Note that we consider Xun here instead of Xu as stated in

the estimate above. We are doing this to guarantee the generality claimed at the beginning.

It will turn out that the same estimate also holds for E|J ´XupT q|
2. We begin by estimating

E|J ´XunpT q|
2 ď 2E|J |2 ` 2E|XunpT q|

2.

For the first term a straightforward estimate yields

E|J |2 “ E|xpλ´Aq´1XpT q, pλ´A˚q´1ayH |
2 ď Ep}pλ´Aq´1XpT q}2H}pλ´A

˚q´1a}2q

ď }pλ´Aq´1}4LpHq}a}
2
HE}XpT q}2H ď }pλ´Aq´1}4LpHq}a}

2
H}X}T,H ă 8.
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For the second term we find

E|XunpT q|
2 “ E

ˇ

ˇ

ˇ

ˇ

ż T

0
xunpsq, Bpsqpλ´Aq

´2Xps´qyRnds`

ż T

0
xunpsq, G

Y psqdW psqyRn

ˇ

ˇ

ˇ

ˇ

2

ď 2E
ˇ

ˇ

ˇ

ˇ

ż T

0
xunpsq, Bpsqpλ´Aq

´2Xps´qyRnds

ˇ

ˇ

ˇ

ˇ

2

` 2

ż T

0
}GY psq˚unpsq}

2
Rmds.

We consider both terms individually and start with the first one

E
ˇ

ˇ

ˇ

ˇ

ż T

0
xunpsq, Bpsqpλ´Aq

´2Xps´qyRnds

ˇ

ˇ

ˇ

ˇ

2

ď E
ˆ
ż T

0
}unpsq}Rn}Bpsqpλ´Aq

´2Xps´q}Rnds

˙2

ď E}un}2L2pr0,T s;Rnq}Bpλ´Aq
´2X}2L2pr0,T s;Rnq

ď }B}2L8pr0,T s;LpH,Rnqq}pλ´Aq
´1}4LpHq}un}

2
L2pr0,T s;RnqE

ż T

0
}Xps´q}2Hds

ď }B}2L8pr0,T s;LpH,Rnqq}pλ´Aq
´1}4LpHq}u}

2
L2pr0,T s;RnqT }X}T,H ă 8.

Finally, the second term can be bounded by
ż T

0
}GY psq˚unpsq}

2
Rmds ď }G

Y }2L8pr0,T s;LpRm,Rnqq}un}
2
L2pr0,T s;Rnq

ď }GY }2L8pr0,T s;LpRm,Rnqq}u}
2
L2pr0,T s;Rnq ă 8.

Hence, we have shown the convergence of the right and left-hand side of (4.4). Therefore, the

filtering problem is equivalent to the deterministic control problem.

The existence and uniqueness follow from classical results for optimal control problems. Since

the functional F is strictly convex, continuous, and

F puq ě

ż T

0
}GY psq˚upsq}2Rmds ě C

ż T

0
}upsq}2Rnds “ C}u}L2pr0,T s;Rnq.

Hence, we have F puq Ñ 8 for }u}L2pr0,T s;Rnq Ñ 8. Then, the existence of a solution follows

from [Zei85, Proposition 38.15 (a) in Section 38.5] and the uniqueness by [Zei85, Theorem

38.C in Section 38.4].

l



APPENDIX A

Basics of Semigroup Theory

Here, we provide a brief overview of semigroup theory and its applications to abstract Cauchy

problems. A detailed introduction can be found, for example, in [EN00] or [Paz83].

Definition A.1 (bounded linear operator). If X and Y are Banach spaces, we denote by

LpX,Y q the Banach space of all bounded linear operators from X to Y . If X “ Y we set

LpXq :“ LpX,Xq.

Definition A.2 (semigroup and infinitesimal generator). Let X be a Banach space. A one

parameter family T ptq, 0 ď t ă 8, of bounded linear operators from X into X is called a

semigroup of bounded linear operators on X if

(i) T p0q “ I, where I is the identity operator on X,

(ii) T pt` sq “ T ptqT psq for ever t, s ě 0 (the semigroup property).

The linear operator defined by

DpAq :“

"

x P X : lim
tÑ0`

T ptqx´ x

t
exists

*

and

Ax :“ lim
tÑ0`

T ptqx´ x

t
for x P DpAq

is called the (infinitesimal) generator of the semigroup pT ptqqtě0, DpAq is the domain of A.

Definition A.3 (C0-semigroup). A semigroup T ptq, 0 ď t ă 8, of bounded linear operators

on X is called a C0-semigroup (or strongly continuous semigroup) on X of bounded linear

operators if

lim
tÑ0`

T ptqx “ x for every x P X.

Theorem A.4 (properties of the generator of a C0-semigroup). The generator of a C0-

semigroup is a closed and densely defined linear operator that determines the semigroup

uniquely.

PROOF.

See [EN00, Theorem 1.4 in Section II.1].
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Proposition A.5 (bound of C0-semigroup). For every C0-semigroup T ptq, 0 ď t ă 8, there

exist constants w P R and M ě 1, such that

}T ptq}LpXq ďMewt

for all 0 ď t ă 8.

PROOF.

See [EN00, Proposition 5.5 in Section I.5.a].

Lemma A.6 (relations of a C0-semigroup and its generator). For the generator pA,DpAqq of

a C0-semigroup pT ptqqtě0, the following properties hold.

(i) A : DpAq Ď X Ñ X is a linear opeator.

(ii) If x P DpAq, then T ptqx P DpAq and

d

dt
T ptqx “ T ptqAx “ AT ptqx for all t ě 0.

(iii) For every t ě 0 and x P X, one has
ż t

0
T psqxds P DpAq.

(iv) For every t ě 0, one has

T ptqx´ x “ A

ż t

0
T psqx ds if x P X,

“

ż t

0
T psqAx ds if x P DpAq.

PROOF.

See [EN00, Lemma 1.3 in Section II.1].

Definition A.7 (C0-semigroup of contractions). A C0-semigroup T ptq, where 0 ď t ă 8, is

called a C0-semigroup of contractions if

}T ptq}LpXq ď 1

holds for all 0 ď t ă 8.

Definition A.8 (C0-semigroup of generalized contractions). A C0-semigroup T ptq, where

0 ď t ă 8, is called a C0-semigroup of generalized contractions if for some w P R

}T ptq}LpXq ď ewt

holds for all 0 ď t ă 8.
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Theorem A.9 (solution of abstract Cauchy problem). Let A : DpAq Ă X Ñ X be a closed

operator. For the associated abstract Cauchy problem

pACP q

$

’

&

’

%

Btu´Au “ 0, for t ě 0,

up0q “ u0,

we consider the following existence and uniqueness condition

pEUq

#

For every u0 P DpAq, there exists

a unique solution up¨, u0q of pACP q.

Then the following properties are equivalent

(1) A generates a C0-semigroup on X.

(2) A satisfies pEUq, has dense domain, and for every sequence pxnqnPN Ă DpAq satis-

fying limnÑ8 xn “ 0, one has limnÑ8 upt, xnq “ 0 uniformly in compact intervals

r0, t0s.

PROOF.

See [EN00, Theorem 6.7 in Section II.6].

Definition A.10 (well-posedness). The abstract Cauchy problem pACP q associated to a

closed operator A : DpAq Ă X Ñ X is called well-posed if condition (2) in Theorem A.9 holds.

Corollary A.11 (well-posedness of closed operator). For a closed operator pA,DpAqq with

A : DpAq Ă X Ñ X, the associated abstract Cauchy problem is well-posed if and only if A

generates a C0-semigroup on X.

Definition A.12 (mild solution of pACP q). If the linear operator pA,DpAqq in pACP q gen-

erates a C0-semigroup and u0 P X, then the function

u : t ÞÑ uptq :“ T ptqu0,

is called the mild solution of pACP q.

Proposition A.13. Let the operator pA,DpAqq in pACP q generate a C0-semigroup. The

function u : R` Ñ X is a mild solution of pACP q if and only if

‚
şt
0 upsqds P DpAq for all t ě 0, and

‚ uptq “ A
şt
0 upsqds` u0.

PROOF.

See [EN00, Proposition 6.4 in Section II.6].
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Definition A.14 (dissipative operator). A linear operator pA,DpAqq on a Banach space X

is called

(1) dissipative if }pλ´Aqx}X ě λ}x}X for all λ ą 0 and x P DpAq,

(2) ω-dissipative if A´ ω is dissipative,

where we write λ´A instead of λI ´A. In a Hilbert space H one can define equivalently

(1) dissipative if xAx, xyH ď 0 for all x P DpAq,

(2) ω-dissipative if xAx, xyH ď ω}x}2 for all x P DpAq.

PROOF OF THE EQUIVALENCE.

See [Paz83, Theorem 4.2 in Section 1.4]

Proposition A.15 (properties of dissipative operator). For a dissipative operator pA,DpAqq

the following properties hold.

(1) λ´A is injective for all λ ą 0 and

}pλ´Aq´1z}X ď
1

λ
}z}X

for all z in the range rgpλ´Aq :“ pλ´AqDpAq.

(2) λ ´ A is surjective for some λ ą 0 if and only if it is surjective for each λ ą 0. In

that case, one has p0,8q Ă ρpAq. Here ρpAq denotes the resolvent set of A.

(3) A is closed if and only if the range rgpλ´Aq is closed for some (hence all) λ ą 0.

(4) If rgpAq Ď DpAq, e.g. if A is densely defined, then A is closeable. Its closure Ā is

again dissipative and satisfies rgpλ´ Āq “ rgpλ´Aq for all λ ą 0.

PROOF.

See [EN00, Proposition 3.14 in Section II.3.b].

Theorem A.16 (Lumer-Phillips). Let A be a linear operator with dense domain DpAq in X.

(1) If A is dissipative and there is a λ0 ą 0 such that the range, rgpλ0 ´ Aq, of λ0 ´ A

is X, then A is the infinitesimal generator of a C0-semigroup of contractions on X.

(2) If A is the infinitesimal generator of a C0-semigroup of contraction on X, then

rgpλ´Aq “ X for all λ ą 0 and A is dissipative.

PROOF.

See [Paz83, Theorem 4.3 in Section 1.4].

Remark A.17. If the linear operator pA,DpAqq generates a C0-semigroup of generalized con-

tractions T with }T ptq}LpXq ď ewt for some w P R it follows by rescaling that the semigroup

Sptq :“ e´wtT ptq is a C0-semigroup of contractions and is generated by A ´ w with domain

DpAq (see [EN00, Section II.2.a. 2.2] for more detail). This means Theorem A.16 also applies

for generalized contractions semigroups respecting the parameter shift.
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Finally we consider an approximation technique. We are interested in the Yosida approxima-

tion. Therefore, we need the following result.

Lemma A.18. Let pA,DpAqq be a closed, densely defined operator. Suppose there exist w P R
and M ą 0, such that rw, 0q Ă ρpAq (the resolvent set of A) and }λpλ ´ Aq´1} ď M for all

λ ě w. Then the following convergence statements hold for λÑ8.

(1) λpλ´Aq´1xÑ x for all x P X.

(2) λApλ´Aq´1x “ λpλ´Aq´1AxÑ Ax for all x P DpAq.

PROOF.

See [EN00, Lemma 3.4 in Section II.3.a].

Remark A.19. Note that if pA,DpAqq generates a C0-semigroup we can always apply Lemma

A.18. This follows from the general Hille-Yosida generation theorem (see [EN00, Theorem

3.8 in II.3.a]).

We apply the Yosida approximation to elements of the Hilbert space H and to generators of

C0-semigroups. Therefore, we gather those results here.

Definition A.20 (Yosida approximation of an element in H). For the generator A of a C0-

semigroup pT ptqqtě0 with }T ptq}LpHq ďMeλt for all t ě 0, where M ě 1 and λ P R, we define

the Yosida approximation Rpnqh of an element h P H for all n P N with n ą λ by

Rpnqh :“ npn´Aq´1h.

Corollary A.21 (properties of the Yosida approximation of an element in H). Let Rpnqh

be the Yosida approximation of h P H, then

(i) Rpnqh P DpAq for all n ą λ and all h P H,

(ii) RpnqhÑ h for nÑ8 and all h P H,

(iii) Rpnq P LpHq for n ą λ and }Rpnq}LpHq ď CR ă 8, where CR is independent of n,

(iv) T ptqRpnq “ RpnqT ptq for all n ą λ and t ě 0.

PROOF.

Property (i) follows from the definition of the resolvent operator. Property (ii) was shown

in Lemma A.18 (1). The first part of property (iii) follows directly from the definition of

the resolvent operator and the second by the uniform boundedness principle. Property (iv)

follows from the integral representation of the resolvent operator (see [EN00, Theorem 1.10

in II.1]), that is for h P H

pn´Aq´1h “

ż 8

0
e´nsT psqhds.

l
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Definition A.22 (Yosida approximation of the generator of a contraction semigroup). For

a generator A of a C0-semigroup pT ptqqtě0 with }T ptq}LpHq ď 1 for all t ě 0 we define the

Yosida approximation An of A by

An :“ nApn´Aq´1,

for n P N.

Corollary A.23 (Yosida approximation for generator; contraction case). Let An be the

Yosida approximation of the generator A of a contraction semigroup, then

(i) An “ n2pn´Aq´1 ´ n and An P LpHq for all n P N,

(ii) AnhÑ Ah for nÑ8 and all h P DpAq,

(iii) An generates the uniformly continuous semigroup Tnptq :“ etAn, such that

}Tnptq}LpHq ď 1 for all t ě 0,

(iv) Tnptqh Ñ T ptqh for n Ñ 8 for all t ě 0, all h P H, and uniformly on each interval

r0, t0s.

PROOF.

Property (i) follows from [Paz83, Theorem 3.1 identity (3.4)]. Property (ii) was shown in

Lemma A.18 (2). Properties (iii) and (iv) are shown in [EN00, Proof of Theorem 3.5 in II.3.a].

Since Corollary A.23 only holds for generators of contraction semigroups, our goal is to gen-

eralize those results to an arbitrary C0-semigroup. As it turns out one can reduce the general

case, where A generates the C0-semigroup pT ptqqtě0 with }T ptq}LpHq ď Meλt, to the case

of a contraction semigroup by the same techniques applied in the generalization of the Hille-

Yosida generation theorem (see the proofs of Corollary 3.6 and Theorem 3.8 in [EN00, Section

II.3.a]).

Our goal is to find a sequence of bounded linear operators tAnunPN P LpHq, such that

(I) AnhÑ Ah for nÑ8 and all h P DpAq,

(II) An generates the uniformly continuous semigroup Tnptq :“ etAn , such that

}Tnptq}LpHq ďMeλt for all t ě 0,

(III) Tnptqh Ñ T ptqh for n Ñ 8 for all t ě 0, all h P H, and uniformly on each interval

r0, t0s.

Corollary A.24 (Yosida approximation for generator; general case). Let A be the generator

of a C0-semigroup with }T ptq}LpHq ď Meλt, where M ě 1 and λ P R. Then there exists a

sequence tAnunPN P LpHq for n ą λ, such that properties (I)-(III) are fulfilled. We call this

sequence the Yosida approximation of the operator A.
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PROOF.

First, we consider the case, where the C0-semigroup is a generalized contractions, that is

}T ptq}LpHq ď eλt. In this case we define the C0-semigroup pSptqqtě0 by Sptq :“ e´λtT ptq.

It follows that pSptqqtě0 is generated by B :“ A ´ λ with domain DpBq “ DpAq and

}Sptq}LpHq ď 1 for all t ě 0. By Corollary A.23 exists a sequence tBnunPN P LpHq, such

that properties (I)-(III) hold. Note that }Snptq}LpHq ď 1. Now, we define the approximation

sequence tAnunPN P LpHq by

An :“ Bn ` λ.

A straight forward calculation yields Anh “ Bnh ` λh Ñ Bh ` λh “ Ah for n Ñ 8 and

all h P DpAq, Tnptqh “ eλtSnptqh Ñ eλtSptqh “ T ptqh for n Ñ 8 and for all t ě 0, and

}Tnptq}LpHq “ eλt}Snptq}LpHq ď eλt for all t ě 0.

Now, consider an arbitrary C0-semigroup, that is }T ptq}LpHq ďMeλt, where M ě 1 and λ P R.

First, note that we can simplify this case using the same trick as before. Therefore, let the

C0-semigroup pSptqqtě0 be defined by Sptq :“ e´λtT ptq. If follows that pSptqqtě0 is generated

by B :“ A´ λ with domain DpBq “ DpAq and }Sptq}LpHq ďM for all t ě 0. Now we define

a new norm on H in two steps

(1) }h}µ :“ supně0 }µ
npµ´Bqnh}H for h P H and all µ ą 0,

(2) ~h~H :“ supµą0 }h}µ for h P H.

Then it follows that }h}H ď ~h~H ď M}h}H . This means the norms are equivalent and

we have ~λpλ ´ Bq´1~LpHq ď 1 for all λ ą 0. From the Hille-Yosida Theorem (see [EN00,

Theorem 3.5 in II.3.a]) follows that ~Sptq~LpHq ď 1 for all t ě 0. Corollary A.23 implies the

existence of a sequence tBnunPN P LpHq, such that the properties (I)-(III) hold with respect

to the norm ~ ¨~H . But since this norm is equivalent to the original norm } ¨ }H , all properties

also hold for the } ¨ }H -norm, where }Snptq}LpHq ďM for all t ě 0. Now, we can argue exactly

like we do in the case of a generalized contraction to obtain the claimed statement.

l

Remark A.25. Note that for the semigroup pTnptqqtě0 the trivial bound }Tnptq}LpHq ď et}An}LpHq

holds for fixed n P N. Hence, for every n P N the uniformly continuous semigroup pTnptqqtě0

is a generalized contraction.



APPENDIX B

Stochastic Calculus

In this appendix, we give an overview of the stochastic calculus we use in our models. We

start with the case of a Q-Wiener process as the noise term. Then, we turn our attention

to Lévy processes and their integration theory in greater detail. This overview is included as

these theories are not commonplace at present. Therefore, let pΩ,F , tFtutě0,Pq be a filtered

complete probability space and U a real separable Hilbert space. We will always assume that

the filtration tFtutě0 satisfies the usual conditions

(1) F0 contains all N P F such that PpN q “ 0,

(2) Ft “
Ş

sątFs.
In the following definitions let H be a Hilbert space and T ą 0.

Definition B.1 (adapted process). An H-valued stochastic process X is adapted to the filtra-

tion tFtutPr0,T s if, for every t P r0, T s, Xptq is Ft-measurable.

Definition B.2 (progressively measurable process). An H-valued stochastic process X is

progressively measurable, if for each t P r0, T s it is a measurable mapping from r0, ts ˆ Ω,

where the product σ-algebra Bpr0, tsq b Ft is considered on r0, ts ˆ Ω.

Let PT denote the σ-algebra of predictable sets, that is, the smallest σ-algebra of subsets of

r0, T sˆΩ containing all sets of the form t0uˆA0 and ps, tsˆA, where 0 ď s ă t ď T , A0 P F0,

and A P Fs.

Definition B.3 (predictable process). A stochastic process X taking values in a measurable

space pE, Eq is called predictable, if it is a measurable mapping from r0, T s ˆ Ω to E, where

the σ-algebra PT is considered on r0, T s ˆ Ω.

Next, we provide the definition of a martingale in a Hilbert space. Therefore, let E denote

the expectation.

Definition B.4. Let U be a separable Hilbert space considered as a measurable space with its

Borel σ-algebra BpUq. We fix T ą 0 and let pΩ,F , tFtutďT ,Pq be a filtered complete probability

space and tMtutďT be an U -valued process adapted to the filtration tFtutďT . Assume that M

is integrable, that is E}Mt}U ă 8 for all t P r0, T s. Then M is called a martingale if P-a.s.

EpMt|Fsq “Ms for any 0 ď s ď t ď T.

B.1. Itô integral with respect to a Q-Wiener process

In this section, we give the most important definitions and results for the stochastic integration

with respect to a Q-Wiener process. In the next section we will see that this process is a special

102
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example of a square integrable Lévy process. For a detailed introduction to the topic we refer

the reader to [GM11a].

Definition B.5 (Q-Wiener process). Let Q be a nonnegative definite symmetric trace-class

operator on a separable Hilbert space U , tfju
8
j“1 be an orthonormal basis in U diagonalizing Q,

and let the corresponding eigenvalues be tλju
8
j“1. Let twjptqutě0, j “ 1, 2, . . ., be a sequence

of independent, scalar valued, standardized Brownian motions defined on pΩ,F ,Ftě0,Pq. The

process

W ptq “
8
ÿ

j“1

λ
1{2
j wjptqfj (B.1)

is called a Q-Wiener process in U . We can assume that the Brownian motions wjptq are

continuous. Then, the series (B.1) converges in L2pΩ;Cpr0, T s;Uqq for every interval r0, T s.

Therefore, the U -valued Q-Wiener process can be assumed to be continuous. We denote

Wtpuq :“
8
ÿ

j“1

λ
1{2
j wjptqxfj , uyU

for any u P U , with the series converging in L2pΩ;Cpr0, T s;Rqq on every interval r0, T s.

Theorem B.6 (properties of a Q-Wiener process). A U -valued Q-Wiener process tW ptqutě0

has the following properties

(1) W p0q “ 0;

(2) W has continuous trajectories in U ;

(3) W has independent increments;

(4) W is a Gaussian process with the covariance operator Q, that is for any u, u1 P U

and s, t ě 0,

EpWtpuqWspu
1qq “ pt^ sqxQu, u1yU ;

(5) For any arbitrary u P U , the law L ppW ptq ´W psqqpuqq „ Np0, pt´ sqxQu, uyU q.

Next, we present the most important steps in the construction of the stochastic integral. We

start with the following definition.

Definition B.7 (the space L 2pU,Hq). Let H be a separable Hilbert space. By L 2pU,Hq we

denote the space of all linear operators from U into H, which are finite with respect to the

following norm

}L}L 2pU,Hq :“ }LQ1{2}LpHSqpU,Hq,

where LpHSqpU,Hq is the space of all Hilbert-Schmidt operators from U to H. If tfju
8
j“1 is an

orthonormal basis in U diagonalizing Q and teju
8
j“1 in an orthonormal basis in H, then we

have the following identities

}L}L 2pU,Hq “

8
ÿ

j,i“1

xLpλ
1{2
j fjq, eiy

2
H “

8
ÿ

j,i“1

xLQ1{2fj , eiy
2
H “ trppLQ1{2qpLQ1{2q˚q.
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Note that in particular all bounded, linear operators are elements of L 2pU,Hq, that is

LpU,Hq Ă L 2pU,Hq. For more detail on the space L 2pU,Hq see [GM11a, Section2.2].

In the following definition we consider the natural filtration of W .

Definition B.8 (the class of elementary processes E pU,Hq). Let E pU,Hq denote the class of

LpU,Hq-valued elementary processes adapted to the filtration tFtutďT that are of the form

Φpω, tq “ φpωq1t0uptq `
n´1
ÿ

j“0

φjpωq1ptj ,tj`1s
ptq,

where 0 “ t0 ď t1 ď ¨ ¨ ¨ ď tn “ T , and φ, φj , j “ 0, 1, . . . , n´1, are respectively F0-measurable

and Ftj -measurable L 2pU,Hq-valued random variables such that φpωq, φjpωq P LpU,Hq for

j “ 0, 1, . . . , n´ 1.

Definition B.9 (Itô integral for elementary processes). For Φ P E pU,Hq, we define the Itô

stochastic integral with respect to a Q-Wiener process W by

ż t

0
ΦpsqdW psq “

n´1
ÿ

j“0

φjpW ptj`1 ^ tq ´W ptj ^ tqq,

for t P r0, T s.

Proposition B.10 (Itô isometry for elementary processes). For a bounded elementary process

Φ P E pU,Hq

E
›

›

›

›

ż t

0
ΦpsqdW psq

›

›

›

›

2

H

“ E
ż t

0
}ΦpsqQ1{2}2LpHSqpU,Hq

ds ă 8,

for t P r0, T s.

PROOF.

See [GM11a, Proposition 2.1].

With the help of the Itô isometry it is possible to extend the definition of the Itô integral

to a larger class of stochastic processes. Therefore, we define L̃2
T pU,Hq to be the class of

all L 2pU,Hq-valued processes measurable as mappings from pr0, T s ˆ Ω,Bpr0, T sq b FT q to

pL 2pU,Hq,BpL 2pU,Hqqq, adapted to the filtration tFtutďT , and satisfying the condition

E
ż T

0
}ΦptqQ1{2}2LpHSqpU,Hq

dt ă 8. (B.2)

If we equip L̃2
T pU,Hq with the norm

}Φ}L̃2
T pU,Hq

“
`

E
ż T

0
}ΦptqQ1{2}2LpHSqpU,Hq

dt
˘1{2

,

it becomes a Hilbert space. Since EpU,Hq is dense in L̃2
T pU,Hq (see [GM11a, Proposition

2.2]), one can extend the definition of the Itô integral to L̃2
T pU,Hq. Note that the space

L̃2
T pU,Hq includes the space of all predictable processes fulfilling condition (B.2). For more
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detail see [GM11a, Section 2.2.2 and Section 2.2.3].

In the case of a Q-Wiener process it is possible to extend the definition of the the Itô in-

tegral even further. Therefore, let P2
T pU,Hq denote the class of L 2pU,Hq-valued stochastic

processes adapted to the filtration tFtutďT , measurable from pr0, T s ˆ Ω,Bpr0, T sq b FT q to

pL 2pU,Hq,BpL 2pU,Hqqq satisfying the condition

P
"
ż T

0
}ΦptqQ1{2}2LpHSqpU,Hq

ă 8

*

“ 1.

Obviously, L̃2
T pU,Hq Ă P2

T pU,Hq. Again one can show that EpU,Hq is dense in P2
T pU,Hq

(see [GM11a, Lemma 2.3]), which allows the extension of the Itô integral to P2
T pU,Hq. For

more detail see [GM11a, Section 2.2.3].

Next, we introduce the Itô integral with respect to a Q-Wiener process with a random limit.

Lemma B.11. Let Φ P P2
T pU,Hq, and τ be a stopping time relative to tFtutPr0,T s, such that

Ppτ ď T q “ 1. Define
ż τ

0
ΦptqdW ptq :“

ż s

0
ΦptqdW ptq on the set tω : τpωq “ su.

Then,
ż τ

0
ΦptqdW ptq “

ż T

0
Φptq1tďτdW ptq.

PROOF.

See [GM11a, Lemma 2.7].

Following [GWMS14, Section I.1 §4.], we define the stochastic integral with respect to a

Q-Wiener process W with random limits, by
ż τ2

τ1

ΦpsqdW psq “

ż τ2

0
ΦpsqdW psq ´

ż τ1

0
ΦpsqdW psq, (B.3)

where τ1 and τ2 are two stopping times with Pp0 ď τ1 ď τ2 ď T q “ 1.

The next result is the Itô formula for the Itô integral with respect to a Q-Wiener process.

Therefore, we denote by CkpH,Rq, k “ 0, 1, . . . all mappings φ from H to R, which are

continuous with all the Fréchet derivatives φ, φ1, φ2, . . . up to order k. If the function φ also

depends on time, its time derivative is denoted by 9φ.

Theorem B.12 (Itô formula). Let Q be a symmetric nonnegative trace-class operator on a

separable Hilbert space U, and let W be a Q-Wiener process on a filtered complete probability

space pΩ,F , tFtutPr0,T s,Pq. Assume that a stochastic process Xptq, 0 ď t ď T , is given by

Xptq “ Xp0q `

ż t

0
Ψpsqds`

ż t

0
ΦpsqdW psq,
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where Xp0q is an F0-measurable H-valued random variable, Φ P P2
T pU,Hq, and Ψ is an

H-valued tFtutPr0,T s-adapted P-a.s. Bochner-integrable process on r0, T s, that is P-a.s.

ż T

0
}Ψpsq}Hds ă 8.

Assume that a function φ : r0, T sˆH Ñ R is, such that φ is continuous and it’s Fréchet partial

derivatives 9φ, φ1, φ2 are continuous and bounded on bounded subsets of r0, T s ˆH. Then, the

following Itô’s formula holds

φpt,Xptqq “φp0, Xp0qq `

ż t

0
xφ1ps,Xpsqq,ΦpsqdW psqyH

`

ż t

0
t 9φps,Xpsqq ` xφ1ps,Xpsqq,ΨpsqyH (B.4)

`
1

2
trrφ2pXpsqqpΦpsqQ1{2qpΦpsqQ1{2q˚suds,

P-a.s. for all t P r0, T s.

PROOF.

See [GM11a, Theorem 2.9].

The last result of this section is a stochastic version of Lebegues dominated convergence

theorem.

Theorem B.13. Let Φ P P2
T pU,Hq and let pΦnqnPN be a sequence such that Φn P P2

T pU,Hq

for all n P N. Suppose that Φn converges dtbP-a.s. to Φ on Ωˆr0, T s for nÑ8, and P-a.s.

lim
nÑ8

ż T

0
}pΦnpsq ´ ΦpsqqQ1{2}2LpHSqpU,Hq

ds “ 0. (B.5)

Assume there is a Ψ P P2
T pU,Hq such that P-a.s.

ż T

0
}ΦnpsqQ

1{2}2LpHSqpU,Hq
ds ď

ż T

0
||ΨpsqQ1{2}2LpHSqpU,Hq

ds.

Then, we have for all t P r0, T s
ż t

0
ΦpsqdW psq “ lim

nÑ8

ż t

0
ΦnpsqdW psq,

where the limit is in probability.

PROOF.

Let ε ą 0 be arbitrary. For t P r0, T s we define the random variables

ht,N1 :“ 1
t
şt
0 }ΨpsqQ

1{2}2
LpHSqpU,Hq

dsďNu

ht,N2 :“ 1
t
şt
0 }ΨpsqQ

1{2}2
LpHSqpU,Hq

dsąNu,
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where N P N. Note that P-a.s. ht,N1 ` ht,N2 “ 1. Now let t P r0, T s and we consider P-a.s.
›

›

›

›

ż t

0
pΦn ´ ΦqpsqdW psq

›

›

›

›

2

H

ď 4

›

›

›

›

ż t

0
ht,N1 pΦn ´ ΦqpsqdW psq

›

›

›

›

2

H

(B.6)

` 4

›

›

›

›

ż t

0
ht,N2 ΦnpsqdW psq

›

›

›

›

2

H

` 4

›

›

›

›

ż t

0
ht,N2 ΦpsqdW psq

›

›

›

›

2

H

. (B.7)

Note that all integrals appearing in (B.6) and (B.7) are well-defined (see [GM11a, Lemma

2.3 to Definition 2.12] for more detail). We start with the first term in (B.7) and find

P
ˆ›

›

›

›

ż t

0
ht,N2 ΦnpsqdW psq

›

›

›

›

2

H

ą 0

˙

“ P
ˆ
›

›

›

›

ż t

0
1
t
şt
0 }ΨpsqQ

1{2}2
LpHSqpU,Hq

dsąN u
ΦnpsqdW psq

›

›

›

›

2

H

ą 0

˙

ď P
ˆ
ż T

0
}ΨpsqQ1{2}2LpHSqpU,Hq

ds ą N

˙

ÝÑ 0 for N Ñ8,

since Ψ P PpU,Hq. The second term in (B.7) can be treated in exactly the same way. Hence,

we choose an N P N large enough such that

P
ˆ

4

›

›

›

›

ż t

0
ht,N2 ΦnpsqdW psq

›

›

›

›

2

H

` 4

›

›

›

›

ż t

0
ht,N2 ΦpsqdW psq

›

›

›

›

2

H

ą 0

˙

ď
2

3
ε.

Since N is fix now, we find that ht,N1 Φn, h
t,N
1 Φ P L̃2

T pU,Hq for all n P N. Therefore, we can

apply the Itô isometry (see [GM11a, Theorem 2.3]) to (B.6)

E
„›

›

›

›

ż t

0
ht,N1 pΦn ´ ΦqpsqdW psq

›

›

›

›

2

H



“ E
„

1
t
şt
0 }ΨpsqQ

1{2}2
LpHSqpU,Hq

dsďN u

ż t

0
}pΦn ´ ΦqpsqQ1{2}2LpHSqpU,Hq

ds



ÝÑ 0 for nÑ8.

The convergence follows, since

1
t
şt
0 }ΨpsqQ

1{2}2
LpHSqpU,Hq

dsďN u

ż t

0
}pΦn ´ ΦqpsqQ1{2}2LpHSqpU,Hq

ds ď 4N,

such that Lebesgues dominated convergence theorem and (B.5) can be applied. Thus, we

choose an n P N large enough, such that

P
ˆ

4

›

›

›

›

ż t

0
ht,N1 pΦn ´ ΦqpsqdW psq

›

›

›

›

2

H

ą 0

˙

ď
1

3
ε.

l
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B.2. Hilbert space-valued Lévy processes

Before we introduce the integration theory with respect to a Lévy process, we present some

basic results on Lévy process. A detailed introduction can be found in [PZ07]. We start with

the formal definition.

Definition B.14 (Hilbert space-valued Lévy process). A stochastic process L “ tLptqutě0

taking values in a separable Hilbert space U is called a Lévy process if

‚ Lp0q “ 0 P-a.s.,

‚ L has independent and homogeneous increments, and

‚ L ist stochastically continuous, that is for all t P R` and ε ą 0

lim
sÑt

Pp}Lpsq ´ Lptq}U ą εq “ 0.

Example B.15. A Q-Wiener process is a Lévy process.

Since Lévy processes need only be stochastically continuous, they allow jumps. Thus, the

paths don’t have to be continuous like they are for a Q-Wiener process. Therefore, we intro-

duce the concept of càdlàg paths.

Definition B.16. A stochastic process L is called càdlàg (continu à droite et limites à gauche)

if

‚ L is P-a.s. right-continuous, that is

Pplim
sÓt
}Lpsq ´ Lptq}U “ 0, @t ě 0q “ 1, and

‚ L has left limits Lpt´q, that is

Pplim
sÒt
}Lpsq ´ Lpt´q}U “ 0, @t ě 0q “ 1.

Theorem B.17. Every Lévy process L̃ has a càdlàg modification, that is for every L̃ there

exists a càdlàg Lévy process L, such that PpL̃ptq “ Lptqq “ 1 for all t ě 0.

Definition B.18 (jump process). Let L be a càdlàg process. The process of jumps of L is

then defined by ∆Lptq :“ Lptq ´ Lpt´q, t ě 0.

Definition B.19 (compound Poisson process). Let ν̃ be a finite measure on a Hilbert space

U , such that ν̃pt0uq “ 0. A compound Poisson process with the Lévy measure (also called the

jump intensity measure) ν̃ is a càdlàg Lévy process L satisfying

PpLptq P Aq “ e´ν̃pUqt
8
ÿ

k“0

tk

k!
ν̃˚kpAq,

for all t ě 0 and A P BpUq. In the formula above, we use the convention that ν̃0 is equal

to the unit measure concentrated at t0u, that is, ν̃0 “ δ0 and the ˚ indicates that we take the

convolution of the measures ν̃.
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Proposition B.20. Let L be a compound Poisson process with Lévy measure ν̃.

(1) The process L is integrable if and only if
ż

U
}x}U ν̃pdxq ă 8. (B.8)

Moreover, if (B.8) holds, then

ELptq “ t

ż

U
xν̃pdxq.

(2) The process L, and hence the compensated process L̂ :“ Lptq ´ ELptq, is square

integrable if and only if
ż

U
}x}2U ν̃pdxq ă 8. (B.9)

Moreover, if (B.9) holds, then

E}Lptq}2U “ t

ż

U
}x}2U ν̃pdxq ` t

2

›

›

›

›

ż

U
xν̃pdxq

›

›

›

›

2

, and

E}L̂ptq}2U “ t

ż

U
}x}2U ν̃pdxq.

PROOF.

See [PZ07, Proposition 4.18].

Definition B.21 (Poisson random measure of a Lévy process). The Poisson random measure

corresponding to a càdlàg Lévy process L is defined for every A P BpUzt0uq by

Npt, Aqpωq :“ #t0 ď s ď t : ∆Lpsqpωq P Au “
ÿ

0ďsďt

1Ap∆Lpsqpωqq,

which counts the jumps of L, which are in the set A.

Definition B.22 (Lévy measure of a Lévy process). The Lévy measure or jump intensity

measure on Uzt0u of a càdlàg Lévy process is defined by νpAq “ ErNp1, Aqs for A P BpUzt0uq.

Note that the Lévy measure doesn’t need to be finite on Uzt0u, but it is always σ-finite.

Remark B.23. We can always extend the measure ν to the entire space U by νpt0uq “ 0.

This allows us to remain a cleaner notion later on, when we use the Poisson integral notation.

Definition B.24 (bounded below). A P BpUzt0uq is called bounded below if 0 is not an

element of the closure of A, that is 0 R Ā.

Lemma B.25. If A is bounded below, then Npt, Aq ă 8 P-a.s. for all t ě 0.

PROOF.

See [AR05, Proposition 2.8].
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Definition B.26 (compensated Poisson random measure of a Lévy process). For each t ě 0

and A bounded below the compensated Poisson random measure of a Lévy process is defined

by

Ñpt, Aq “ Npt, Aq ´ tνpAq.

Now, we are able to give the definition of the Poisson integral which will be important later

on for the transformation formula for jump processes.

Definition B.27 (Poisson integral). Let f : Uzt0u Ñ U be a BpUzt0uq{BpUq-measurable

function and A bounded below. Then for each t ě 0, ω P Ω the following random finite sum

is called the Poisson integral of f
ż

A
fpxqNpt, dxqpωq :“

ÿ

xPA

fpxqNpt, txuqpωq.

Remark B.28. Note, since Npt, txuq “ 0 holds if and only if ∆Lpsq “ x for at least one

0 ď s ď t, we have
ż

A
fpxqNpt, dxqpωq “

ÿ

0ďsďt

fp∆Lpsqq1Ap∆Lpsqpωqq.

Definition B.29 (compensated Poisson integral). Let νA denote the restriction to A of the

measure ν and let f P L1pA, νAq. For t ě 0 the compensated Poisson integral is defined by
ż

A
fpxqÑpt, dxq :“

ż

A
fpxqNpt, dxq ´ t

ż

A
fpxqνpdxq.

Theorem B.30 (Lévy-Khinchin decomposition). Let prkqkPN be an arbitrary sequence de-

creasing to 0, A0 :“ tx P U : }x}U ě r0u, and Ak :“ tx P U : rk ď }x}U ă rk´1u for

k P N. Furthermore, let ν be the Lévy measure of a Lévy process L. Then, the following

representation holds

Lptq “ at`W ptq `
8
ÿ

k“1

`

LAkptq ´ t

ż

Ak

xνpdxq
˘

` LA0ptq, t ě 0, (B.10)

where a P U , W is a Q-Wiener process, LAk is a compound Poisson process for k P N with

Lévy measure 1txPU :rkď}x}Uărk´1u
ν, and LA0 is a compound Poisson process with Lévy measure

1txPU :}x}Uěr0uν. Additionally, all members of the representation are independent processes and

the series converges P-a.s. uniformly on each bounded subinterval r0, ts of r0,8q.

PROOF.

See [PZ07, Theorem 4.23].
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Remark B.31. Using the notation of the Poisson integral and compensated Poisson integral

we can rewrite the Lévy-Khinchin decomposition as follows

Lptq “ ta`W ptq `

ż

txPU :}x}Uăr0u
xÑpt, dxq `

ż

A0

xNpt, dxq, t ě 0,

where
ş

txPU :}x}Uăr0u
xÑpt, dxq :“ limnÑ8

ş

txPU :rnă}x}Uăr0u
xÑpt, dxq. For more detail see

[App06].

For the next theorem, we assume that L is an tFtutPr0,T s-adapted and square integrable càdlàg

Lévy process. Furthermore we assume that for t, h ą 0 the increments Lpt ` hq ´ Lptq are

independent of tFtutPr0,T s.

Theorem B.32. There exists an m P U and a nonnegative definite symmetric trace-class

operator Q such that, for all t, s ě 0 and x, y P U ,

ExLptq, xyU “ xm,xyU t,

ExLptq ´mptq, xyUxLpsq ´mpsq, yyU “ t^ sxQx, yyU ,

E}Lptq ´mt}2U “ t trpQq.

The vector m is called the mean and the operator Q is the covariance operator of the process

L.

PROOF.

See [PZ07, Theorem 4.44].

Corollary B.33. Let L be a Lévy process taking values in U . Furthermore, let ν be the Lévy

measure of L. Then, L is square integrable if and only if
ż

U
}x}2νpdxq ă 8.

PROOF.

The statement follows easily by applying Proposition B.20 to the Lévy-Khinchin decomposi-

tion (Theorem B.30). See also [PZ07, Theorem 4.47] for more detail.

l

Remark B.34. Note that we are taking the integral over the entire space U instead of Uzt0u,

which is justified by Remark B.23.

Corollary B.35. Let L be a square integrable Lévy process taking values in U . Then L can

be decomposed as follows

Lptq “ tb`W ptq `MJptq, (B.11)

where b P U , W is a Q-Wiener process and MJ is a tFtutPr0,T s martingale, which contains all

jumps of L. Furthermore W and MJ are independent square integrable Lévy processes and

ELptq “ tb for t ě 0.
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PROOF.

The decomposition follows directly from the Lévy-Khinchin decomposition (Theorem B.30),

since we are able to compensate also the compound Poisson process LA0 by Proposition B.20.

l

Theorem B.36. Let L be a square integrable Lévy process, Q0 be the covariance operator of

the Wiener part of L, and let Q1 be the covariance operator of the jump part. Then,

xQ1x, zyU “

ż

U
xx, yyUxz, yyUνpdyq, (B.12)

for x, z P U , and

Q “ Q0 `Q1.

PROOF.

See [PZ07, Theorem 4.47].

Remark B.37. Just like we did for the Lévy-Khinchin decomposition we can rewrite (B.11)

using the notation of compensated Poisson integral. But this time, since all members of the

representation can be compensated, we only need one compensated Poisson integral. This way

we can rewrite (B.11) as

Lptq “ tb`W ptq `

ż

U
xÑpt, dxq, (B.13)

where
ş

U xÑpt, dxq :“ limnÑ8

ş

txPU :rnă}x}U u
xÑpt, dxq, for a null sequence prkqkPN from the

Lévy-Khinchin decomposition (Theorem B.30).

Another important representation of a Lévy process is the expansion with respect to an

orthonormal basis. Therefore, let us assume that L is a square integrable càdlàg Lévy process

with mean zero and covariance operator Q. We choose the sequence of eigenvectors tenu
8
n“1

of Q as the orthogonal basis of U . In particular, we have Qen “ λnen for all n P N,

where λn ě 0 and trpQq “
ř8
n“1 λn ă 8. Furthermore, we can represent the operator Q by

Q “
ř8
n“1 λnen b en. We define the stochastic process Lnptq :“ xLptq, enyU for n P N. Then,

the stochastic processes Ln are real-valued uncorrelated càdlàg Lévy processes (see [PZ07,

Section 4.8]).

Theorem B.38 (series representation of L). The series

Lptq “
8
ÿ

n“1

Lnptqen (B.14)

converges in probability, uniformly in t on any compact interval r0, T s.

PROOF.

See [PZ07, Theorem 4.39].
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Corollary B.39. If L is a square integrable càdlàg Lévy process with mean zero, the series

(B.14) converges P-a.s. and in mean square.

PROOF.

First note that the process Ln is square integrable for all n P N, since

ELnptq2 “ ExLptq, eny2U “ txQen, enyU “ tλnxen, enyU “ tλn ă 8,

where we use the second property of Theorem B.32. Then, it follows that

E}
N
ÿ

n“k

Lnptqen}
2
U “ E

N
ÿ

n,j“k

LnptqLjptqxen, ejyU “
N
ÿ

n“k

ELnptq2 “ t
N
ÿ

n“k

λn.

Since
ř8
n“1 λn ă 8, it follows that the series (B.14) converges in mean square. The P-a.s.

convergence follows by results from [PZ07, Section 4.8].

l

If we define LN ptq :“
řN
n“1 Lnptqen and LN ptq :“

ř8
n“N`1 Lnptqen for N P N it is obvious that

both processes are square integrable càdlàg Lévy processes and P-a.s. L “ LN `L
N . Further-

more, the covariance operator of LN and LN respectively are given by QN “
řN
n“1 λnen b en

and QN “
ř8
n“N`1 λnen b en.

B.3. Stochastic integral with respect to a square integrable Lévy martingale

In this section, we introduce the stochastic integral with respect to a square integrable Lévy

martingale. The construction is very similar to the construction of the Itô integral with respect

to a Q-Wiener process, since the processes have many properties in common like Theorem

B.32 shows. A detailed introduction of the here presented approach can be found in [PZ07,

Chapter 8].

We start again with the definition of the stochastic integral for elementary processes (see

Definition B.8).

Definition B.40 (stochastic integral for elementary processes). For Φ P E pU,Hq, we define

the stochastic integral with respect to a square integrable Lévy martingale Mptq for t P r0, T s

by
ż t

0
ΦpsqdMpsq “

n´1
ÿ

j“0

φjpMptj`1 ^ tq ´Mptj ^ tqq.

Proposition B.41 (isometry for elementary processes). For a bounded elementary process

Φ P E pU,Hq and for t P r0, T s holds

E
›

›

›

›

ż t

0
ΦpsqdMpsq

›

›

›

›

2

H

“ E
ż t

0
}ΦpsqQ1{2}2LpHSqpU,Hq

ds ă 8.

PROOF.

See [PZ07, Proposition 8.6].
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With the help of the isometry we can extend the definition of the stochastic integral to a larger

class of stochastic processes. Therefore, we define L2
T pU,Hq to be the class of all predictable

mappings Φ from r0, T s ˆ Ω taking values in set of linear operators from U to H such that

E
ż T

0
}ΦptqQ1{2}2LpHSqpU,Hq

dt ă 8. (B.15)

If we equip L2
T pU,Hq with the norm

}Φ}L2
T pU,Hq

“
`

E
ż T

0
}ΦptqQ1{2}2LpHSqpU,Hq

dt
˘1{2

it becomes a Hilbert space. For more detail on the extension of the stochastic integral see

[PZ07, Theorem 8.7].

The next result is a useful tool, when dealing with the stochastic integral.

Proposition B.42. Assume that ΦptqQ
1
2 is an LpHSqpU,Hq-predictable stochastic process for

all t P r0, T s. Furthermore, let A : DpAq Ă H ÝÑ H be a closed linear operator with domain

DpAq being a Borel subset of H. If for all u P U and t P r0, T s one has Φptqu P DpAq P´a.s.

and Φ, AΦ P L2
T pU,Hq, then Φ P L2

T pU,DpAqq and P-a.s.

A

ż T

0
ΦpsqdMpsq “

ż T

0
AΦpsqdMpsq. (B.16)

PROOF.

Before we prove the statement let us note that for a linear operator S : U Ñ H the following

equivalence holds

S P LpHSqpU,DpAqq ðñ S P LpHSqpU,Hq and AS P LpHSqpU,Hq.

This is easy to see, since

}S}2LpHSqpU,DpAqq “
8
ÿ

i“1

}Sfi}
2
DpAq “

8
ÿ

i“1

}Sfi}
2
H `

8
ÿ

i“1

}ASfi}
2
H

“ }S}2LpHSqpU,Hq ` }AS}
2
LpHSqpU,Hq

,

for any normalized orthonormal basis tfiu
8
i“1 of U . Applying this identity and the isometry

of the stochastic integral (see [PZ07, Theorem 8.7 (i)]) yields

E
›

›

›

›

ż T

0
ΦpsqdMpsq

›

›

›

›

2

DpAq

“ E
ż T

0
}ΦpsqQ

1
2 }2LpHSqpU,DpAqq

ds

“ E
ż T

0
}ΦpsqQ

1
2 }2LpHSqpU,Hq

ds` E
ż T

0
}AΦpsqQ

1
2 }2LpHSqpU,Hq

ds.

Since Φ, AΦ P L2
T pU,Hq we have E

›

›

›

şT
0 ΦpsqdMpsq

›

›

›

2

DpAq
ă 8.
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We proceed to the identity (B.16). Let Φ be a simple process at first. Through a straight

forward calculation we find P-a.s.

A

ż T

0
ΦpsqdMpsq “ A

m
ÿ

i“0

ΦipMpti`1q ´Mptiqq “
m
ÿ

i“0

AΦipMpti`1q ´Mptiqq

“

ż T

0
AΦpsqdMpsq.

Since Φ P L2
T pU,DpAqq, there exists a sequence tΦmu of simple DpAq-valued processes, which

converges to Φ in L2
T pU,DpAqq. Hence, we have

ż T

0
ΦmpsqdMpsq Ñ

ż T

0
ΦpsqdMpsq

and
ż T

0
AΦmpsqdMpsq Ñ

ż T

0
AΦpsqdMpsq.

This convergence is in L2pΩ,F ,P;Hq. But we have already shown that P-a.s.
ż T

0
AΦmpsqdMpsq “ A

ż T

0
ΦmpsqdMpsq.

Since the operator A is closed, the claim follows.

l

The following result is a stochastic version of Fubinis theorem. Therefore let λ be a finite

positive measure on a measurable space pE, Eq. Then we can formulate the following stochastic

Fubini theorem.

Theorem B.43. Assume that Φ P L1pE, E , λ;L2
T pU,Hqq. Then, P-a.s.

ż

E

ż T

0
Φpt, xqdMptqλpdxq “

ż T

0

ż

E
Φpt, xqλpdxqdMptq.

PROOF.

See [PZ07, Throrem 8.14].

For some calculations it is useful to use an approximation of the stochastic integral, which

is based on the series (B.14). Therefore, we define the Banach space XT,B of all predictable

process with values in a Banach space B equipped with the norm

}X}T,B :“
c

sup
tPr0,T s

E}Xptq}2B.

Proposition B.44. Let M be a square integrable Lévy martingale and Φ P L2
T pU,Hq. Then,

N
ÿ

n“1

ż t

0
Φpsqendmnpsq ÝÑ

ż t

0
ΦpsqdMpsq,

for N Ñ8 in XT,H , where penqnPN are the eigenvectors of Q and mn :“ xM, enyU .
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PROOF.

If Φ is an elementary process, then the stochastic integrals have the following representation

ż t

0
ΦpsqdMN psq “

n´1
ÿ

j“0

φjpMN ptj`1 ^ tq ´MN ptj ^ tqq,

and
ż t

0
ΦpsqdMN psq “

n´1
ÿ

j“0

φjpM
N ptj`1 ^ tq ´M

N ptj ^ tqq.

An easy calculation yields P-a.s.
ż t

0
ΦpsqdMpsq “

ż t

0
ΦpsqdMN psq `

ż t

0
ΦpsqdMN psq, (B.17)

for all t P r0, T s. By the same procedure as in the construction of the integral we find that

identity (B.17) holds for all Φ P L2
T pU,Hq. Note that P-a.s.

ż t

0
ΦpsqdMN psq “

N
ÿ

n“1

ż t

0
Φpsqendmnpsq.

In order to show the claimed approximation we calculate for a Φ P L2
T pU,Hq, using the

isometry of the stochastic integral (see [PZ07, Theorem 8.7 (i)])

E
›

›

ż t

0
ΦpsqdMpsq ´

ż t

0
ΦpsqdMN psq

›

›

2

H
“ E

›

›

ż t

0
ΦpsqdMN psq

›

›

2

H

“ E
ż t

0
}ΦpsqpQN q

1
2 }2LpHSqpU,Hq

ds “ E
ż t

0

8
ÿ

n“1

}ΦpsqpQN q
1
2 en}

2
Hds

“ E
ż t

0

8
ÿ

n“N`1

λn}Φpsqen}
2
Hds ď E

ż T

0

8
ÿ

n“N`1

λn}Φpsqen}
2
Hds, (B.18)

which converges pointwise (for every s) to zero N Ñ8. Since Φ P L2
T pU,Hq, we have

8 ą E
ż T

0
}ΦpsqQ

1
2 }2LpHSqpU,Hq

ds “ E
ż T

0

8
ÿ

n“1

}ΦpsqQ
1
2 en}

2
Hds “ E

ż T

0

8
ÿ

n“1

λn}Φpsqen}
2
Hds,

which dominates (B.18). Therefore, by Lebesgue’s dominated convergence theorem we receive

E
›

›

ż t

0
ΦpsqdMpsq ´

ż t

0
ΦpsqdMN psq

›

›

2

H
“ E

ż t

0

8
ÿ

n“N`1

λn}Φpsqen}
2
Hds ÝÑ 0,

for N Ñ8. The convergence in XT,H follows from (B.18).

l

Remark B.45. If one desires the convergence in the space of martingales equipped with the

stronger norm }X} :“
b

EpsuptPr0,T s }Xptq}
2
Hq one needs to apply a generalization of Doob’s

inequality. Such an inequality can be found for example in [MP80, Theorem 2].
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B.4. Stochastic integral w.r.t. a compensated Poisson random measure

Another way to introduce a stochastic integral for Lévy processes is motivated by the decom-

position (B.13). Since for the Q-Wiener process the Itô integral is already defined, one only

needs to define an integral for the stochastic process
ż

U
xÑpt, dxq

in order to find an stochastic integral with respect to a square integrable Lévy processes. This

was done in [Rüd04] (it is called the strong integral of type 2). Since the idea is fundamentally

the same as in the two cases above, we will only repeat the main ideas here.

First, let us define the σ-algebra Ft :“ BpR` ˆ Uzt0uq b Ft. For T ą 0, we denote

MT pU,Hq :“ tf :R` ˆ Uzt0u ˆ Ω Ñ H, such that f is FT {BpHq measurable

and fpt, x, ωq is Ft-adapted @x P Uzt0u, @t P r0, T su

Now, we are able to introduce the so called natural integral as follows.

Definition B.46. Let t P p0, T s, A bounded below, f P MT pU,Hq. Assume that fp¨, ¨, ωq is

Bochner integrable on p0, T s ˆA with respect to ν, for all ω P Ω fixed. The natural integral of

f on p0, ts ˆA with respect to the compensated Poisson random measure Ñpdx, dtq is
ż t

0

ż

A
fps, x, ωqÑpdx, dsq

:“
ÿ

0ďsďt

fps, p∆Mpsqqpωq, ωq1Ap∆Mpsqpωqq ´

ż t

0

ż

A
fps, x, ωqνpdxqds, ω P Ω,

where the last term is understood as a Bochner integral (for ω P Ω fixed) of fps, x, ωq with

respect to the measure ν b dt.

Then, it is shown that the integral has the familiar form for the class of elementary pro-

cesses (see [Rüd04, Proposition 3.5]) and is well-defined. Consequently the definition of the

stochastic integral is extended to functions belonging to the following space

MT,2
ν pU,Hq “

"

f PMT pU,Hq :

ż T

0

ż

U
E}fpt, xq}2Hνpdxqdt ă 8

*

.

This is due, since the class of elementary processes is dense in MT,2
ν pU,Hq (see [Rüd04,

Theorem 4.2]).

Remark B.47. An easy calculation using (B.12) shows

}ΦpsqQ
1{2
1 }2LpHSqpU,Hq

“

ż

U
}Φpsqx}2Hνpdxq,

for Φ P EpU,Hq. Therefore, it follows that in the pure jump case

Φ P L2
T pU,Hq ðñ Φ PMT,2

ν pU,Hq
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and
ż t

0
ΦpsqdMpsq “

ż t

0

ż

U
ΦpsqxÑpdxdsq,

for all t P r0, T s and Φ P L2
T pU,Hq. For more detail see [App06].

The final step is to weaken the condition for the function similar to the Wiener case. Hence,

the stochastic integral is extended to function from the following class

NT,2
ν pU,Hq “

"

f PMT pU,Hq :

ż T

0

ż

U
}fpt, xq}2Hνpdxqdt ă 8 P-a.s.

*

.

The complete construction can be found in [Rüd04, Section 7]. The extension to NT,2
ν pU,Hq

is especially important later for the transformation formula, if we want to be able to use the

norm square as a transformation function. But before we introduce the transformation formula

we state the stochastic version of Lebesgues dominated convergence theorem for integrals with

respect to a compensated Poisson random measure.

Theorem B.48 (stochastic Lebesgues theorem for integral with respect to compensated Pois-

son random measure). Let f P NT,2
ν pU,Hq be arbitrary and let pfnqnPN be a sequence such that

fn P N
T,2
ν pU,Hq for all n P N. Suppose pfnqnPN converges dtb ν b P-a.s. on r0, T s ˆ U ˆ Ω,

when nÑ8, and P-a.s.

lim
nÑ8

ż T

0

ż

U
}fn ´ f}

2νpdxqdt “ 0.

Assume, there is a g P NT,2
ν pU,Hq, such that
ż T

0

ż

U
}fn}

2νpdxqdt ď

ż T

0

ż

U
}g}2νpdxqdt.

Then, we have
ż t

0

ż

U
fps, xqÑpds, dxq “ lim

nÑ8

ż t

0

ż

U
fnps, xqÑpds, dxq,

where the limit is in probability.

PROOF.

See [Rüd04, Theorem 7.7 and Remark 7.8].

Before we can state the transformation formula we need the following definition.

Definition B.49 (quasi-sublinear function). A continuous, nondecreasing function on R`,

that is h : R` Ñ R`, is called quasi-sublinear if there is a constant C ą 0, such that

hpx` yq ď Cphpxq ` hpyqq, x, y P R`,

hpxyq ď Chpxqhpyq, x, y P R`.
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Theorem B.50 (transformation formula for jump processes). Suppose that

‚ φ P C1,2pR` ˆH;Rq is a function, such that

}φ1ps, yq}H ď h1p}y}Hq,

}φ2ps, yq}LpHq ď h2p}y}Hq,

for ps, yq P R` ˆH and h1, h2 being quasi-sublinear function;

‚ A P BpUzt0uq is a set with νpAcq ă 8, where Ac denotes the compliment of A;

‚ f : ΩˆR` ˆU Ñ H is progressively measurable process, such that for all t P R` we

have P-a.s.
ż t

0

ż

A
}fps, xq}2Hνpdxqds`

ż t

0

ż

A
h1p}fps, xq}Hq

2}fps, xq}2Hνpdxqds

`

ż t

0

ż

A
h2p}fps, xq}Hq}fps, xq}

2
Hνpdxqds ă 8;

‚ g : Ωˆ R` ˆ U Ñ H is a progressively measurable process;

‚ Y is a stochastic process of the from

Y ptq “ Y p0q `

ż t

0

ż

A
fps, xqÑpdx, dsq `

ż t

0

ż

Ac
gps, xqNpdx, dsq, t ě 0.

Then the following statements hold:

‚ For all t P R` we have P-a.s.
ż t

0
| 9φps, Y ps´qq|ds ă 8,

ż t

0

ż

A
|φps, Y ps´q ` fps, xqq ´ φps, Y ps´qq|2νpdxqds ă 8,

ż t

0

ż

A
|φps, Y ps´q ` fps, xqq ´ φps, Y ps´qq ´ φ1ps, Y ps´qqfps, xqq|νpdxqds ă 8,

ż t

0

ż

Ac
|φps, Y ps´q ` gps, xqq ´ φps, Y ps´qq|Npdx, dsq ă 8.

‚ We have P-a.s.

φpt, Y ptqq “ φp0, Y p0qq `

ż t

0

9φps, Y ps´qqds

`

ż t

0

ż

A
φps, Y ps´q ` fps, xqq ´ φps, Y ps´qqÑpdx, dsq

`

ż t

0

ż

A
φps, Y ps´q ` fps, xqq ´ φps, Y ps´qq ´ φ1ps, Y ps´qqfps, xqqνpdxqds

`

ż t

0

ż

Ac
φps, Y ps´q ` gps, xqq ´ φps, Y ps´qqNpdx, dsq, t ě 0.

PROOF.

See [MRT13, Theorem 3.6].



B.5. STOCHASTIC ABSTRACT CAUCHY PROBLEM WITH LéVY NOISE 120

B.5. Stochastic abstract Cauchy problem with Lévy noise

Let us consider the following abstract Cauchy problem in a separable Hilbert space H

pS ´ACP q

$

’

&

’

%

dXptq “ pAXptq ` F pXptqqqdt`GpXptqqdMptq, for t ě 0,

Xp0q “ X0,

where A, with domain DpAq, is the generator of a C0-semigroup pSptqqtě0 on H, M is a

square integrable Lévy martingale taking values in a separable Hilbert space U , and X0 is an

F0-measurable random variable in H. For the nonlininearities we assume the following

(F) F : DpF q Ñ H, DpF q is dense in H and there is a function a : p0,8q ÞÑ p0,8q

satisfying
şT
0 aptqdt ă 8 for all T ă 8, such that for all t ą 0 and x, y P DpF q,

}SptqF pxq}H ď aptqp1` }x}Hq,

}SptqpF pxq ´ F pyqq}H ď aptq}x´ y}H .

(G) We set H :“ Q1{2pUq. G : DpGq Ñ L̃pH, Hq, where L̃ ist the class of all linear (not

necessarily bounded) operators, DpGq is dense in H and assume there is a function

b : p0,8q ÞÑ p0,8q satisfying
şT
0 bptqdt ă 8 for all T ă 8, such that for all t ą 0 and

x, y P DpGq,

}SptqGpxq}LpHSqpH,Hq ď bptqp1` }x}Hq,

}SptqpGpxq ´Gpyqq}LpHSqpH,Hq ď bptq}x´ y}H .

In order to receive a càdlàg solution of pS´ACP q it will be necessary to strengthen condition

(G).

(GI) Condition (G) holds, if Sptq “ I, t ě 0.

Remark B.51. The function t ÞÑ }Sptq}LpHq is bounded on any finite interval r0, T s. Thus,

if F : H Ñ H and G : H Ñ LpHSqpH, Hq are Lipschitz continuous, then (F) and (G) are

satisfied.

Definition B.52 (mild solution of pS´ACP q). Let X0 be a square integrable F0-measurable

random variable in H. A predictable process X : r0,8q ˆ Ω Ñ H is called a mild solution to

pS ´ACP q starting at time zero from X0 if

sup
tPr0,T s

E}Xptq}2H ă 8 for all T P p0,8q,

and P-a.s.

Xptq “ SptqX0 `

ż t

0
Spt´ sqF pXpsqqds`

ż t

0
Spt´ sqGpXpsqqdMpsq for all t ě t0.
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Theorem B.53 (existence and uniqueness of solution of pS ´ACP q). Assume that condition

(F) und (G) are satisfied, then the following hold:

(1) for every F0-measurable square integrable random variable X0 in H there exists a

unique (up to modification) mild solution Xp¨, X0q of pS ´ACP q.

(2) for all T ă 8 there exists a L ă 8, such that for all x1, x2 P H,

sup
tPr0,T s

E}Xpt, x1q ´Xpt, x2q}
2
H ď L}x1 ´ x2}

2
H .

If (F) and (GI) hold and S is a generalized contraction, then the solution has a càdlàg version.

PROOF.

See [PZ07, Theorem 9.15 and Theorem 9.29].

Remark B.54. In the finite dimensional theory presented for instance in [App09] or [Pro05]

one looks for càdlàg solutions instead of predictable solutions. However, in infinite dimensions

the solution my not have a càdlàg modification in H. An example of this can be found in

[PZ07, Section 9.4.4]. That is why the condition on the solution process is weakened to be

only predictable. For more detail on the concept of solution in infinite dimensions see [PZ07,

Section 9.2.1].
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