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## Abbreviations and conventions

| 2PPE | $\ldots$ | Two-photon photoemission |
| :--- | :--- | :--- |
| ADT | $\ldots$ | Adiabatic-to-diabatic transformation |
| AFM | $\ldots$ | Atomic-force microscopy |
| ARPES | $\ldots$ | Angular-resolved photoemission spectroscopy |
| BO | $\ldots$ | Born-Oppenheimer |
| BSE | $\ldots$ | Bethe-Salpeter equation |
| CC(SD...) | $\ldots$ | Coupled-cluster (singles, doubles $\ldots)$. |
| CI(SD...) | $\ldots$ | Configuration-interaction (singles, doubles $\ldots$..) |
| DCS | $\ldots$ | Differential cross-section |
| DD | $\ldots$ | Density-density |
| DFT | $\ldots$ | Density-functional theory |
| DOS | $\ldots$ | Density of states |
| DPE | $\ldots$ | Double photoemission |
| EB | $\ldots$ | Electron-boson |
| EELS | $\ldots$ | Electron-energy loss spectroscopy |
| EKT | $\ldots$ | Extended Koopman's theorem |
| EOM | $\ldots$ | Equation of motion |
| FDT | $\ldots$ | Fluctuation-dissipation theorem |
| FEL | $\ldots$ | Free-electron laser |
| FPA | $\ldots$ | Feshbach projection algebra |
| GF | $\ldots$ | Green's function |
| GGA | $\ldots$ | Generalized gradient approximation |
| GKBA | $\ldots$ | Generalized Kadanoff-Baym ansatz |
| GWA | $\ldots$ | GW approximation |
| HF | $\ldots$ | Hartree-Fock |
| HHF | $\ldots$ | High harmonic generation |
| HOMO | $\ldots$ | Highest occupied molecular orbital |
| IP | $\ldots$ | Ionization potential |
| IXS | $\ldots$ | Inelastic X-ray scattering |
| KBEs | $\ldots$ | Kadanoff-Baym equations |
| KMS | $\ldots$ | Kubo-Martin-Schwinger |
| KS | $\ldots$ | Kohn-Sham |
| LDA | $\ldots$ | Local-density approximation |
| LDOS | $\ldots$ | Local density of states |
| LUMO | $\ldots$ | Lowest unoccupied molecular orbital |
| MF | $\ldots$ | Mean-field |
| NEGF | $\ldots$ | Nonequilibrium Green's function |
| NMF | $\ldots$ | Non-negative matrix factorization |
| NWP | $\ldots$ | Nuclear wave-packet |
|  |  |  |


| PAD | $\ldots$ | Photoelectron angular distribution |
| :--- | :--- | :--- |
| PES | $\ldots$ | Potential-energy surface |
| $p-h$ | $\ldots$ | Particle-hole |
| QED | $\ldots$ | Quantum electrodynamics |
| RDM | $\ldots$ | Reduced density matrix |
| RHF | $\ldots$ | Restricted Hartree-Fock |
| RPA | $\ldots$ | Random-phase approximation |
| SAF | $\ldots$ | Symmetry-adapted function |
| SAMO | $\ldots$ | Super-atom molecular orbital |
| SCA | $\ldots$ | Semi-classical approximation |
| SP | $\ldots$ | Single-particle |
| SPE | $\ldots$ | Single photoemission |
| STS | $\ldots$ | Scanning-tunneling microscopy |
| STS | $\ldots$ | Scanning-tunneling spectroscopy |
| TDDFT | $\ldots$ | Time-dependent density-functional theory |
| TDPT | $\ldots$ | Time-dependent perturbation theory |
| TDSE | $\ldots$ | Time-dependent Schrödiner equation |
| TISE | $\ldots$ | Time-independent Schrödiner equation |
| TMA | $\ldots$ | $T$-matrix approximation |
| TOF | $\ldots$ | Time-of-flight |
| UHF | $\ldots$ | Unrestricted Hartree-Fock |
| UV | $\ldots$ | Ultraviolet |
| XUV | $\ldots$ | Extreme ultraviolet |
| xc | $\ldots$ | exchange-correlation |

In this thesis, atomic units (a. u.) are used throughout, unless state otherwise. The a. u. system is defined by identifying the following quantities by unity:

| Symbol | Meaning |
| :--- | :--- |
| $m_{0}$ | electron mass |
| $e$ | elementary charge |
| $\hbar=h /(2 \pi)$ | reduced Planck's constant |
| $4 \pi \epsilon_{0}$ | vacuum permittiviy |

We will be using the following derived units:

| Quantity | Definition in a. u. |
| :--- | :--- |
| length (Bohr) | $a_{\mathrm{B}}=4 \pi \epsilon_{0} /\left(m_{0} e^{2}\right)$ |
| energy (Hartree) | $E_{\mathrm{h}}=m_{0} e^{4} /\left(4 \pi \epsilon_{0} \hbar\right)^{2}$ |
| time | $t_{\mathrm{at}}=\hbar / E_{\mathrm{h}}$ |
| fine-structure constant | $\alpha_{0}=e^{2} /\left(4 \pi \epsilon_{0} \hbar c\right)$ |
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## Introduction

With its fascinating properties, emerging phenomena and derived applications, the quantum world is continuing to transform our daily life. When several quantum-mechanical objects interact, new phenomena emerge, such as quantum entanglement and collective effects. The specific properties of the materials surrounding us are determined by such quantum many-body effects. This includes fundamental phenomena such as magnetism, optical or transport properties, which can only be fully understood by accounting for the interaction or the correlations of the participating particles.

Due to the complexity and richness of physics in many-body systems, unveiling the underlying principles in an experimental observation is an intricate task. In an experiment, there is no possibility to directly "see" particle correlations - extracting information is accomplished by detecting the response of the system upon a controllable perturbation. This is where spectroscopies - which yield energy-resolved data - come into play. Due to the reciprocal relation of time and energy or frequency in quantum mechanics, full information in energy space provides insight in the dynamics, as well. An overview of the typical energies of excitations in atoms, molecules or solids and the corresponding time scales are given in fig. 1.1. As an example, let us consider the oscillatory collective motion of nearly-free electrons in metals, which takes place on a time scale of $T \sim 0.5 \mathrm{fs}$. In order to excite the corresponding electron dynamics, a perturbation with an energy of $\omega=2 \pi / T \sim 8 \mathrm{eV}$ is therefore required. Generally, the dynamics in molecular or solid matter occurs on the ultrafast time scale, spanning around six orders of magnitudes from the picosecond down to the attosecond regime. Consequently, assuming the system is probed with electromagnetic radiation, the corresponding energy scale ranges from infrared ( meV ) over visible light $(\mathrm{eV})$ up to ultraviolet and X-rays (keV).

With the advent of ultrafast pulses and the attosecond metrology, experiments operating in the time


Figure 1.1: The relevant time- and energy scales of fundamental physical processes in atoms, molecules and solids. Reprinted figure from Krausz and Ivanov [1]. Copyright (2009) by the American Physical Society.
domain directly gain more and more popularity. On the one hand, time-resolved studies, even though delivering the equivalent information as compared to energy-resolved measurements, often yield a more intuitive picture and thus fuel new interpretations to facilitate the understanding. A typical example is given by the apparent time delay in photoionization [1]. In the language of spectroscopy, this effect amounts to the rather abstract concept of scattering phases, whereas the time-dependent view provides - to some degree - insight into the dynamics of birth and propagation of photoelectrons. Genuinely new information can be obtained by transient spectroscopies, in which the data is recorded in both time- and energy-resolved fashion. This is mostly achieved by the pump-probe setup, i. e., the system is excited (pumped) in a controlled way before a spectroscopic (probe) measurement. The time resolution is often given by the delay between pump and probe. Note that this procedure is not hampered by the time-energy uncertainty principle, since the timeand frequency domain is not accessed simultaneously, reflecting again that substantially more information is contained in transient spectroscopies.

Despite all experimental finesse, not the physical state but only its manifestation in a small set of observables is accessible. In order to still draw conclusions on the system and its correlations, in particular, the support and insight from theory are indispensable. With the idea of spectroscopies in mind, the concept of linear response plays an important role. Since probing and so exciting the system is inevitable, the perturbation should be chosen as weak as possible to preserve the initial preparation. The theory of linear response - in accordance with this requirement - allows connecting the initial state and the excitation channels of a many-body system to typical experimental observables such as cross-sections without taking the probing field explicitly into account. Transient spectroscopies, on the other hand, go beyond the linear response concept and require a suitable theoretical description to treat the excitations induced by the pump fields.

The interplay of the theory of quantum mechanics and suitable spectroscopies with the goal of accessing the properties of many-body systems governed by their ground state or excitations is the central topic of this thesis. Fig. 1.2 represents the outline of the present work. With a growing number of degrees of freedom as encountered in few- or many-body systems, the practical implementation of the wave-functionbased approach quickly exceeds any feasible limits. Hence, suitable ways of reducing the complexity while retaining the pertinent physical information are inevitable. Among the most powerful methods are densityfunctional theory (DFT) along with the extension to time-dependent DFT (TDDFT) and the many-body perturbation theory (MBPT) based on the Green's function formulation. Further important concepts are the time-dependent perturbation theory (TDPT), which allows for taking weak probe fields as discussed above into account, and the scattering theory which describes the escape of particles from the system or the time-reversed process (particle impact). All the mentioned theoretical tools have been used to obtain the results presented in this thesis. Besides being compatible with the linear response concept, TDDFT and the nonequilibrium Green's function (NEGF) approach are particularly suited to capture transient dynamics. Of course, the theories shown in fig. 1.2 should not be considered independent; there are many connections, both on fundamental and on practical level. This aspect is taken into consideration in the introduction of the theoretical concepts in chapter 2.

In chapter 3 the theory from chapter 2 is connected to the description of typical spectroscopic and timeresolved experiments with emphasis on the question which information on the target can be inferred. In particular, the emerging phenomena of many-body systems interacting with weak electromagnetic radiation are discussed. Photoemission - the liberation of one or several electrons upon absorbing photons - will be in the focus of this work. The limitations of the standard approaches for the prediction of photoemission spectra for correlated systems and the need for advanced theoretical tools as discussed in chapter 2 are demonstrated.

Chapters 4-6 summarize the results of this cumulative thesis with a brief topic-specific introduction, providing the scientific context of the included works [E1]-[E7] and underpinning the achievements. The physics we ${ }^{1}$ have been interested in are dynamical inter-particle correlations with an intrinsic time scale. Specifically, we consider the coupling of electrons and nuclei in molecules and the dynamical aspects of electron-electron interactions. The mapping of the emerging effects onto observables for prospective experiments has been particularly important. Furthermore, the works [E5] and [E6] are joint theoretical and
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Figure 1.2: Mind map illustrating the close connection of quantum mechanics and major theoretical methods for manybody systems, typical spectroscopies, and ground-state and excited-state properties of materials. The connections where this thesis primarily contributes to are marked by thick lines.
experimental studies.
In [E1] we study the dynamics of small polar molecules adsorbed to an insulating ionic surface such as LiF. Adopting the pump-probe scheme, we show how the vibrations of the molecules can be controlled and mapped out. Based on the spatial distribution of the photoelectrons, an experiment for studying the local dynamics of single adsorbed molecules is proposed. The interplay of molecular dynamics and photoemission observables is the topic of [E2]. Here, quantum interference effects in the ionization process are shown to deliver a wealth of information on the atomic dynamics. The principle is demonstrated for the simple $\mathrm{HeH}^{2+}$ molecule. This allows for exact treatment and for testing the methods we developed to tackle scattering properties.

With [E3] we switch to electronic correlations. We develop a general theory for photoemission with one or, more interestingly, two electrons being ejected from the sample after absorbing one photon (called double photoemission). The latter is a clear indication of correlations as it is excluded in non-interacting systems. Our main motivation is to establish the connection of the general theory to the powerful NEGF formalism. Furthermore, we provide the theory for post-emission effects (electron-electron scattering events the photoelectrons may undergo), which covers a wide range of phenomena.

The works [E4]-[E6] focus on the Buckminster fullerene $\mathrm{C}_{60}$ molecule and its fascinating properties. We show, based on accurate TDDFT calculations, how the aforementioned collective density oscillations emerge from the electron-electron interaction and provide an efficient scheme for their classification. The impact of the collective excitations on electron-energy-loss spectroscopy (EELS) measurements is clarified and confirmed by comparing to experiments. Based on these results, in [E5] we address how these density fluctuations lead to a dynamical, strong electron-electron interaction which is manifested in double photoemission. The results of our full-fledged ab initio calculations are corroborated by dedicated experiments, endorsing the new mechanism suggested by us. In [E6] we consider the dynamics of many-body states for hot (vibrationally excited) molecules by the pump-probe setup outlined above and identify the intrinsic time scales, both theoretically and experimentally.

Our work [E7] focuses on the time-dependent NEGF approach and presents methodological advance-
ments in the treatment of electron-boson models. The latter allows for a unified approach to both electronnuclei and electron-electron interactions. We apply the methods to transient photoemission spectroscopy from core levels and show how the different interaction channels - which are hard to discern within ordinary spectroscopy - can be separated in the time domain, endorsing yet again the potential of the transient approach.

Finally, chapter 7 summarizes the findings and accomplishments of this thesis and provides an outlook on the directions of future research.

## Quantum mechanics and dynamics of many-body systems

In this chapter, we revisit the basic formulation of the theoretical concepts of matter consisting of electrons and nuclei such as atoms, molecules or clusters (which applies, in principle, to both crystalline and noncrystalline solids, as well). Our intention is a brief presentation which introduces the theoretical background and sketches specific methods employed in the attached publications. Following the concept map fig. 1.2, the emphasis is put onto the theories which are suitable to tackle the many-body problem and have a clear-cut connection to spectroscopies.

We start from the standard Hamiltonian formulation of matter composed of several to many atoms (sec. 2.1) and discuss how to treat the interaction of such systems with external electromagnetic fields (sec. 2.2). As the next step, we employ the usual separation of the energy scale (or, equivalently, the time scale) of the nuclear and the electronic degrees of freedom and point out how the dynamics of the atomic cores can be treated (sec. 2.3), provided that the electronic structure is known. The latter issue is taken up in sec. 2.4, where we briefly introduce typical methods and approximation schemes suitable for our purposes: density-functional theory, quantum chemistry and, with a more extended presentation, the general Green's function approach (sec. 2.5). In view of the excited-state properties that are inherent to many-body spectroscopies, the steady-state and time-dependent formulation are introduced on equal footing. The linear response concept and typical computational schemes for the practical determination of response properties are discussed in sec. 2.6. Important definitions or known facts are highlighted by a shaded background.

The presented theoretical methods are only an excerpt of a multitude of ways to deal with the quantum many-body problem. In places where it is suitable, we remark on alternative approaches and their relation to the main topics covered by this chapter.

### 2.1 Atomistic Hamiltonian

Taking into account the quantum nature of $N_{e}$ electrons and $N_{c}$ cores, the starting point for theory is the joint wave-function $\Theta\left(x_{1}, \ldots, x_{N_{e}} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}}\right)$. The coordinates of the electrons $x_{i}=\mathbf{r}_{i} \sigma_{i}\left(i=1, \ldots, N_{e}\right)$ capture both spatial and spin degrees of freedom, while the nuclear spin is neglected here for its weak interaction with the electrons, such that core coordinates $\mathbf{R}_{n}$ along with the associated masses $M_{n}$ and charges $Z_{n}\left(n=1, \ldots, N_{c}\right)$ suffice to characterize the nuclear arrangement. For finding static properties, the wave-function is required to obey the time-independent Schrödinger equation (TISE)

$$
\begin{equation*}
\hat{H}_{0} \Theta\left(x_{1}, \ldots, x_{N_{e}} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}}\right)=\mathcal{E} \Theta\left(x_{1}, \ldots, x_{N_{e}} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}}\right) \tag{2.1}
\end{equation*}
$$

The Hamiltonian $\hat{H}_{0}$ consists of the kinetic energy of the electrons $\left(\hat{T}_{e}\right)$ and of the cores $\left(\hat{T}_{c}\right)$, the electronelectron $\left(\hat{V}_{e e}\right)$ and the core-core $\left(\hat{V}_{c c}\right)$ interaction as well as the electron-core attraction $\left(\hat{V}_{e c}\right)$ :

$$
\begin{equation*}
\hat{H}_{0}=\hat{T}_{e}+\hat{T}_{c}+\hat{V}_{e e}+\hat{V}_{e c}+\hat{V}_{c c} \tag{2.2}
\end{equation*}
$$

The individual contributions to the Hamiltonian (2.2) are defined in the usual way:

$$
\begin{gathered}
\hat{T}_{e}=-\frac{1}{2} \sum_{i=1}^{N_{e}} \nabla_{\mathbf{r}_{i}}^{2}, \quad \hat{T}_{c}=-\frac{1}{2} \sum_{n=1}^{N_{c}} \frac{\nabla_{\mathbf{R}_{n}}^{2}}{M_{n}}, \\
\hat{V}_{e e}=\frac{1}{2} \sum_{\substack{i, j=1 \\
i \neq j}}^{N_{e}} \frac{1}{\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|}, \quad \hat{V}_{c c}=\frac{1}{2} \sum_{\substack{n, m=1 \\
n \neq m}}^{N_{c}} \frac{Z_{n} Z_{m}}{\left|\mathbf{R}_{n}-\mathbf{R}_{m}\right|}, \quad \hat{V}_{e c}=-\sum_{i=1}^{N_{e}} \sum_{n=1}^{N_{c}} \frac{Z_{n}}{\left|\mathbf{r}_{i}-\mathbf{R}_{n}\right|} .
\end{gathered}
$$

Note that the Hamiltonian (2.2) does not depend on the spin degrees of freedom explicitly. The reason for this is that we consider the non-relativistic Schrödinger equation here. Taking relativistic effects into account (up to second order in $1 / c^{2}$ ) can be achieved by replacing the Hamiltonian (2.2) by the Breit Hamiltonian [2]. For many applications, adding relativistic correction terms to eq. (2.2) such as the spin-orbit coupling provides an accurate approximation. This extension is then fully compatible with the subsequent considerations. However, we will stay on the level of non-relativistic quantum physics ${ }^{1}$. While the TISE (2.1) describes the stationary states of a given quantum system, the dynamics is governed by the time-dependent Schrödinger equation (TDSE):

$$
\begin{equation*}
\mathrm{i} \partial_{t} \Theta\left(x_{1}, \ldots, x_{N_{e}} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}} ; t\right)=\hat{H}(t) \Theta\left(x_{1}, \ldots, x_{N_{e}} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}} ; t\right) \tag{2.3}
\end{equation*}
$$

The most common scenario is that the time-dependent Hamiltonian $\hat{H}(t)$ in the TDSE (2.3) arises from some external perturbation such as particle impact or electric and magnetic fields. For their importance for photon-based spectroscopies, we concentrate on the latter case for now. How to treat particle impact is discussed in sec. 3.3.

### 2.2 Interaction with the electromagnetic field

The classical the electric field $\mathbf{E}(\mathbf{r}, t)$ and the magnetic field $\mathbf{B}(\mathbf{r}, t)$ are described by Maxwell's equations and derived from the electromagnetic potentials $\mathbf{A}(\mathbf{r}, t)$ (vector potential) and $\varphi(\mathbf{r}, t)$ (scalar potential). The influence of the external fields on the quantum system is accounted for by the minimal coupling scheme, according to the replacement rules

$$
-\mathrm{i} \nabla_{\mathbf{r}_{i}} \rightarrow-\mathrm{i} \nabla_{\mathbf{r}_{i}}+\mathbf{A}\left(\mathbf{r}_{i}, t\right), \quad-\mathrm{i} \nabla_{\mathbf{R}_{n}} \rightarrow-\mathrm{i} \nabla_{\mathbf{R}_{n}}-Z_{n} \mathbf{A}\left(\mathbf{R}_{n}, t\right)
$$

and the adding the scalar potential to the potential energy ${ }^{2}$. Note that the minimal coupling describes the action of the field on the matter only, whereas the back-action due to induced free charges or currents is not taken into account. While such higher-order effects can often be neglected the in case of isolated systems such as molecules or small clusters, the polarization of the charges and induced currents occurring in solids as the response to the external fields require a modification of the external fields. Such effects can (on classical level) be incorporated by inserting the charge density and current expectation values obtained by the time-dependent many-body wave function $|\Theta(t)\rangle$ into the inhomogeneous Maxwell's equations and solving them self-consistently with the TDSE (2.3) [3].

However, this pragmatic approach still does not treat the electromagnetic field and the matter on equal footing, as, for instance, the reduction of the field due to absorption is missing. A more fundamental treatment accounts for the quantization of the field into its quasi-particle excitation (photons). The quantum

[^1]description of the photon field then requires field-theoretical methods. The combination of the theory of the quantized electromagnetic field (quantum electrodynamics, QED) with state-of-the-art approximation schemes for treating electrons is, in fact, the topic of very recent research [4,5] and is also addressed by our own work [E7]. A typical physical scenario where the QED is required is given by cavity geometries [6-9] (often referred to as cavity QED).

Let us now assume that the classical picture of the electromagnetic field is applicable and that both the vector potential and the scalar potential are subject to the (possibly inhomogeneous) Maxwell's equations. Working out the minimal coupling scheme explicitly, the full time-dependent Hamiltonian $\hat{H}(t)$ governing the TDSE (2.3) can be written as

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}+\hat{V}_{e, \mathrm{ext}}(t)+\hat{V}_{c, \mathrm{ext}}(t) \tag{2.4}
\end{equation*}
$$

where the electrons (cores) are subject to $\hat{V}_{e, \text { ext }}(t)\left(\hat{V}_{c, \text { ext }}(t)\right)$. The coupling attains the form

$$
\begin{equation*}
\hat{V}_{e, \mathrm{ext}}(t)=\sum_{i=1}^{N_{e}}\left[-\mathrm{i} \mathbf{A}\left(\mathbf{r}_{i}, t\right) \cdot \nabla_{\mathbf{r}_{i}}-\frac{\mathrm{i}}{2}\left(\nabla_{\mathbf{r}_{i}} \cdot \mathbf{A}\left(\mathbf{r}_{i}, t\right)\right)+\frac{1}{2}\left|\mathbf{A}\left(\mathbf{r}_{i}, t\right)\right|^{2}-\varphi\left(\mathbf{r}_{i}, t\right)\right] \tag{2.5}
\end{equation*}
$$

and, analogously,

$$
\begin{equation*}
\hat{V}_{c, \text { ext }}(t)=\sum_{n=1}^{N_{c}}\left[\mathrm{i} Z_{n} \mathbf{A}\left(\mathbf{R}_{n}, t\right) \cdot \nabla_{\mathbf{R}_{n}}+\frac{\mathrm{i} Z_{n}}{2}\left(\nabla_{\mathbf{R}_{n}} \cdot \mathbf{A}\left(\mathbf{R}_{n}, t\right)\right)+\frac{Z_{n}^{2}}{2}\left|\mathbf{A}\left(\mathbf{R}_{n}, t\right)\right|^{2}+Z_{n} \varphi\left(\mathbf{R}_{n}, t\right)\right] . \tag{2.6}
\end{equation*}
$$

Note that divergence operation in the round brackets in eq. (2.5) and (2.6) acts on the vector potential only and can thus, depending on the gauge, be eliminated ${ }^{3}$. In the typical situation of a small molecule interacting with electromagnetic radiation with a wavelength much larger than the spatial extent of the system, the dipole approximation simplifies the expressions (2.5) and (2.6) significantly. The spatial dependence of the potentials is neglected hereby, reducing (after dropping pure phase factors) the external field contributions to

$$
\begin{equation*}
\hat{V}_{e, \text { ext }}^{\mathrm{VG}}(t)=-\mathrm{i} \mathbf{A}(t) \cdot \sum_{i=1}^{N_{e}} \nabla_{\mathbf{r}_{i}}, \quad \hat{V}_{c, \text { ext }}^{\mathrm{VG}}(t)=\mathrm{i} \mathbf{A}(t) \cdot \sum_{n=1}^{N_{c}} Z_{n} \nabla_{\mathbf{R}_{n}} . \tag{2.7}
\end{equation*}
$$

The above form, the so-called velocity gauge, can be mapped on the well-known length gauge

$$
\begin{equation*}
\hat{V}_{e, \text { ext }}^{\mathrm{LG}}(t)=-\mathbf{E}(t) \cdot \sum_{i=1}^{N_{e}} \mathbf{r}_{i}, \quad \hat{V}_{c, \mathrm{ext}}^{\mathrm{LG}}(t)=\mathbf{E}(t) \cdot \sum_{n=1}^{N_{c}} Z_{n} \mathbf{R}_{n}, \tag{2.8}
\end{equation*}
$$

by applying a unitary transformation. Even though it yields an adequate picture of light-matter interaction, a treatment beyond the dipole approximation becomes necessary for, for example, (i) high-energy incident radiation, (ii) light propagation close to metallic nanostructures due to near-field effects [10], or (iii) the interaction with new types of structured light [11, 12].

### 2.3 Nuclear degrees of freedom

The TISE (2.1) with the Hamiltonian (2.2) completely describes the physical state (within the limits discussed at the beginning of sec. 2) of an $N_{e}$-electron and $N_{c}$-nuclei system. It is obvious that for any realistic molecule or even atom, besides the simplest cases, obtaining the exact solution of the TISE is beyond reach and one has to resort to suitable approximations. For systems composed of electrons and the much heavier nuclei, the first approximation usually bases on the separation of the time-, or, equivalently, the energy scales of both types of subsystems. Let us for now assume the purely electronic TISE for fixed nuclear configuration as the collection of core coordinates (denoted by $\{\mathbf{R}\}$ ) can be solved:

$$
\begin{align*}
\hat{H}_{e} \Psi_{\alpha}\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}\right) & \equiv\left[\hat{T}_{e}+\hat{V}_{e c}+\hat{V}_{e e}+\hat{V}_{c c}\right] \Psi_{\alpha}\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}\right)  \tag{2.9}\\
& =E_{\alpha}(\{\mathbf{R}\}) \Psi_{\alpha}\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}\right) .
\end{align*}
$$

[^2]Here, the core coordinates are to be understood as parameters, such that both the electronic eigenstates and eigenvalues parametrically depend on $\{\mathbf{R}\}$. Then the full wave-function can be expanded into

$$
\begin{equation*}
\Theta\left(x_{1}, \ldots, x_{N_{e}} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}}\right)=\sum_{\alpha} \chi_{\alpha}(\{\mathbf{R}\}) \Psi_{\alpha}\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}\right), \tag{2.10}
\end{equation*}
$$

where $\chi_{\alpha}(\{\mathbf{R}\})$ represent the nuclear wave-functions. Eq. (2.10) is nothing else than the expansion over the a complete electronic basis set. In principle, there is no fundamental reason why one could not go the other way around and expand the full wave-function with parametrically fixed electron arrangement. Indeed, this approach turned out to be useful if the roles of nuclei and electrons are reversed regarding their time scales, which occurs for almost classical, highly-excited Rydberg states [13]. Returning to the usual case where the cores can be considered as slow as compared to the electrons, one can insert the expansion (2.10) into the TISE (2.1) and project out electronic degrees of freedom in order to obtain an effective TISE for the nuclei. This procedure yields

$$
\begin{equation*}
\sum_{\beta}\left[\delta_{\alpha \beta}\left(\hat{T}_{c}+E_{\alpha}(\{\mathbf{R}\})\right)+\hat{W}_{\alpha \beta}\right] \chi_{\beta}(\{\mathbf{R}\})=\mathcal{E} \chi_{\alpha}\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}}\right) \tag{2.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{W}_{\alpha \beta}=\sum_{n=1}^{N_{c}} \frac{1}{M_{n}}\left[\left\langle\Psi_{\alpha}\right| \nabla_{\mathbf{R}_{n}}\left|\Psi_{\beta}\right\rangle_{e} \nabla_{\mathbf{R}_{n}}+\frac{1}{2}\left\langle\Psi_{\alpha}\right| \nabla_{\mathbf{R}_{n}}^{2}\left|\Psi_{\beta}\right\rangle_{e}\right] \equiv \hat{W}_{\alpha \beta}^{(1)}+\hat{W}_{\alpha \beta}^{(2)} \tag{2.12}
\end{equation*}
$$

Here, the subscript $\langle\ldots\rangle_{e}$ stands for quantum averaging over the electron subspace only. As we can see from eq. (2.11), the total electronic energy $E_{\alpha}$ as a function of the core arrangement plays the role of the potential energy for the nuclei. For this reason, $E_{\alpha}(\{\mathbf{R}\})$ is known as potential energy surface (PES) for the electronic state $\left|\Psi_{\alpha}\right\rangle$. The second part where electronic properties enter the nuclear TISE (2.11) is by the off-diagonal operator (2.12), which takes the electron-nuclei interaction in terms of electronic transitions upon changing nuclear configuration into account. In absence of $\hat{W}_{\alpha \beta}$, the PESs decouple and can be treated separately, i. e. no electronic transitions in the sense $\left|\Psi_{\alpha}(\{\mathbf{R}\})\right\rangle \rightarrow\left|\Psi_{\beta}(\{\mathbf{R}\})\right\rangle, \alpha \neq \beta$, can occur due to moving nuclei for any configuration $\{\mathbf{R}\}$. In other words, the off-diagonal elements of $\hat{W}_{\alpha \beta}$ represent non-adiabatic coupling between the different PESs ${ }^{4}$.

In order to treat the time-dependent case as governed by the TDSE (2.3), the separation ansatz (2.10) is extended to

$$
\begin{equation*}
\Theta\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}, t\right)=\sum_{\alpha} \chi_{\alpha}(\{\mathbf{R}\}, t) \Psi_{\alpha}\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}\right) \tag{2.13}
\end{equation*}
$$

where $\chi_{\alpha}(\{\mathbf{R}\}, t)$ now play the dual role of nuclear wave-functions, on the one hand, and time-dependent expansion coefficients for the electronic states, on the other hand. Following the analogous steps as for the TISE, one obtains the effective nuclear TDSE

$$
\begin{equation*}
\mathrm{i}_{t} \chi_{\alpha}(\{\mathbf{R}\} ; t)=\sum_{\beta}\left[\delta_{\alpha \beta}\left(\hat{T}_{c}+E_{\alpha}(\{\mathbf{R}\})+\hat{V}_{c, \mathrm{ext}}(t)\right)+\hat{W}_{\alpha \beta}+\hat{V}_{\alpha \beta}(t)\right] \chi_{\beta}(\{\mathbf{R}\} ; t) \tag{2.14}
\end{equation*}
$$

Here, $\hat{V}_{\alpha \beta}(t)=\left\langle\Psi_{\alpha}\right| \hat{V}_{e, \text { ext }}(t)\left|\Psi_{\beta}\right\rangle$ defines the electronic transition matrix elements (which still depends on the nuclear configuration).

### 2.3.1 Born-Oppenheimer approximation

Revisiting the non-adiabatic coupling terms (2.12) we notice that they scale as one over the mass of the cores. Hence, non-adiabatic effects are expected to be small for heavier nuclei. A more accurate criterion on the importance of the non-adiabatic coupling is can be obtained from the Hellmann-Feynman theorem [14]. It is straightforward to see that the first term in eq. (2.12) (usually $\hat{W}_{\alpha \beta}^{(1)} \gg \hat{W}_{\alpha \beta}^{(2)}$ ) can be expressed as

$$
\hat{W}_{\alpha \beta}^{(1)}=\frac{1}{E_{\alpha}(\{\mathbf{R}\})-E_{\beta}(\{\mathbf{R}\})} \sum_{n=1}^{N_{c}} \mathbf{a}_{\alpha \beta, n} \cdot \nabla_{\mathbf{R}_{n}}
$$

[^3]Here, $\mathbf{a}_{\alpha \beta, n}$ denotes the acceleration of the $n^{\text {th }}$ core due to the electrostatic force due to the transition density ${ }^{5}$ given by the two states $\left|\Psi_{\alpha}(\{\mathbf{R}\})\right\rangle$ and $\left|\Psi_{\beta}(\{\mathbf{R}\})\right\rangle$. As a conclusion, non-adiabatic coupling effects only play a subsidiary role if (i) the acceleration of the cores is small, and (ii) if the PESs are well-separated. Assuming that both (i) and (ii) are valid amounts to the Born-Oppenheimer (BO) approximation [15]. While (i) turns out to be a good approximation for most systems, (ii) fails in typical cases such as avoided crossings or conical intersections [16]. However, as long as the PESs are not too close to each other, the BO approximation yields a reliable picture.

The major significance of the BO approximation lies in completely decoupling the spectrum and the dynamics of the electrons from the nuclei, which turned out to be a cornerstone for subsequent simplifications, numerical schemes and a great deal of applications. For instance, nuclear motion affects the electrons only adiabatically within the BO picture - a fact that can be utilized to extract the nuclear dynamics (e.g. after a laser excitation) from the electrons by means of ultrafast spectroscopy [17, 18]. Studying chemical bonds in this way is right at the heart of the field of femtochemistry [19-21]. We will come back to this point when discussing our own work based on this principle [E1, E2] in chapter 4.

The PESs $E_{\alpha}(\{\mathbf{R}\})$ depend on the arrangement of the atoms and thus form high-dimensional hypersurfaces for larger molecules. To be precise, after eliminating the translational and rotational motion, a general molecule possesses $3 N_{c}-6$ independent degrees of freedom ${ }^{6}$ - the normal modes of vibration. In the case the atoms in the system are vibrationally cold, that is, the (possibly thermal) ensemble of nuclear wave-functions is predominantly consists of states close to the respective ground state, expanding the corresponding PES around the potential minima provides some insight into the potential energy landscape. Denoting the core positions at which the PESs are minimized (equilibrium positions) by $\mathbf{R}_{n}^{(0)}$, the $M=3 N_{c}-6$ reduced coordinates can be expressed in terms of the displacement vectors ${ }^{7}$ :

$$
\begin{equation*}
X_{\mu}=\sum_{n=1}^{N_{c}} \mathbf{S}_{n, \mu} \cdot\left(\mathbf{R}_{n}-\mathbf{R}_{n}^{(0)}\right), \quad v=1, \ldots, M \tag{2.15}
\end{equation*}
$$

where $\mathbf{S}_{n, \mu}$ are known as Wilson vectors [22-24]. After Taylor-expanding the PESs,

$$
\begin{equation*}
E_{\alpha}\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}}\right)-E_{\alpha}\left(\mathbf{R}_{1}^{(0)}, \ldots, \mathbf{R}_{N_{c}}^{(0)}\right) \simeq \frac{1}{2} \sum_{\mu, \nu} A_{\mu \nu} X_{\mu} X_{\nu} \tag{2.16}
\end{equation*}
$$

and expressing the kinetic energy in terms of the derivatives $\dot{X}_{\mu}$, the resulting Hamiltonian needs to be transformed into a diagonal form with respect to the momenta and coordinates. This is accomplished by a linear transformation connecting the coordinates $X_{\mu}$ to the normal modes (vibrational eigenmodes) $\hat{Q}_{\nu}=$ $\sum_{\mu} L_{v \mu} X_{\mu}$. The transformation matrix elements $L_{v \mu}$ are obtained by solving Wilson's equation [25]. The nuclear Hamiltonian is then cast into the simple form

$$
\begin{equation*}
\hat{H}_{\mathrm{nuc}}=\frac{1}{2} \sum_{v=1}^{M}\left[\frac{\hat{P}_{v}}{m_{v}}+m_{\nu} \Omega_{\nu}^{2} \hat{Q}_{v}^{2}\right] \tag{2.17}
\end{equation*}
$$

where $\hat{P}_{\nu}$ denotes the momentum operator conjugated to the eigenmodes $\hat{Q}_{v}$, while $m_{v}$ and $\Omega_{v}$ stand for the effective mass and the eigenfrequency of the eigenmode. The Wilson method is used in [E1] and [E6]. Rescaling $\left(m_{\nu} \Omega_{v}\right)^{-1 / 2} \hat{P}_{v} \rightarrow \hat{P}_{v},\left(m_{\nu} \Omega_{\nu}\right)^{1 / 2} \hat{Q}_{v} \rightarrow \hat{Q}_{v}$ makes the Hamiltonian (2.17) completely symmetric and provides a convenient starting point for further treatment of electron-vibron interactions (see subsec. 2.5.6).

### 2.3.2 Non-adiabatic treatment

Despite the wide range of applicability of the BO approximation, incorporating effects beyond the adiabatic picture is inevitable if different PESs get close to each other. Typical examples are photoexcited dynamics and charge-transfer processes. The expansion (2.10) (or (2.13) in the time-dependent case) cannot be

[^4]reduced to a single dominant term (the ground-state PES, for example), but has to include all the relevant states. In principle, the exact properties or dynamics is guaranteed if the non-adiabatic coupling matrix elements (2.12) are taken into account. Their direct implementation can, however, can be quite tedious, since they entail off-diagonal coupling connected to the momentum operator. The analogy to a spatiallydependent vector potential (see sec. 2.2) gives rise to the idea of performing a gauge transformation to shift the non-adiabatic coupling from kinetic-energy-type terms (eq. (2.12)) into the potential energy. The transformation is accomplished by switching the electronic basis set to the diabatic basis $\widetilde{\Psi}_{\alpha}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N_{e}} ;\{\mathbf{R}\}\right)$ with
$$
\Psi_{\alpha}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N_{e}} ;\{\mathbf{R}\}\right)=\sum_{\beta} \hat{\mathcal{V}}_{\alpha \beta} \widetilde{\Psi}_{\beta}\left(\mathbf{r}_{1}, \ldots, \mathbf{r}_{N_{e}} ;\{\mathbf{R}\}\right),
$$
such that the expansion of the full wave-function (2.10) is modified into
\[

$$
\begin{equation*}
\Theta\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}\right)=\sum_{\alpha} \widetilde{\chi}_{\alpha}(\{\mathbf{R}\}) \widetilde{\Psi}_{\alpha}\left(x_{1}, \ldots, x_{N_{e}} ;\{\mathbf{R}\}\right) . \tag{2.18}
\end{equation*}
$$

\]

The unitary transformation $\hat{\mathcal{V}}_{\alpha \beta}$ is required to give rise to the modified nuclear TISE

$$
\begin{equation*}
\sum_{\beta}\left[\delta_{\alpha \beta}\left(\hat{T}_{c}+\hat{V}_{c c}\right)+U_{\alpha \beta}(\{\mathbf{R}\})\right] \tilde{\chi}_{\beta}(\{\mathbf{R}\})=\mathcal{E} \tilde{\chi}_{\alpha}(\{\mathbf{R}\}), \tag{2.19}
\end{equation*}
$$

where the coupling term $U_{\alpha \beta}(\{\mathbf{R}\})$ does not contain derivatives with respect to the nuclear coordinates any more. This transition is known as adiabatic-to-diabatic transformation (ADT) [26]. It is important to notice that the transformation into the diabatic basis is, mathematically speaking, only possible if the curl of effective vector potential vanishes. This condition is however often violated. In practice, the ADT is carried out approximately, for instance by an interpolation scheme. More details for the special case of two PESs are given by [E2].

We briefly mention that recent studies showed that the full wave-function can be factored exactly into a single-term expression [27] as in the BO approximation, but including all non-adiabatic effects. The resulting coupled electronic and nuclear TISEs (or TDSEs, respectively) have to be solved self-consistently and give rise to the notion of the exact (time-dependent) PES [28].

In the scenario of small vibrational excitations and weak interaction of the electrons with the vibrons (the quanta of the vibrational excitations), an expansion of the PESs (as discussed in subsec. 2.3.1) and the electronic wave-functions around the equilibrium geometry is feasible. Taking only the first term into account gives rise to a single coupling term linear in the eigenmode coordinates $\hat{Q}_{\nu}$. This approximation might seem rather crude at first glance, but represents the only feasible way of treating electron-vibron interaction in larger molecules or clusters. Especially for solids, the linear approximation to the electron-phonon interaction constitutes the standard approach [29-31]. The equal-footing treatment of coupled electron-vibron or electron-phonon dynamics is revisited in [E7], whereas the electron dynamics in presence of an excited vibronic bath is the topic of [E6] and, in more detail, appendix D.

### 2.4 Electronic degrees of freedom

In sec. 2.3 we explained how to explore the atomic core structure and dynamics based on the knowledge of electronic properties. In particular, the key quantities are (i) the eigenenergies $E_{\alpha}$ of the many-body states $\left|\Psi_{\alpha}\right\rangle$, (ii) non-adiabatic coupling matrix elements (eq. (2.12)), and (iii) matrix elements with respect to the interaction with the electromagnetic field (cf. eq. (2.5)). All the quantities (i)-(iii) are, of course, functions of the nuclear configuration. Let us now focus on the electronic TISE or TDSE, keeping mind the solution has to be obtained for any configuration $\{\mathbf{R}\}$.

Noting that the electronic Hamiltonian (2.2) along with the coupling to external fields, eq. (2.5) depends, within first quantization, on the number of electrons $N_{e}$ explicitly, the second-quantized form proves to be advantageous for later purposes. Introducing the standard field operators $\hat{\psi}^{\dagger}(x)(\hat{\psi}(x))$, creating (annihilating) an electron with the spin-space coordinate $x=\mathbf{r} \sigma$, the electronic Hamiltonian attains the form

$$
\begin{equation*}
\hat{H}_{e}(t)=\int \mathrm{d} x \int \mathrm{~d} x^{\prime} \hat{\psi}^{\dagger}(x)\langle x| \hat{h}(t)\left|x^{\prime}\right\rangle \hat{\psi}\left(x^{\prime}\right)+\frac{1}{2} \int \mathrm{~d} x \int \mathrm{~d} x^{\prime} v\left(x, x^{\prime}\right) \hat{\psi}^{\dagger}(x) \hat{\psi}^{\dagger}\left(x^{\prime}\right) \hat{\psi}\left(x^{\prime}\right) \hat{\psi}(x) . \tag{2.20}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\hat{h}(t)=-\frac{1}{2} \nabla^{2}-\sum_{n=1}^{N_{c}} \frac{Z_{n}}{\left|\mathbf{r}-\mathbf{R}_{n}\right|}+\hat{v}_{e, \mathrm{ext}}(t) \tag{2.21}
\end{equation*}
$$

denotes the one-body or single-particle (SP), that is, the non-interacting part of the Hamiltonian, whereas

$$
v\left(x, x^{\prime}\right)=\delta_{\sigma \sigma^{\prime}} v\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=\delta_{\sigma \sigma^{\prime}} \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}
$$

is the Coulomb interaction. The last term in eq. (2.21) captures the coupling to external electromagnetic fields and is defined analogously to eq. (2.5) (but as one-body operator). Instead of working with the position-spin basis, one can also represent the Hamiltonian based on the complete set of SP states $\left\{\left|\varphi_{i \sigma}\right\rangle=\left|\phi_{i}\right\rangle \otimes|\sigma\rangle\right\}$ (product states in position and spin space), which are typically eigenstates of some reference SP Hamiltonian $\hat{h}_{\text {ref }}{ }^{8}$. In accordance with the change of the basis, the creation (annihilation) operators are transformed into $\hat{c}_{i \sigma}^{\dagger}\left(\hat{c}_{i \sigma}\right)$. The electronic Hamiltonian (2.20) is thus expressed equivalently as

$$
\begin{equation*}
\hat{H}_{e}(t)=\sum_{i j} \sum_{\sigma \sigma^{\prime}} h_{i j}^{\sigma \sigma^{\prime}}(t) \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma}+\frac{1}{2} \sum_{i j k l} \sum_{\sigma \sigma^{\prime}} v_{i j k l} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma^{\prime}}^{\dagger} \hat{c}_{k \sigma^{\prime}} \hat{c}_{l \sigma}, \tag{2.22}
\end{equation*}
$$

where the one-body matrix elements are defined as

$$
\begin{equation*}
h_{i j}^{\sigma \sigma^{\prime}}(t)=\left\langle\varphi_{i \sigma}\right| \hat{h}(t)\left|\varphi_{j \sigma^{\prime}}\right\rangle, \tag{2.23}
\end{equation*}
$$

while the two-body Coulomb integrals, also known as electron-repulsion integrals, read

$$
\begin{equation*}
v_{i j k l}=\int \mathrm{d} \mathbf{r} \int \mathrm{~d} \mathbf{r}^{\prime} \phi_{i}^{*}(\mathbf{r}) \phi_{j}^{*}\left(\mathbf{r}^{\prime}\right) \vartheta\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \phi_{k}\left(\mathbf{r}^{\prime}\right) \phi_{l}(\mathbf{r}) \tag{2.24}
\end{equation*}
$$

With the basic notation introduced, we now proceed to theoretical tools to tackle the electronic TISE or TDSE as governed by the Hamiltonian (2.20). Accent is put on those methods which are employed in the publications comprised by this thesis.

### 2.4.1 Scattering theory

The quantum mechanical treatment of a single electron subject to the realistic potential $v(\mathbf{r})$, such as in the hydrogen atom or related models, leads to different types of solutions. Denoting the corresponding onebody Hamiltonian by $\hat{h}$, we consider its eigenstates $\hat{h}\left|\psi_{a}\right\rangle=\varepsilon_{a}\left|\psi_{a}\right\rangle$ (the spin degree of freedom does not play an important role here) and classify them according to their spatial character. Eigenstates are called bound ( $a \in \mathscr{B}$ ) if for any small number $\delta>0$ there is a compact set $B \subset \mathbb{R}^{3}$ such that

$$
\begin{equation*}
\left.\int_{B^{c}} \mathrm{~d} \mathbf{r}\left|\langle\mathbf{r}| e^{-\mathrm{i} \hat{h} t}\right| \psi_{a}\right\rangle\left.\right|^{2}=\int_{B^{c}} \mathrm{~d} \mathbf{r} n_{a}(\mathbf{r}, t)<\delta, \quad B^{c}=\mathbb{R}^{3} \backslash B . \tag{2.25}
\end{equation*}
$$

In other words, the bound wave-functions (and the corresponding density $\left.n_{a}(\mathbf{r}, t)\right)$ stays in the compact set $B$ and does not propagate to infinity. Conversely, a wave-function is called a scattering state, if

$$
\begin{equation*}
\left.\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T} \mathrm{~d} t \int_{B} \mathrm{~d} \mathbf{r}\left|\langle\mathbf{r}| e^{-\mathrm{i} \hat{h} t}\right| \psi_{a}\right\rangle\left.\right|^{2}=0 \tag{2.26}
\end{equation*}
$$

[^5]for any compact set $B$, which means scattering states fill the complete three-dimensional space. The RAGE theorem [32] provides a link of these definitions to the spectrum of $\hat{h}$. It can be shown that states belonging to the discrete spectrum are bound, while continuum states are scattering states. For the latter, one identifies the quantum number with the wave vector $a=\mathbf{k}$ indicating (i) the asymptotic propagation direction of the electron and (ii) the energy by $\varepsilon_{\mathbf{k}}=\varepsilon_{k}=k^{2} / 2$. As $\psi_{\mathbf{k}}(\mathbf{r})$ does not tend to zero (in the above sense) as $|\mathbf{r}| \rightarrow \infty$, the asymptotic boundary conditions need to be fixed. One distinguishes between outgoing (incoming) boundary conditions by adding the superscript (+)((-)). For a short-ranged potential $v(\mathbf{r})^{9}$, the outgoing scattering wave-function fulfills the asymptotic behavior
\[

$$
\begin{equation*}
\psi_{\mathbf{k}}^{(+)}(\mathbf{r}) \rightarrow A\left(e^{\mathrm{i} \mathbf{k} \cdot \mathbf{r}}+f(\hat{\mathbf{k}}) \frac{e^{\mathrm{i} k r}}{r}\right), \quad r \rightarrow \infty \tag{2.27}
\end{equation*}
$$

\]

where $A$ is a normalization constant and $f(\hat{\mathbf{k}})$ denotes the scattering amplitude. The latter yields the probability amplitude for the electron to be scattered into a certain direction with respect to the incoming wave vector $\mathbf{k}$. For potentials behaving as $v(\mathbf{r}) \sim Z / r$ for $r \rightarrow \infty$ (which is the normal case for atoms or molecules), on the other hand, the outgoing scattering wave-function has the form [33]

$$
\begin{equation*}
\psi_{\mathbf{k}}^{(+)}(\mathbf{r}) \rightarrow \tilde{A}\left(\exp [\mathrm{i} \mathbf{k} \cdot \mathbf{r}+\mathrm{i} \eta \log (k r-\mathbf{k} \cdot \mathbf{r})]+\tilde{f}(\hat{\mathbf{k}}) \frac{\exp [\mathrm{i} k r-\mathrm{i} \eta \log (2 k r)]}{r}\right), \quad r \rightarrow \infty \tag{2.28}
\end{equation*}
$$

with the Sommerfeld parameter $\eta=Z / k$. The incoming scattering wave-functions are obtained by time inversion which, in absence of the spin degree of freedom, is identical to complex conjugation.

Partial-wave expansion. A very useful approach to compute scattering wave-functions explicitly is offered by the partial-wave expansion in terms of spherical harmonics $Y_{\ell m}(\hat{\mathbf{r}})$. Suppose the potential $v(\mathbf{r})$, which behaves as $v(\mathbf{r}) \sim Z / r$ for $r \rightarrow \infty$, is efficiently represented by

$$
\begin{equation*}
v(\mathbf{r})=\sum_{\ell m} v_{\ell m}(r) Y_{\ell m}(\hat{\mathbf{r}}), \int \mathrm{d} \hat{\mathbf{r}} Y_{\ell m}^{*}(\hat{\mathbf{r}}) v(\mathbf{r}) Y_{\ell^{\prime} m^{\prime}}(\hat{\mathbf{r}})=\sum_{p q} G\left(p q \ell^{\prime} m^{\prime} \mid \ell m\right) v_{p q}(r) \equiv v_{\ell m \ell^{\prime} m^{\prime}}(r) \tag{2.29}
\end{equation*}
$$

Here,

$$
G\left(\ell_{1} m_{1} \ell_{2} m_{2} \mid L M\right)=(-1)^{M} \sqrt{\frac{c_{\ell_{1}} c_{\ell} c_{L}}{4 \pi}}\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & L  \tag{2.30}\\
0 & 0 & 0
\end{array}\right)\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & L \\
m_{1} & m_{2} & -M
\end{array}\right)
$$

defines the Gaunt coefficients by the Wigner 3 j -symbols [34] and $c_{\ell}=(2 \ell+1)$. Likewise, the scattering wave-functions are expanded in partial waves as

$$
\begin{equation*}
\psi_{\mathbf{k}}^{( \pm)}(\mathbf{r})=\sum_{\ell m} \sum_{\ell^{\prime} m^{\prime}}(\mp \mathrm{i})^{\ell^{\prime}} e^{ \pm \mathrm{i} \sigma_{\ell^{\prime}}(k)} \frac{\zeta_{\ell m \ell^{\prime} m^{\prime}}^{( \pm)}(k ; r)}{r} Y_{\ell m}(\hat{\mathbf{r}}) Y_{\ell^{\prime} m^{\prime}}^{*}(\hat{\mathbf{k}}), \quad \sigma_{\ell}(k)=\arg [\Gamma(\ell+1+\mathrm{i} \eta)] \tag{2.31}
\end{equation*}
$$

Inserting the eq. (2.29) and (2.31) into the one-body TISE results in the coupled-channel radial TISE

$$
\begin{equation*}
\sum_{p q}\left[\left(-\frac{1}{2} \partial_{r}^{2}+\frac{\ell(\ell+1)}{2 r^{2}}\right) \delta_{\ell k} \delta_{m q}+v_{\ell m p q}(r)\right] \zeta_{p q \ell^{\prime} m^{\prime}}^{( \pm)}(k ; r)=\varepsilon_{k} \zeta_{\ell m \ell^{\prime} m^{\prime}}^{( \pm)}(k ; r) \tag{2.32}
\end{equation*}
$$

which is to be solved along with the asymptotic boundary condition

$$
\begin{equation*}
\zeta_{\ell m \ell^{\prime} m^{\prime}}^{(-)}(k ; r) \sim \delta_{\ell \ell^{\prime}} \delta_{m m^{\prime}} H_{\ell}^{+}(k r ; \eta)-S_{\ell m \ell^{\prime} m^{\prime}}(k)^{*} H_{\ell^{\prime}}^{-}(k r ; \eta), \quad \zeta_{\ell m \ell^{\prime} m^{\prime}}^{(+)}(k ; r)=\left(\zeta_{\ell m \ell^{\prime} m^{\prime}}^{(-)}(k ; r)\right)^{*} \tag{2.33}
\end{equation*}
$$

$S_{\ell m \ell^{\prime} m^{\prime}}(k)$ is the complex $S$-matrix containing the scattering phase shifts originating from the short-ranged parts of the potential. It is determined by requiring the wave-function to behave regularly at the origin. The functions $H_{\ell^{\prime}}^{ \pm}(k r ; \eta)$ are the Hankel functions, conforming the NIST DLMF [35]. The minus superscript for the continuum wave-function becomes clear from eq. (2.33): the outgoing contribution $\left(H_{\ell}^{+}\right)$is unperturbed and contains only pure $\mathrm{s}, \mathrm{p}, \ldots$, waves, while the incoming part $\left(H_{\ell}^{-}\right)$is a mixture of different partial waves.

An efficient method to compute exact SP scattering wave-functions based on the one-centre expansion (2.31) is presented in [E2] and used in [E5] and [E6].

[^6]Many-body scattering states. The intricacy of the scattering problem becomes even more pronounced on the many-body level because any number of electrons can be incoming or outgoing scattering waves. While many-body bound states can be defined by a generalization of the criterion (A.1) (see appendix A), a mathematically rigorous definition of $n$-electron scattering states is not directly possible. However, in view of experiments that detect exactly $n$ continuum electrons, we would like to classify the generic eigenstates of the Hamiltonian (2.20) (assuming it to be time-independent) $\hat{H}_{e}\left|\Psi_{\lambda}\right\rangle=E_{\lambda}\left|\Psi_{\lambda}\right\rangle$ accordingly. We consider states associated with $\lambda \in \Lambda_{N_{e}}$ and decompose the set of quantum numbers into

$$
\begin{equation*}
\Lambda_{N_{e}}=\mathscr{B}_{N_{e}} \cup\left(\mathscr{B}_{N_{e}-1} \cup \mathscr{C}\right) \cup\left(\mathscr{B}_{N_{e}-2} \cup \mathscr{C}_{2}\right) \cup \cdots \cup\left(\mathscr{B}_{1} \cup \mathscr{C}_{N_{e}-1}\right) \cup \mathscr{C}_{N_{e}}, \tag{2.34}
\end{equation*}
$$

where $\mathscr{B}_{n}\left(\mathscr{C}_{n}\right)$ denotes a set of quantum numbers with $n$ electrons bound (in the continuum). The mathematical background for this classification provided in appendix A in terms of the Feshbach projection algebra (FPA). It is clear that $\mathscr{B}_{n}$ is a discrete set, while $\mathscr{C}_{n} \subset \mathbb{R}^{3 n}$. In contrast to the single-electron case, an electron emanating from a many-body system still interacts with the remaining electrons in a correlated way, which leads to a considerable difficulty of constructing corresponding many-body wave-functions. In the asymptotic region, at least, a clear definition is possible. For the case of a single scattering electron $\lambda=(\alpha, \mathbf{k}) \in \mathscr{B}_{N_{e}-1} \cup \mathscr{C}$, one defines

$$
\begin{equation*}
\Psi_{\alpha, \mathbf{k}}^{( \pm)}\left(x_{1}, \ldots, x_{N_{e}}\right) \sim \Phi_{\alpha, \mathbf{k}}^{( \pm)}\left(x_{1}, \ldots, x_{N_{e}}\right) \equiv \hat{\mathcal{A}}\left[\psi_{\mathbf{k}}^{( \pm)}\left(x_{1}\right) \Psi_{\alpha}^{+}\left(x_{2}, \ldots, x_{N_{e}}\right)\right], \quad r_{1}, \ldots, r_{N_{e}} \rightarrow \infty . \tag{2.35}
\end{equation*}
$$

The state $\left|\Psi_{\alpha}^{+}\right\rangle$is an eigenstate of the $\left(N_{e}-1\right)$-electron Hamiltonian, indicated by the superscript + as positively ionized system. The operator $\hat{\mathcal{A}}$ anti-symmetrizes the full many-body wave-function with respect to the scattering state. This definition (2.35) can, in principle, be generalized in a straightforward manner. For two scattering electrons one finds

$$
\begin{equation*}
\Psi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{( \pm)}\left(x_{1}, \ldots, x_{N_{e}}\right) \sim \Phi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{( \pm)}\left(x_{1}, \ldots, x_{N_{e}}\right) \equiv \hat{\mathcal{A}}\left[\psi_{\mathbf{k}_{1} \mathbf{k}_{2}}^{( \pm)}\left(x_{1}, x_{2}\right) \Psi_{\alpha}^{2+}\left(x_{3}, \ldots, x_{N_{e}}\right)\right], \quad r_{1}, \ldots, r_{N_{e}} \rightarrow \infty \tag{2.36}
\end{equation*}
$$

Analogous to the above, $\left|\Psi_{\alpha}^{2+}\right\rangle$ is an eigenstate of the ( $N_{e}-2$ )-particle Hamiltonian. Eqs. (2.35) and (2.36) demonstrate that for $n$ continuum electrons, the $n$-body TISE has to be solved. Even for $n=2$ this is a formidable task. There has been a surge of recent works on solving the two-body TISE for scattering states $\psi_{\mathbf{k}_{1} \mathbf{k}_{2}}^{( \pm)}\left(x_{1}, x_{2}\right)$ exactly [36-39], which also allows modelling the emission of two electrons from atoms [40] based on eq. (2.36).

Møller operators. The wave-functions (2.35) and (2.36) are only defined in the asymptotic region. We can think of a laser pulse exciting the system which evolves into the asymptotic states as $t \rightarrow \infty$. Therefore, by propagating backwards in time, one should be able to recover, at least on a formal level, the exact many-body wave-functions in any point in space. Formally, this is accomplished by the Møller operators

$$
\begin{equation*}
\hat{\Omega}^{( \pm)}=\mp \lim _{\epsilon \rightarrow 0+} \epsilon \int_{0}^{\mp \infty} \mathrm{d} t e^{ \pm \epsilon t} e^{\mathrm{i} \hat{H}_{e} t} e^{-\mathrm{i} \hat{H}_{e}^{(0)} t} \tag{2.37}
\end{equation*}
$$

where $\hat{H}_{e}^{(0)}$ is obtained by switching off the Coulomb interaction between the scattering and the remaining electrons ${ }^{10}$. With the help of the Møller operators, the asymptotic states can be converted into actual eigenstates of $\hat{H}_{e}$ :

$$
\left|\Psi_{\alpha, \mathbf{k}}^{( \pm)}\right\rangle=\hat{\Omega}^{( \pm)}\left|\Phi_{\alpha, \mathbf{k}}^{( \pm)}\right\rangle, \quad\left|\Psi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{( \pm)}\right\rangle=\hat{\Omega}^{( \pm)}\left|\Phi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{( \pm)}\right\rangle .
$$

The concept of the Møller operators reaches, however, even deeper. Suppose, for instance, we construct an asymptotic state by $\left|\Phi_{\alpha, \mathbf{k}}\right\rangle=\hat{c}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle$with some continuum wave-function $\phi_{\mathbf{k}}(\mathbf{r})$ and spin $\sigma$ as a part of the SP basis. Regardless of the asymptotic boundary conditions which $\phi_{\mathbf{k}}(\mathbf{r})$ might fulfill (a mix between incoming and outgoing is possible), $\hat{\Omega}^{( \pm)}$acts as a projection operator onto the fully interacting many-body

[^7]state $\left|\Psi_{\alpha, \mathbf{k}}^{( \pm)}\right\rangle=\hat{\Omega}^{( \pm)} \hat{c}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle$with incoming or outgoing boundary condition. For two continuum electrons, one can redefine $\hat{H}_{e}^{(0)}$ such that also the Coulomb interaction between the two electrons is switched off, i.e. $\left|\Phi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}\right\rangle=\hat{c}_{\mathbf{k}_{1} \sigma_{1}}^{\dagger} \hat{c}_{\mathbf{k}_{2} \sigma_{2}}^{\dagger}\left|\Psi_{\alpha}^{2+}\right\rangle$ is an eigenstate of $\hat{H}_{e}^{(0)}$. Nevertheless, the correlated state with correct incoming or outgoing boundary conditions is recovered by $\left|\Psi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{( \pm)}\right\rangle=\hat{\Omega}^{( \pm)} \hat{c}_{\mathbf{k}_{1} \sigma_{1}}^{\dagger}{\hat{\mathbf{k}_{2} \sigma_{2}}}_{\dagger}\left|\Psi_{\alpha}^{2+}\right\rangle$.

A general perturbative treatment of the emission of one or two electrons from many-body compounds is the subject of [E3].

### 2.4.2 Hartree-Fock approximation

The Hartree-Fock (HF) method can be regarded as the root of all treatments of correlated many-body systems, both from conceptional as well as from historical point of view ${ }^{11}$. Respecting the anti-symmetry, from which the Pauli principle follows, the many-body wave-function is approximated by a Slater determinant (which would be exact in case of non-interacting electrons). In second quantization, the HF wave-function is generated from the vacuum state $|0\rangle$ by

$$
\begin{equation*}
\left|\Psi_{0}^{\mathrm{HF}}\right\rangle=\left(\prod_{i=1}^{N_{e}^{\dagger}} \hat{d}_{i \uparrow}^{\dagger}\right)\left(\prod_{i=1}^{N_{e}^{\downarrow}} \hat{d}_{i \downarrow}^{\dagger}\right)|0\rangle, \tag{2.38}
\end{equation*}
$$

where $\hat{d}_{i \sigma}^{\dagger}=\int \mathrm{d} \mathbf{r} \psi_{i \sigma}^{\mathrm{HF}}(\mathbf{r}) \hat{\psi}^{\dagger}(\mathbf{r} \sigma)$ creates an electron in the HF orbital $\psi_{i \sigma}^{\mathrm{HF}}(\mathbf{r})$. The latter is determined by requiring $\left\langle\Psi_{0}^{\mathrm{HF}}\right| \hat{H}_{e}\left|\Psi_{0}^{\mathrm{HF}}\right\rangle$ to be minimal under the constraint $\left\langle\Psi_{0}^{\mathrm{HF}} \mid \Psi_{0}^{\mathrm{HF}}\right\rangle=1$. This yields the HF equations for the HF orbitals:

$$
\begin{equation*}
\left[-\frac{1}{2} \nabla^{2}+v_{0}(\mathbf{r})+v_{\mathrm{H}}(\mathbf{r})\right] \psi_{i \sigma}^{\mathrm{HF}}(\mathbf{r})+\int \mathrm{d} \mathbf{r}^{\prime} v_{x}^{\sigma}\left(\mathbf{r}, \mathbf{r}^{\prime}\right) \psi_{i \sigma}^{\mathrm{HF}}\left(\mathbf{r}^{\prime}\right)=\varepsilon_{i \sigma} \psi_{i \sigma}^{\mathrm{HF}}(\mathbf{r}) \tag{2.39}
\end{equation*}
$$

$v_{0}(\mathbf{r})$ is the one-body potential accounting for the electron-core attraction and $v_{\mathrm{H}}(\mathbf{r})$ is the electrostatic potential generated by the electron density (Hatree potential). The last term on the left-hand side of the HF equation (2.39) constitutes the non-local exchange potential

$$
\begin{equation*}
v_{x}^{\sigma}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-\sum_{j \sigma^{\prime}} \delta_{\sigma \sigma^{\prime}} v\left(\mathbf{r}-\mathbf{r}^{\prime}\right)\left(\psi_{j \sigma^{\prime}}^{\mathrm{HF}}\left(\mathbf{r}^{\prime}\right)\right)^{*} \psi_{j \sigma^{\prime}}^{\mathrm{HF}}(\mathbf{r}) \tag{2.40}
\end{equation*}
$$

The HF methods yields an effective (but non-local) one-body Schrödinger equation for the SP orbitals. The exchange potential reflecting the anti-symmetry leads to electrons with the same spin avoiding each other (exchange hole). In contrast to the exchange, the Coulombic correlations are not captured correctly by the HF theory. This typically leads to a significant overestimation of the ground state energy, band gaps and ionization potentials.

Since there is no restriction with regard to the spin degree of freedom, eq. (2.39) is referred to as unrestricted HF (UHF). The orbitals associated to $1 \leq i \leq N_{e}^{\uparrow}\left(1 \leq i \leq N_{e}^{\downarrow}\right)$ are called occupied spin-up (spindown) orbitals; other (higher) orbitals are unoccupied and addressed as virtual. Presuming the orbitals for the different spin projections to be equal and taking $N_{e}^{\uparrow}=N_{e}^{\downarrow}$ results in the restricted Hartree-Fock (RHF) equations.

Representing the HF states by the SP (typically truncated) basis set $\psi_{n \sigma}^{\mathrm{HF}}(\mathbf{r})=\sum_{i} A_{i}^{n \sigma} \phi_{i}(\mathbf{r})$, the HF equation (2.39) is transformed to the Hall-Roothaan equation

$$
\begin{equation*}
\sum_{l}\left[h_{i l}^{(0)}+\sum_{j k l}\left(v_{i j k l} \gamma_{j k}-v_{i j l k} \gamma_{j k}^{\sigma \sigma}\right)\right] A_{l}^{n \sigma} \equiv \sum_{l} h_{i l}^{\mathrm{HF}} A_{l}^{n \sigma}=\varepsilon_{n \sigma} \sum_{j} S_{i j} A_{j}^{n \sigma} \tag{2.41}
\end{equation*}
$$

where $\gamma_{m n}^{\sigma \sigma^{\prime}}=\left\langle\Psi_{0}^{\mathrm{HF}}\right| \hat{c}_{m \sigma}^{\dagger} \hat{c}_{n \sigma^{\prime}}\left|\Psi_{0}^{\mathrm{HF}}\right\rangle \equiv\left\langle\hat{c}_{m \sigma}^{\dagger} \hat{c}_{n \sigma^{\prime}}\right\rangle$ stands for the RDM; $\gamma_{m n}=\sum_{\sigma} \gamma_{m n}^{\sigma \sigma}$ represents the spin-traced-out RDM. $h_{i l}^{(0)}$ captures the non-interacting part and $S_{i j}=\left\langle\phi_{i} \mid \phi_{j}\right\rangle$ accounts a possibly non-orthogonal

[^8]basis. Eq. (2.41) underlines the HF method as mean-field (MF) approximation: if $\hat{c}_{j \sigma^{\prime}}^{\dagger}$ is contracted with $\hat{c}_{k \sigma^{\prime}}$ or (with different sign) $\hat{c}_{l \sigma}$ (replaced by the expectation value $\left\langle\hat{c}_{j \sigma^{\prime}}^{\dagger} \hat{c}_{k \sigma^{\prime}}\right\rangle$ or $\left\langle\hat{c}_{j \sigma^{\prime}}^{\dagger} \hat{l}_{l \sigma}\right\rangle$, that is), the SP part is equivalent to the HF Hamiltonian in eq. (2.41).

The HF eigenvalues $\varepsilon_{i \sigma}$ arise as Lagrangian multipliers and have, a priori, no physical meaning. Their standard interpretation as orbital energies is, however, supported by the Koopmans's theorem [44-46] and, more generally, by the extended Koopmans's theorem (EKT) [47], according to which the energy difference $E_{i \sigma}^{\left(N_{e}-1\right)}-E_{0}^{\left(N_{e}\right)}$ with $\hat{H}_{e}\left|\Psi_{0}^{\mathrm{HF}}\right\rangle=E_{0}^{\left(N_{e}\right)}\left|\Psi_{0}^{\mathrm{HF}}\right\rangle$ and $E_{i}^{\left(N_{e}-1\right)}$ denoting the energy if one electron has been removed from the $i^{\text {th }} \mathrm{HF}$ orbital with spin $\sigma$ (excluding orbital relaxation effects), amounts to $-\varepsilon_{i \sigma}$. An analogous statement can be made for adding an electron. In practice, the ionization potential (IP) is usually quite well described by the EKT because systematic errors of the HF method are compensated to some extent, while electron affinities differ significantly from experimental values.

The HF Hamiltonian excludes spurious self-interactions ${ }^{12}$ and guarantees the correct $1 / r$-behavior of the effective non-local potential. It is therefore suitable to construct scattering wave-functions, as well. The HF Hamiltonian is the first-order contribution to a systematic treatment of electron scattering from manybody systems, as presented in [E3].

Since the Slater determinants form a basis in the $N_{e}$-electron Hilbert space, provided a complete set of SP orbitals is used for their construction, a systematic improvement of the many-body wave-function is most conveniently based on the HF determinant and orbitals. This is the starting point of the machinery of quantum chemistry. Some background on the specific methods used for our work [E1] is provided in appendix B.

### 2.4.3 Density-functional theory

Density-functional theory (DFT) can be regarded as one of the most successful theoretical tools. Especially for crystalline solids, DFT is the standard tool for computing band structures and other properties. The conceptional breakthrough of DFT arises from mapping the many-body problem, as described by the Hamiltonian (2.20), onto an effective system of non-interacting electrons. The mathematical background is provided by the Hohenberg-Kohn theorems [48], stating that (i) the total energy of any many-electron system is uniquely determined by the ground-state (spin) density

$$
\begin{equation*}
n_{\sigma}(\mathbf{r})=\left\langle\Psi_{0}\right| \hat{\psi}^{\dagger}(x) \hat{\psi}(x)\left|\Psi_{0}\right\rangle, \quad \underline{n}(\mathbf{r})=\left(n_{\uparrow}(\mathbf{r}), n_{\downarrow}(\mathbf{r})\right) \tag{2.42}
\end{equation*}
$$

and (ii) the exact ground-state density minimizes the total energy. The one-to-one correspondence between the spin-resolved density and total energy ensures the existence of the functional

$$
\begin{equation*}
E[\underline{n}]=T[\underline{n}]+V_{0}[\underline{n}]+E_{\mathrm{H}}[\underline{n}]+E_{\mathrm{xc}}[\underline{n}] . \tag{2.43}
\end{equation*}
$$

Here, $V_{0}[\underline{n}]$ captures the electron-core interaction and static external fields; $E_{\mathrm{H}}[\underline{n}]$ denotes the electrostatic energy (Hartree energy). Both terms are obtained in a straightforward way from evaluating $\left\langle\Psi_{0}\right| \hat{H}_{e}\left|\Psi_{0}\right\rangle\left(\hat{H}_{e}\right.$ is defined by eq. (2.20) with the last term in eq. (2.21) beeing time-independent). It is slightly less obvious to see that the kinetic energy $T[\underline{n}]$ can be expressed in terms of the density only. From the time-independent version of the Hamiltonian $(2.2 \overline{0})$ one obtains the kinetic energy as functional of the reduced density matrix (RDM)

$$
\gamma^{\sigma \sigma^{\prime}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\left\langle\Psi_{0}\right| \hat{\psi}^{\dagger}(x) \hat{\psi}\left(x^{\prime}\right)\left|\Psi_{0}\right\rangle
$$

instead.
All remaining contributions to the total energy arising from the electron-electron interaction are captured by the exchange-correlation (xc) function $E_{\mathrm{xc}}[\underline{n}]$. It is usually unknown and is replaced by a suitable approximation in practice. First attempts were inspired by the Thomas-Fermi model, resulting in the local density approximation (LDA). By incorporating the gradient of the density the generalized-gradient approximation (GGA) is obtained. Further extending this generalization leads to meta-GGA functionals, including spatial

[^9]derivatives of the density up to second order. Usually, the exchange and correlation part of the xc-functional are separated into two terms. As the exchange is treated exactly within the HF approach (see subsec. 2.4.2), the idea of mixing the Fock exchange arose, yielding hybrid functionals such as the popular B3LYP [49].

Employing the Ritzian variational principle for minimizing the total energy using the KS parameterization

$$
n_{\sigma}(\mathbf{r})=\sum_{i=1}^{N_{e}^{\sigma}}\left|\psi_{i \sigma}^{\mathrm{KS}}(\mathbf{r})\right|^{2}, \quad N_{e}^{\sigma}=\int \mathrm{d} \mathbf{r} n_{\sigma}(\mathbf{r})
$$

yields the KS equations

$$
\begin{equation*}
\left[-\frac{1}{2} \nabla^{2}+v_{0}(\mathbf{r})+v_{\mathrm{H}}(\mathbf{r})+v_{\mathrm{xc}}^{\sigma}(\mathbf{r})\right] \psi_{i \sigma}^{\mathrm{KS}}(\mathbf{r})=\varepsilon_{i \sigma} \psi_{i \sigma}^{\mathrm{KS}}(\mathbf{r}), \quad i=1, \ldots, N_{e}^{\sigma} . \tag{2.44}
\end{equation*}
$$

In eq. (2.44), $v_{0}(\mathbf{r})$ captures all static external fields and the electron-core interaction, $v_{\mathrm{H}}(\mathbf{r})$ stands for the electrostatic potential generated by the electrons density $n(\mathbf{r})=\sum_{\sigma} n_{\sigma}(\mathbf{r})$, whereas the xc potential $v_{\mathrm{xc}}^{\sigma}(\mathbf{r})$ is given by the functional derivative

$$
\begin{equation*}
v_{\mathrm{xc}}^{\sigma}(\mathbf{r})=\frac{\delta E_{\mathrm{xc}}[\underline{n}]}{\delta n_{\sigma}(\mathbf{r})} . \tag{2.45}
\end{equation*}
$$

Summarizing all potentials defines the KS potential $v_{\mathrm{KS}}^{\sigma}(\mathbf{r})$, which plays the role of an effective (spindependent), local one-body potential comprising the influence of the surrounding electrons. Note that the kinetic energy is expressed in terms of the KS orbitals, which in turn uniquely depend on the density via the KS potential. Hence, the kinetic energy can be expressed as functional of the density only.

The KS eigenvalues $\varepsilon_{i \sigma}$ appear as Lagrangian parameters and have, in principle, no physical meaning. Nevertheless, they are usually interpreted as orbital energies, which is justified by Koopman's theorem for DFT: suppose $\left|\Psi_{0}\right\rangle$ and $\left|\Psi_{0}^{+}\right\rangle$is the $N_{e}$-electron and $\left(N_{e}-1\right)$-electron ground state, respectively, then the IP $E_{\mathrm{IP}}=E_{0}^{+}-E_{0}$ equals the negative KS eigenvalue of the highest occupied molecular orbital (HOMO), $\varepsilon_{\text {номо }}$. The reason for the identity $E_{\mathrm{IP}}=-\varepsilon_{\text {Номо }}$ lies in the equivalence of the densities for the real and the KS system, respectively, allowing to match their (exponential) behavior as $r \rightarrow \infty$. This has important implications for approximating the xc-functional: any functional which does not guarantee the correct asymptotic behavior $v_{\mathrm{KS}}(\mathbf{r}) \sim-1 / r$ for $r \rightarrow \infty$ invalidates Koopman's theorem and does not permit the interpretation of the KS eigenvalues as binding energies [50]. For this reason, methods restoring the $1 / r$-behavior of the KS potential have been developed, such as self-interaction corrections (SIC) [51], electrostatic corrections [52] or appropriate functionals [53-55]. The correct transition to a Coulomb potential is also important for constructing scattering wave-functions as solutions of the KS equation (2.44), which we use in [E5] and [E6].

The KS theorems make a statement on the ground-state (spin) density and the ground-state energy. Insight into excited-state properties can be gained by time-dependent DFT (TDDFT) [56-58]. The mathematical foundation is the Runge-Gross theorem ${ }^{13}$. which guarantees a unique map between time-dependent external potentials and the electronic (spin) density $n_{\sigma}(\mathbf{r}, t)$. The KS construction yields an effective system of non-interacting electrons with $n_{\sigma}(\mathbf{r}, t)$ amounting exactly to the time-dependent density of the fullyinteracting system. The KS equations attain the form of a set of one-body TDSEs:

$$
\begin{equation*}
\mathrm{i} \partial_{t} \psi_{i \sigma}^{\mathrm{KS}}(\mathbf{r}, t)=\left[-\frac{1}{2} \nabla^{2}+v_{\mathrm{KS}}^{\sigma}(\mathbf{r}, t)\right] \psi_{i \sigma}^{\mathrm{KS}}(\mathbf{r}, t) \tag{2.46}
\end{equation*}
$$

While the time-dependent counterparts of the external and the Hartree potential are defined in a straightforward fashion, it is, in principle, unclear how to characterize the time-dependent xc-potential $v_{\mathrm{xc}}^{\sigma}(\mathbf{r}, t)^{14}$. However, the standard approach to TDDFT is to use the xc-functionals known from ground-state DFT and insert $n_{\sigma}(\mathbf{r}, t)$, treating $t$ as parameter. For these reasons, (i) memory effects are lacking within this so-called adiabatic TDDFT, and (ii) TDDFT fails at very short time scales. Nevertheless, adiabatic TDDFT is a very successful method for predicting time-resolved dynamics and excitation properties [61]. Having said that, the extension beyond adiabatic functionals is an ongoing field of research [62,63].

[^10]
### 2.5 Nonequilibrium Green's functions and many-body perturbation theory

The Green's function (GF) formalism has a long history. Emerging from nuclear and particle physics [64], where most of the formal foundation was developed, the methodology has expanded into almost all branches of theoretical many-body physics. Its success is mostly based on two advantages. First, the method offers an extraordinary flexibility. Treatment of systems at finite temperatures, under the influence of time-dependent fields and in the presence of an external bath is covered by the same formalism. In addition the GF formalism can describe open systems and hence is well suited for quantum transport, especially on the nano-scale [65]. A further advantage is the so-called conserving approximations. The GF formalism provides a systematic way to approximate the electron-electron interaction while basic conservation laws like energy, charge or momentum conservation are built in automatically.

The GF formalism has been developed for systems at zero [66-68] and at finite temperature (Matsubara GF [69]), for steady-state nonequilibrium conditions (Keldysh GF [70]) and for time-dependent scenarios (Kadanoff-Baym equations [71-73]). Instead of regarding all these approaches as separate, we follow the unified contour-based formulation from ref. [74] and specialize when necessary.

This introduction of the nonequilibrium Green's function (NEGF) formalism is given more space than the electronic structure methods in sec. 2.4. There are two reasons for this choice. On the one hand, the NEGF formalism is more fundamental as outlined above. Furthermore, GFs are not limited to objects describing electrons. Even though we mostly focus on the case of spin- $1 / 2$ fermions in this section for the sake of concreteness, one can also define GF for bosons such as atoms with integer nuclear spin or even for bosonic quasi-particle excitations such as photons, phonons, magnons and so on [E7]. Hence, treating the GFs for both electronic and nuclear degrees of freedom allows, in principle, to treat both subsystems on equal footing. The whole machinery is furthermore compatible with general two-body interactions, making it suitable to treat, for example, Hubbard models [73]. Secondly, while DFT and quantum chemistry methods are mostly employed as tools to obtain physical properties of particular systems, this thesis includes contributions to NEGF formalism on conceptional level, as well [E3, E7, E5].

### 2.5.1 Contour formulation

Let us now return to the case of electrons subject to the Hamiltonian (2.20). Different types of electronelectron interaction can be incorporated by substituting the Coulomb interaction $v(\mathbf{r})$ by any two-body potential. The special case of bosonic GFs is addressed in subsec. 2.5.6.

In general, the GFs are objects depending on position-spin and time arguments. The latter does not only account for an explicit time-dependence of observables such as the density or the current, but contain information on the characteristic energies contained in the system, as well. These dependencies can be treated on equal footing if the time arguments are chosen to follow a specific contour $z \in \mathcal{C}$ in the complex plane (fig. 2.1).
(a)

(b)


Figure 2.1: Different contours for the notion of the time arguments for the GF formalism, running from the initial point $z_{i}$ to the final point $z_{f}$ in the directions indicated by the arrows. (a) The (most general) Konstantinov-Perel' contour, running from a finite start time $z_{i}=t_{0}$, back to $t_{0}$ and down the imaginary track to $t_{0}-\mathrm{i} \beta$. (b) The Keldysh contour with $z_{i}=-\infty$ progressing to $+\infty$ and back to $z_{f}=-\infty$, which is often used for steady-state transport calculations.

The directions of the arrows in fig. 2.1 define the induced ordering of time arguments $z \in \mathcal{C}$ : we call $z_{2}$ later than $z_{1}$ (denoted by the binary relation $z_{2}>z_{1}$ ) if $z_{2}$ can be reached by progressing along $C$ following the arrow directions. In particular, contour arguments $z_{2} \in \mathcal{C}_{+}$are always later than $z_{1} \in \mathcal{C}_{-}$. The explicit time-dependence of the Hamiltonian (2.20) is now to be understood as

$$
\hat{H}_{e}(z)= \begin{cases}\hat{H}_{e}\left(t_{ \pm}\right) & : z=t_{ \pm} \in C_{ \pm}  \tag{2.47}\\ \hat{H}_{e}\left(t_{0}\right)-\mu \hat{N} & : z=-\mathrm{i} \tau \in C_{\mathrm{im}}\end{cases}
$$

where $\hat{N}$ stands for the particle-number operator and is $\mu$ the chemical potential. A commonly used abbreviation that we are adopting is that $z+$ denotes a time argument on the contour which is infinitesimally later than $z$. Let us define a contour-ordering symbol $\mathcal{J}$ analogously to the time-ordering symbol for purely real times by

$$
\mathcal{T} \hat{A}_{\mathrm{H}}\left(z_{1}\right) \hat{B}_{\mathrm{H}}\left(z_{2}\right)= \begin{cases}\hat{A}_{\mathrm{H}}\left(z_{1}\right) \hat{B}_{\mathrm{H}}\left(z_{2}\right) & : z_{1}>z_{2}  \tag{2.48}\\ -\hat{B}_{\mathrm{H}}\left(z_{2}\right) \hat{A}_{\mathrm{H}}\left(z_{1}\right) & : z_{2}>z_{1}\end{cases}
$$

The time dependence of the operators is to be understood in the generalized contour Heisenberg picture (subscript H ), which we define by the contour time-evolution operator

$$
\begin{equation*}
\hat{U}_{C}\left(z_{1}, z_{2}\right)=\mathcal{T} \exp \left[-\mathrm{i} \int_{z_{2}}^{z_{1}} \mathrm{~d} \bar{z} \hat{H}_{e}(\bar{z})\right] \tag{2.49}
\end{equation*}
$$

where the integration runs along either contours. The Heisenberg representation of an operator is then defined as

$$
\begin{equation*}
\hat{A}_{\mathrm{H}}(z)=\hat{U}_{\mathcal{C}}\left(z_{f}, z\right) \hat{A} \hat{U}_{\mathcal{C}}\left(z, z_{i}\right) \tag{2.50}
\end{equation*}
$$

The expectation values of any operator or correlator can be expressed as

$$
\begin{equation*}
\left\langle\hat{A}_{\mathrm{H}}(z)\right\rangle=\frac{\operatorname{Tr}\left[\hat{U}_{C}\left(z_{f}, z\right) \hat{A} \hat{U}_{C}\left(z, z_{i}\right)\right]}{\operatorname{Tr}\left[\hat{U}_{C}\left(z_{f}, z_{i}\right)\right]} . \tag{2.51}
\end{equation*}
$$

In the case the contour fig. 2.1(a) is used, by $\hat{U}_{C}\left(z_{f}, z_{i}\right)=\exp \left[-\beta\left(\hat{H}_{e}\left(t_{0}\right)-\mu \hat{N}\right)\right]$ the denominator in eq. (2.51) is thus identified as the grand-canonical partition function. It is easy to see that for $z \in \mathcal{C}_{\mathrm{im}}$ the numerator amounts to $\operatorname{Tr}\left[\exp \left[-\beta\left(\hat{H}_{e}\left(t_{0}\right)-\mu \hat{N}\right)\right] \hat{A}\right]$, such that eq. (2.51) yields the ensemble average in thermal equilibrium, while for $z=t \in \mathcal{C}_{ \pm}$the corresponding time-dependent ensemble average is obtained from eq. (2.51). For the zero-temperature case, the contour fig. 2.1(b) is used, transforming the denominator into unity, while the contour time-evolution operator $\hat{U}_{\mathcal{C}}\left(z_{1}, z_{2}\right)$ turns into the standard propagator for real times. The trace in eq. (2.51) is then replaced by the ground-state expectation value.

Let us use the convention to skip the subscript H for any annihilation or creation operators and assume that the appearance of a contour argument indicates the Heisenberg picture. Furthermore, we denote the combined time and position-spin basis argument with arabic numbers, i. e. we refer to $\left(\mathbf{x}_{1} z_{1}\right)$ as 1 , to $\left(\overline{\mathbf{x}}_{1} \bar{z}_{1}\right)$ as $\overline{1}$ and so on. Now we define the $N$-particle GF as

$$
\begin{equation*}
G_{N}(1, \ldots, N ; \overline{1}, \ldots, \bar{N})=(-\mathrm{i})^{N} \frac{\operatorname{Tr}\left[\mathcal{T} \hat{\psi}(1) \ldots \hat{\psi}(N)(\hat{\psi}(\overline{1}) \ldots \hat{\psi}(\bar{N}))^{\dagger}\right]}{\operatorname{Tr}\left[\hat{U}_{C}\left(z_{f}, z_{i}\right)\right]} \tag{2.52}
\end{equation*}
$$

Using the Heisenberg equation of motion (EOM) for the field operators with respect to $\hat{H}_{e}\left(t_{0}\right)$, the EOM for the $N$-particle GF is derived:

$$
\begin{align*}
{\left[\mathrm{i} \partial_{z_{k}}-h(k)\right] G_{N}(1, \ldots, N ; \overline{1}, \ldots, \bar{N})=} & -\mathrm{i} \int \mathrm{~d} \tilde{1} v(k, \tilde{1})\left[G_{N+1}(1, \ldots, N, \tilde{1} ; \overline{1}, \ldots, \bar{N}, \tilde{1}+)\right. \\
& \left.+\sum_{j=1}^{N}(-1)^{k+j} \delta(k, \bar{j}) G_{N-1}(1, \ldots, k, \ldots, N ; \overline{1}, \ldots, \overline{\mathbf{1}}, \ldots, \bar{N})\right] . \tag{2.53}
\end{align*}
$$

In eq. (2.53) we have denoted the missing arguments in the ( $N-1$ )-particle GF by crossing them out. Furthermore, we have used the contour $\delta$-function

$$
\delta(1,2) \equiv \delta\left(x_{1}, x_{2}\right) \delta\left(z_{1}, z_{2}\right), \quad \delta\left(x_{1}, x_{2}\right)=\delta_{\sigma_{1} \sigma_{2}} \delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right)
$$

Eq. (2.53) is called Martin-Schwinger hierarchy for its structure, which connects the $N$-particle GF with the $(N+1)$ - and the $(N-1)$-particle GF. Provided we can solve eq. (2.53), we obtain the full information about the $N$-particle system, that is, we can compute any correlator or expectation value.

Due to the two-body structure of the Coulomb (or any pairwise) interaction, the most important cases are the one-body and two-body GFs, containing all the information on SP properties and electron-electron correlations. Specializing to the one-body GF (and dropping the subscript), the corresponding EOM reads

$$
\begin{equation*}
\left[\mathrm{i} \partial_{z_{1}}-h(1)\right] G(1 ; 2)=\delta(1,2)-\mathrm{i} \int \mathrm{~d} 3 v(1,3) \boldsymbol{G}_{2}(1,3 ; 2,3+) \equiv \delta(1,2)+\int \mathrm{d} 3 \Sigma(1 ; 3) G(3 ; 2) \tag{2.54}
\end{equation*}
$$

The EOM (2.54) is formally closed by the notion of the self-energy $\Sigma(1 ; 2)$, which is implicitly defined by requiring the last two expressions to be equal. In the case of vanishing Coulomb interaction, eq. (2.54), which simplifies to $\left[\mathrm{id}_{z}-h(1)\right] g(1 ; 2)=\delta(1,2)$, is readily solved for the non-interacting $\mathrm{GF} g(1 ; 2)$. The latter allows for representing the integro-differential equation (2.54) in terms of an integral equation

$$
\begin{align*}
G(1 ; 2) & =g(1 ; 2)+\int \mathrm{d}(34) g(1 ; 3) \Sigma(3 ; 4) G(4 ; 2)  \tag{2.55}\\
& =g(1 ; 2)+\int \mathrm{d}(34) g(1 ; 3) \Sigma(3 ; 4) g(4 ; 2)+\int \mathrm{d}(3456) g(1 ; 3) \Sigma(3 ; 4) g(4 ; 5) \Sigma(5 ; 6) g(6 ; 2)+\ldots,
\end{align*}
$$

which is known as the contour Dyson equation - it amounts to an infinite series in powers of the noninteracting reference GF and the self-energy. The corresponding diagrammatic representation is shown in fig. 2.2.


Figure 2.2: Diagrammatic representation of the Dyson equation in terms of the reference GF $g(1 ; 2)$ (thin lines), the full GF $G(1 ; 2)$ (thick lines) and the self-energy $\Sigma(1 ; 2)$ (grey circle). The time contour arguments match eq. (2.55).

### 2.5.2 Electronic self-energy

The self-energy is an extremely useful concept in many-body physics, both from theoretical point of view as well as for the physical interpretation of the information contained in the GFs. The Martin-Schwinger hierarchy for the one-body GF, eq. (2.54), together with the Kubo-Martin-Schwinger (KMS) boundary conditions [75], has a formal solution provided by Wick's theorem [66], expanding the "dressed" GF $G(1 ; 2)$ in a power series of $g(1 ; 2)$ and the Coulomb interaction. This expansion produces a considerable number of diagrams and is often mathematically ill-posed. Hence it is desirable to reduce the number of diagrams and resum a convergent series of diagrams. This is accomplished by incorporating repeated structures into the self-energy. By virtue of the Dyson equation (2.55), an infinite series of diagrams of a certain kind (selfenergy insertions) is thus taken into account, while the convergence issue for the GF is circumvented. The diagrammatic expansion is then encapsulated in the self-energy as a functional $\Sigma[g, v]$. By definition, the self-energy comprises all diagrams with two external vertices which do not separate into disjoint pieces of the same type by removing a single GF line. However, the number of diagrams can be reduced even further by replacing self-energy insertions by virtue of the Dyson equation by the dressed GF $G$. In this way, the self-energy turns into a functional of the type $\Sigma[G, v]$. Let us now have a look at typical approximations for $\Sigma[G, v]$, whose diagrammatic representation is shown in fig. 2.3. The simplest possible approximation is first order in $v$. There are exactly two such contributions (first two diagrams in fig. 2.3(a) and (b)). Translating back into mathematical expressions (prefactors are obtained from the Feynman rules [74]) and inserting
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Figure 2.3: Typical approximation to the self-energy in a diagrammatic representation. (a) Second-Born, (b) GW, and (c) $T$-matrix approximation. The wiggly line denotes the Coulomb interaction, whereas the solid lines with arrows represent the dressed GF. The self-energies (a)-(c) are conserving approximations [76], i.e. basic conservation laws are not broken. The transformation of the diagrams into mathematical expressions is accomplished by the Feynman rules [74].
the definition of the GF, eq. (2.52), yields

$$
\begin{aligned}
\Sigma^{(1)}(1 ; 2) & =-\mathrm{i} \delta(1 ; 2) \int \mathrm{d} 3 v(1,3) G(3,3+)+\mathrm{i} v(1,2) \boldsymbol{G}(1,2+) \\
& =\delta_{\sigma_{1} \sigma_{2}} \delta\left(z_{1}, z_{2}\right)\left[\delta\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \int \mathrm{d} \mathbf{r}_{3} v\left(\mathbf{r}_{1}-\mathbf{r}_{3}\right) n\left(\mathbf{r}_{3}, z_{1}\right)-v\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \gamma^{\sigma_{1} \sigma_{1}}\left(\mathbf{r}_{2}, \mathbf{r}_{1}\right)\right] .
\end{aligned}
$$

$n(\mathbf{r}, z)=\langle\hat{n}(\mathbf{r}, z)\rangle$ is the charge density and $\gamma^{\sigma \sigma^{\prime}}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)$ is the RDM. The density operator is defined by $\hat{n}(\mathbf{r})=\sum_{\sigma} \hat{\rho}(\mathbf{r} \sigma)$ with $\hat{\rho}(x)=\hat{\psi}^{\dagger}(x) \hat{\psi}(x)$. The expectation value of the latter is directly obtained from the GF by $\left\langle\hat{\rho}\left(x_{1}, z_{1}\right)\right\rangle=-\mathrm{i} G(1,1+)$. Thus, the contributions to $\Sigma^{(1)}(1 ; 2)$ are identified as the Hartree and the exchange potential. The EOM for GF, eq. (2.54) attains a particularly simple form due to the $\delta$-function with respect to the contour arguments $z_{1}, z_{2}$ and can hence be reduced to the EOM for a non-interacting problem by modifying the non-interacting Hamiltonian into the HF Hamiltonian. In other words, the firstorder approximation to the self-energy amounts to a MF approximation and is completely equivalent to the HF approximation (see subsec. 2.4.2).

Any higher-order self-energy term goes beyond the MF treatment. Including second-order contributions with respect to the Coulomb interaction leads to the so-called second-Born approximation $\Sigma(1 ; 2) \approx$ $\Sigma^{2 \mathrm{~B}}(1 ; 2)$, shown in fig. 2.3(a). A more sophisticated and much more successful approximation to the selfenergy is the GW approximation (GWA) $\Sigma(1 ; 2) \approx \Sigma^{\mathrm{GW}}(1 ; 2)$ (fig. 2.3(b)). The first two terms (as it is the case for any self-energy) are MF parts, while all higher diagrams comprise so-called polarization bubbles. Note that an infinite series of diagrams needs to be summed within the GW approximation. This is accomplished by solving an additional Dyson-type equation (see subsec. 2.5.3). Generally, both the second-Born and the GWA are applicable for moderate to high electronic densities, as the influence of the Coulomb interaction is reduced in this scenario. A quite different approximation to the self-energy is given by the ladder or $T$-matrix approximation (TMA) $\Sigma(1 ; 2) \approx \Sigma^{\mathrm{TM}}(1 ; 2)$, depicted diagrammatically in fig. 2.3(c). Similarly to the GWA, the TMA entails solving a Dyson equation for an effective interaction (the $T$-matrix [70]) in
order to include an infinite series of a certain type of diagrams. The TMA provides an accurate description for low electron density (but independent of the interaction strength). It is hence mainly applied for effective interaction in superconductors [77] and for Hubbard models [73, 78, 79].

So far we have discussed contributions to the self-energy arising due to the electron-electron interaction. The concept of the self-energy has much wider range of applicability, though. An important scenario is a (correlated) subsystem coupled to a larger reservoir. Typical examples are molecular or nano-junctions or molecules adsorbed on a surface. In these cases the interaction between the local system and the reservoir is incorporated into the SP Hamiltonian. For concreteness, we assume an electronic system (described by the Hamiltonian (2.20)) is coupled to a second, uncorrelated electronic system (associated with the field operators $\hat{\xi}(x))$ :

$$
\hat{H}_{\mathrm{tot}}(z)=\hat{H}_{e}(z)+\int \mathrm{d} x \int \mathrm{~d} x^{\prime}\left(\langle x| \hat{u}(z)\left|x^{\prime}\right\rangle \hat{\psi}^{\dagger}(x) \hat{\xi}\left(x^{\prime}\right)+\text { h. c. }\right)+\int \mathrm{d} x \int \mathrm{~d} x^{\prime}\langle x| \hat{h}_{\mathrm{res}}(z)\left|x^{\prime}\right\rangle \hat{\xi}^{\dagger}(x) \hat{\xi}\left(x^{\prime}\right),
$$

where $\hat{u}(z)$ describes the coupling on SP level. The reservoir is described by the SP Hamiltonian $\hat{h}_{\mathrm{res}}(z)$ and the GF

$$
G_{\text {res }}(1 ; 2)=G_{\text {res }}\left(x_{1} z_{1} ; x_{2} z_{2}\right)=-\mathrm{i}\left\langle\mathcal{T} \hat{\xi}(1) \hat{\xi}^{\dagger}(2)\right\rangle
$$

Solving the EOM of the bath GF implicitly and substituting the result back into the EOM for the system's GF yields

$$
\begin{equation*}
\left[\mathrm{i} \partial_{z_{1}}-h(1)\right] G(1 ; 2)=\delta(1,2)+\int \mathrm{d} 3\left[\Sigma(1 ; 3)+\Sigma^{\mathrm{em}}(1 ; 3)\right] G(3 ; 2) \tag{2.56}
\end{equation*}
$$

with the embedding self-energy

$$
\begin{equation*}
\Sigma^{\mathrm{em}}(1 ; 2)=\int \mathrm{d} x_{3} \int \mathrm{~d} x_{4}\left\langle x_{1}\right| \hat{u}\left(z_{1}\right)\left|x_{3}\right\rangle G_{\mathrm{res}}\left(x_{3} z_{1} ; x_{4} z_{2}\right)\left\langle x_{4}\right| \hat{u}^{\dagger}\left(z_{2}\right)\left|x_{2}\right\rangle \tag{2.57}
\end{equation*}
$$

Hence, the embedding self-energy is completely determined by the reservoir GF (and the coupling Hamiltonian), which, in turn, is easily found in the non-interacting case.

### 2.5.3 Density fluctuations and screened interaction

The rearrangement of the nearly-free charges in metals - electrostatic induction - screens external electric fields. On a quantum mechanical level, the screening of external potentials upon separating electrons and holes (particle-hole ( $p-h$ ) excitations) is described by the screened interaction $W(1 ; 2)$. This is a genuine many-body effect - it vanishes when neglecting the Coulomb interaction.

On a diagrammatic level, we have already seen (subsec. 2.5.2) that dressing the GF, that is, summing over certain diagrams up to infinite order by virtue of the Dyson equation, leads to a significant reduction of the number of diagrams. Continuing this idea, one can also dress the Coulomb interaction, by summing over all so-called polarization insertions ${ }^{15}$. Gathering all polarization terms in the (irreducible) polarization $P(1 ; 2)$ (the lowest two terms are shown in fig 2.4(a)), this procedure gives rise to a Dyson equation for screened interaction $W(1 ; 2)$ :

$$
\begin{equation*}
W(1 ; 2)=v(1 ; 2)+\int \mathrm{d}(34) v(1 ; 3) P(3 ; 4) W(4 ; 2), \tag{2.58}
\end{equation*}
$$

depicted in fig. 2.4(b) in diagrammatic language. As inferred from eq. (2.58), the bare Coulomb interaction is modified (screened) by the polarization. The latter can be interpreted as separation of electrons and holes in the medium, consistent with the classical picture. Taking only the first term for the polarization (first diagram in fig. 2.4(a)) into account, $P(1 ; 2) \approx-\mathrm{i} G(1 ; 2) G(2 ; 1)$, we see that the series of interaction lines and polarization bubbles generated by the Dyson equation (2.58) corresponds exactly to all diagrams for the self-energy in fig. 2.3(b) beyond the Hartree term. Therefore, all these terms can be replace by a single
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Figure 2.4: (a) Lowest-order diagrams for the polarization propagator $P(1 ; 2)$.(b) Diagrammatic representation of the Dyson equation for the screened interaction (thick turquoise wiggly line) in terms of the polarization $P(1 ; 2)$ and the bare Coulomb interaction (thin wiggly line). (c) Diagrams for the Dyson equation for the DD response function (reducible polarizability) $\chi(1 ; 2)$. (d) Representation of the screened interaction by the DD response function.
one in terms of the screened interaction instead of the Coulomb interaction. Expressed in formulae, the GW self-energy simplifies to

$$
\Sigma^{\mathrm{GW}}(1 ; 2)=\Sigma^{\mathrm{H}}(1 ; 2)+\mathrm{i} G(1 ; 2) W(1 ; 2)
$$

where we have denoted the Hartree contribution by the first term on the right-hand side. The structure of the second term explains the naming of the GWA. The GWA has proven incredibly useful, especially for the calculation of band structures of solids. Mostly based on constructing a reference GF (including MF contributions) by DFT, which typically underestimates band gaps, the GF obtained by solving the Dyson equation with $\Sigma^{\mathrm{GW}}(1 ; 2)$ often yields a quite accurate description of the electronic structure [61, 80, 81]. The GW method is thus one of the most popular ways of introducing electronic correlations beyond DFT in extended systems ${ }^{16}$.

From physical point of view it is clear that screening phenomena have a close relation to fluctuations of the electronic density. A propagator which quantifies these fluctuations can be defined as

$$
\begin{equation*}
\chi(1 ; 2)=-\mathrm{i}\langle\mathcal{T} \delta \hat{\rho}(1) \delta \hat{\rho}(2)\rangle, \quad \delta \hat{\rho}(1)=\hat{\psi}^{\dagger}(1) \hat{\psi}(1)-\left\langle\hat{\psi}^{\dagger}(1) \hat{\psi}(1)\right\rangle, \tag{2.59}
\end{equation*}
$$

which is known as reducible polarization or density-density (DD) response function ${ }^{17}$. As can be inferred from the number of field operators, it is a genuine two-body quantity and has, in fact, a very close connection to the two-body GF (see appendix C.1). The connection between the two quantities is given by the Dyson equation

$$
\begin{equation*}
\chi(1 ; 2)=P(1 ; 2)+\int \mathrm{d}(34) P(1 ; 3) v(3,4) \chi(4 ; 2) \tag{2.60}
\end{equation*}
$$

which is shown in fig. 2.4(c) in diagrammatic form. Invoking again the simplest approximation $P(1 ; 2) \approx$ $-\mathrm{i} G(1 ; 2) \boldsymbol{G}(2 ; 1)$ yields the so-called random-phase approximation [61] (RPA), transforming eq. (2.60) into an integral equation which can be solved for $\chi(1 ; 2)$ once the GF is (approximately) known. Provided the reducible polarization has been obtained or approximated sufficiently well, one can also find the screened interaction via

$$
\begin{equation*}
W(1 ; 2)=v(1 ; 2)+\int \mathrm{d}(34) v(1 ; 3) \chi(3 ; 4) v(4,2) \tag{2.61}
\end{equation*}
$$

The corresponding diagrams are shown in fig. 2.4(d). The relations between the quantities discussed here are explained in more detail in appendix C. 1 by Hedin's equations, an alternative, variational approach to the many-body problem.

### 2.5.4 Keldysh components

The formal notion of the GF and the self-energy on the basis of contour arguments allowed for a general introduction of the EOM, the Dyson equation and the diagrammatic representation. For any practical application, however, the contour arguments have to be projected onto observable times or the imaginary axis.

[^12]Revisiting the contour in fig. 2.1, separating the GF into parts with the contour arguments situated on $\mathcal{C}_{+} /$ $\mathcal{C}_{-} / \mathcal{C}_{\mathrm{im}}$ yields nine possibilities, which are referred to as Keldysh components. For a generic object with two contour arguments $X\left(z_{1}, z_{2}\right)$ (position-spin coordinates are omitted for brevity), the Keldysh components, which are marked by superscripts, are summarized in tab. 2.1 along with their proper name. Note that the Keldysh components are functions of two real time (or effective time) arguments.

Table 2.1: Keldysh components of a generic two-argument function $X\left(z_{1}, z_{2}\right)$ belonging to the Keldysh space.

|  | $z_{2}=t_{2} \in \mathcal{C}_{-}$ | $z_{2}=t_{2} \in C_{+}$ | $z_{2}=-\mathrm{i} \tau_{2} \in C_{\mathrm{im}}$ |
| :---: | :---: | :---: | :---: |
| $z_{1}=t_{1} \in \mathcal{C}_{-}$ | causal, $X^{--}\left(t_{1}, t_{2}\right)$ | lesser, $X^{<}\left(t_{1}, t_{2}\right)$ | left, $X^{\top}\left(t_{1}, \tau_{2}\right)$ |
| $z_{1}=t_{1} \in \mathcal{C}_{+}$ | greater, $X^{>}\left(t_{1}, t_{2}\right)$ | anti-causal, $X^{++}\left(t_{1}, t_{2}\right)$ | left, $X^{\top}\left(t_{1}, \tau_{2}\right)$ |
| $z_{1}=-\mathrm{i} \tau_{1} \in \mathcal{C}_{\mathrm{im}}$ | right, $X^{\lceil }\left(\tau_{1}, t_{2}\right)$ | right, $X^{\lceil }\left(\tau_{1}, t_{2}\right)$ | Matsubara, $X^{\mathrm{M}}\left(\tau_{1}-\tau_{2}\right)$ |

Furthermore, the GF and the self-energy are usually represented in a SP basis:

$$
\begin{gather*}
G_{i \sigma, j \sigma^{\prime}}\left(z_{1}, z_{2}\right)=\int \mathrm{d} \mathbf{r}_{1} \int \mathrm{~d} \mathbf{r}_{2} \phi_{i}^{*}\left(\mathbf{r}_{1}\right) \boldsymbol{G}\left(x_{1} z_{1}, x_{2} z_{2}\right) \phi_{j}\left(\mathbf{r}_{2}\right)=-\mathrm{i}\left\langle\mathcal{T} \hat{c}_{i \sigma}\left(z_{1}\right) \hat{c}_{j \sigma^{\prime}}^{\dagger}\left(z_{2}\right)\right\rangle,  \tag{2.62}\\
\Sigma_{i \sigma, j \sigma^{\prime}}\left(z_{1}, z_{2}\right)=\int \mathrm{d} \mathbf{r}_{1} \int \mathrm{~d} \mathbf{r}_{2} \phi_{i}^{*}\left(\mathbf{r}_{1}\right) \Sigma\left(x_{1} z_{1}, x_{2} z_{2}\right) \phi_{j}\left(\mathbf{r}_{2}\right) . \tag{2.63}
\end{gather*}
$$

For the GF in particular, the different Keldysh components have a clear meaning. The causal GF $G_{i \sigma, j \sigma}^{--}\left(t_{1}, t_{2}\right)$ is identical to the GF encountered in the zero-temperature treatment [66] (time-ordered formalism). The greater GF $G_{i \sigma, j \sigma}^{>}\left(t_{1}, t_{2}\right)=-\mathrm{i}\left\langle\hat{c}_{i \sigma}\left(t_{1}\right) \hat{c}_{j \sigma^{\prime}}^{\dagger}\left(t_{2}\right)\right\rangle$ on the other hand is defined by the creation of an electron in the SP state $\left|\phi_{j}\right\rangle$ with spin $\sigma^{\prime}$ at time $t_{2}$, while an electron in state $\left|\phi_{i}\right\rangle$ with spin $\sigma$ is annihilated at time $t_{1}$. In other words, the greater GF describes the propagation of an electron in an interacting medium. Closely related, the lesser GF $G_{i \sigma, j \sigma}^{<}\left(t_{1}, t_{2}\right)=\mathrm{i}\left\langle\hat{c}_{j \sigma^{\prime}}^{\dagger}\left(t_{2}\right) \hat{c}_{i \sigma}\left(t_{1}\right)\right\rangle$ contains the dynamics of hole states. Moreover, since $G_{i \sigma, j \sigma}^{<}(t, t)=\mathrm{i} \gamma_{j i}^{\sigma^{\prime} \sigma}(t)$ the one-body RDM is readily extracted from the lesser GF. Hence, the expectation value of any one-body operator can be computed once the lesser GF is known. The special case when both contour argument lie on the imaginary branch $C_{\mathrm{im}}$ defines the Matsubara GF $G_{i \sigma, j \sigma}^{\mathrm{M}}(\tau)$. Note that due to $\hat{H}_{e}(-\mathrm{i} \tau) \equiv \hat{H}_{e}\left(t_{0}\right)-\mu \hat{N}$ the Matsubara GF depends on the difference of imaginary time arguments only. As (i) the definition of $\mathcal{C}_{\mathrm{im}}$ entails fixing a finite temperature by $\beta=1 / k_{\mathrm{B}} T$ and (ii) the Hamiltonian contains the chemical potential $\mu$, the Matsubara GF describes an electronic system in a grand-canonical ensemble. Another type of Keldysh components is the retarded (advanced) function $X^{\mathrm{R}}\left(t_{1}, t_{2}\right)\left(X^{\mathrm{A}}\left(t_{1}, t_{2}\right)\right)$, defined by

$$
\begin{equation*}
X^{\mathrm{R} / \mathrm{A}}\left(t_{1}, t_{2}\right)= \pm \theta\left( \pm\left(t_{1}-t_{2}\right)\right)\left[X^{>}\left(t_{1}, t_{2}\right)-X^{<}\left(t_{1}, t_{2}\right)\right] . \tag{2.64}
\end{equation*}
$$

We proceed by formulating the EOM for the Keldysh components of the GF. For a more compact notation, we gather the dependence on the indices into matrices. As pointed out in subsec. 2.5.2, the MF part of the self-energy can be incorporated into the HF Hamiltonian $\mathbf{h}^{\mathrm{HF}}(z)$ - its matrix elements are the same as in eq. (2.41) (but with time-dependent RDMs). The remaining contribution to the self-energy, including the correlation and possibly embedding, is denoted by $\widetilde{\boldsymbol{\Sigma}}$. In terms of contour arguments, the EOM reads

$$
\begin{equation*}
\left[\mathrm{i} \partial_{z_{1}}-\mathbf{h}^{\mathrm{HF}}\left(z_{1}\right)\right] \mathbf{G}\left(z_{1}, z_{2}\right)=\mathbf{I} \delta\left(z_{1}, z_{2}\right)+\int_{\mathcal{C}} \mathrm{d} z \widetilde{\boldsymbol{\Sigma}}\left(z_{1}, z\right) \mathbf{G}\left(z, z_{2}\right) \equiv \mathbf{I} \delta\left(z_{1}, z_{2}\right)+\mathbf{J}\left(z_{1}, z_{2}\right) \tag{2.65}
\end{equation*}
$$

Here, the convolution of the self-energy and GF over $\mathcal{C}$ defines the collision integrals $\mathbf{J}\left(z_{1}, z_{2}\right)$. Projecting now on the Keldysh components, one obtains

$$
\begin{gather*}
{\left[\mathrm{i} \partial_{t_{1}}-\mathbf{h}^{\mathrm{HF}}\left(t_{1}\right)\right] \mathbf{G}^{\gtrless}\left(t_{1}, t_{2}\right)=\mathbf{J}^{\gtrless}\left(t_{1}, t_{2}\right),}  \tag{2.66a}\\
{\left[\mathrm{i} \partial_{t}-\mathbf{h}^{\mathrm{HF}}(t)\right] \mathbf{G}^{\rceil}(t, \tau)=\mathbf{J}^{\rceil}(t, \tau),} \tag{2.66b}
\end{gather*}
$$

which, together with the corresponding adjoint equations and the symmetries resulting from the definitions and eq. (2.64), defines the so-called Kadanoff-Baym equations (KBEs). Depending on the choice for the selfenergy, they constitute a coupled set of non-linear partial integro-differential equations as an initial-value
problem. The KBEs predict the time evolution of an electronic system under the influence of external fields and many more effects, provided the corresponding equilibrium problem has been solved (the Matsubara GF is known, that is). In a hypothetical scenario where the self-energy is known exactly, the exact dynamics of, e.g., the RDM can be obtained from the KBEs. The dynamical aspect adds a new dimension to the assessment of typical approximation schemes for the self-energy, as not only the accuracy of the equilibrium configuration, but also of the time evolution is an important criterion. More background on the KBEs is provided in sec. 6.1, while conceptional as well as numerical details are included in [E7].

Let us now assume the Hamiltonian $\hat{H}_{e}$ has no explicit time dependence. In this case all GFs depend on the time difference only, allowing for switching to frequency space by Fourier transformation. The retarded and advanced GFs turn out to be particularly convenient objects to work with in this case. As pointed out before, the HF Hamiltonian plays the role of the reference one-body Hamiltonian, while all further interactions are included in $\widetilde{\boldsymbol{\Sigma}}$. It is thus convenient to redefine the reference GF by $\left[\mathrm{i} \partial_{z_{1}}-\mathbf{h}^{\mathrm{HF}}\left(z_{1}\right)\right] \mathbf{g}\left(z_{1}, z_{2}\right)=$ $\mathbf{I} \boldsymbol{\delta}\left(z_{1}, z_{2}\right)$. Specifically for the retarded/advanced component $\mathbf{g}^{\mathrm{R} / \mathrm{A}}\left(t_{1}, t_{2}\right)=\mathbf{g}^{\mathrm{R} / \mathrm{A}}\left(t_{1}-t_{2}\right)$, this means

$$
\begin{equation*}
\left[\mathrm{i} \partial_{t}-\mathbf{h}^{\mathrm{HF}}\right] \mathbf{g}^{\mathrm{R} / \mathrm{A}}(t)= \pm \mathbf{I} \delta(t) \quad \leftrightarrow \quad \mathbf{g}^{\mathrm{R} / \mathrm{A}}(\omega)=\int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i} \omega t} \mathbf{g}^{\mathrm{R} / \mathrm{A}}(t)=\frac{1}{\omega-\mathbf{h}^{\mathrm{HF}} \pm \mathrm{i} \eta} \tag{2.67}
\end{equation*}
$$

where the positive infinitesimal $\eta$ arises from the Fourier representation of the Heaviside function. Using the rules for the Keldysh components of products and convolutions (Langreth rules [74]), one finds

$$
\left[\mathrm{i} \partial_{t}-\mathbf{h}^{\mathrm{HF}}\right] \mathbf{G}^{\mathrm{R} / \mathrm{A}}(t)= \pm \mathbf{I} \delta(t)+\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \widetilde{\mathbf{\Sigma}}^{\mathrm{R} / \mathrm{A}}\left(t-t^{\prime}\right) \mathbf{G}^{\mathrm{R} / \mathrm{A}}\left(t^{\prime}\right)
$$

Multiplying by the reference GF, using eq. (2.67) and Fourier-transforming yields the Dyson equation in frequency space

$$
\begin{equation*}
\mathbf{G}^{\mathrm{R} / \mathrm{A}}(\omega)=\mathbf{g}^{\mathrm{R} / \mathrm{A}}(\omega)+\mathbf{g}^{\mathrm{R} / \mathrm{A}}(\omega) \widetilde{\mathbf{\Sigma}}^{\mathrm{R} / \mathrm{A}}(\omega) \mathbf{G}^{\mathrm{R} / \mathrm{A}}(\omega) \tag{2.68}
\end{equation*}
$$

Due to the Fourier transformation, the convolution has turned into a simple multiplication for the frequencydependent GFs. Hence, the Dyson equation (2.68) amounts to, for fixed $\omega$, a matrix equation for the interacting retarded/advanced GF. Note that retarded self-energy $\widetilde{\mathbf{\Sigma}}^{\mathrm{R} / \mathrm{A}}(\omega)$ might depend on the greater and lesser Keldysh components. For this reason, they need to be determined self-consistently with eq. (2.68) - which is accomplished by considering the solution of the KBEs (2.66a) in the asymptotic limit $t_{1}, t_{2} \rightarrow \infty$ and subsequent Fourier transformation. This procedure yields

$$
\begin{equation*}
\mathbf{G}^{\gtrless}(\omega)=\mathbf{G}^{\mathrm{R}}(\omega) \widetilde{\mathbf{\Sigma}}^{\gtrless}(\omega) \mathbf{G}^{\mathrm{A}}(\omega), \tag{2.69}
\end{equation*}
$$

which is sometimes called Keldysh equation. The self-consistent solution of eqs. (2.68) and (2.69) provides a description of an electronic system not only in equilibrium, but in a steady-state configuration, as well. The latter makes eqs. (2.68) and (2.69) suitable for studying transport in correlated systems. The coupling to leads, for instance, can be incorporated in a straightforward way by adding the corresponding embedding self-energy to the correlation part.

### 2.5.5 Quasiparticle picture

We have already said a few words on the physical meaning of the GFs in subsec 2.5.4. Let us pick up the thread by the following gedankenexperiment: an electron is injected into a medium (an electronic system) with the specific state $\phi_{i}(\mathbf{r})$ and spin $\sigma$ at time $t=0$. After a time $t$ an electron with spatial orbital $\phi_{j}(\mathbf{r})$ and $\operatorname{spin} \sigma^{\prime}$ is removed. What is the probability amplitude that the time-evolved state of the injected electron equals the removal state? Assuming that the system is initially prepared in the ground state $\left|\Psi_{0}\right\rangle$ and not exposed to time-dependent fields, the answer to this question is given by

$$
\frac{\left\langle\Psi_{0}\right| \hat{c}_{j \sigma^{\prime}} e^{-\mathrm{i} \hat{H}_{e} t} \hat{c}_{i \sigma}^{\dagger}\left|\Psi_{0}\right\rangle}{\left\langle\Psi_{0}\right| e^{-\mathrm{i} \hat{H}_{e} t}\left|\Psi_{0}\right\rangle}=\left\langle\Psi_{0}\right| e^{\mathrm{i} \hat{H}_{e} t} \hat{c}_{j \sigma^{\prime}} e^{-\mathrm{i} \hat{H}_{e} t} \hat{c}_{i \sigma}^{\dagger}\left|\Psi_{0}\right\rangle=\mathrm{i} G_{j \sigma^{\prime}, i \sigma}^{>}(t, 0)
$$

Hence, the greater GF plays the role of a conditional probability amplitude for the setup stated above. Analogously, one can show that $-\mathrm{i} G_{i \sigma, j \sigma^{\prime}}^{<}(0, t)$ amounts to the conditional probability amplitude of observing a


Figure 2.5: Illustration of the physical meaning of the GFs in the non-interaction (left-hand side) and in the interacting (right-hand side) case. The schematic graphs sketch the typical behavior of the spectral function (see text).
hole (i. e., a missing electron) in the state $\phi_{j}(\mathbf{r})$ with spin $\sigma^{\prime}$ after time $t$, if an electron in with state $\phi_{i}(\mathbf{r})$ and spin $\sigma$ had been removed at $t=0$. Hence, the lesser (greater) GF contains the structure and dynamics of particle (hole) states.

The trivial propagation of particles or holes in a non-interacting medium is sketched in fig. 2.5. For clarity, the SP basis is chosen as the the eigenstates of the non-interacting problem: $\hat{h}|n \sigma\rangle=\varepsilon_{n \sigma}|n \sigma\rangle$. As no scattering events occur the final state of the electron (hole) is identical to the one of the injected (removed) electron ${ }^{18}$. The situation changes substantially in the case of fully-interacting systems (illustrated on the right-hand side of fig. 2.5). At variance with the non-interacting case, a series of scattering events may alter the state of the injected (removed) electron upon time evolution.

For a more quantitative discussion we switch to the frequency domain to gain access to the spectral characteristics of particle or hole propagation. From the definition of the greater/lesser GF and taking the Fourier transform with respect to the time difference of the two arguments, one obtains

$$
\begin{aligned}
& G_{n \sigma, m \sigma^{\prime}}^{>}(\omega)=-2 \pi \mathrm{i}\left\langle\Psi_{0}\right| \hat{c}_{n \sigma} \delta\left(\omega+E_{0}-\hat{H}_{e}\right) \hat{c}_{m \sigma^{\prime}}^{\dagger}\left|\Psi_{0}\right\rangle, \\
& G_{n \sigma, m \sigma^{\prime}}^{<}(\omega)=2 \pi \mathrm{i}\left\langle\Psi_{0}\right| \hat{c}_{m \sigma^{\prime}}^{\dagger} \delta\left(\omega-E_{0}+\hat{H}_{e}\right) \hat{c}_{n \sigma}\left|\Psi_{0}\right\rangle
\end{aligned}
$$

Inserting a completeness relation in the $\left(N_{e}+1\right)$-particle Hilbert space for the greater GF (provided that $\left|\Psi_{0}\right\rangle$ is a $N_{e}$-particle state) defines the so-called Lehmann representation. The steps for the lesser GF are analogous (but we have to insert the completeness relation in the ( $N_{e}-1$ )-particle Hilbert space). Let us define

$$
\begin{equation*}
\phi_{0, \alpha}^{(\mathrm{p})}(x)=\left\langle\Psi_{0}\right| \hat{\psi}(x)\left|\Psi_{\alpha}^{\left(N_{e}+1\right)}\right\rangle, \quad \phi_{0, \alpha}^{(\mathrm{h})}(x)=\left\langle\Psi_{\alpha}^{\left(N_{e}-1\right)}\right| \hat{\psi}(x)\left|\Psi_{0}\right\rangle \tag{2.70}
\end{equation*}
$$

for brevity. Using this short-hand notation, we find

$$
\begin{align*}
& G_{n \sigma, m \sigma^{\prime}}^{>}(\omega)=-2 \pi \mathrm{i} \sum_{\alpha}\left\langle n \sigma \mid \phi_{0, \alpha}^{(\mathrm{p})}\right\rangle\left\langle\phi_{0, \alpha}^{(\mathrm{p})} \mid m \sigma^{\prime}\right\rangle \delta\left(\omega+E_{0}-E_{\alpha}^{\left(N_{e}+1\right)}\right),  \tag{2.71a}\\
& G_{n \sigma, m \sigma^{\prime}}^{<}(\omega)=2 \pi \mathrm{i} \sum_{\alpha}\left\langle n \sigma \mid \phi_{0, \alpha}^{(\mathrm{h})}\right\rangle\left\langle\phi_{0, \alpha}^{(\mathrm{h})} \mid m \sigma^{\prime}\right\rangle \delta\left(\omega-E_{0}+E_{\alpha}^{\left(N_{e}-1\right)}\right) . \tag{2.71b}
\end{align*}
$$

The SP orbital $\phi_{0, \alpha}^{(\mathrm{p})}(x)$ is called particle-type Dyson orbital with respect to the two states $\left|\Psi_{0}\right\rangle$ and $\left|\Psi_{\alpha}^{\left(N_{e}+1\right)}\right\rangle$, whereas $\phi_{0, \alpha}^{(\mathrm{h})}(x)$ is referred to as hole-type Dyson orbital. Together with the singular points in the energy

[^13]domain in eq. (2.71a) and (2.71b), the physical meaning of the greater/lesser GF becomes clear: the greater GF describes adding particles to the system along with the respective change in energy ( $E_{\alpha}^{\left(N_{e}+1\right)}-E_{0}$ ), while the lesser GF contains information on the removal of particles, or, equivalently, the creation of holes. A concept that is closely related to this interpretation is the spectral function, defined as
\[

$$
\begin{equation*}
A_{n \sigma, m \sigma^{\prime}}(\omega)=\mathrm{i}\left[G_{n \sigma, m \sigma^{\prime}}^{>}(\omega)-G_{n \sigma, m \sigma^{\prime}}^{<}(\omega)\right]=\mathrm{i}\left[G_{n \sigma, m \sigma^{\prime}}^{\mathrm{R}}(\omega)-G_{n \sigma, m \sigma^{\prime}}^{\mathrm{A}}(\omega)\right] \tag{2.72}
\end{equation*}
$$

\]

Let us for a moment switch off any particle-particle interactions. The diagonal element of the spectral function would be $A_{n \sigma, n \sigma}(\omega)=2 \pi \delta\left(\omega-\varepsilon_{n \sigma}\right)$ in this scenario - a quantity that can be interpreted as the probability density of finding the state $|n \sigma\rangle$ at the energy $\omega=\varepsilon_{n \sigma}$ (see illustration in fig. 2.5). In an interacting system however, any SP-type excitation can no longer be an eigenstate. However, one can still ask the question how much of a SP state $|n \sigma\rangle$ is contained in the many-body system at energy $\omega$. The answer to this equation is exactly $A_{n \sigma, n \sigma}(\omega)$. The typical structure of the spectral function resembles a peaklike structure which is broadened and shifted due to the interaction. The peak positions (like in the noninteracting case) contain information on the energy of the SP-like (quasiparticle, QP) excitations. Their exact values, as can be seen from eqs. (2.71), corresponds to the particle removal or addition energies. The second generic feature of the spectral function are plasmon satellites (see fig. 2.5). They arise due to inelastic scattering processes which induce collective excitations in the system (indicated by $p l$ in fig. 2.5). More details can be found in sec. 6.2. The spectral function is a versatile tool to analyze spectral properties. For instance, the density of states (DOS) is given by $D(\omega)=(1 / 2 \pi) \sum_{n \sigma} A_{n \sigma, n \sigma}(\omega)$ (spin-resolved DOS is obtained by omitting the sum over $\sigma$ ), while, similarly, the local DOS (LDOS) can be computed by $\rho(\mathbf{r}, \omega)=(1 / 2 \pi) \sum_{n \sigma}|\langle\mathbf{r} \mid n \sigma\rangle|^{2} A_{n \sigma, n \sigma}(\omega)$. As injecting/removing a particle does not yield an eigenstate of the system, QP excitations are subject to dephasing and relaxation. This is reflected in the finite width of the QP peaks. One can show that in lowest order, the latter is proportional to $\Gamma_{n \sigma}=\operatorname{Im}\left[\Sigma_{n \sigma, n \sigma}^{\mathrm{R}}\left(\tilde{\varepsilon}_{n \sigma}\right)\right]$, whereas the shifted QP energy is found from $\tilde{\varepsilon}_{n \sigma}=\varepsilon_{n \sigma}+\operatorname{Re}\left[\sum_{n \sigma, n \sigma}^{\mathrm{R}}\left(\tilde{\varepsilon}_{n \sigma}\right)\right]$.

The Lehmann representation eqs. (2.71) does not only underpin the QP picture, but also provides an alternative route of calculating the GFs by, e. g., quantum chemistry methods (see appendix B), via the Dyson orbitals eq. (2.70). One might ask why the explicit construction of the GFs is useful, as all information can be extracted from the many-body wave-functions. The answer lies in the accessibility of the exact selfenergy via the Dyson equation (2.68). This offers a way of assessing different approximation schemes, on the one hand, but also allows studying QP properties such as the lifetime of molecular states [85], on the other hand.

Although the spectral function is a standard tool to characterize equilibrium or steady-state systems, a generalization towards time-dependent scenarios is possible. Importantly, the greater/lesser GFs intrinsically depend on two time arguments that can not be reduced to a difference. Hence, the transition to the frequency domain is not straightforward. In analogy to the definition of the Wigner function in quantum mechanics, it is feasible to define the time-dependent spectral function as

$$
\begin{equation*}
A_{n \sigma, m \sigma^{\prime}}(\omega, T)=\mathrm{i} \int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i} \omega t}\left[G_{n \sigma, m \sigma^{\prime}}^{>}\left(T+\frac{t}{2}, T-\frac{t}{2}\right)-G_{n \sigma, m \sigma^{\prime}}^{<}\left(T+\frac{t}{2}, T-\frac{t}{2}\right)\right] . \tag{2.73}
\end{equation*}
$$

Eq. (2.73) represents an optimal compromise between spectral $(\Delta \omega)$ and time resolution $(\Delta t)$, i. e. the uncertainty product $(\Delta t)(\Delta \omega)=1$ is minimal ${ }^{19}$. It also demonstrates again the meaning of the two time arguments of the GFs: while the dynamics connected to the observable time $T$ is encoded in the timediagonal $t_{1}=t_{2}=T$, the orthogonal direction $t_{1}-t_{2}=t$ contains the spectral information. Typical applications where the time-dependent spectral function (2.73) plays an important role are time-resolved photoemission [86], transient absorption [87] or transmission [88, 89].

### 2.5.6 Electron-boson models

The presentation of the (NE)GF formalism so far was oriented towards electronic systems with Coulombtype particle-particle interaction (even though with slight modifications it applies to bosonic particles, too).

[^14]In this subsection we briefly introduce a different type of interacting system: electrons linearly coupled to bosonic QP excitations. In particular, we consider bosons which can be emitted or absorbed ${ }^{20}$ (quasi-bosons [90]), mediating an effective electron-electron interaction. The generic Hamiltonian reflecting this situation is given by

$$
\begin{align*}
\hat{H}(t) & =\sum_{i j} h_{i j}(t) \hat{c}_{i}^{\dagger} \hat{c}_{j}+\sum_{v} \sum_{i j} \Gamma_{i j}^{\nu} \hat{c}_{i}^{\dagger} \hat{c}_{j} \hat{Q}_{v}+\frac{1}{2} \sum_{v} \Omega_{v}\left(\hat{P}_{v}^{2}+\hat{Q}_{v}^{2}\right)  \tag{2.74}\\
& =\hat{H}_{e}(t)+\hat{H}_{e-b}+\hat{H}_{b} .
\end{align*}
$$

Note that we omitted the spin index here for the sake of a more compact notation. The explicit dependence on the spin degree of freedom can be retained by replacing the SP indices as $i \rightarrow i \sigma$. The bosons modes, labelled by $\nu$, are described by their characteristic frequencies $\Omega_{\nu}$, the coordinate and momentum operators

$$
\begin{equation*}
\hat{Q}_{v}=\frac{1}{\sqrt{2}}\left(\hat{a}_{v}+\hat{a}_{v}^{\dagger}\right), \quad \hat{P}_{v}=\frac{1}{\mathrm{i} \sqrt{2}}\left(\hat{a}_{v}-\hat{a}_{v}^{\dagger}\right) \tag{2.75}
\end{equation*}
$$

Here, $\hat{a}_{v}^{\dagger}\left(\hat{a}_{v}\right)$ stands for the bosonic creation (annihilation) operators. The electron-boson (EB) Hamiltonian (2.74) has a range of applications:

- As discussed in subsec. 2.3.2, eq. (2.74) can describe electrons coupled to the vibrational modes in molecules or phonons modes in crystalline solids. This approach is limited to the linear coupling regime, though. In this context, the Fröhlich Hamiltonian [91-93] and the Holstein model [94-96] represent some of the most relevant model systems. A systematic way how to obtain a EB model of the type (2.74) from the molecular Hamiltonian (2.2) is presented in ref. [30].
- If the electromagnetic field is treated on QED level the photon field is quantized, yielding a photon Hamiltonian similar to $\hat{H}_{b}$ and a total Hamiltonian of the form of eq. (2.74) [4]. Similarly, the nearfield induced by charge-density oscillations in metallic nano-junctions are typically quantized. The electron dynamics of, e. g., molecules in the vicinity is then subject to the Hamiltonian (2.74) [97, 98].
- Many-body excitations can often be represented by quasi-bosons. In particular, collective (longwavelength) charge density fluctuations display oscillatory behavior, as shown by Pines and Bohm for the homogeneous electron gas [99]. Quantizing these density fluctuations gives rise to an effective Hamiltonian [100] as eq. (2.74). In this way, the (Coulomb) electron-electron interaction is mapped onto an effective interaction due to exchanging quasi-bosons. More details can be found in appendix C.3.

We assume the system has been prepared in a grand-canonical ensemble with chemical potential $\mu_{e}=\mu$ for the electrons, while the chemical potential for the quasi-bosons is zero ${ }^{21}$. The one-body electronic GF is defined, analogously to eq. (2.52), as

$$
\begin{equation*}
G_{i j}\left(z_{1}, z_{2}\right)=-\mathrm{i}\left\langle\mathcal{T} \hat{c}_{i}\left(z_{1}\right) \hat{c}_{j}^{\dagger}\left(z_{2}\right)\right\rangle \equiv-\mathrm{i} \frac{\operatorname{Tr}\left[\mathcal{T} \hat{c}_{i}\left(z_{1}\right) \hat{c}_{j}^{\dagger}\left(z_{2}\right)\right]}{\operatorname{Tr}\left[\hat{U}_{C}\left(z_{f}, z_{i}\right)\right]}, z_{1}, z_{2} \in \mathcal{C} \tag{2.76}
\end{equation*}
$$

where the trace is carried out over eigenstates of $\hat{H}\left(t_{0}\right)-\mu \hat{N}_{e}\left(\hat{N}_{e}=\sum_{i} \hat{c}_{i}^{\dagger} \hat{c}_{i}\right)$. The contour evolution operator $\hat{U}_{C}\left(z_{1}, z_{2}\right)$ is defined with respect to the full Hamiltonian (2.74). Therefore, the time-dependent electronic creation and annihilation operators entail the bosonic dynamics, too.

[^15]It is not clear a priori what should be the bosonic counterpart to the electronic GF (2.76). This is by no means a trivial point, since the spectral properties of the bosonic GFs should be quite different from the electron case. Unlike electrons, the quasi-bosons can be absorbed and emitted, resulting in two peaks at $\pm \Omega_{v}$ in the spectral function for a single mode $v$. Furthermore, exchanging the bosonic quasi-particle excitations gives rise to an effective interaction between the electrons. Hence a propagator characterizing the boson fluctuations is necessary. Reflecting these requirements, it the most convenient objects to work with are fluctuation correlators with respect to bosonic coordinates $\hat{Q}_{V}$ :

$$
\begin{equation*}
D_{\mu \nu}\left(z_{1}, z_{2}\right)=-\mathrm{i}\left[\left\langle\hat{Q}_{\mu}\left(z_{1}\right) \hat{Q}_{\nu}\left(z_{2}\right)\right\rangle-\left\langle\hat{Q}_{\mu}\left(z_{1}\right)\right\rangle\left\langle\hat{Q}_{\nu}\left(z_{2}\right)\right\rangle\right] . \tag{2.77}
\end{equation*}
$$

As discussed in appendix C.2, using the boson correlator (2.77), one can readily define the effective electronelectron interaction by

$$
\begin{equation*}
\mathcal{W}_{i j k l}\left(z_{1}, z_{2}\right)=\sum_{\mu \nu} \Gamma_{i l}^{\nu} D_{\mu \nu}\left(z_{1}, z_{2}\right) \Gamma_{j k}^{\mu} \tag{2.78}
\end{equation*}
$$

In fact, the notion of $\mathcal{W}_{i j k l}\left(z_{1}, z_{2}\right)$ by eq. (2.78) allows for applying the diagrammatic machinery analogous to subsec. 2.5.2. Specifically, the diagrammatic representation of the self-energy based on the interaction (2.78) is completely parallel to the diagrammatics in terms of the screened interaction beyond the Hartree term. With an appropriate approximation to the EB self-energy $\boldsymbol{\Sigma}^{e-b}\left(z_{1}, z_{2}\right)$ (we again employ the matrix notation for self-energy and GF), the EOM for the GF attains the familiar form

$$
\begin{equation*}
\left[\mathrm{i} \partial_{z_{1}}-\mathbf{h}^{\mathrm{MF}}\left(z_{1}\right)\right] \mathbf{G}\left(z_{1}, z_{2}\right)=\mathbf{I} \delta\left(z_{1}, z_{2}\right)+\int_{\mathcal{C}} \mathrm{d} z \boldsymbol{\Sigma}^{e-b}\left(z_{1}, z\right) \mathbf{G}\left(z, z_{2}\right) \tag{2.79}
\end{equation*}
$$

The explicit form of the self-energy can be found in appendix C.2. The MF Hamiltonian is given by the intuitive modification of the ony-body Hamiltonian: $\mathbf{h}^{\mathrm{MF}}(z)=\mathbf{h}(z)+\sum_{\nu} \boldsymbol{\Gamma}^{\nu}\left\langle\hat{Q}_{\nu}(z)\right\rangle$, which can also be obtained by taking the expectation value of the Hamiltonian (2.74) in the bosonic subspace only. The EOM (2.79) can, as explained in subsec. 2.5.4, be separated into the various Keldysh components in order to obtain the respective Dyson equation or the KBEs.

How does the electron dynamics act on the quasi-bosons? One can imagine that any electronic excitation ( $p-h$ excitations in this context) drains the quasi-bosons, while recombination processes of electrons with holes leads to the generation of bosons. In other words, the polarization $P(1 ; 2)$ of the electronic medium (see subsec. 2.5.3) should play a dominant role for the boson dynamics. Indeed, one can show that the bosonic self-energy is directly proportional to the electron polarization, which needs to be computed self-consistently to treat the electrons and bosons on equal footing. The explicit expressions for both the electronic and the bosonic self-energy along with a full derivation are presented in appendix C. 2 and [E7], where we also discuss the peculiarities of the EOM of the bosonic propagator (2.77).

On a more fundamental level we note the connection between the EB model and a purely electronic system. The fluctuations (of the bosonic coordinates or the charge density, respectively) mediate the effective electron-electron interaction, while the polarization, measuring the excitations of the electrons, influences these fluctuations. As a matter of fact, a direct link between the two scenarios can be established - at least in equilibrium, as shown in appendix C. 3 with the appropriate choice of the coupling matrix elements $\Gamma_{i j}^{\nu}$ and the mode energies $\Omega_{v}$. In this case, the dynamical part of the screened interaction is precisely reproduced [101] by the effective interaction (2.78). This is the reason why specific versions of the EB Hamiltonian (2.74), in particular the $S$-model introduced by Lundqvist [102], have been introduced. The $S$-model possesses an analytical solution [103] and thus offers an ideal test system for challenging the MBPT [104]. We continue this discussion in sec. 6.2.

In case the quasi-bosons describe photons, vibrons, phonons or similar QP excitations that do not emerge from the electronic system, the treatment outlined in this subsection is compatible with the NEGF formalism for Coulomb-interacting electronic systems, as well. The different interaction channels can be incorporated by taking the sum of the respective self-energies. This is, in fact, the standard approach to describe phonondriven relaxation in excited correlated systems [105-107].

### 2.6 Linear response

Let us consider a quantum system and two operators: an observable $\hat{A}$ we are interested in and a perturbation $\hat{B}$ which is acts on the system. We are interested in the time-dependent expectation value $A(t)=\left\langle\hat{A}_{\mathrm{H}}(t)\right\rangle$ (subscript indicates the Heisenberg picture) in the presence of a time-dependent driving of the type $\hat{B} f(t)$, Provided the excitation is sufficiently weak, $A(t)$ is given by the retarded linear response function

$$
\begin{equation*}
A(t)=\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \chi_{A B}^{\mathrm{R}}\left(t, t^{\prime}\right) f\left(t^{\prime}\right) . \tag{2.80}
\end{equation*}
$$

The response function is eq. (2.80) is identified by virtue of the Kubo formula [108] as

$$
\begin{equation*}
\chi_{A B}^{\mathrm{R}}\left(t, t^{\prime}\right)=-\mathrm{i} \theta\left(t-t^{\prime}\right)\left\langle\left[\hat{A}_{\mathrm{H}}(t), \hat{B}_{\mathrm{H}}\left(t^{\prime}\right)\right]\right\rangle . \tag{2.81}
\end{equation*}
$$

The expectation values $\langle\ldots\rangle$ are defined with respect to an initial preparation of eigenstates of the Hamiltonian $\hat{H}_{0}$ of the system. For concreteness, we consider the electronic degrees of freedom here and assume $\hat{H}_{0}=\hat{H}_{e}\left(t_{0}\right)$ with some reference time $t_{0}$. Already at this stage an important conclusion can be drawn from eq. (2.80) and (2.81): in order to compute the response upon a weak perturbation, knowledge of only the initial configuration of the system is required, as this completely suffices to define the corresponding response function. Hence, the properties of the initial configuration is inherent to the concept of linear response. The excitations of the system enter in the time dependence of the operators $\hat{A}_{\mathrm{H}}(t)$ and $\hat{B}_{\mathrm{H}}(t)$.

The superscript R indicates a connection to the retarded Keldysh component of correlators defined on the complex contour (see subsec. 2.5.4). The connection becomes immediately clear from the reducible polarization introduced in subsec. 2.5.3: if we identify $\hat{A}=\hat{B}=\delta \hat{\rho}(x)$, the retarded component of reducible polarization $\chi(1 ; 2)$ matches the definition (2.81).

### 2.6.1 Fluctuation-dissipation theorem

Assuming the system to be prepared in the thermodynamical equilibrium (inverse temperature $\beta$ ) implies $\chi_{A B}^{\mathrm{R}}\left(t_{1}, t_{2}\right)=\chi_{A B}^{\mathrm{R}}\left(t_{1}-t_{2}\right)$, which allows to perform the Fourier transformation with respect to the time difference,

$$
\begin{equation*}
\chi_{A B}^{\mathrm{R}}(\omega)=\int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i} \omega t} \chi_{A B}^{\mathrm{R}}(t)=\int_{0}^{\infty} \mathrm{d} t e^{\mathrm{i} \omega t} \chi_{A B}^{\mathrm{R}}(t) \tag{2.82}
\end{equation*}
$$

One of the most important cases is given if the perturbation and the response are described by the same type of operator, i. e. $\hat{B}=\hat{A}^{\dagger}$. It is straightforward to see that the corresponding response function is related to a dissipation of energy. Suppose the system is driven by the time-dependent perturbation $\hat{H}(t)=\hat{H}_{0}+\hat{V}(t)$ with $\hat{V}(t)=f_{0}\left(e^{-\mathrm{i} \omega t} \hat{A}^{\dagger}+\right.$ h.c. $)$. For the energy transfer to the system within the time interval $[0, T]$ one finds

$$
\begin{aligned}
\frac{\mathrm{d} E}{\mathrm{~d} t} & =\frac{1}{T} \int_{0}^{T} \mathrm{~d} t \partial_{t}\langle\Psi(t)| \hat{H}(t)|\Psi(t)\rangle=\frac{1}{T} \int_{0}^{T} \mathrm{~d} t\langle\Psi(t)| \partial_{t} \hat{H}(t)|\Psi(t)\rangle=\frac{1}{T} \int_{0}^{T} \mathrm{~d} t\left(-\mathrm{i} \omega f_{0} e^{\mathrm{i} \omega t} A(t)^{*}+\text { c. c. }\right) \\
& =-2 \omega \operatorname{Im}\left[\chi_{A A^{\dagger}}^{\mathrm{R}}(\omega)\right]\left|f_{0}\right|^{2}>0 \quad \text { for } \quad \omega>0
\end{aligned}
$$

as $T \rightarrow \infty$. The property $\operatorname{Im}\left[\chi_{A A^{\dagger}}^{\mathrm{R}}(\omega)\right]<0(\omega>0)$ follows directly from the definition (2.81) and (2.82). Hence, the system absorbs, in other words dissipates the energy originating from the driving fields. Conversely, $\mathrm{d} E / \mathrm{d} t<0$ for $\omega<0$, corresponding to emission from the system.

A closely related concept is the fluctuation correlator

$$
\begin{equation*}
S_{A A^{\dagger}}(\omega)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i} \omega t}\left\langle\hat{A}_{\mathrm{H}}(t) \hat{A}^{\dagger}\right\rangle=A_{\mathrm{eq}} \delta(\omega)+\frac{1}{2 \pi} \int_{-\infty}^{\infty} \mathrm{d} t e^{\mathrm{i} \omega t}\left\langle\delta \hat{A}_{\mathrm{H}}(t) \delta \hat{A}^{\dagger}\right\rangle \tag{2.83}
\end{equation*}
$$

where $A_{\text {eq }}=\langle\hat{A}\rangle$ with respect to the initial preparation and $\delta \hat{A}=\hat{A}-A_{\text {eq }}$. The quantity (2.83) is also known as dynamical structure factor.

In thermodynamial equilibrium, the important fluctuation-dissipation theorem (FDT), which is a consequence of a detailed balance of quantum transitions [108], holds:

$$
\begin{equation*}
\operatorname{Im}\left[\chi_{A A^{\dagger}}^{\mathrm{R}}(\omega)\right]=-\pi\left(1-e^{-\beta \omega}\right) S_{A A^{\dagger}}(\omega) \tag{2.84}
\end{equation*}
$$

Although the correctness of the FDT (2.84) might seem trivial, it breaks down if the system is out of equilibrium. This has important implications for time-resolved spectroscopies where the system is probed after driving it to an excited state.

### 2.6.2 Typical response functions

Let us revisit the way the coupling to external electromagnetic fields is introduced (sec. 2.2) and specify the time-dependent one-body part $\hat{h}(t)$ of the Hamiltonian (2.20). In the presence of the (weak) vector $(\delta \mathbf{A}(\mathbf{r}, t))$ and the scalar $(\delta \varphi(\mathbf{r}, t))$ potentials, the linear coupling scheme yields

$$
\begin{equation*}
\hat{h}(t)=\hat{h}_{0}+\int \mathrm{d} \mathbf{r} \hat{\mathbf{j}}(\mathbf{r}) \cdot \delta \mathbf{A}(\mathbf{r}, t)-\int \mathrm{d} \mathbf{r} \hat{n}(\mathbf{r}) \delta \varphi(\mathbf{r}, t) . \tag{2.85}
\end{equation*}
$$

Here, $\hat{h}_{0}$ denotes the static part comprising the electron-core interactions. Hence, for describing the action of electromagnetic fields within linear response, two types of perturbation operators play a role: (i) coupling to the density $\hat{n}(\mathbf{r})=\sum_{\sigma} \hat{\rho}(\mathbf{r} \sigma)$, and (ii) to the current operator

$$
\begin{equation*}
\hat{\mathbf{j}}(\mathbf{r})=\frac{1}{2 \mathrm{i}} \sum_{\sigma}\left[\hat{\psi}^{\dagger}(\mathbf{r} \sigma)(\nabla \hat{\psi}(\mathbf{r} \sigma))-\left(\nabla \hat{\psi}^{\dagger}(\mathbf{r} \sigma)\right) \hat{\psi}(\mathbf{r} \sigma)\right] \tag{2.86}
\end{equation*}
$$

On the other hand, the density and the current are the most typical observables to look at when driving the system with electromagnetic fields. It is thus natural to define response functions with respect to these operators. The DD response function

$$
\begin{equation*}
\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; t, t^{\prime}\right)=-\mathrm{i} \theta\left(t-t^{\prime}\right)\left\langle\left[\delta \hat{n}(\mathbf{r}, t), \delta \hat{n}\left(\mathbf{r}^{\prime}, t^{\prime}\right)\right]\right\rangle \tag{2.87}
\end{equation*}
$$

allows for computing the change of the density and thus any spatially-local observable upon driving by external scalar potentials. For instance, the time-dependent dipole moment induced by a laser pulse (within the dipole approximation and the length gauge, see sec. 2.2) can be readily computed from the DD response function (2.87). If the system evolves under the influence of possibly time-dependent magnetic fields, the current operator (2.86) plays the role of the perturbation. One might still be interested in the variation of the density, which is then described by the density-current response function. The converse case (system driven by scalar potential, current as the observable) can be employed to compute the flux of scattering electrons emanating from a sample, or the conductivity in a solid. For magnetic systems, response functions based on the notion of the spin density $\hat{\mathbf{S}}(\mathbf{r})^{22}$ plays an important role. Tab. 2.2 summarizes the response functions mentioned here. We remark that the concept of linear response is even more general and allows the construction of response functions for very different setups.

Returning to the DD response function, its general structure can, similarly to the one-body GFs (see subsec 2.5.5), be better understood in terms of the Lehmann representation by inserting a complete set of many-body eigenstates $\left|\Psi_{\lambda}\right\rangle$ of $\hat{H}_{0}$. Assuming the system to be prepared in the ground state, this procedure yields

$$
\begin{equation*}
\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; t\right)=-\mathrm{i} \sum_{\lambda}\left[\rho_{\lambda}(\mathbf{r}) \rho_{\lambda}^{*}\left(\mathbf{r}^{\prime}\right) e^{-\mathrm{i}\left(E_{\lambda}-E_{0}\right) t}-\rho_{\lambda}\left(\mathbf{r}^{\prime}\right) \rho_{\lambda}^{*}(\mathbf{r}) e^{\mathrm{i}\left(E_{\lambda}-E_{0}\right) t}\right] \tag{2.88}
\end{equation*}
$$

where $\rho_{\lambda}(\mathbf{r})=\left\langle\Psi_{0}\right| \hat{n}(\mathbf{r})\left|\Psi_{\lambda}\right\rangle$ defines the so-called fluctuation density. Abbreviating the excitation energies by $\Omega_{\lambda}=E_{\lambda}-E_{0}, \lambda \neq 0$, the DD response function in the frequency domain reads

$$
\begin{equation*}
\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=\sum_{\lambda}\left[\frac{\rho_{\lambda}(\mathbf{r}) \rho_{\lambda}^{*}\left(\mathbf{r}^{\prime}\right)}{\omega-\Omega_{\lambda}+\mathrm{i} \eta}-\frac{\rho_{\lambda}\left(\mathbf{r}^{\prime}\right) \rho_{\lambda}^{*}(\mathbf{r})}{\omega+\Omega_{\lambda}+\mathrm{i} \eta}\right]=\sum_{\lambda} \frac{2 \Omega_{\lambda}}{(\omega+\mathrm{i} \eta)^{2}-\Omega_{\lambda}^{2}} \rho_{\lambda}(\mathbf{r}) \rho_{\lambda}\left(\mathbf{r}^{\prime}\right), \tag{2.89}
\end{equation*}
$$

[^16]Table 2.2: Examples of response functions by classification according to perturbation $(\hat{B})$ and observable $(\hat{A})$.

| $\hat{A}$ | $\hat{B}$ | response function |
| :---: | :---: | :---: |
| $\hat{n}(\mathbf{r})$ | $\hat{n}(\mathbf{r})$ |  |
| $\hat{\mathbf{j}} \mathbf{( r )}$ | $\hat{\mathbf{j}}(\mathbf{r})$ | density-density |
| $\hat{n}(\mathbf{r})$ | $\hat{\mathbf{j}}(\mathbf{r})$ | current-current |
| $\hat{\mathbf{j}}(\mathbf{r})$ | $\hat{n}(\mathbf{r})$ | density-current |
| $\hat{\mathbf{S}}(\mathbf{r})$ | $\hat{\mathbf{S}}(\mathbf{r})$ | current-density (conductivity) |

where the second equality holds for real fluctuation densities. As usual $\eta \rightarrow 0+$. The first term in the square brackets in eq. (2.89) is associated with absorption, as it becomes dominant if the driving frequency $\omega$ approaches the excitation energies of the system. The second term on the other hand describes the inverse process. A generalization of eq. (2.89) to the more general case of a (grand) canonical ensemble is straightforward.

### 2.6.3 Calculation of the response function

With the formal definition of the response functions at our disposal, we can briefly discuss some typical ways of computing the response functions which have been used to obtain the results included in this thesis. We focus on the DD response function here.

Time propagation. Employing the definition (2.80) for the variation of the density $\delta n(\mathbf{r}, t)$ upon excitation by a scalar potential $\delta \varphi(\mathbf{r}, t)$ gives

$$
\begin{equation*}
\delta n(\mathbf{r}, t)=-\int_{-\infty}^{\infty} \mathrm{d} t^{\prime} \int \mathrm{d} \mathbf{r}^{\prime} \chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; t-t^{\prime}\right) \delta \varphi\left(\mathbf{r}^{\prime}, t^{\prime}\right) \tag{2.90}
\end{equation*}
$$

On the other hand, $\delta n(\mathbf{r}, t)$ can be computed by some other suitable method which allows to predict the real-time evolution. Besides solving the KBEs for the one-body GF and thus the time-dependent density, TDDFT offers a practical way by solving the time-dependent KS equations (2.46). It is particularly useful to choose the perturbation as $\delta \varphi(\mathbf{r}, t)=\delta \varphi(\mathbf{r}) \delta(t)$ - all frequencies are contained in this excitation. Fourier transforming the density variation, one obtains

$$
\begin{equation*}
\delta n(\mathbf{r}, \omega)=-\int \mathrm{d} \mathbf{r}^{\prime} \chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right) \delta \varphi\left(\mathbf{r}^{\prime}\right) \tag{2.91}
\end{equation*}
$$

Hence, the complete frequency dependence of the DD response function can be extracted by a single time propagation [109]. The accuracy of the so computed response properties depends on the level of approximation for the self-energy (in case the KBEs are solved) or the xc-functional (for TDDFT).

Accessing the non-local spatial information encoded in $\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)$ turns out to be more intricate. A possible approach is to insert the Lehmann representation (2.89) and choose suitable perturbation potentials $\delta \varphi(\mathbf{r})$, such that conclusions on the fluctuation densities $\rho_{\lambda}(\mathbf{r})$ can be drawn. This method is utilized in [E4] to characterize the response function of a complex many-body system.

Time-dependent density-functional theory in frequency space. An alternative formulation avoiding the explicit time propagation is the Casida method [110], which is based on the frequency-space formulation of TDDFT. The DD response function can be shown to obey the Dyson equation

$$
\begin{equation*}
\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=\chi_{0}^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)+\int \mathrm{d} \mathbf{r}_{1} \int \mathrm{~d} \mathbf{r}_{1} \chi_{0}^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}_{1} ; \omega\right) K_{\mathrm{xc}}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \omega\right) \chi^{\mathrm{R}}\left(\mathbf{r}_{2}, \mathbf{r}^{\prime} ; \omega\right) \tag{2.92}
\end{equation*}
$$

Here, $\chi_{0}^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)$ denotes the response function of the non-interacting fictitious KS system defined by

$$
\begin{equation*}
\chi_{0}^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=\sum_{i \in \mathrm{occ}} \sum_{p \in \operatorname{virt}}\left[\frac{\rho_{i p}(\mathbf{r}) \rho_{i p}^{*}\left(\mathbf{r}^{\prime}\right)}{\omega-\Omega_{i p}+\mathrm{i} \eta}-\frac{\rho_{i p}\left(\mathbf{r}^{\prime}\right) \rho_{i p}^{*}(\mathbf{r})}{\omega+\Omega_{i p}+\mathrm{i} \eta}\right], \Omega_{i p}=\varepsilon_{p}-\varepsilon_{i} \tag{2.93}
\end{equation*}
$$

with the fluctuation densities $\rho_{i p}(\mathbf{r})=\phi_{i}^{*}(\mathbf{r}) \phi_{p}(\mathbf{r}) . K_{\mathrm{xc}}$ is defined by $K_{\mathrm{xc}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=v\left(\mathbf{r}-\mathbf{r}^{\prime}\right)+f_{\mathrm{xc}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)$, where $f_{\mathrm{xc}}$ stands for the xc-kernel obtained by the second functional derivative of the xc-functional with respect to the density. Inserting adiabatic functionals, the frequency dependence disappears; employing functionals which depend on the density only (not its gradients) like the LDA, the xc-kernel becomes local in space. Ignoring the xc-kernel corresponds to the RPA. Instead of the expressing the density variation caused by an external potential in terms of the full response function as in eq. (2.90), one can introduce the modified (screened) potential

$$
\begin{equation*}
\widetilde{V}(\mathbf{r}, \omega)=\delta \varphi(\mathbf{r}, \omega)+\int \mathrm{d} \mathbf{r}^{\prime} K_{\mathrm{xc}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right) \delta n\left(\mathbf{r}^{\prime}, \omega\right) \tag{2.94}
\end{equation*}
$$

The induced density variation is then given by the non-interacting response function:

$$
\begin{equation*}
\delta n(\mathbf{r}, \omega)=\int \mathrm{d} \mathbf{r}^{\prime} \chi_{0}^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right) \widetilde{V}\left(\mathbf{r}^{\prime}, \omega\right) \tag{2.95}
\end{equation*}
$$

Inserting eq. (2.94) into eq. (2.95) yields a self-consistent equation for $\delta n(\mathbf{r}, \omega)$. For the eigenmodes of the system $\omega=\Omega_{\lambda}$ (i. e. the poles of the exact DD response function), the external potential can be neglected due to the singular behavior. Expanding the density variation in particle-hole (occupied-unoccupied) pairs,

$$
\delta n\left(\mathbf{r}, \Omega_{\lambda}\right)=\sum_{\sigma} \sum_{i \in \mathrm{occ}} \sum_{p \in \mathrm{virt}} A_{i p \sigma}^{\lambda} \psi_{i \sigma}^{\mathrm{KS}}(\mathbf{r}) \psi_{p \sigma}^{\mathrm{KS}}(\mathbf{r})
$$

yields the effective eigenvalue equation

$$
\begin{equation*}
\mathbf{R} \mathbf{F}^{\lambda}=\Omega_{\lambda}^{2} \mathbf{F}^{\lambda} \tag{2.96}
\end{equation*}
$$

where the components (ipo) are compressed in vector notation. The excitation matrix $\mathbf{R}$ is comprised of the KS eigenvalues and the two-body matrix elements of the kernel $K_{\mathrm{xc}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \Omega_{\lambda}\right)$. The Casida excitation amplitudes $A_{i p \sigma}^{\lambda}$ are obtained by the eigenvectors $\mathbf{F}^{\lambda}$ by linear transformation and allow for constructing approximate many-body states by

$$
\begin{equation*}
\left|\Psi_{\lambda}\right\rangle=\sum_{\sigma} \sum_{i \in \mathrm{occ}} \sum_{p \in \mathrm{virt}} A_{i p \sigma}^{\lambda} \hat{c}_{p \sigma}^{\dagger} \hat{c}_{i \sigma}\left|\Psi_{0}\right\rangle \tag{2.97}
\end{equation*}
$$

where $\left|\Psi_{0}\right\rangle$ stands for the Slater determinant of the ground-state KS orbitals. Similarly to the quantum chemistry methods, the number of virtual orbitals to be included is a crucial factor. Restricting the virtual states subspace limits the energy range where reliable predictions of the response properties can be expected. We employ the Casida method in [E6].

Semi-classical approximation. The semi-classical approximation (SCA) allows for a signifcant simplification of calculation of the DD response function within the RPA in the limit of high-frequency driving. As the basic ingredient to the Dyson equation (2.92), we again consider the reference DD response function (2.93). Assuming $\omega \gg \Omega_{i p}$ simplifies the denominators in eq. (2.93) by the high-frequency approximation $1 /\left(\omega-\Omega_{i p}+\mathrm{i} \eta\right) \approx\left(1-\Omega_{i p} / \omega\right) / \omega$. Importantly, the non-interaction DD response function so becomes a functional of the ground-state density $n_{0}(\mathbf{r})$ only. In particular, for any function $f(\mathbf{r})$ one finds [111]

$$
\begin{equation*}
\int \mathrm{d} \mathbf{r}^{\prime} \chi_{0}^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right) f\left(\mathbf{r}^{\prime}\right)=\frac{1}{\omega^{2}}\left[\nabla n_{0}(\mathbf{r}) \cdot \nabla f(\mathbf{r})-n_{0}(\mathbf{r}) \nabla^{2} f(\mathbf{r})\right] \tag{2.98}
\end{equation*}
$$

Using eq. (2.98), it is straightforward to obtain a simple integral equation for the density fluctuation $\delta n(\mathbf{r}, \omega)=$ $\int \mathrm{d} \mathbf{r}^{\prime} \chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right) \delta \varphi\left(\mathbf{r}^{\prime}, \omega\right)$ induced by the external driving field $\delta \varphi\left(\mathbf{r}^{\prime}, \omega\right)$. After a short derivation one finds

$$
\begin{equation*}
\left(\omega^{2}-\omega_{p}(\mathbf{r})^{2}\right) \delta n(\mathbf{r}, \omega)+\nabla n_{0}(\mathbf{r}) \cdot \Phi(\mathbf{r}, \omega)=\nabla n_{0}(\mathbf{r}) \cdot \nabla \delta \varphi(\mathbf{r}, \omega)-n_{0}(\mathbf{r}) \nabla^{2} \delta \varphi(\mathbf{r}, \omega), \tag{2.99}
\end{equation*}
$$

where $\omega_{p}(\mathbf{r})=\left(4 \pi n_{0}(\mathbf{r})\right)^{1 / 2}$ denotes the local plasmon frequency and $\Phi(\mathbf{r}, \omega)=\int \mathrm{d} \mathbf{r}^{\prime} v\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \delta n\left(\mathbf{r}^{\prime}, \omega\right)$ is the self-induced electrostatic potential. Equivalently, the integral equation (2.99) can also be derived from purely classical considerations by coupling the hydrodynamical Euler equation to the self-induced potential generated by the density fluctuations [112]. Our work [E4] compares the predictions of the SCA and the full quantum (TDDFT) treatment of the DD response function for complex molecular system.

## Insight from spectroscopic techniques

This chapter is organized in the following way: first (sec. 3.1) we introduce the relevant quantities for photoabsorption spectroscopy and discuss the most important excitation mechanisms due to the interaction with the photons provided by the probing electromagnetic radiation. The special case of the liberation of electrons from a sample as one important manifestation of photo-induced excitations - the photoemission - is given room in sec. 3.2. We introduce the concepts of standard single-electron photoemission and explain the intricacies of the non-sequential emission of an electron pair, a process that is particularly sensitive to the correlations in the system. As an important example of (transient) nonlinear spectroscopies, the (timeresolved) two-photon photoemission is briefly explained. Finally, spectroscopies with photons or electrons (or other particles) which undergo inelastic scattering from the target are considered (sec. 3.3).

### 3.1 Photon impact

Spectroscopies and time-resolved studies using laser sources are a major tool for studying atomic, molecular and solid-state systems. The flexibility and tunability offered by the different type of light sources ${ }^{1}$ allow for controlling, steering and probing quantum systems. Depending on the requirements for the intensity, pulse duration, spatial and temporal coherence, different laser sources may be employed in a complementary way. Let us have a brief look at laser sources which are relevant for the theory included in this thesis.

Ti:Sa lasers emitting infrared radiation at 800 nm wavelength are a standard tabletop source providing continuous output or femtosecond pulses. Using non-linear effects such as second-harmonic generation or frequency mixing, the wavelength can be tuned over a wide range. This laser source is used in our joint experimental-theoretical work [E6].

Using the principle of high-harmonic generation (HHG) [113], extreme ultraviolet (XUV) or soft Xray pulse trains can be produced. Triggering the HHG mechanism with few-cycle pulses allows for the generation of isolated, ultrafast XUV pulses [1]. Using suitable energy filters, HHG represents the state-of-the-art method to generate short XUV pulse with a pulse duration as short as 67 attoseconds [114]. Such short pulses are required for the attosecond time resolution as provided by the streaking technique, a standard approach to time-resolved photoemission [115]. Among the many applications, attosecond streaking allows for tracing time-dependent build-up of screening in metals [116] which is addressed by [E7].

Tunable electromagnetic radiation (UV, XUV, soft and hard X-rays) is delivered by synchrotron beamlines [117]. The basic principle relies on accelerating electrons to relativistic velocities and injecting them into a storage ring, where the electrons move in circular orbits. By passing the electrons through strong magnetic fields and thus forcing a rapid change of the direction of motion results in the emission of (highenergy) photons. The femtosecond time scale can be reached, as well, using the slicing technique [118]. The experiments in [E5] have been conducted using the synchrotron beamline Elettra [119].

### 3.1.1 Photoabsorption cross-section

We now assume a general molecule, described by the TISE (2.1), is exposed to high-energy, but lowintensity, electromagnetic radiation. For the sake of a clear presentation, we assume the laser to act on

[^17]the electrons only ${ }^{2}$. Furthermore, the molecule is described in BO approximation (see subsec. 2.3.1). In compact bra-ket notation, the ground state of the system is
\[

$$
\begin{equation*}
\hat{H}_{0}\left|\Theta_{0}\right\rangle \equiv \hat{H}_{0}\left(\left|\Psi_{0}\right\rangle \otimes\left|\chi_{0}^{(0)}\right\rangle\right)=\mathcal{E}_{0}\left(\left|\Psi_{0}\right\rangle \otimes\left|\chi_{0}^{(0)}\right\rangle\right) \tag{3.1}
\end{equation*}
$$

\]

where the total energy is given by both the PES, reflecting the electronic contribution, and the energy of the nuclei: $\mathcal{E}_{0}=\left\langle\chi_{0}^{(0)}\right| \hat{T}_{c}+E_{0}(\{\mathbf{R}\})\left|\chi_{0}^{(0)}\right\rangle$. Similarly to the ground state (3.1), excited states of the whole system are denoted by $\left|\Theta_{\alpha, \mu}\right\rangle=\left|\Psi_{\alpha}\right\rangle \otimes\left|\chi_{\mu}^{(\alpha)}\right\rangle$ with eigenenergy $\mathcal{E}_{\alpha, \mu}$. In order to compute the response of the molecule to continuous electromagnetic radiation with frequency $\omega$, described by the perturbation operator

$$
\begin{equation*}
\hat{V}_{e, \mathrm{ext}}(t)=\hat{V}_{0} e^{-\mathrm{i} \omega t} e^{-\eta t}+\text { h.c. } \tag{3.2}
\end{equation*}
$$

where $\eta \rightarrow 0+$, one can employ the method of adiabatic switching. Since for $t \rightarrow-\infty$ the initial state $\left|\Theta_{0}\right\rangle$ is an eigenstate of the Hamiltonian, letting the state evolve adiabatically up to $t=0$ transforms it to a fully-interacting state $|\widetilde{\Theta}\rangle$ by virtue of the Gell-Mann and Low theorem [120]. Resorting to first-order time-dependent perturbation theory (TDPT), one obtains

$$
\begin{equation*}
|\widetilde{\Theta}\rangle=\left|\Theta_{0}\right\rangle+\frac{1}{\omega+\mathcal{E}_{0}-\hat{H}_{0}+\mathrm{i} \eta} \hat{V}_{0}\left|\Theta_{0}\right\rangle \tag{3.3}
\end{equation*}
$$

Using eq. (3.3) the transition probability to access the excited eigenstates $\left|\Theta_{\beta, v}\right\rangle$ follows as

$$
\begin{equation*}
\left.P_{\beta, \nu}(\omega)=\left|\left\langle\Theta_{\beta, \nu} \mid \widetilde{\Theta}\right\rangle\right|^{2}=\frac{1}{\left(\omega+\mathcal{E}_{0}-\mathcal{E}_{\beta, \nu}\right)+\eta^{2}}\left|\left\langle\Theta_{\beta, \nu}\right| \hat{V}_{0}\right| \Theta_{0}\right\rangle\left.\right|^{2} \tag{3.4}
\end{equation*}
$$

Normalizing to the effective interaction time $(2 \eta)^{-1}$, the transition rate $p_{\beta, \nu}=2 \eta P_{\beta, \nu}$ yields, taking the limit $\eta \rightarrow 0$, the Fermi Golden rule

$$
\begin{equation*}
\left.p_{\beta, \nu}(\omega)=2 \pi\left|\left\langle\Theta_{\beta, \nu}\right| \hat{V}_{0}\right| \Theta_{0}\right\rangle\left.\right|^{2} \delta\left(\omega+\mathcal{E}_{0}-\mathcal{E}_{\beta, \nu}\right) \tag{3.5}
\end{equation*}
$$

The matrix element in eq. (3.5) is conveniently split into

$$
\begin{equation*}
\left\langle\Theta_{\beta, v}\right| \hat{V}_{0}\left|\Theta_{0}\right\rangle=\left\langle\chi_{v}^{(\beta)} \mid \chi_{0}^{(0)}\right\rangle\left\langle\Psi_{\beta}\right| \hat{V}_{0}\left|\Psi_{0}\right\rangle \equiv C_{\nu, 0}^{(\beta, 0)} M_{\beta, 0} \tag{3.6}
\end{equation*}
$$

The overlap of the nuclear wave-functions $C_{\nu, \mu}^{(\beta, \alpha)}$ is known as Franck-Condon factor [121]. The electric matrix elements $M_{\beta, \alpha}$ contain all the symmetry properties which the respective states possess and thus might result in selection rules. Assuming the dipole approximation to be applicable, that is

$$
\begin{equation*}
\hat{V}_{0}^{\mathrm{VG}}=-\mathrm{i} \mathbf{A}_{0} \cdot \sum_{i=1}^{N_{e}} \nabla_{\mathbf{r}_{i}} \equiv \mathbf{A}_{0} \cdot \hat{\mathbf{D}}^{\mathrm{VG}}, \quad \hat{V}_{0}^{\mathrm{LG}}=\mathbf{E}_{0} \cdot \sum_{i=1}^{N_{e}} \mathbf{r}_{i} \equiv \mathbf{E}_{0} \cdot \hat{\mathbf{D}}^{\mathrm{LG}} \tag{3.7}
\end{equation*}
$$

a straightforward classification of dipole-allowed transitions is possible by the corresponding symmetry analysis [122].

A universal quantity to characterize the photoabsorption probability, which is independent of a concrete experimental setup, is given by the concept of the total or differential (i. e., resolved with respect to final state quantum numbers) cross-section. The photoabsorption cross-section is obtained from the transition rates (3.5) by normalizing to the flux of the incoming photons $F=I / \omega$, with $I=E_{0}^{2} /\left(8 \pi \alpha_{0}\right)=$ $\omega^{2} A_{0}^{2} /\left(8 \pi \alpha_{0}\right)$ denoting the intensity:

$$
\begin{align*}
\sigma(\omega)=\frac{1}{4 F} \sum_{\beta, \nu} p_{\beta, \nu}(\omega) & \left.=\frac{4 \pi^{2} \alpha_{0}}{\omega} \sum_{\beta, \nu}\left|C_{\nu, 0}^{(\beta, 0)}\right|^{2}\left|\left\langle\Psi_{\beta}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{VG}}\right| \Psi_{0}\right\rangle\left.\right|^{2} \delta\left(\omega+\mathcal{E}_{0}-\mathcal{E}_{\beta, \nu}\right) \\
& \left.=4 \pi^{2} \alpha_{0} \omega \sum_{\beta, \nu}\left|C_{\nu, 0}^{(\beta, 0)}\right|^{2}\left|\left\langle\Psi_{\beta}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{LG}}\right| \Psi_{0}\right\rangle\left.\right|^{2} \delta\left(\omega+\mathcal{E}_{0}-\mathcal{E}_{\beta, \nu}\right) \tag{3.8}
\end{align*}
$$

[^18]Here, $\mathbf{u}=\mathbf{A}_{0} /\left|\mathbf{A}_{0}\right|=-\mathbf{E}_{0} /\left|\mathbf{E}_{0}\right|$ is the polarization vector. The prefactor $1 / 4$ is convention. In many cases, the photoionization process is much faster than the characteristic time scale for transitions between nuclear wave-functions on the different PESs. This gives rise to the frozen-core approximation which amounts to neglecting the nuclear degrees of freedom. The cross-section so attains the form

$$
\begin{align*}
\sigma(\omega) & \left.=\frac{4 \pi^{2} \alpha_{0}}{\omega} \sum_{\beta}\left|\left\langle\Psi_{\beta}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{VG}}\right| \Psi_{0}\right\rangle\left.\right|^{2} \delta\left(\omega+E_{0}-E_{\beta}\right) \\
& \left.=4 \pi^{2} \alpha_{0} \omega \sum_{\beta}\left|\left\langle\Psi_{\beta}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{LG}}\right| \Psi_{0}\right\rangle\left.\right|^{2} \delta\left(\omega+E_{0}-E_{\beta}\right) . \tag{3.9}
\end{align*}
$$

The absorption cross-section (3.9) should have a close relation to the response functions defined in sec. 2.6, since the first-order TDPT is equivalent to linear response. The correspondence is easily seen by expressing the cross-section in terms of the dynamical structure factor (2.83):

$$
\begin{equation*}
\sigma(\omega)=\frac{\pi}{2 F} S_{V_{0} V_{0}^{\dagger}}(\omega)=\frac{4 \pi^{2} \alpha_{0}}{\omega} S_{D^{\mathrm{VG}}\left(D^{\mathrm{VG}}\right)^{\dagger}}(\omega)=4 \pi^{2} \alpha_{0} \omega S_{D^{\mathrm{LG}}\left(D^{\mathrm{LG}}\right)^{\dagger}}(\omega), \tag{3.10}
\end{equation*}
$$

where $\hat{D}^{\mathrm{VG} / \mathrm{LG}}=\mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{VG} / \mathrm{LG}}$. Under the same conditions that are required for the FDT (2.84) (see subsec. 2.6.1), expressing the cross-section in terms of the DD (LG) or the current-current (VG) response function is thus straightforward. For the LG one finds

$$
\begin{equation*}
\sigma(\omega)=-2 \pi \alpha_{0} \omega \int \mathrm{~d} \mathbf{r} \int \mathrm{~d} \mathbf{r}^{\prime}(\mathbf{u} \cdot \mathbf{r}) \operatorname{Im}\left[\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)\right]\left(\mathbf{u} \cdot \mathbf{r}^{\prime}\right), \omega>0 \tag{3.11}
\end{equation*}
$$

Experimentally, the total photoabsorption cross-section is determined by measuring the flux of transmitted photons normalized to the input flux [123].

### 3.1.2 Photoexcitation processes

As inferred from the Fermi Golden rule (3.9) or the Lehmann representation of the DD response function (eq. (2.89)), a complete set of many-body excited states needs to be included to describe the absorption of the incoming photons. In other words, any photoexcitation of the system contributes to optical absorption. Employing the classification of the many-body states according to their geometric character (see subsec. 2.4.1) allows the categorization of the excitation channels according to the charge of the system after absorbing a photon. Expanding the absorption part $(\omega>0)$ of the DD response function in this way yields

$$
\begin{align*}
\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)= & \sum_{\alpha \in \mathscr{B}_{N_{e}}} \frac{\rho_{\alpha}(\mathbf{r}) \rho_{\alpha}^{*}\left(\mathbf{r}^{\prime}\right)}{\omega-\Omega_{\alpha}+\mathrm{i} \eta}+\sum_{\alpha \in \mathscr{B}_{N_{e}-1}} \int \mathrm{~d} \mathbf{k} \frac{\rho_{\alpha \mathbf{k}}^{(-)}(\mathbf{r})\left(\rho_{\alpha \mathbf{k}}^{(-)}\left(\mathbf{r}^{\prime}\right)\right)^{*}}{\omega-\varepsilon_{\mathbf{k}}-\Omega_{\alpha}^{+}+\mathrm{i} \eta} \\
& +\sum_{\alpha \in \mathscr{B}_{N_{e}-2}} \int \mathrm{~d} \mathbf{k}_{1} \int \mathrm{~d} \mathbf{k}_{2} \frac{\rho_{\alpha \mathbf{k}_{1} \mathbf{k}_{2}}^{(-)}(\mathbf{r})\left(\rho_{\alpha \mathbf{k}_{1} \mathbf{k}_{2}}^{(-)}\left(\mathbf{r}^{\prime}\right)\right)^{*}}{\omega-\varepsilon_{\mathbf{k}_{1}}-\varepsilon_{\mathbf{k}_{2}}-\Omega_{\alpha}^{2+}+\mathrm{i} \eta}+\ldots \tag{3.12}
\end{align*}
$$

Here, the super- and subscripts of the fluctuation densities match the corresponding many-body excited states in subsec. 2.4.1, while $\Omega_{\alpha}=E_{\alpha}-E_{0}$ are the neutral electronic excitation energies, $\Omega_{\alpha}^{+}=E_{\alpha}^{+}-E_{0}$ the electron removal energies, $\Omega_{\alpha}^{2+}=E_{\alpha}^{2+}-E_{0}$ the two-electron removal energies and so on. Let us now discuss the typical processes contributing to each of the individual terms in the general expansion of the DD response function (3.12).

Single-particle excitations. In finite systems, typical charge-conserving excitations include the transition from occupied valence states to virtual orbitals (see fig. 3.1(a) for an illustration). The electronic subsystem absorbs photons with energy $\omega$ larger than the gap between the HOMO and lowest unoccupied molecular orbital (LUMO), unless electron-vibron interaction plays an important role ${ }^{3}$. Increasing the photon energy might drive the transition of core electrons to unoccupied valence states.

[^19]

Figure 3.1: Photoexcitation processes of finite systems: (a) neutral excitations, (b) excitations involving the emission of single electrons, and (c) excitations resulting in the emission of two electrons.

For $\omega>\omega_{\text {IP }}$, the liberation of a single electron - called photoemission or photoionization ${ }^{4}$ - can occur (sketched in fig. 3.1(b)). For weakly-interacting systems the most dominant channels will be the direct ionization of valence states, or, provided the photon energy is sufficiently large, ionization of the core levels. For interacting systems, this simple SP picture of photoemission, often referred to as single-active electron approximation, needs to be extended to include many-body effects. A typical process in this context is autoionization. Suppose the Coulomb interaction is scaled down $v \rightarrow \epsilon v(\mathbf{r})$. In many cases there are bound excited states $\left|\widetilde{\Psi}_{\alpha^{\prime}}\right\rangle$ for this hypothetical system $(\epsilon<1)$ above the ionization threshold of the actual system $(\epsilon=1)$. This results in the virtual excitation of $\left|\widetilde{\Psi}_{\alpha^{\prime}}\right\rangle$ during the photoabsorption process; however, as they are not an eigenstate of the real system, a coupling to the continuum occurs due to $\left\langle\widetilde{\Psi}_{\alpha^{\prime}} \mid \Psi_{\alpha, \mathbf{k}}^{(-)}\right\rangle \neq 0$. Hence, a photoelectron is released. Since at a given photon energy this process might compete with direct ionization from the valence states, the resulting quantum pathway interference gives rise to so-called Fano resonances [124]. Other many-body effects include the reorganization of the valence shell upon removing a core electron (shake-up mechanism). A few more details on experimental techniques and the theoretical description of single photoemission (SPE) is provided in subsec. 3.2.1.

If the photon energy exceeds the double ionization threshold, the emission of two electrons as a result of the sample absorbing one photon is possible, even though the probability as compared to SPE is reduced considerably. Generally, the double photoemission (DPE) can be separated into non-sequential events, where two electrons are liberated almost at once (via electron-electron scattering, for instance), and the Auger process. The latter can be regarded as a shake-up process, where the excess energy is converted into the emission of a second electron. As compared to DPE, the Auger process is a sequential double ionization event.

Collective excitations. The physical picture outlined so far and summarized in fig. 3.1 applies for the photoexcitation of small systems (atoms or molecules), where the SP picture still is a useful concept. With growing system size, however, more degrees of freedom for many-body excitations emerge. In particular, the collective, self-sustained charge density oscillations in nearly-free electron systems (called plasmons) should be mentioned in this context. For the homogeneous electron gas, plasmons are elementary excitations occurring at short wavelength. Their energy, the plasmon frequency, is given by $\omega_{\mathrm{pl}}=(4 \pi n)^{1 / 2}$ with $n$ denoting the electron density ${ }^{5}$ They interact with $p-h$ pairs and decay if allowed by momentum and energy conservation (Landau damping). In many cases, plasmons dominate the excitation channels and
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Figure 3.2: (a) Generic behavior of the total absorption of a many-body system. $\omega_{\mathrm{IP}}$ marks the ionization potential. (b) Illustration of intrinsic losses in extended systems: a hole created by ultrafast photoemission is screened by $p-h \circ r$ collective excitations in surrounding electron density. (c) Illustration of extrinsic losses: the photoelectron scatters inelasitically upon inducing electronic excitations.
thus the DD response function. Due to eq. (2.61), the dynamical screening of the Coulomb interaction and external electric fields then driven via plasmon excitation ${ }^{6}$. Many-body excitations with a strongly collective character may exist in larger molecular systems or clusters, as well. In fact, the field of engineering nanostructures with strong plasmonic response has experienced a surge of research [125-128].

In an optical absorption spectrum, plasmons are manifest by strong peaks with a finite width, reflecting their finite lifetime due to the Landau damping mechanism. Fig. 3.2(a) sketches a generic absorption spectrum including all the features discussed so far: below $\omega_{\text {IP }}$, only discrete excitations (represented by $\delta$-peaks) are possible, albeit they get infinitely close due to the Rydberg series existing in any Coulombic system. After crossing the IP, the absorption spectrum becomes continuous and may include plasmon peaks ${ }^{7}$ or Fano resonances.

The interplay of the excitation of plasmons and the emission of electrons adds a new dimension of complexity to the photoemission process and is the focus of [E3], [E7] and [E5], where these processes are discussed in detail. For illustration purposes, let us consider the emission from a core level. The positive charge of the hole may excite plasmons - hence, the emission process and the collective degrees of freedom are strongly coupled. If the photon energy $\omega$ is partly converted into a plasmon upon removing the electron, the energy of the photoelectron will be reduced as compared to direct emission from the core level [101] - this process constitutes intrinsic losses ${ }^{8}$, which are illustrated in fig. 3.2(b). A competing process is the direct emission from the core level, where the photoelectron undergoes scattering within the sample and looses a part of its energy upon creating a plasmon [101]. This is the mechanism for extrinsic losses (see sketch in fig. 3.2(c)). Both channels may lead to the same final state, resulting in quantum pathway interference [90]. In principle, intrinsic and extrinsic losses can occur in any system where inelastic scattering channels are present. A typical example, besides plasmon losses, is the electron-vibron or electron-phonon interaction beyond the BO approximation [129]. For relatively weak electron-phonon interaction, the EB Hamiltonian eq. (2.74) is a suitable starting point to incorporate such effects.

### 3.2 Photoemission

Measuring the absorption cross-section delivers a wealth of information, as all the various photoexcitation channels discussed subsec. 3.1.2 may contribute. Consequently, discerning some of the individual processes

[^21]can be a substantial task. It is thus desirable to resolve the cross-section with respect to selected final channels. In this section, we focus on the emission of electrons, in particular on SPE and DPE. We point out how the theories presented in chapter 2 can be employed to compute photoemission spectra and explain the connection to typical experimental setups.

### 3.2.1 Photoelectron spectroscopy

Let us assume the final state of a system (we focus on the electronic degrees of freedom here) after absorbing a photon is of the type $\left|\Psi_{\alpha, \mathbf{k}}^{(-)}\right\rangle, \alpha \in \mathscr{B}_{N_{e}-1}$, i. e. exactly one electron is emitted. The projection into this SPE subspace is achieved experimentally by detecting the energy of the photoelectron $\varepsilon_{\mathbf{k}}$ and its direction $\hat{\mathbf{k}}$ - the wave-vector $\mathbf{k}$ is thus completely determined. Analogous to subsec. 3.1.1, resolving the final-state channels with respect to $\mathbf{k}$ leads to the definition of the differential cross-section (DCS):

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \mathbf{k}}=4 \pi^{2} \alpha_{0} \omega \sum_{\alpha}\left|M_{\alpha, 0}^{\mathrm{LG}}(\mathbf{k})\right|^{2} \delta\left(\omega-\Omega_{\alpha}^{+}-\varepsilon_{\mathbf{k}}\right)=\frac{4 \pi^{2} \alpha_{0}}{\omega} \sum_{\alpha}\left|M_{\alpha, 0}^{\mathrm{VG}}(\mathbf{k})\right|^{2} \delta\left(\omega-\Omega_{\alpha}^{+}-\varepsilon_{\mathbf{k}}\right) \tag{3.13}
\end{equation*}
$$

where we have abbreviated the matrix elements in length (LG) and velocity (VG) gauge, respectively:

$$
\begin{equation*}
M_{\alpha, 0}^{\mathrm{LG}}(\mathbf{k})=\left\langle\Psi_{\alpha, \mathbf{k}}^{(-)}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{LG}}\left|\Psi_{0}\right\rangle, \quad M_{\alpha, 0}^{\mathrm{VG}}(\mathbf{k})=\left\langle\Psi_{\alpha, \mathbf{k}}^{(-)}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{VG}}\left|\Psi_{0}\right\rangle \tag{3.14}
\end{equation*}
$$

An equivalent picture is obtained by measuring the number of photoelectrons $\hat{N}_{\mathbf{k}}=\sum_{\sigma} \hat{c}_{\mathbf{k} \sigma}^{\dagger} \hat{c}_{\mathbf{k} \sigma}$ in the perturbed state. Applying again the first-order TDPT as in subsec. 3.1.1, the initial state $\left|\Psi_{0}^{\mathrm{k} \sigma}\right\rangle$ transforms by the adiabatic switching into $|\widetilde{\Psi}\rangle=\left|\Psi_{0}\right\rangle+\left|\delta \Psi_{\eta}\right\rangle$ with $\left[\omega+E_{0}-\hat{H}_{e}+\mathrm{i} \eta\right]\left|\delta \Psi_{\eta}\right\rangle=\hat{V}_{0}\left|\Psi_{0}\right\rangle$. In [E2] this inhomogeneous TISE is solved directly for the one-electron case. An intuitive observable to characterize the photoemission is given by the photocurrent $J_{\mathbf{k}}=2 \eta\left\langle\delta \Psi_{\eta}\right| \hat{N}_{\mathbf{k}}\left|\delta \Psi_{\eta}\right\rangle$ with $\eta \rightarrow 0+$. Inserting the completeness relation in the $\left(N_{e}-1\right)$-electron Hilbert space, the photocurrent is transformed into

$$
\begin{aligned}
J_{\mathbf{k}} & =2 \eta \sum_{\sigma}\left\langle\Psi_{0}\right| \hat{V}_{0}^{\dagger} \frac{1}{\omega+E_{0}-\hat{H}_{e}-\mathrm{i} \eta} \hat{c}_{\mathbf{k} \sigma}^{\dagger} \hat{c}_{\mathbf{k} \sigma} \frac{1}{\omega+E_{0}-\hat{H}_{e}+\mathrm{i} \eta} \hat{V}_{0}\left|\Psi_{0}\right\rangle \\
& \left.=2 \eta \sum_{\sigma} \sum_{\alpha}\left|\left\langle\Psi_{\alpha}^{+}\right| \hat{c}_{\mathbf{k} \sigma} \frac{1}{\omega+E_{0}-\hat{H}_{e}+\mathrm{i} \eta} \hat{V}_{0}\right| \Psi_{0}\right\rangle\left.\right|^{2}
\end{aligned}
$$

The correspondence to eigenstates $\left|\Psi_{\alpha, \mathbf{k}}^{(-)}\right\rangle$is found from the Møller operator (cf. eq. (2.37)):

$$
\left|\Psi_{\alpha, \mathbf{k}}^{(-)}\right\rangle=\hat{\Omega}^{(-)} \hat{c}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle=\eta \int_{0}^{\infty} \mathrm{d} e^{-\eta t} e^{\mathrm{i} \hat{H}_{e} t} e^{-\mathrm{i}\left(\varepsilon_{\mathbf{k}}+E_{\alpha}^{+}\right) t} \hat{c}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle=\frac{-\mathrm{i} \eta}{\varepsilon_{\mathbf{k}}+E_{\alpha}^{+}-\hat{H}_{e}+\mathrm{i} \eta} \hat{c}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle, \eta \rightarrow 0+
$$

With the energy balance $\omega+E_{0}=\varepsilon_{\mathbf{k}}+E_{\alpha}^{+}$it is thus straightforward to see $J_{\mathbf{k}}=4 F \mathrm{~d} \sigma / \mathrm{d} \mathbf{k}$. Besides $\alpha \in \mathscr{B}_{N_{e}-1}$, the sum over the many-body states also includes further continuum electrons, i. e. multiple ionization is not excluded (a typical example is the Auger effect, see subsec. 3.2.2). For explicitly studying SPE, the projection into the subspace $\mathscr{B}_{N_{e}-1}$ has to be performed (see appendix A), as discussed in [E3].

Inspecting the mathematical structure of eq. (3.13) along with eq. (3.14), one realizes a significant difference to the total cross-section (3.11) - the latter can be written in response formulation, i. e. by the symmetric contraction of a single object with appropriate matrix element (also called closed-loop formulation). At variance, the SPE DCS (3.13) is asymmetric and can not be expressed by the DD response function - a response formulation of SPE turned out to be a lot more involved. First approaches to SPE from extended systems were based on empirical theories: according to Berglund and Spicer [130], photoemission can be regarded as a three-stage process: (i) photoexcitation, (ii) transport to the surface (the electron might undergo inelastic scattering hereby), and (iii) the transformation into a scattering state at the surface. For SPE from atoms or molecules the intricacies arising due to the (possibly inelastic) propagation of a quasi-free electron to the surface do not play a role; step (ii) and (iii) coalesce into the notion of the (exact) scattering wavefunction. For few-body systems, wave-functions of the type of $\left|\Psi_{\alpha, \mathbf{k}}^{(-)}\right\rangle$can be approximated using methods from quantum chemistry [131-133] or specialized methods like the R-matrix approach [131, 134, 135]. A more general approach is provided by the perturbative expansion of the dipole matrix elements (3.14) in


Figure 3.3: (a) Illustration of angle-resolved photoemission from a gas-phase target. The direction of the photoelectron $\hat{\mathbf{k}}$ is measured against the polarization direction $\mathbf{u}$. (b) Schematic of photoemission from a surface of a solid, where the crystallographic directions usually serve as reference for the angular distribution. (c) Example setup for a electronelectron multi-coincidence spectrometer with two turntables with three and seven hemispherical analyzers, respectively (schematic according to ref. [139]).
terms of Coulombic scattering processes [136]. Choosing the diagrammatic representation, the parallels to the MBPT for the polarization $\chi(1 ; 2)$ become clear; in particular, the specific version of the RPA is widely employed [137].

A general treatment to incorporate many-body scattering events, which is applicable for extended systems, as well, has been introduced by Caroli [129] and is discussed in detail in our work [E3]. For now we resort to the standard approximation for photoemission, the so-called sudden approximation: assuming for the Møller operator $\hat{\Omega}^{(-)} \approx 1$, the anti-symmetrized product $\left|\Psi_{\alpha, \mathbf{k}}^{(-)}\right\rangle \approx\left|\Phi_{\alpha, \mathbf{k}}\right\rangle=\hat{c}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle$(compare subsec. 2.4.1) takes over the role of the final state. One so obtains the matrix elements (3.14) in terms of the hole-Dyson orbitals (see subsec. 2.5.5):

$$
\begin{equation*}
M_{\alpha, 0}^{\mathrm{LG}}(\mathbf{k})=\left\langle\phi_{\mathbf{k}}\right| \mathbf{u} \cdot \mathbf{r}\left|\phi_{0, \alpha}^{(\mathrm{h})}\right\rangle, \quad M_{\alpha, 0}^{\mathrm{VG}}(\mathbf{k})=-\mathrm{i}\left\langle\phi_{\mathbf{k}}\right| \mathbf{u} \cdot \nabla\left|\phi_{0, \alpha}^{(\mathrm{h})}\right\rangle, \tag{3.15}
\end{equation*}
$$

where the SP scattering wave-function $\phi_{\mathbf{k}}(\mathbf{r})$ is associated to the operator $\hat{c}_{\mathbf{k} \sigma}^{\dagger}$. Expressing the many-body matrix elements by the Dyson orbitals as in eq. (3.15) is an enormous simplification, since they reduce to effective one-body matrix elements. Furthermore, it provides a direct link to the lesser GF:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \mathbf{k}}=4 \pi^{2} \alpha_{0} \omega \sum_{i j} m_{i}^{\mathrm{LG}}(\mathbf{k}) G_{i j}^{<}\left(\omega-\varepsilon_{\mathbf{k}}\right) m_{j}^{\mathrm{LG}}(\mathbf{k})^{*}=\frac{4 \pi^{2} \alpha_{0}}{\omega} \sum_{i j} m_{i}^{\mathrm{VG}}(\mathbf{k}) G_{i j}^{<}\left(\omega-\varepsilon_{\mathbf{k}}\right) m_{j}^{\mathrm{VG}}(\mathbf{k})^{*} . \tag{3.16}
\end{equation*}
$$

In contrast to the above, the matrix elements occurring in eq. (3.16) are defined with respect to the SP basis, i. e. the SP states $\left|\phi_{i}\right\rangle$ replace the Dyson orbitals in eq. (3.15). In some sense, eq. (3.16) represents a closed-loop formula for SPE with the sudden approximation. The lesser GF can hereby be interpreted as the response function upon electron removal. Describing SPE in terms of the GF has the important conceptional and practical advantage of being compatible with the MBPT theory outlined in sec. 2.5. Hence, the correlations within the initial state can be incorporated in a systematic way. A treatment beyond the sudden approximation based on the NEGF formalism has been introduced by the diagrammatic technique by Caroli [129]; a closed-loop generalization of SPE based on the Feshbach projection algebra was presented by Almbadh [138]. Our work [E3] incorporates the different approaches and points out their deep connection.

For measuring DCS of photoionization from atoms or molecules, experiments are usually carried out in the gas phase. The greatly reduced density lowers the interaction effects and thus comes close to the ideal of spectroscopy from isolated molecules. On the other hand, the random orientation needs to be taken into account. As shown by Yang [140], the orientation-averaged DCS within the dipole approximation (not resolved with respect to the spin) amounts to

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \mathbf{k}}=\frac{\sigma_{0}(\omega)}{4 \pi}\left[1+\beta P_{2}(\cos \theta)\right], \tag{3.17}
\end{equation*}
$$

where $\sigma_{0}(\omega)=\int \mathrm{d} \hat{\mathbf{k}} \mathrm{d} \sigma / \mathrm{d} \mathbf{k}$ is the energy-resolved cross-section; $P_{2}$ the second Legendre polynomial. The angle $\theta$ is the polar angle corresponding to the solid angle $\hat{\mathbf{k}}$ (see fig. 3.3(a)). It is measured with respect to the only available reference direction - the polarization $\mathbf{u}$. The asymmetry parameter $-1 \leq \beta \leq 2$ characterizes the photoelectron angular distribution (PAD). Experimentally, the DCS (3.17) is determined by turning an electron detector with a small opening angle and thus scanning over all possible directions $\theta$ (illustrated in fig. 3.3(a)), or by collecting the signal of many multiple detectors arranged in different directions. Typical electron detectors are hemispherical electrostatic analyzers or time-of-flight (TOF) spectrometers [141]. An alternative way of collecting the angular information is to map the photoelectrons on a two-dimensional plane (and measuring their energy) - this is the basic principle of velocity-map imaging (VMI) [142].

For photoemission from extended systems, in contrast to the above, the symmetry of the sample mainly determines the PAD. For solids, the Bloch theorem puts the crystal momentum $\mathbf{k}$ in the focus as the fundamental quantum number of the Bloch states. This dependence can be extended to the Dyson orbitals, such that the GF has the generic structure $G_{\mu \nu}\left(\mathbf{k} ; z_{1}, z_{2}\right)(\mu, v$ are band indices or refer to lattice sites within the unit cell). Beside matrix element effects, measuring the energy and angular dependence with respect to $\mathbf{k}$ called angular-resolved photoemission spectroscopy (ARPES), sketched in fig. 3.3(b) - accesses the quasihole energies and their dispersion with respect to $\mathbf{k}$ as constituents of the one-body GF. Hence, ARPES provides a direct experimental link to the QP band structure of the solid [143].

### 3.2.2 Double photoemission and Auger spectroscopy

DPE and the Auger effect are two types of processes that result in the liberation of two correlated electrons from the same target after it absorbed exactly one photon. This needs to be distinguished from a sequential mechanism similar to two SPE events upon the absorption of two photons. After promoting two electrons to the continuum, the final state of the many-body system is of the type $\left|\Psi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{(-)}\right\rangle$. Employing the Fermi Golden rule for the emission of two electrons defines the DCS

$$
\begin{align*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} \mathbf{k}_{1} \mathrm{~d} \mathbf{k}_{2}} & =4 \pi \alpha_{0} \omega \sum_{\alpha}\left|M_{\alpha, 0}^{\mathrm{LG}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)\right|^{2} \delta\left(\omega-\Omega_{\alpha}^{2+}-\varepsilon_{\mathbf{k}_{1}}-\varepsilon_{\mathbf{k}_{2}}\right)  \tag{3.18}\\
& =\frac{4 \pi \alpha_{0}}{\omega} \sum_{\alpha}\left|M_{\alpha, 0}^{\mathrm{VG}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)\right|^{2} \delta\left(\omega-\Omega_{\alpha}^{2+}-\varepsilon_{\mathbf{k}_{1}}-\varepsilon_{\mathbf{k}_{2}}\right) . \tag{3.19}
\end{align*}
$$

The matrix elements are defined, in analogy to subsec. 3.2.1, as

$$
\begin{equation*}
M_{\alpha, 0}^{\mathrm{LG}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\left\langle\Psi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{(-)}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{LG}}\left|\Psi_{0}\right\rangle, \quad M_{\alpha, 0}^{\mathrm{VG}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\left\langle\Psi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{(-)}\right| \mathbf{u} \cdot \hat{\mathbf{D}}^{\mathrm{VG}}\left|\Psi_{0}\right\rangle \tag{3.20}
\end{equation*}
$$

Following the analogous steps as in subsec. 3.2.1, a link between the DPE DCS (3.18) and the two-electron current

$$
\begin{equation*}
J_{\mathbf{k}_{1} \mathbf{k}_{2}}=2 \eta\left\langle\delta \Psi_{\eta}\right| \hat{N}_{\mathbf{k}_{1}} \hat{N}_{\mathbf{k}_{2}}-\delta_{\mathbf{k}_{1} \mathbf{k}_{2}} \hat{N}_{\mathbf{k}_{1}}\left|\delta \Psi_{\eta}\right\rangle, \eta \rightarrow 0+ \tag{3.21}
\end{equation*}
$$

can be established by $J_{\mathbf{k}_{1} \mathbf{k}_{2}}=4 F \mathrm{~d} \sigma / \mathrm{d} \mathbf{k}_{1} \mathrm{~d} \mathbf{k}_{2}$. The operator $\hat{N}_{\mathbf{k}_{1}} \hat{N}_{\mathbf{k}_{2}}-\delta_{\mathbf{k}_{1} \mathbf{k}_{2}} \hat{N}_{\mathbf{k}_{1}}$ excludes uncorrelated SPE events.

As already briefly discusses in subsec. 2.4.1, constructing two-body scattering wave-functions is possible for the simplest cases only. The methods of incorporating SP scattering wave-functions into an approximate description of the many-body states (mentioned in subsec. 3.2.1) are, in principle, still applicable and allow for taking two continuum electrons into account. However, the Coulomb interaction between the two liberated electrons is not captured by such approaches. It turned out that the missing repulsion has profound impact on the angular distribution of the two photoelectrons [144-146].

Nevertheless, employing the sudden approximation $\left|\Psi_{\alpha, \mathbf{k}_{1} \mathbf{k}_{2}}^{(-)}\right\rangle \approx \hat{c}_{\mathbf{k}_{1} \sigma_{1}}^{\dagger} \hat{\mathbf{c}}_{\mathbf{k}_{2} \sigma_{1}}^{\dagger}\left|\Psi_{\alpha}^{2+}\right\rangle$ leads to a significant simplification, as the matrix elements (3.20) can be expressed in terms of the two-hole Dyson orbitals:

$$
\begin{equation*}
M_{\alpha, 0}^{\mathrm{LG}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=\left\langle\Phi_{\mathbf{k}_{1} \mathbf{k}_{2}}\right| \mathbf{u} \cdot\left(\mathbf{r}_{1}+\mathbf{r}_{2}\right)\left|\Phi_{0, \alpha}^{(2 \mathrm{~h})}\right\rangle, \quad M_{\alpha, 0}^{\mathrm{VG}}\left(\mathbf{k}_{1}, \mathbf{k}_{2}\right)=-\mathrm{i}\left\langle\Phi_{\mathbf{k}_{1} \mathbf{k}_{2}}\right| \mathbf{u} \cdot\left(\nabla_{\mathbf{r}_{1}}+\nabla_{\mathbf{r}_{2}}\right)\left|\Phi_{0, \alpha}^{(2 \mathrm{~h})}\right\rangle \tag{3.22}
\end{equation*}
$$

Here, $\left|\Phi_{\mathbf{k}_{1}, \mathbf{k}_{2}}\right\rangle$ denotes the anti-symmetrized two-body scattering state built by the one-body scattering wave-functions $\left|\phi_{\mathbf{k}_{1}}\right\rangle$ and $\left|\phi_{\mathbf{k}_{2}}\right\rangle$. In principle, it is also possible to incorporate the Coulomb repulsion into $\left|\Phi_{\mathbf{k}_{1}, \mathbf{k}_{\mathbf{2}}}\right\rangle$ [147]. The double-hole Dyson orbitals are defined, in analogy to the one-hole case (eq. (2.70)) as

$$
\begin{equation*}
\Phi_{0, \alpha}^{(2 \mathrm{~h})}\left(x_{1}, x_{2}\right)=\left\langle\Psi_{\alpha}^{2+}\right| \hat{\psi}\left(x_{1}\right) \hat{\psi}\left(x_{2}\right)\left|\Psi_{0}\right\rangle \tag{3.23}
\end{equation*}
$$

The notion of the two-hole Dyson orbitals (3.23) establishes, similarly to eq. (3.16), a link to a suitable GF. For DPE, this is the two-body GF [148]. Hence, DPE allows for direct insight in genuine two-body quantities and thus opens a window for studying electron-electron correlations. This statement is underpinned by observing that the DPE event is excluded if the Coulomb interaction is switched off. The two-hole Dyson orbitals are then given by anti-symmetrized products of the occupied SP orbitals. Taking the generic dipole operator $\hat{\boldsymbol{D}}=\hat{d}_{1}+\hat{d}_{2}\left(\hat{d}_{1 / 2}\right.$ acts on electron $1 / 2$ ), one finds

$$
\left\langle\Phi_{\mathbf{k}_{1} \mathbf{k}_{2}}\right| \hat{D}\left|\Phi_{0, \alpha=(i j)}^{(2 \mathrm{~h})}\right\rangle=\left\langle\phi_{\mathbf{k}_{1}}\right| \hat{d}\left|\phi_{i}\right\rangle \delta_{\mathbf{k}_{2} j}+\left\langle\phi_{\mathbf{k}_{2}}\right| \hat{d}\left|\phi_{j}\right\rangle \delta_{\mathbf{k}_{1} i}-\left\langle\phi_{\mathbf{k}_{1}}\right| \hat{d}\left|\phi_{j}\right\rangle \delta_{\mathbf{k}_{2} i}-\left\langle\phi_{\mathbf{k}_{2}}\right| \hat{d}\left|\phi_{i}\right\rangle \delta_{\mathbf{k}_{1} j}=0 .
$$

In other words, it is the electronic correlations which coalesce in the emission of two electrons - systems with stronger (effective) electron-electron interaction are thus much more likely to be double-ionized. This has been confirmed experimentally [149], as well.

From theoretical point of view, a general treatment of DPE within and, in an even more pronounced manner, beyond the sudden approximation is a highly demanding task. One possibility is given by, as for SPE, the diagrammatic expansion of the two-body matrix elements (3.20) in terms of the Coulomb interaction in both the initial and the final state channels [136]. Although formally exact, its practical applicability is limited to cases where the bare Coulomb interaction can be treated as a small quantity - typically small to moderate-size atoms. A link between the NEGF formalism and the powerful machinery of MBPT would be beneficial in a more general setup. This link is the topic of [E3].

As pointed out in subsec. 3.1.2, the Auger decay leads to the emission of two electrons, as well. The Auger decay involves an intermediate (shake-up) stage which results in different characteristics of the mechanism as compared to, for instance, DPE due to direct electron-electron scattering (knock-out). These kinds of indirect emission channels typically result in a time delay between the ionization of the core level and the shake-up ionization. Recent experiments [150] and theories [151] focus on the time-resolved Auger effect, where these questions can be addressed. The kinematics of an Auger experiment is usually different from DPE. The photon energy $\omega$ has to suffice to promote a core electron (binding energy $-\varepsilon_{\mathrm{C}}$ ) to the continuum: $\varepsilon_{\mathbf{k}_{1}}=\varepsilon_{\mathrm{C}}+\omega$. The energy of the first electron $\varepsilon_{\mathbf{k}_{1}}$ needs not to be detected as it is completely determined by the photon energy and the known energetic position of the core level ${ }^{9}$. By detecting the secondary electron with energy $\varepsilon_{\mathbf{k}_{2}}$, the binding energy $\varepsilon_{\mathrm{B}}$ of the valence orbital (see fig. 3.1(c)) where the Auger electron is liberated from can be determined: $\varepsilon_{\mathrm{B}}=-\varepsilon_{\mathrm{C}}-\varepsilon_{\mathbf{k}_{2}}$. The theoretical description of Auger spectra, similarly to DPE, entails the two-body GF [153].

A typical experimental setup with which both DPE and the Auger effect can be measured [139] is sketched in fig. 3.3(c). An array of hemispherical analyzers collects electrons in (ideally) the full solid angle. Importantly, the case of two uncorrelated emission events from two different targets needs to be excluded. This is achieved by coincidence detection [154]. Taking the autocorrelation of the electron's TOF measured by the individual detectors, correlated emission events can be singled out. Auger and DPE spectra are discussed and paralleled for the $\mathrm{C}_{60}$ molecule in [E5].

### 3.2.3 Two-photon photoemission

Two-photon photoemission (2PPE) goes beyond the perturbative regime as governed by the Fermi Golden rule. In general, 2 PPE is a sequential ionization process where electrons are promoted from occupied to virtual states by the first photon, from which they are liberated by absorbing a second photon. It is clear already at this point that both the spectral properties of the occupied and of the virtual states play an important role hereby. Moreover, it explicitly probes excited state properties. 2PPE thus differs from the linear-response

[^22]philosophy, which relies on transitions from the ground state. Accounting for the coupling of two independent laser fields to the system, the total Hamiltonian (we restrict consider electronic transitions only here) reads
\[

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}+\left(\hat{D} f_{1}(t) e^{-\mathrm{i} \omega_{1} t}+\hat{D} f_{2}(t) e^{-\mathrm{i} \omega_{2} t}+\text { h. c. }\right) \tag{3.24}
\end{equation*}
$$

\]

Here, $\hat{D}$ denotes the dipole operator in either gauge; $f_{1}(t)\left(f_{2}(t)\right)$ is the envelop function characterizing the temporal structure of the first (second) incident field. For $\hat{H}_{0}$ we think of the electronic Hamiltonian $\hat{H}_{e}\left(t_{0}\right)$ (eq. (2.20)).

Steady-state two-photon photoemission. For a steady-state scenario (continuous laser fields), one chooses $f_{1}(t)=f_{1}^{(0)} e^{-\eta t}, f_{2}(t)=f_{2}^{(0)} e^{-\delta t}$. We assume that the respective frequencies $\omega_{1}, \omega_{2}$ are adjusted such that the population of the intermediates states is due to the first laser. Furthermore, the intensity of both lasers is assumed to lie in the perturbative regime. Employing second-order TDPT (and the limit $\delta \rightarrow 0+$ ) the differential 2PPE DCS attains the form [155]

$$
\begin{align*}
& \left.\frac{\mathrm{d} \sigma_{2 \mathrm{PPE}}}{\mathrm{~d} \mathbf{k}} \propto 2 \eta \omega \sum_{\beta \in \mathscr{B}_{N_{e}-1}} \right\rvert\, \sum_{\alpha \in \mathscr{F}_{N_{e}}}\left(\omega_{1}-\Omega_{\alpha}+\mathrm{i} \eta\right)^{-1}\left\langle\Psi_{\beta, \mathbf{k}}^{(-)}\right| \hat{D}\left|\Psi_{\alpha}\right\rangle \\
& \times\left.\left\langle\Psi_{\alpha}\right| \hat{D}\left|\Psi_{0}\right\rangle \delta\left(\omega_{1}+\omega_{2}-\Omega_{\beta}^{+}-\varepsilon_{\mathbf{k}}\right)\right|^{2}, \quad \eta \rightarrow 0+ \tag{3.25}
\end{align*}
$$

The fraction in the modulus square ensures the energy conservation $\omega_{1}=\Omega_{\alpha}=E_{\alpha}-E_{0}$, while the $\delta$ function represents the total energy conservation. As eq. (3.25) demonstrates, 2 PPE compares to the photoemission of the excited states, which are populated with some probability by absorbing the first photon. Note that pathway interference prevents to factor out the individual probabilities to obtain an overall rate expression.

Time-resolved two-photon photoemission. 2PPE does not only allow for accessing the virtual states to study their spectral properties, but their time-resolved dynamics, as well, by operating with two pulses rather than continuous lasers. Ideally, the first pulse excites the system resonantly by a short pulse at time $t=0$. The resonance condition has to be balanced against the pulse duration; let us assume a typical number of ten optical cycles. The system undergoes free evolution including relaxation channels such as electron-phonon scattering. After a time $t=\tau$, a second (probe) pulse ionizes the system. For a good time resolution, the probe pulse should be as short as possible, but must also allow for ionizing selectively from the virtual states. A suitable observable would be the photoelectron spectrum or photoemission probability at fixed energies. Carrying out this pump-probe experiment as a function of the pulse delay $\tau$ (illustrated in fig. 3.4(a)) delivers information on the dephasing and relaxation dynamics of the excited states. From theoretical point of view, describing time-resolved 2PPE is achievable by few approaches:
(i) Explicitly solving the TDSE according to the time-dependent Hamiltonian (3.24) for the (many-body) states $|\Psi(t)\rangle$. Projecting on the final states with one continuum electron allows us to define the time-resolved photoionization rate $P_{\beta, \mathbf{k}}(t ; \tau)=\left|\left\langle\Psi_{\beta, \mathbf{k}}^{(-)} \mid \Psi(t)\right\rangle\right|^{2}$, which parametrically depends on $\tau$. For $t \rightarrow \infty$, the total photoemission probability as a function of the delay can thus be obtained. In practice, one uses a basis-set representation

$$
|\Psi(t)\rangle=\sum_{\alpha \in \mathscr{B}_{N_{e}}} C_{\alpha}(t)\left|\Psi_{\alpha}\right\rangle+\sum_{\beta \in \mathscr{B}_{N_{e}-1}} \int \mathrm{~d} \mathbf{k} \widetilde{C}_{\beta \mathbf{k}}(t)\left|\Psi_{\beta, \mathbf{k}}^{(-)}\right\rangle
$$

with a suitably reduced number of the involved states. The continuum $\mathbf{k} \in \mathbb{R}^{3}$ is typically discretized. We employ this approach in [E1]. Alternatively, one can employ TDDFT in real space and determine the time-dependent photocurrent directly by computing the flux of particles emerging from the system [156] Instead of solving the finite-level TDSE for the amplitudes $C_{\alpha}(t)$ and $\widetilde{C}_{\beta \mathbf{k}}(t)$, one can also propagate the timedependent Liouville equation for the density matrix instead. This approach has the advantage that relaxation mechanisms can be incorporated by extending to, e. g., the Lindblad master equation (see appendix D) as in [E6].


Figure 3.4: (a) Sketch of a time-resolved 2PPE experiment for measuring the lifetime of virtual states in the SP picture. (i) The system is resonantly driven to an excited state by pump pulse. (ii) During free time evolution, dephasing and relaxation effects due to interactions take place. (iii) A photoelectron spectrum upon probing is recorded with varying pump-probe delay $\tau$. (b) Illustration of the two-photon femtochemistry: a molecule is vertically excited from the groundstate PES. The corresponding nuclear wave-packet undergoes vibrational or dissociative dynamics, until an electron is emitted by the second photon.
(iii) The time-dependent NEGF formalism. Assuming the photon energy of the probe pulse is sufficiently large, the pulse duration required to accommodate a few optical cycles can be very short as compared to the dynamics induced upon pumping. While the notion of the time-dependent wave-function as used in (i) excludes, in principle, spectral information, the two-times NEGF contains the full information. This leads to the definition of the time-dependent 2PPE DCS, analogously to the SPE case (3.16), as

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{2 \mathrm{PPE}}(\tau)}{\mathrm{d} \mathbf{k}} \propto \sum_{i j} m_{i}(\mathbf{k}) G_{i j}^{<}\left(\omega_{2}-\varepsilon_{\mathbf{k}}, \tau\right) m_{j}(\mathbf{k})^{*} \tag{3.26}
\end{equation*}
$$

Here, the frequency and the time dependence of the GF are as in eq. (2.73). The one-body matrix elements can be in either gauges. Some slight modifications make eq. (3.26) compatible with a finite duration of the probe pulse [86]. Transferring the interpretation of ARPES in terms of the crystal momentum as ingredient to the NEGFs (see subsec. 3.2.1), the pump-probe setup allows for tracing the evolution of the band structure ${ }^{10}$ in the time domain - known as time-resolved ARPES [157-159].

Two-photon femtochemistry. For molecular systems, the principle of time-resolved 2PPE is closely related to the ideas of femtochemistry. Imagine the following scenario: a short pump pulse drives a resonant electronic transition, while the nuclei can be considered as frozen on the time scale of the pulse (called vertical transition). Revisiting the TDSE for the nuclear wave-functions, eq. (2.14), a vertical transitions amounts to neglecting the kinetic energy of the cores. Assuming the molecule to be well-described by the BO approximation, the time evolution is governed by

$$
\begin{align*}
\mathrm{i}_{t} \chi_{\alpha}(\{\mathbf{R}\} ; t)=\sum_{\beta} & {\left[E_{\alpha}(\{\mathbf{R}\}) \delta_{\alpha \beta}+\left(f_{1}(t) e^{-\mathrm{i} \omega_{1} t} D_{\alpha \beta}(\{\mathbf{R}\})+\text { h. c. }\right)\right] } \\
& \times \chi_{\beta}(\{\mathbf{R}\} ; t), \tag{3.27}
\end{align*}
$$

where $D_{\alpha \beta}(\{\mathbf{R}\})=\left\langle\Psi_{\alpha}\right| \hat{D}\left|\Psi_{\beta}\right\rangle$ and, as in sec. 2.3, $\{\mathbf{R}\}=\left(\mathbf{R}_{1}, \ldots, \mathbf{R}_{N_{c}}\right)$. After the nuclear wave-function associated with the ground-state PES $E_{0}(\{\mathbf{R}\})$ has been promoted to an excited-state PES $E_{\alpha}(\{\mathbf{R}\})$ by the pump pulse, a non-trivial time evolution of the nuclear-wave packet (NWP) is triggered since the NWP is no longer an eigenstate with respect to $E_{\alpha}(\{\mathbf{R}\})$. Fig. 3.4(b) shows a sketch of this process. In order to map out the NWP dynamics, a probe pulse can be applied to ionize the molecule. It is known [160] that the information on the NWP can extracted from the photoelectron spectrum or - in the case of a break up of the molecule - from the molecular fragments [161]. Especially for the latter scenario, called Coulomb explosion, it is more or less established how to reconstruct the dynamics of the NWP [162-164]. Our works [E1] and [E2], on the other hand, explore how comparable information is obtained from the manifestation of the nuclear arrangement on the photoemission properties.

[^23]
### 3.3 Electron and photon scattering

The photon impact events and the resulting physics discussed in sec. 3.1 and 3.2 were focused on the absorption of a photon. In this section we consider the inelastic scattering of photons and electrons from an electronic system and work out the connection to the charge density fluctuations.

### 3.3.1 Electron-energy loss spectroscopy

In the electron-energy loss spectroscopy (EELS) setup, a high-energy (keV regime) electron (wave vector $\mathbf{k}$, energy $\varepsilon_{\mathbf{k}}$ ) is directed at the target. By measuring (for instance with a hemispherical analyzer, see subsec. 3.2.1) both the energy $\varepsilon_{\mathbf{k}^{\prime}}$ and the angle $\theta$ (with respect to $\mathbf{k}$ ) under which the electron is scattered from the sample, the momentum transfer $\mathbf{q}=\mathbf{k}-\mathbf{k}^{\prime}$ and the energy loss $\omega=\varepsilon_{\mathbf{k}}-\varepsilon_{\mathbf{k}^{\prime}}$ become control variables for the experiment. In contrast to the scattering of other particles, the indistinguishability of the electrons needs to be accounted for and complicates the theoretical description (see subsec. 2.4.1). However, due to the high energy, exchange effects can often be neglected, such that the scattered electron can be treated as distinguishable projectile. Let us thus extend the electronic Hamiltonian (2.22) (any time-dependence in $\hat{H}_{e}$ is omitted) by

$$
\begin{equation*}
\hat{H}_{e p}=\hat{H}_{e}+\hat{h}_{p}+\hat{V}_{e p}, \quad \hat{V}_{e p}=\frac{1}{2} \sum_{i j} \sum_{\mathbf{p} \mathbf{p}^{\prime}} \sum_{\sigma \sigma^{\prime}} v_{i \mathbf{p} \mathbf{p}^{\prime} j} \hat{c}_{i \sigma}^{\dagger} \hat{a}_{\mathbf{p} \sigma^{\prime}}^{\dagger} \hat{a}_{\mathbf{p}^{\prime} \sigma^{\prime}} \hat{c}_{j \sigma^{\prime}}, \quad \hat{h}_{p}=\sum_{\mathbf{p} \sigma} \varepsilon_{\mathbf{p}} \hat{a}_{\mathbf{p} \sigma}^{\dagger} \hat{a}_{\mathbf{p} \sigma}, \tag{3.28}
\end{equation*}
$$

where the projectile degrees of freedom are represented by the creation/annihilation operators $\hat{a}_{\mathbf{p} \sigma}^{\dagger} / \hat{a}_{\mathbf{p} \sigma}$ (which are to be distinguished from the electronic operators). Similarly to the treatment of the light-matter interaction (see subsec. 3.1.1), the Coulomb interaction $\hat{V}_{e p}$ between the projectile and the target is turned on adiabatically. Within first-order TDPT (first Born approximation in this context [33]), the initial state $\hat{a}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{0}\right\rangle$ (energy $E_{0}+\varepsilon_{\mathbf{k}}$ ) transforms into

$$
\begin{equation*}
\left|\widetilde{\Psi}^{\left(N_{e}+1\right)}\right\rangle=\hat{a}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{0}\right\rangle+\frac{1}{E_{0}+\varepsilon_{\mathbf{k}}-\hat{H}_{e}-\hat{h}_{p}+\mathrm{i} \eta} \hat{V}_{e p} \hat{a}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{0}\right\rangle \tag{3.29}
\end{equation*}
$$

Projecting onto the final state $\hat{a}_{\mathbf{k}^{\prime} \sigma}^{\dagger}\left|\Psi_{\alpha}\right\rangle$ (as the outgoing momentum $\mathbf{k}^{\prime}$ is fixed by the measurement) and normalizing by the effective switch-on time $(2 \eta)^{-1}$ yields the transition rates in form of the Fermi Golden rule

$$
\left.\left.p_{\alpha}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=2 \pi\left|\left\langle\Psi_{\alpha}\right| \hat{a}_{\mathbf{k}^{\prime} \sigma} \hat{V}_{e p} \hat{a}_{\mathbf{k} \sigma}^{\dagger}\right| \Psi_{0}\right\rangle\left.\right|^{2} \delta\left(E_{0}+\omega-E_{\alpha}\right)=2 \pi\left|\left\langle\Psi_{\alpha}\right| \hat{V}_{\mathrm{eff}}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)\right| \Psi_{0}\right\rangle\left.\right|^{2} \delta\left(E_{0}+\omega-E_{\alpha}\right)
$$

with the effective interaction $\hat{V}_{\text {eff }}\left(\mathbf{k}, \mathbf{k}^{\prime}\right)=(1 / 2) \sum_{i j} \sum_{\sigma} v_{i \mathbf{k} \mathbf{k}^{\prime} j} \hat{c}_{i \sigma}^{\dagger} \hat{c}_{j \sigma}$, which attains the form of a one-body operator. Further approximating the projectile scattering states by plane waves, the effective interaction becomes a function of the momentum transfer only:

$$
\begin{equation*}
\hat{V}_{\mathrm{eff}}(\mathbf{q})=\frac{4 \pi}{q^{2}} \int \mathrm{~d} \mathbf{r} e^{\mathrm{i} \mathbf{q} \cdot \mathbf{r}} \hat{n}(\mathbf{r})=\frac{4 \pi}{q^{2}} \sum_{i=1}^{N_{e}} e^{\mathrm{i} \mathbf{q} \cdot \mathbf{r}_{i}} \tag{3.30}
\end{equation*}
$$

Expressing the Fermi Golden rule as in subsec. 3.1.1 by the dynamical structure factor gives rise to the definition of the EELS cross-section [165]

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\mathrm{EELS}}}{\mathrm{~d} \omega \mathrm{~d} \hat{\mathbf{q}}}=\frac{4 \gamma^{2}}{q^{4}} \frac{k^{\prime}}{k} S(\mathbf{q}, \omega), \quad S(\mathbf{q}, \omega)=\int \mathrm{d} \mathbf{r} \int \mathrm{~d} \mathbf{r}^{\prime} e^{\mathrm{i} \mathbf{q} \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} S_{n(\mathbf{r}) n\left(\mathbf{r}^{\prime}\right)}(\omega) \tag{3.31}
\end{equation*}
$$

The FDT (2.84) provides again a direct link to the DD response function in momentum space. The prefactor $\gamma$ is the Lorenz factor, incorporating relativistic corrections to first order. In the high-energy limit one can approximate $k \approx k^{\prime}$ and so $q^{2} \approx 2 k^{2}(1-\cos \theta)$. The EELS cross-section thus assumes the form

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\mathrm{EELS}}}{\mathrm{~d} \omega \mathrm{~d} \hat{\mathbf{q}}}=\frac{\mathrm{d} \sigma_{\mathrm{Rh}}}{\mathrm{~d} \hat{\mathbf{q}}} S(\mathbf{q}, \omega), \quad \frac{\mathrm{d} \sigma_{\mathrm{Rh}}}{\mathrm{~d} \hat{\mathbf{q}}}=\left(\frac{e^{2}}{8 \pi \epsilon_{0} \varepsilon_{\mathbf{k}}^{2}}\right)^{2} \frac{1}{\sin ^{4}(\theta / 2)} \tag{3.32}
\end{equation*}
$$

where $\mathrm{d} \sigma_{\mathrm{Rh}} / \mathrm{d} \hat{\mathbf{q}}$ is the Rutherford cross-section for an electron scattering from a $1 / r$ potential.
EELS can be paralleled to photoabsorption to some extent, as similar photoexcitation processes (see subsec. 3.1.2) may take place. On the other hand, the energy loss $\omega$ can be chosen selectively. Scanning over $\omega$ allows to access very different regimes and the corresponding loss channels. For instance, for $\omega$ in the meV range, phonon or vibron excitation are dominant inelastic channels, while EELS with $\omega$ in the range of eV targets valence electron or collective excitations. Furthermore, the transition operator $\hat{V}_{\text {eff }}(\mathbf{q})$, at variance to optical absorption which is restricted to dipole transitions only, EELS may break the dipole selection rules for $q>0$. As $e^{\mathrm{iq} \cdot \mathbf{r}} \approx 1+\mathrm{iq} \cdot \mathbf{r}$ for $q \rightarrow 0$, the restriction to dipole transitions is recovered in this case - the case of small $q$ is called the optical limit. In gas-phase experiments, the orientation of the targets is random - one has only access to the spherically-averaged dynamical structure factor $S(q, \omega)=(1 / 4 \pi) \int \mathrm{d} \hat{\mathbf{q}} S(\mathbf{q}, \omega)$.

The prefactor $q^{-4}$ suppresses transitions far from the optical limit significantly. A different perspective on this dependence is gained by substituting the DD response function for the structure factor via the FDT:

$$
\begin{align*}
\frac{(4 \pi)^{2}}{q^{4}} S(\mathbf{q}, \omega) & =-\frac{1}{\pi} \operatorname{Im} \int \mathrm{~d} \mathbf{r} \int \mathrm{~d} \mathbf{r}^{\prime} \int \mathrm{d} \mathbf{r}_{1} \int \mathrm{~d} \mathbf{r}_{2} e^{\mathrm{i} \mathbf{q} \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} \vartheta\left(\mathbf{r}-\mathbf{r}_{1}\right) \chi^{\mathrm{R}}\left(\mathbf{r}_{1}, \mathbf{r}_{2} ; \omega\right) v\left(\mathbf{r}_{2}-\mathbf{r}^{\prime}\right) \\
& =-\frac{1}{\pi} \operatorname{Im} \int \mathrm{~d} \mathbf{r} \int \mathrm{~d} \mathbf{r}^{\prime} e^{\mathrm{i} q \cdot\left(\mathbf{r}-\mathbf{r}^{\prime}\right)} \delta W^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=-\frac{1}{\pi} \operatorname{Im}\left[\delta W^{\mathrm{R}}(\mathbf{q}, \omega)\right] \tag{3.33}
\end{align*}
$$

Here, we have employed the relation between the DD response function and the screened interaction (2.61). Note that only the dynamical (frequency-dependent, that is) part $\delta W^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)$ enters eq. (3.33). The EELS cross-section (3.31) is thus proportional to $\operatorname{Im}\left[\delta W^{\mathrm{R}}(\mathbf{q}, \omega)\right]$. Therefore, EELS directly probes dynamical screening properties of the target. Physically one can imagine this as follows: the electric field of a passing electron causes the dynamical rearrangement of the electrons in the sample. The energy for this process is taken from the scattering electron. In the case the screening is very ineffective $\left(\operatorname{Im}\left[\delta W^{\mathrm{R}}(\mathbf{q}, \omega)\right] \approx 0\right)$, the scattering is elastic and the EELS cross-section approaches zero.

The EELS setup can be conveniently incorporated into the transmission electron microscope (TEM) [166, 167], allowing for spatially-resolved energy-loss spectroscopy [168]. Moreover, recent applications include angular momentum by producing so-called vortex beams [169]. A corresponding application is addressed in [E4].

### 3.3.2 Inelastic X-ray scattering

Inelastic X-ray scattering (IXS) is a photon-based spectroscopy with many parallels to EELS. Already from classical point of view it is clear that the laser-excited electrons undergo oscillations as driven by the incident radiation, which, in turn, leads to the emission of dipole radiation. Effectively, the incident wave is thus scattered from the electronic system. In the case of elastic scattering - called Thomson scattering - the cross-section, resolved with respect to the scattering solid angle $\hat{\mathbf{q}}\left(\mathbf{q}=\mathbf{k}^{\prime}-\mathbf{k}\right.$ is the difference vector of the incident ( $\mathbf{k}$ ) and scattered $\left(\mathbf{k}^{\prime}\right)$ photon), is given [170] by

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\mathrm{Th}}}{\mathrm{~d} \hat{\mathbf{q}}}=\frac{1}{16 \pi^{2} \epsilon_{0} m_{0}^{2} c^{4}} \frac{1+\cos ^{2} \theta}{2}=\alpha_{0}^{2} \frac{1+\cos ^{2} \theta}{2} \tag{3.34}
\end{equation*}
$$

The second equality uses, as usual, atomic units. The photon scattering can, however, also be inelastic and thus provide information on internal excitation channels. Treating the photon scattering process within the first Born approximation ${ }^{11}$, one finds [171] for the IXS DCS

$$
\begin{equation*}
\frac{\mathrm{d} \sigma_{\mathrm{IXS}}}{\mathrm{~d} \omega \mathrm{~d} \hat{\mathbf{q}}}=\frac{\mathrm{d} \sigma_{\mathrm{Th}}}{\mathrm{~d} \hat{\mathbf{q}}} S(\mathbf{q}, \omega), \tag{3.35}
\end{equation*}
$$

where $\omega$ denotes the energy loss.
Comparing the cross-section of EELS (3.32) and for IXS (eq. (3.35)), both techniques establish a direct link to the inelastic scattering processes as described by the dynamical structure factor $S(\mathbf{q}, \omega)$, albeit with some restrictions for large $q$ [172] due to the different prefactor (Rutherford vs. Thomson scattering).

[^24]
# Ultra-fast tracing of nuclear wave-packet dynamics by spatially-resolved photoemission 

In this chapter we introduce our works [E1] and [E2]. The common feature is the correlation between the nuclear dynamics of small molecules - induced by resonantly tuned laser pulses - and the photoionization process. Emphasis is put on identifying particular features of the photoelectrons reflecting the nuclear degrees of freedom as clearly as possible - with the ultimate goal of finding a direct map between experimentally accessible observables and the vibrational dynamics.

### 4.1 E1: Local ionization dynamics traced by photoassisted scanning tunneling microscopy: a theoretical approach

Spectroscopy of single molecules adsorbed on a substrate delivers valuable information on the specific chemical environment and the influence on the electronic and the vibronic properties [173]. Scanningtunneling microscopy (STM) [174-176] or scanning-tunneling spectroscopy (STS) [177-179] are important techniques in this context. STM provides a map of the LDOS with unrivaled spatial resolution; STS provides insight into the excitation channels of single molecules or atoms. In the time domain, both STM- and STStype experiments are limited to the nanosecond to picosecond regime [180, 181].

Photoionization, on the other hand, is a process taking place on the attosecond to femtosecond time scale and is so well suited to map out the time-dependent dynamics of adsorbed molecules - provided the photoelectrons are collected such that a single molecule can be pinpointed as the origin. This requirement is, in principle, fulfilled by reversing the principle of STM: instead of measuring the local tunneling current, the photoelectrons originating from the surface due to laser-driven ionization are chosen as the observable. This basic principle of photoemission microscopy has been improved considerably by using an atomicforce microscopy (AFM) tip as high-resolution (up to 5 nm ) photoelectron detector [182]. Hence, detecting photoelectrons from a single adsorbed molecule becomes feasible.

Motivated by these developments, we propose in our work [E1] a setup for pump-probe photoemission from single molecules on the surface. For a proof-of-principle, we have chosen the HCN molecule bound to the $\mathrm{LiF}(001)$ surface. HCN is an organic molecule with a remarkably strong permanent dipole moment, resulting in a strong hydrogen bond to the polar surface. The very large IP of LiF supresses limits the ionization of the surface itself (which would result in a large background otherwise) and so allows singling out the adsorbates. We demonstrate that, due an almost linear dependence of the photoionization dipole moment to the relevant vibrational modes of the molecule, a one-to-one correspondence between the vibrations and the photoionization probability can be established. These findings are corroborated by the simulation of a pump-probe scenario: molecular vibrations excited by an infrared pump pulse are paralleled to the photoelectron current driven by a femtosecond UV laser pulse.
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#### Abstract

For tracing the spatiotemporal evolution of electronic systems, we suggest and analyze theoretically a setup that exploits the excellent spatial resolution based on scanning tunneling microscopy techniques combined with the temporal resolution of femtosecond pump-probe photoelectron spectroscopy. As an example, we consider the laser-induced, local vibrational dynamics of a surface-adsorbed molecule. The photoelectrons released by a laser pulse can be collected by the scanning tip and utilized to access the spatiotemporal dynamics. Our proof-of-principle calculations are based on the solution of the time-dependent Schrödinger equation supported by the ab initio computation of the matrix elements determining the dynamics.




SECTION: Spectroscopy, Photochemistry, and Excited States

The impressive advances made in generating and utilizing subfemtosecond laser pulses ${ }^{1-6}$ for time-resolving the dynamics of electronic systems are paralleled with the fascinating versatility of scanning tunneling microscopy $(S T M)^{7-10}$ that allows for atomic spatial resolution. STM also accesses spectroscopic information that is related, under certain assumptions, to the local density of states of the probe. The transport through single molecules ${ }^{11-16}$ provides, for instance, insight into the analysis and manipulation of the molecular properties like the conformation ${ }^{17-19}$ or the characterization of magnetic systems. ${ }^{20-22}$

To explore the subpicosecond local dynamics, there have been proposals for inducing and probing the electron dynamics by means of focused femtosecond laser pulses applied within the STM context. ${ }^{23-26}$ The experimental limitations and issues experienced by previous attempts (mainly due to the thermal expansion of the tip $)^{23-25}$ have been shown to be possible to be circumvented by ultrafast two-photon schemes. ${ }^{26,27}$

We propose in this contribution a new model system that demonstrates the feasibility for tracing the femtosecond dynamics of adsorbed atoms or molecules by means of twophoton ${ }^{28-30}$ ultrafast STM-based photoelectron detection. As a concrete example (Figure 1), we consider a metal substrate coated with the LiF overlayer, where a single HCN molecule is adsorbed. The LiF layer has the important advantage of a large band gap $E_{\mathrm{g}}$ (for the bulk at zero temperature, $E_{\mathrm{g}}=14.2 \mathrm{eV}$, ref 31). Provided the ionization energy of adsorbate is smaller than the LiF work function, the dynamics of the molecule can be accessed selectively. Furthermore, the strongly ionic character gives rise to a particular strong bonding of the HCN molecule (which also has a large permanent dipole moment of 1.172 $\mathrm{au}^{32,33}$ ) to the surface. Our molecule serves as a test object


Figure 1. Model system proposed to investigate the local vibrational dynamics of a single HCN molecule adsorbed on the $\mathrm{LiF}(001)$ surface. After an infrared (IR) pump pulse has induced the vibrational dynamics, a second laser pulse photoionizes the molecule. The released electron collected by a STM tip can then be employed for tracing the transient dynamics.
representing the simplest organic molecule and has some further convenient properties, which will be elucidated by the analysis of the electronic properties.

Our goal is to study the transient vibrational dynamics induced by a infrared (IR) laser pulse (the pump pulse) of moderate intensity and the vibronic coherent motion that can be imaged by utilizing the STM tip for recording the

[^25]photocurrent (see WEO1 for the video illustration). This approach is, strictly speaking, not identical to the STM setup in the tunneling regime. Recent experiments ${ }^{34}$ have, however, demonstrated the feasibility and the potential of the local photoelectron detection with the tip apex, reaching a spatial resolution in range of 5 nm . The photoelectron is released by a second laser pulse (the probe pulse) that ionizes the molecule and is applied at a time delay $\tau$ with respect to the pump pulse. We remark that the laser intensities and frequencies are chosen such that only a single electron can be released at a time. The delay before launching a second pump-probe sequence is large enough to allow electrons from the metal substrate to tunnel to the $\mathrm{HCN}^{+}$molecule (characteristic time scale in the range of femtoseconds to picoseconds). The molecule has to relax to the initial vibrational state (time scale of picoseconds to nanosecond). Considering both of these aspects, we estimate the maximal repetition frequency of $\sim 10 \mathrm{MHz}$ for the experiment.

On the basis of a cluster approach for representing the LiF surface, we have found that the most stable equilibrium configuration of HCN is to stand upright on surface, with the positively charged hydrogen atom directly above a $F$ site (further details in the Supporting Information) by bonding to the surface. The comparison with cluster computations reveals that the $\mathrm{C}-\mathrm{N}$ and the $\mathrm{H}-\mathrm{C}$ stretching modes of the isolated HCN molecule ${ }^{35}$ are hardly altered. (See the Supporting Information.) This result is also expected from the chemical point of view due to the strongly ionic character of both subsystems. Similarly, we found that the highest occupied molecular orbital (HOMO) of the HCN molecule (twice degenerated $\pi$ orbital in the isolated case) is hardly changed by the presence of the surface (inset in Figure 1) and possesses the same symmetry.

The shape of the HOMO suggests that the excitation of the $\mathrm{C}-\mathrm{N}$ stretching mode is closely related to contracting or expanding the orbital. Because the HOMO strongly influences the photoionization properties, we expect that a particularly clear connection between the vibrational dynamics and the photocurrent can be established when analyzing the $\mathrm{C}-\mathrm{N}$ stretching eigenmode. We thus choose as the (1D) vibrational coordinate $q$ the distance between the carbon and the nitrogen atom (inset in Figure 1). The hydrogen atom also participates in the vibration but with a much smaller amplitude.

For describing the laser-induced vibronic dynamics as well as the photoionization process, we need the $q$-dependent energy levels. We have computed all the corresponding potential energy surfaces (PESs) within the range of 15 eV from the ground state and accounted only for those states with a nonzero transition matrix element while exploiting the dipole selection rules for the case of a linear polarization of the laser field set parallel to the molecule axis (Figure 2). The incident laser fields are assumed to enter under small angle such that the components of the polarization perpendicular to the molecule axis can be ignored. Because the molecular dynamics is slow compared with the electronic transitions driven by the probe pulse, we can assume the bond angle to be constant for the photoionization process and thus neglect a transition to PESs associated with a bent conformation of the molecule. ${ }^{36,37}$ The computations yield the transitions pathways for the lightmolecule interaction: photoionization and the electronic excitation of the neutral system (no contribution to the photocurrent). Because both channels influence each other, including the neutral excited states is required for quantitative insights.


Figure 2. PESs of the neutral ground state (blue), the neutral excited states (light blue, dashed), and the ground state of $\mathrm{HCN}^{+}$(red) as a function of the vibrational coordinate $q$. The inset magnifies the region where the neutral excited states display energies very close to each other and shows the occurrence of avoided crossings.

We solved the time-dependent Schrödinger equation (TDSE) governing the vibrational dynamics in the presence of the IR laser field $E(t)$. For the latter, we assume a Gaussian form $E(t)=E_{0} \exp \left(-t^{2} / 2 T_{\mathrm{IR}}^{2}\right) \cos \left(\omega_{\mathrm{IR}} t\right)$ with $T_{\mathrm{IR}}=20 \mathrm{fs}$ and $\omega_{\mathrm{IR}}=329.2 \mathrm{meV}$ (This value matches the transition energy from the ground state to the first excited state with respect to the potential $\varepsilon_{0}(q)$ (Figure 2). The corresponding wavelength is $\lambda_{\mathrm{IR}}=3.77 \mu \mathrm{~m}$.) The field amplitude derives from the intensity $I_{\mathrm{IR}}=1.06 \times 10^{13} \mathrm{~W} / \mathrm{cm}^{2}$.
With this specific choice of the parameters, the population transfer is primarily induced from the vibronic ground state to the first excited state, but the pulse spectral width due to the short pulse duration may allow higher levels to participate in the dynamics. (See Figure 3, top panel, where the states are labeled with the vibrational quantum number $\lambda$.) The corresponding coherent motion of the wave packet is represented by the time-dependent expectation value of $q$ (the middle panel in Figure 3), displaying an oscillation with an


Figure 3. Vibrational dynamics of the HCN molecule in the presence of the infrared laser field (shown in the bottom panel) in terms of the level population (top panel) and the time-dependent expectation value of $q$ (panel in the middle). The inset illustrates the definition of the pump-probe delay $\tau$.


Figure 4. (a) Simplifying model for the ionization process: the spectral properties of the laser field only allow for the transitions from the ground state to the excited states or the ionic ground state (indicated by the purple double arrows). (b) $q$-dependent ionization energy and the momentumintegrated transition strength.


Figure 5. (a) Spatial dependence of the detection probability $P$ in the shifted $x-y$ plane placed $\sim 4.5 \AA$ above the molecule for fixed $\tau=-150$ fs. Both possible orientation directions of the degenerated Dyson orbital $\phi_{0}$ are taken into account. (b) Comparison of the expectation value $\langle q\rangle$ from Figure 3 with the detection probability $P$ as a function of the pump-probe delay $\tau$. The point in space for the detection is the same plane as in panel a such that $P$ has the maximal amplitude.
amplitude of $10 \%$ around the equilibrium value. The laser field $E(t)$ is shown in the bottom panel in Figure 3.

To unravel how the vibronic wave packet characterized in Figure 3 can be traced in the quantities of interest, we analyzed the respective many-body TDSE and derived a coupled set of equations including the bound-state dynamics and the release and propagation of exactly one photoelectron to the tip in the presence of the probe pulse. We assume an ultraviolet (UV) Gaussian-shaped laser pulse (central wavelength $\lambda_{\mathrm{UV}}=100 \mathrm{~nm}$, peak intensity $I_{\mathrm{UV}}=3.5 \times 10^{14} \mathrm{~W} \mathrm{~cm}^{-2}$ and pulse length $T_{\mathrm{UV}}=$ 1.97 fs fwhh). A detailed derivation is provided in the Supporting Information, along with the necessary additional approximations: (i) we ignore correlation effects of the photoelectron with the remaining ones, (ii) we ignore second-order overlap terms of well-localized orbitals with the continuum wave function of the released electron, and (iii) we employ the Born-Oppenheimer (BO) approximation. ${ }^{38}$ For the latter, we spend a few words more on the justification for our model system. Because the diabatic coupling matrix elements of the electronic wave functions sandwiching the derivatives with respect to the vibrational coordinate are related to the velocity (the kinetic energy) of the nuclei (slow on the electronic time scale) divided by the energy level spacing of the states, these matrix elements play only a minor role as long as the electronic levels are well-separated. This is, for example, the case for the ground state in Figure 2 but not for the excited
states. However, the physical picture of the slow nuclei implies that the diabatic coupling elements have only a minor influence on the short-time dynamics; that is, when restricting the pulse length of the probing electrical field to a small time scale compared with the characteristic time scale for the vibrations, the BO approximation is still valid. This assumption is tolerable in view of the fact that $T_{\mathrm{UV}} / T_{\mathrm{vib}} \approx 0.1$. We furthermore specialize to the scenario sketched in Figure 4a; that is, we assume that no transitions between the neutral excited state occur, which is ensured by the spectral properties of the probe pulse.

Apart from the approximations stated above, our treatment of the coupled population dynamics of the involved electronic states of the neutral molecule the released electron is exact. The photoelectron wave function is represented on a real-space grid; that is, it does need to be constructed invoking additional approximations. The charge interaction of the photoelectron with the ionized molecule and the time-dependent laser field is taken into account as well.

The experimentally measurable quantity is the photoionization current. Our studies have elucidated that the key quantity connecting the vibrations in the ground state PES $\varepsilon_{0}(q)$ and the photocurrent is the transition matrix element of the Dyson orbital with the photoelectron wave function. The Dyson orbital $\phi_{0}{ }^{39,40}$ is defined as the overlap of the $N$ electron wave function with the $(N-1)$ electron wave function of the
ionized system. We computed $\phi_{0}$ by approximating the dominant configurations of the ground states of both the neutral and the ionized molecule by the Hartree-Fock determinants. The (expected) result reveals that this Dyson orbital overlaps by $\sim 90 \%$ with the HOMO. Because the $\mathrm{C}-\mathrm{N}$ stretching vibration directly contracts or expands the HOMO, we expect an almost linear dependence of the transition strength on the vibrational coordinate. This scenario is supported by the calculation of the transition matrix element (integrated over the momentum of the photoelectron), depicted in Figure 4.

Solving the corresponding time-dependent Schrödinger equation yields the photoelectron wave function and thus the measurable current density j. For the pump-probe experiment, the time-integrated current (i.e., a probability) rather than the actual time-dependent current $\mathbf{j}$ contains the desired information. Taking the projection in the direction of the tip yields the spatioresolved probability $P$ of detecting a photoelectron in a plane parallel to the surface and entails the information on the initial vibrational wave packet. We consider a plane with a distance of $d=4.5 \AA$ above the nitrogen atom ( $x-y$ plane) and compute the detection probability as a function of the position and the time delay $\tau$ between the pump and the probe pulse. For $\tau=0$, the maximum of the UV pulse is centered at $t=150 \mathrm{fs}$. (See the inset in Figure 3.)

The spatial dependence of $P$ is shown in Figure 5a. Because the photoelectron primarily originates from the Dyson orbital $\phi_{0}$, we can expect that the spatial structure of the detection probability in the detection plane is related to a cut through the $x-y$ plane of $\phi_{0}$. At this point, we have to take for the degeneracy of the HOMO and add the probability contributions according to the two orientations of the Dyson orbital, resulting in a radially symmetric spatial dependence. Interestingly, the probability displays a minimum directly above the molecule because the Dyson orbital has a nodal plane along the molecule axis. We thus infer that the dependence of $P$ on $x$ and $y$ yields a probability map that is closely related to viewing the Dyson orbital "from above".

We proceed by fixing $x$ and $y$ such that the detection probability is maximal and study the dependence on $\tau$. As we have already discussed, we expect an approximately linear mapping of the coherent vibrational dynamics to the detection probability for two reasons: the dependence of (i) the ionization energy and (ii) the transition strength to the continuum on $q$ is almost linear. The result is presented in Figure 5b, where the expectation value of the vibrational coordinate is also shown for a comparison. Both curves are very similar, although some higher frequency components occur evidencing nonlinear contributions. As an outcome of this study, an animation (WEO2) illustrates the time evolution of the vibronic wave packet simultaneously with the $\tau$-dependent detection probability (spatially resolved along the $x$ axis).

In conclusion, we suggested theoretically a novel experimental setup to access the spatiotemporal dynamics of adsorbates. The proposal is based on a combination of pump-probe techniques with a local detection scheme. We illustrated the model by explicitly studying a sample consisting of a HCN molecule adsorbed on a LiF overlayer deposited on a metal substrate. We studied how the molecule is adsorbed on the surface and find that the vibrational as well as the electronic properties are hardly altered. The proposed setup involved (i) the excitation of a coherent vibronic wave packet due to an IR pump pulse, and (ii) the photoionization of the adsorbed
molecule by an ultraviolet probe pulse. (iii) The photoelectrons are detected by the STM tip. We demonstrated by a proof-ofprinciple calculation how the vibronic wave packet can be mapped onto a probability $P$ detected by the STM tip. The tip position yields the spatial dependence and can be exploited to image the involved orbitals. The temporal dependence with respect to the pump-probe delay $\tau$ yields a measurable signal that closely resembles the time-dependent expectation value of the vibrational coordinate $q$, characterizing the coherent dynamics. Whereas our proof-of-principle study concentrates on a rather simple molecule, a generalization to more complex systems is conceptually straightforward. The combination of spatial and temporal resolution potentially coalesces in, for example, probing relaxation and decoherence processes or photoinduced conformation switching on single molecules in the time domain.

## THEORETICAL METHODS

All structure computations have been carried out using the Gaussian 03 code. Details (method, basis set) for each of the steps are provided in the Supporting Information. For the timepropagation of the photoelectron wave function, we employed a fourth-order Runge-Kutta scheme and discretized the spatial derivatives to the fourth order.
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## (5) Supporting Information

Details of the computations of the vibrational modes and the orbitals of the surface-molecule system, for calculating the PESs and the derivation of Schrödinger equations for the photoemission. Schematic video of the model system and the setup.

Animation of the time-delay dependence of the vibrational wave packet dynamics synchronized with the detection probability. This material is available free of charge via the Internet at http://pubs.acs.org.
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### 4.2 E2: Nuclear-wave-packet dynamics mapped out by two-center interference in the $\mathrm{HeH}^{2+}$ molecule

Interference effects are omnipresent in quantum mechanics and also play a fundamental role for the photoemission process. For instance, the constructive or destructive interference of the scattering pathways of the emitted electrons gives rise to typical oscillations in the absorption cross-section. One prominent example are the oscillations in the X-ray absorbance for a photon energy exceeding the threshold of core-level ionization, called extended X-ray absorption fine structure [183-185].

Photoemission from valence states is considerably more difficult to address, for the hybridization into molecular states (for molecules) or bands (for extended systems). The photoionization process can no longer be completely understood as the emission from one highly localized atomic orbital, but from the whole molecular wave-function, for which additional quantum numbers as the parity and the overall symmetry play a significant role. This leads not only to oscillations [186] in the total photoemission (or photoabsorption) cross-section, but also modifies the angular distribution of the emitted photoelectrons. The experimental observation of impact of interference effects on the PAD was reported in [187-190].

Our work [E2] focuses on how the molecular geometry is reflected in the PAD. Accurate calculations of the photoionization DCS are required hereby. In order to demonstrate the principles, we have chosen the $\mathrm{HeH}^{2+}$ molecule - in this case, the electronic (both bound and scattering) wave-functions can be treated exactly. Following the pump-probe scheme from subsec. 3.2.3, we compute the dynamics of the NWPs after a resonant electronic transition and establish a direct link to the PAD. In particular, we demonstrate that the time-dependent NWPs can be reconstructed from the angle-resolved photoelectron spectra. Even though the spatial interference is always present for photoemission from such molecules and is thus always included in an appropriate description, we specifically focus on this aspect as the main ingredient for the spatial resolution of the NWP dynamics. We propose that for more complex targets, the information extracted from the PAD can complement and assist other methods such as Coulomb explosion [162, 163, 191].

From the theoretical and computational point of view, most high-precision calculations for diatomic molecules rely on the expansion in prolate spheroidal coordinates that explicitly make use of the cylindrical symmetry. In view of more general applications, we do not constrain the representation of the electronic states to any symmetry, but use a general one-center expansion, albeit the convergence works best for targets whose symmetry deviates little from spherical symmetry. The advantage of this method is the direct availability of the PAD. In this respect, our work [E2] also served as proof-of-principle for our variant of computing the scattering amplitude - achieved by a generalization of the renormalized Numerov method which we applied to more complex molecules, as well [E5].
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#### Abstract

Photoemission from diatomic molecules closely resembles the Young-type double-slit experiment where each of the two atomic sites represents a coherent emission source. When the photoelectron wavelength becomes commensurate with the effective interatomic distance, the resulting spatial interference gives rise to oscillations in the photoionization total and differential cross sections. This phenomenon provides detailed information on the molecular geometry, a fact that can be utilized for probing the nuclear dynamics triggered by the interaction with a laser field. We demonstrate how this coherent wave-packet evolution can be traced by observing the photoelectron angular distribution. Based on ab initio scattering calculations we perform a proof-of-principle reconstruction of the nuclear-wave-packet evolution in the $\mathrm{HeH}^{2+}$ molecule.
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## I. INTRODUCTION

The impressive experimental advance over recent years in generating ultrashort, high-energy coherent x-ray laser pulses enabled new insight in the electronic structure of extended solid-state systems, large biomolecules down to small molecules, and atoms, allying submolecular spatial with femtosecond temporal resolution [1-6]. In particular, the $x$ ray absorption (XAS) reveals detailed structural information, especially at the photon energy high enough to eject a core electron to the continuum. The subsequent multiple scattering of the photoelectron from the neighboring atoms and its interference gives rise to an oscillatory behavior of the x-ray absorbance, known as extended x-ray absorption fine structure, whose period is directly related to the structural arrangement of the sample $[7,8]$.

Similar interference effects have also been predicted for the photoemission cross section of diatomic molecules [9], highlighting the analogy to the Young-type double-slit experiment. However, due to the typically smaller internuclear distance, tracing those oscillations has been a challenge, for it requires tuning the photon energy over several hundred electron volts [10-14]. Moreover, the hybridization of the atomic wave functions into molecular states gives rise to new effects, such as oscillations in the angle-resolved distribution of the emitted electrons as a function of energy, as well. The photoelectron angular distribution (PAD) strongly depends on the parity of the electron wave function and thus contains the signature of the respective angular momentum [14] or exhibits asymmetries due to the superposition of gerade and ungerade states $[15,16]$.

On the other hand, diatomic molecules are convenient testing systems where important insights [17-19] in the nuclear dynamics can be gained either by means of (e.g., two-color) pump-probe techniques [20-22] or by recolliding electrons giving rise to higher harmonics generation [23]. For both scenarios, the fragmentation of the molecule after electron ejection by an ultrashort laser pulse-the Coulomb explosion (CE)—provides rich information on the initial or excited molecular configuration and even allows for reconstructing the

[^26]corresponding nuclear wave packet (NWP) [17,20-22,24,25]. Mapping out the NWP can be ambiguous for more complex targets due to the variety of accessible electronic channels; additionally measuring the PAD narrows down the number of pathways and improves the NWP reconstruction [25].

The simplest systems proving this kind of physics are the homonuclear dihydrogen cation $\mathrm{H}_{2}{ }^{+}$and the heteronuclear helium hydrogen double cation $\mathrm{HeH}^{2+}$. Whereas the former allows for investigating the interference from identical atoms [26-28], the $\mathrm{HeH}^{2+}$ system provides an example of interference from different emission centers [29,30]. From the theoretical point of view, highly precise methods exploiting the axial symmetry of these molecules can further be employed as a basis for two-or-more-electron systems as, for example, for studying the ro-vibrational photodissociation of the $\mathrm{HeH}^{+}$ molecule [31-33].

The $\mathrm{HeH}^{2+}$ molecule, which is the system studied in this contribution, has a number of interesting electronic properties. Its ground electronic state $(1 s \sigma)$ potential energy surface (PES) does not possess a minimum, such that the molecule dissociates right away in this state. In contrast, the first excited state $(2 p \sigma)$ shows a metastable potential minimum (with the lifetime of 3.9 ns [34]). The equilibrium atom-atom separation of $R=R_{0}=3.89$ a.u. $\simeq 2.06 \AA[35,36]$ is twice as large as for the $\mathrm{H}_{2}{ }^{+}$molecule and thus requires only one-fourth of the photoelectron energy to achieve the same interference effects.

Our goal is to analyze the asymmetry of the photoemission probability in the direction of the hydrogen or the helium atom, respectively. Such asymmetries have also been observed for homonuclear systems (due to the Fano resonance of competing channels) and exploited for probing molecular wave-packet dynamics [16]. We demonstrate how the impact of the Youngtype interference to the PAD can be related to the nuclear dynamics of the $\mathrm{HeH}^{2+}$ molecule upon optimized laserinduced electronic transitions, including the reconstruction of the dissociative wave functions (Sec. III). The latter becomes possible because of the rich information encoded in the PAD (compared to angle-independent quantities like the total photoabsorption cross section). Large-scale numerical studies of the coupled electron and nuclear and laser field degrees of freedom are accomplished by invoking the renormalized Numerov method [37], which we have employed for computing accurate bound states of large fullerene molecules in
previous studies [38]. We have extended the method (presented in Sec. II) to efficiently deal with unbounded states, making it well suited for a variety of scattering problems. We adopt atomic units consistently throughout the text.

## II. COMPUTATIONAL METHODS

Invoking the adiabatic approximation, the wave function in the combined electronic and nuclear Hilbert space can be expanded as [39]

$$
\begin{equation*}
\Psi(\mathbf{r}, R, t)=\sum_{\alpha} \chi_{\alpha}(R, t) \psi^{(\alpha)}(\mathbf{r} ; R), \tag{1}
\end{equation*}
$$

where $\alpha$ labels electronic states parametrically dependent on the interatomic distance $R$. Inserting Eq. (1) into the timedependent Schrödinger equation (TDSE) with the Hamiltonian [39]

$$
\begin{align*}
H(t)= & H_{0}+V(t)=T_{\mathrm{c}}(R)+T_{\mathrm{e}}(\mathbf{r})+V_{\mathrm{ec}}(\mathbf{r}, R)+V_{\mathrm{cc}}(R) \\
& +V_{\mathrm{el}}(\mathbf{r}, t)+V_{\mathrm{cl}}(R, t) \tag{2}
\end{align*}
$$

and projecting out the electronic part yields a standard coupledchannel evolution equation,

$$
\begin{equation*}
i \partial_{t} \chi_{\alpha}(R, t)=\sum_{\beta}\left\langle\psi^{(\alpha)}\right| H(t)\left|\psi^{(\beta)}\right\rangle \chi_{\beta}(R, t) \tag{3}
\end{equation*}
$$

The first two terms in Eq. (2) describe the kinetic energy of the cores and electrons, respectively, whereas the next two terms stand for the Coulombic electron-core and the core-core interactions. Remaining time-dependent terms represent the interaction of the particles with the laser field, which is treated on the level of the dipole interaction. The matrix element $\left\langle\psi^{(\alpha)}\right| H(t)\left|\psi^{(\beta)}\right\rangle$ in Eq. (3) (with the integration over $\mathbf{r}$ only) reads
$\left\langle\psi^{(\alpha)}\right| H(t)\left|\psi^{(\beta)}\right\rangle=-\frac{1}{2 \mu} \frac{d^{2}}{d R^{2}} \delta_{\alpha \beta}+\mathcal{E}_{\alpha \beta}(R)-\mathcal{D}_{\alpha \beta}(R) E(t)$,
where the first term corresponds to the kinetic energy $T_{\mathrm{e}}(R)$ of the two-nuclei system with the reduced mass $\mu$ and $\mathcal{E}_{\alpha \beta}(R)$ captures three other time-independent operators in Eq. (2), while $\mathcal{D}_{\alpha \beta}(R)$ describes the dipole elements and $E(t)$ the electric field. The adiabatic approximation ignores derivatives of the electronic wave functions with respect to $R$, such that $\mathcal{E}_{\alpha \beta}(R)$ become diagonal with the diagonal elements $\mathcal{E}_{\alpha}(R)$ fulfilling the purely electronic eigenvalue condition for fixed $R$. The validity of the adiabatic approximation is constrained by the energy separation between different PESs [given by the $R$-dependent eigenvalues $\mathcal{E}_{\alpha}(R)$ ]. Hence, a modification of this scheme becomes necessary in the vicinity of avoided crossings.

## A. Electronic states

As outlined above, finding the electronic eigenstates $\psi^{(\alpha)}$ for all (fixed) values of $R$ is the basic ingredient for solving for the molecular dynamics. We expand the wave functions in terms of the spherical harmonics:

$$
\begin{equation*}
\psi^{(\alpha)}(\mathbf{r})=\sum_{\ell m} \frac{\phi_{\ell m}^{(\alpha)}(r)}{r} Y_{\ell m}(\hat{\mathbf{r}}) . \tag{5}
\end{equation*}
$$

Note that the dependence on $R$ has been omitted for brevity. The origin of coordinate system is set at the geometric center of the molecule and the zenith is in the direction of the He atom. Inserting Eq. (5) into the Schrödinger equation yields the coupled-channel eigenvalue equation

$$
\begin{equation*}
\sum_{\ell^{\prime} m^{\prime}}\left[-\frac{1}{2} \frac{d^{2}}{d r^{2}} \delta_{\ell \ell^{\prime}} \delta_{m m^{\prime}}+V_{\ell m \ell^{\prime} m^{\prime}}(r)\right] \phi_{\ell^{\prime} m^{\prime}}^{(\alpha)}(r)=\mathcal{E}_{\alpha} \phi_{\ell m}^{(\alpha)}(r) \tag{6}
\end{equation*}
$$

where $V_{\ell m \ell^{\prime} m^{\prime}}(r)=V_{\mathrm{cc}}(R) \delta_{\ell \ell^{\prime}} \delta_{m m^{\prime}}+\langle\ell m| V_{\mathrm{ec}}\left|\ell^{\prime} m^{\prime}\right\rangle$ is evaluated by expanding the Coulombic potentials in terms of Legendre polynomials followed by the Clebsch-Gordan algebra [40]. We note that the cylindrical symmetry of the molecule implies that the Hamiltonian is diagonal with respect to $m$, such that electronic states can be classified spectroscopically according to their phase change when rotating around the molecular axis.

In what follows, we represent all wave functions and operators by vectors and matrices which are spanned in the $(\ell, m)$ space (marked as bold face). Thus, Eq. (6) can be cast into a general multichannel form,

$$
\begin{equation*}
\left\{\frac{d^{2}}{d r^{2}} \mathbf{I}+2[\mathcal{E} \mathbf{I}-\mathbf{V}(r)]\right\} \boldsymbol{\phi}(r)=0 \tag{7}
\end{equation*}
$$

The renormalized Numerov method [37] is then implemented as follows: The vector $\phi(r)$ expressed as a product of the fundamental solution matrix $\boldsymbol{\Phi}(r)$ with a constant vector $\mathbf{c}$ (to be determined). The coordinate $r$ is now represented by an equidistant grid with the step size $h$. The basic idea is to eliminate the wave-function-like quantity $\boldsymbol{\Phi}_{n} \equiv \boldsymbol{\Phi}\left(r_{n}\right)$ in favor of the ratio matrix $\mathbf{R}_{n}$ relating the function's values at adjacent grid points. Let us denote

$$
\begin{aligned}
& \mathbf{T}_{n}=-\frac{h^{2}}{6}\left[\mathbf{I} \mathcal{E}-\mathbf{V}\left(r_{n}\right)\right] \quad \text { and } \\
& \mathbf{U}_{n}=\left(\mathbf{I}-\mathbf{T}_{n}\right)^{-1}\left(2 \mathbf{I}+10 \mathbf{T}_{n}\right) .
\end{aligned}
$$

Applying Numerov's finite differences formula and substituting $\mathbf{F}_{n}=\left[\mathbf{I}-\mathbf{T}_{n}\right] \boldsymbol{\Phi}_{n}$, one finds

$$
\begin{equation*}
\mathbf{F}_{n+1}=\mathbf{R}_{n} \mathbf{F}_{n}, \tag{8}
\end{equation*}
$$

where the ratio matrix obeys the recurrence relation,

$$
\begin{equation*}
\mathbf{R}_{n}=\mathbf{U}_{n}-\mathbf{R}_{n-1} \tag{9}
\end{equation*}
$$

Similar recursion relations can also be written for the backward propagation, as discussed in detail by Johnson [37]. Importantly, propagation of the ratio matrix is a very stable procedure, unlike working with the wave function itself. The benefits become evident in classically forbidden regions: Whereas the wave function contains an exponentially growing term that can possibly lower the precision, the ratio matrix varies only slowly. This can also be understood by the close relationship between the ratio matrix and the logarithmic derivative.

The energy eigenvalues are then found by choosing a matching point $r_{M}$ and solving the recurrence relation Eq. (9) starting from the left and the right boundaries separately until $r_{M}$ is reached. The continuity of the wave function and its first derivative at this point are the determining conditions for the energy eigenvalues. The search is performed by the Brent


FIG. 1. (Color online) The PES of the first $\sigma$ (solid black), $\pi$ (dashed blue), and $\delta$ (dot-dashed red lines) states along with their spectroscopic labels of the $\mathrm{HeH}^{2+}$ molecule as a function of interatomic distance $R$. The insets depict a cut through the $\sigma$-molecular orbitals with a plane parallel to the molecular axis (at the equilibrium distance). Blue color indicates positive vales of $\psi^{(\alpha)}$ and orange negative values.
method for nondegenerate states and by the node-counting algorithm otherwise [38]. The actual wave function can easily be obtained from Eq. (8) once the energy is fixed.

Using the renormalized Numerov method, we have computed the first four eigenstates $\psi^{(\alpha)}(\mathbf{r} ; R)$ for $m=0$ and lowest energy states for $m=1,2$ for various values for $R$. The sum over $\ell$ in Eq. (5) has been truncated at $\ell_{\text {max }}=24$, providing an accuracy of at least five digits for all eigenvalues. The PES $\mathcal{E}_{\alpha}(R)$ for these states is shown in Fig. 1, along with an orbital representation of the corresponding wave functions.

## B. Scattering properties

In order to describe the photoemission from an (general) electronic state $\left|\psi_{0}\right\rangle$ (initial energy $\mathcal{E}_{0}$ ) within the weak-field approximation, an expansion in terms of the photon numbers proves to be particularly useful, which is nothing else but the Floquet series. Suppose the time-dependent Hamiltonian reads $H(t)=H_{0}+\left\{\delta H e^{-i \omega t}+\delta H^{\dagger} e^{i \omega t}\right\}$, the projection on the different laser-dressed states with a particular photon number $N$ yields the Floquet hierarchy [41],

$$
\begin{equation*}
\left[\mathcal{E}_{0}+N \omega-H_{0}\right]\left|\psi_{N}\right\rangle=\delta H\left|\psi_{N-1}\right\rangle+\delta H^{\dagger}\left|\psi_{N+1}\right\rangle \tag{10}
\end{equation*}
$$

Note that the operator $\delta H$ in Eq. (10) only allows for singlephoton transitions. For low laser field intensity, Eq. (10) can be truncated at $N=1$, such that we obtain the inhomogeneous or driven Schrödinger equation (DSE),

$$
\begin{equation*}
\left[\mathcal{E}_{0}+\omega-H_{0}\right]\left|\psi^{+}\right\rangle=\delta H\left|\psi_{0}\right\rangle . \tag{11}
\end{equation*}
$$

Here $\left|\psi^{+}\right\rangle$denotes the first-order correction to the initial wave function upon the irradiation with the laser field. Equation (11) is consistent with the standard time-dependent perturbation theory [42]. Solving DSE (11) with outgoing boundary conditions [42] (the superscript + has been added
for this reason) reproduces the scattering amplitude without the necessity of computing the transition matrix elements in perturbative treatments. Thus, it represents a very economical tool to study photoemission and related processes [43-45]. The only ingredient required is the asymptotic behavior of the scattering solution $\left|\psi^{+}\right\rangle$. For an electron subject to spherically symmetric short-range $V_{\mathrm{sh}}(r)$ and Coulomb $Z / r$ potentials the asymptotic solution of Eq. (11) for a particular set ( $\ell, m$ ) of angular momentum quantum numbers reads

$$
\begin{equation*}
\psi_{\ell m}^{+}(\mathbf{r}) \stackrel{V_{\mathrm{sh}(r) \rightarrow 0}}{\sim} i^{-\ell} e^{-i \sigma_{\ell}(k)} \mathcal{F}_{\ell m}(k) H_{\ell}^{+}(k r ; \eta) Y_{\ell m}(\hat{\mathbf{r}}), \tag{12}
\end{equation*}
$$

where $k=\sqrt{2\left(\mathcal{E}_{0}+\omega\right)}$ is the photoelectron momentum, $\sigma_{\ell}=\arg \Gamma(\ell+1+i \eta)$ the Coulomb phase shift, and $\eta=$ $Z / k$ the Sommerfeld parameter. The Hankel function ([46], Sec. 32.2.11) $H_{\ell}^{+}(k r ; \eta)=i F_{\ell}(k r ; \eta)+G_{\ell}(k r ; \eta)$ (where $F_{\ell}$ and $G_{\ell}$ are the regular and the irregular Coulomb functions, respectively) ensures the purely outgoing asymptotic properties. The scattering amplitude $\mathcal{F}_{\ell m}(k)$ includes all the scattering phase shifts from $V_{\text {sh }}(r)$ and therefore completely determines the PAD.

For our specific case of the $\mathrm{HeH}^{2+}$ molecule, asymptotic solutions can also be easily constructed: At sufficiently large distances $r>r_{C}$ from the molecule the one-center approximation is valid and it suffices to take the first term $-3 / r$ from the multipole expansion of the Coulomb potential. The outgoing wave takes a form of Eq. (12) with $Z=3$. A particular choice of $r_{C}$ was found to have little influence on the final results, and we set $r_{C}=80$ a.u. as the cutoff distance.

In order to numerically determine for a given initial state $\psi_{0}(\mathbf{r})$ the yet unknown scattering amplitude $\mathcal{F}_{\ell m}(k)$, we generalize (similar to Ref. [48]) the renormalized Numerov method from Sec. II A to incorporate the driving term [cf. Eq. (11)]. This can easily be achieved by extending Eq. (8) to

$$
\begin{equation*}
\mathbf{F}_{n+1}=\mathbf{R}_{n} \mathbf{F}_{n}+\mathbf{b}_{n}, \tag{13}
\end{equation*}
$$

with the ratio matrix $\mathbf{R}_{n}$ still obeying Eq. (9), whereas the additional vector $\mathbf{b}_{n}$ satisfies the recurrence relation

$$
\begin{equation*}
\mathbf{b}_{n}=\frac{h^{2}}{12}\left[\mathbf{s}\left(r_{n+1}\right)+10 \mathbf{s}\left(r_{n}\right)+\mathbf{s}\left(r_{n-1}\right)\right]-\mathbf{R}_{n-1}^{-1} \mathbf{b}_{n-1} . \tag{14}
\end{equation*}
$$

The function $\mathbf{s}(r)$ is the vector representation (with respect to the spherical harmonics) of $\delta H \psi_{0}(\mathbf{r})=-\left(\mathbf{E}_{0} \cdot \mathbf{r}\right) \psi_{0}(\mathbf{r})$; i.e., it describes the interaction of the electron with linearly polarized light with the electrical field of amplitude $\mathbf{E}_{0}$ within the dipole approximation. Note that instead of propagating all linearly independent vectors spanning the space of possible initial derivatives as in Eq. (8), for the driven equation it is sufficient to start with already known bound state and, thus, propagate only one vector [Eq. (13)]. This is consistent with the loss of arbitrariness of the normalization in the case of DSE.

The numerical scheme now runs as follows. (i) Equations (9) and (14) are propagated from $r=0$ to $r=r_{C}$. This procedure yields $\mathbf{R}_{C}$ and $\mathbf{b}_{C}$. (ii) The scattering amplitude $\mathcal{F}_{\ell m}(k)$ can now be found by comparing $\mathbf{R}_{C}$ with known asymptotic solutions $\tilde{\mathbf{R}}_{C}$. As Eq. (12) demonstrates the ratio matrix $\widetilde{\mathbf{R}}_{C}$ in the asymptotic limit does not mix different components; i.e., it is diagonal. Therefore, it can be constructed from the known asymptotic solution at two adjacent grid
points,

$$
\begin{aligned}
\tilde{\mathbf{R}}_{C} & =\tilde{\mathbf{F}}_{C+1} \tilde{\mathbf{F}}_{C}^{-1} \\
& =\left[\mathbf{I}-\mathbf{T}_{C+1}\right] \operatorname{diag}\left\{\frac{H_{\ell}^{+}\left(k r_{C+1} ; \eta\right)}{H_{\ell}^{+}\left(k r_{C} ; \eta\right)}\right\}_{\ell m}\left[\mathbf{I}-\mathbf{T}_{C}\right]^{-1} .
\end{aligned}
$$

(iii) Imposing the continuity condition yields

$$
\begin{equation*}
\mathbf{F}_{C+1}=\widetilde{\mathbf{R}}_{C} \mathbf{F}_{C}=\mathbf{R}_{C} \mathbf{F}_{C}+\mathbf{b}_{C} \tag{15}
\end{equation*}
$$

This equation makes it possible to determine $\mathbf{F}_{C}$ and thus the scattering wave function at $r_{C}$. The desired scattering amplitude $\mathscr{F}_{\ell m}(k)$ is then obtained by the comparison with Eq. (12).

Hence, the outlined procedure does not require exact scattering wave functions for the calculation of scattering amplitudes. Only a single outward propagation (for fixed photoelectron energy) is necessary to compute $\mathcal{F}_{\ell m}(k)$.

## C. Diabatic representation

Figure 1 reveals the existence of a crossing point at $R_{\text {cr }}=3.595$ a.u. between the $\psi^{(3 d \sigma)}$ and the $\psi^{(4 d \sigma)}$ states, which is in fact an avoided crossing with a gap energy $\mathcal{E}_{4 d \sigma}\left(R_{\mathrm{cr}}\right)-\mathcal{E}_{3 d \sigma}\left(R_{\mathrm{cr}}\right)=2.6467 \times 10^{-3} \simeq 72 \mathrm{meV}$. The small energy separation hence necessitates a transformation from the adiabatic to the diabatic representation to account for the coupling of the two PESs. The adiabatic transition of the state $\psi^{(3 d \sigma)}$ to $\psi^{(4 d \sigma)}$ can be pictured by the upper negative (orange) lobe of the orbital corresponding to $\psi^{(3 d \sigma)}$ (see Fig. 1) moving downwards, as the negative lobe is "squeezed" out to resemble the shape of $\psi^{(4 d \sigma)}$. We determine the diabatic surfaces $\mathcal{E}_{i j}^{\mathrm{D}}(R)$, $i, j=1,2$, by a simple interpolation technique; that is, we impose $\mathcal{E}_{11}^{\mathrm{D}}\left(R_{\text {cr }}\right)=\mathcal{E}_{22}^{\mathrm{D}}\left(R_{\text {cr }}\right)=\left[\mathcal{E}_{4 d \sigma}\left(R_{\text {cr }}\right)+\mathcal{E}_{3 d \sigma}\left(R_{\text {cr }}\right)\right] / 2$ and $\mathcal{E}_{11}^{\mathrm{D}}(R)\left[\mathcal{E}_{22}^{\mathrm{D}}(R)\right] \rightarrow \mathcal{E}_{3 d \sigma}(R)\left[\mathcal{E}_{4 d \sigma}(R)\right]$ as $\left|R-R_{\text {cr }}\right|$ grows. The actual transformation is accomplished by the rotation

$$
\mathcal{U}^{\dagger}(R)\left(\begin{array}{ll}
\mathcal{E}_{11}^{\mathrm{D}}(R) & \mathcal{E}_{12}^{\mathrm{D}}(R)  \tag{16}\\
\mathcal{E}_{12}^{\mathrm{D}}(R) & \mathcal{E}_{22}^{\mathrm{D}}(R)
\end{array}\right) \mathcal{U}(R)=\left(\begin{array}{cc}
\mathcal{E}_{3 d \sigma}(R) & 0 \\
0 & \mathcal{E}_{4 d \sigma}(R)
\end{array}\right),
$$

where

$$
\mathcal{U}(R)=\left(\begin{array}{cc}
\cos \Omega(R) & \sin \Omega(R)  \tag{17}\\
-\sin \Omega(R) & \cos \Omega(R)
\end{array}\right) .
$$

Together with the aforementioned conditions, solving Eq. (16) allows for interpolating $\Omega(R)$ and thus yields the diagonal and off-diagonal diabatic PESs. Once $\mathcal{U}(R)$ is known, calculations can be performed within the diabatic basis. Observables are computed by the corresponding backwards transformation.

All following calculations are carried out in cylindrical symmetry, as we take the laser polarization $\mathbf{E}_{0}$ along the molecular axis. Hence, the (not avoided) crossing of the $\sigma$ orbitals with the $2 p \pi$ state does not require special treatment as $\pi \leftrightarrow \sigma$ dipolar transitions are forbidden by the symmetry selection rules.

## III. PUMP-PROBE INTERFERENCE SPECTROSCOPY

Within a simple LCAO model [49] for the initial states and plane waves (PWs) as the final states, the PAD takes the form

$$
\begin{equation*}
\frac{d P}{d \Omega} \propto(\boldsymbol{\epsilon} \cdot \mathbf{k})^{2}[A(\mathbf{k})+B(\mathbf{k}) \cos (\mathbf{k} \cdot \mathbf{R})] \tag{18}
\end{equation*}
$$

where $\boldsymbol{\epsilon}$ denotes the polarization direction of the laser field, $\mathbf{k}$ is the photoelectron momentum, while $\mathbf{R}$ is a vector along the molecular axis with length $R$. The parameters $A(\mathbf{k})$ and $B(\mathbf{k})$ are determined by shape of orbitals in momentum space. The interference term in Eq. (18) suggests a close connection between the PAD and the molecular geometry, a dependence that can be exploited for tracing the nuclear dynamics. Additionally, the photoelectron energy can also be tuned, providing even more information. We stress that an accurate treatment of both the initial and moreover the final states is required for correct angular distributions [27]; projecting on PWs excludes a class of transition channels due to the wrong parity properties [30].

We invoke two approximations for the photoionization process: (i) the sudden approximation, that is, the photoelectron is not influenced by the molecule dynamics after the liberation, and (ii) the spectral resolution of laser pulse is fine enough to resonantly separate the different PESs. Under these assumptions, the PAD for the total state $\Psi_{\alpha}(\mathbf{r}, R, t)=$ $\chi_{\alpha}(R, t) \psi^{(\alpha)}(\mathbf{r} ; R)$ reads

$$
\begin{equation*}
\frac{d P_{\alpha}}{d \Omega \mathrm{~d} \mathbf{k}}=\int d R\left|\sum_{\ell m}(-i)^{\ell} e^{i \sigma_{\ell}(k)} \mathcal{F}_{\ell m}^{(\alpha)}(k ; R) Y_{\ell m}(\hat{\mathbf{k}})\right|^{2} n_{\alpha}(R, t), \tag{19}
\end{equation*}
$$

where the scattering amplitude $\mathcal{F}_{\ell m}^{(\alpha)}(k ; R)$ for an initial electronic state $\psi^{(\alpha)}$ is computed using the methods from Sec. II B. $n_{\alpha}(R, t)=\left|\chi_{\alpha}(R, t)\right|^{2}$ is the probability density of finding the NWP at the position $R$ at time $t$ when electronic state of the system is given by $\psi^{(\alpha)}$.

For utilizing the interference phenomenon to probe the molecule wave function, we take the laser polarization axis along the molecule axis and consider photoemission in a small cone around that direction. In this way, the emitted electrons are most likely influenced by one of the atoms as they propagate to infinity (Fig. 2). In order to follow the nuclear dynamics we propose to use a typical pumpprobe scheme [18,19,50]: A femtosecond laser pulse induces electronic transitions that subsequently drive the vibrational or dissociative dynamics of the molecule. The latter is then probed by a short pulse that promotes the electron in a scattering state. The probe-pulse needs to contain a sufficient number of optical cycles in order to address the system resonantly. Varying the delay $\Delta t$ between the two pulses then makes it possible to monitor the evolution of $n_{\alpha}(R, \Delta t)$. As the observable we chose the integrated probability to detect a photoelectron within the detector angle $\theta_{\mathrm{D}}$ either in the forward or the backward direction (see Fig. 2):

$$
\begin{align*}
P_{\alpha}^{\mathrm{F}} & =\int_{0}^{2 \pi} d \phi \int_{0}^{\theta_{\mathrm{D}}} \sin \theta \frac{d P_{\alpha}}{d \Omega d \mathbf{k}},  \tag{20a}\\
P_{\alpha}^{\mathrm{B}} & =\int_{0}^{2 \pi} d \phi \int_{\pi-\theta_{\mathrm{D}}}^{\pi} \sin \theta \frac{d P_{\alpha}}{d \Omega d \mathbf{k}} . \tag{20b}
\end{align*}
$$



FIG. 2. (Color online) In the proposed setup for the pump-probe interference spectroscopy we only consider oriented molecules and allow for the photoelectron detection only within the acceptance angle $\theta_{\mathrm{D}}$. The time delay $\Delta t$ between the pump and the probe pulses serves as the reference time for the induced dynamics.

In what follows we fix $\theta_{\mathrm{D}}=0.2 \pi=36^{\circ}$.

## A. Interference profiles

Before we describe how the NWP dynamics triggered by the electronic excitation is reflected in the PAD, it is instructive to discuss the photoemission properties for a fixed geometry first [i.e., the averaging with respect to the nuclear wave function in Eq. (19) is ignored]. The forward (backward) emission probability $P_{\alpha}^{\mathrm{F}}\left(P_{\alpha}^{\mathrm{B}}\right)$ for $1 s \sigma, 2 p \sigma$, and $3 d \sigma$ and $4 d \sigma$ states is depicted in Figs. 3-5, respectively. The magnitude of the electrical field is set to $\left|\mathbf{E}_{0}\right|=0.01$ a.u., which corresponds to an intensity of $\sim 3.5 \times 10^{12} \mathrm{~W} \mathrm{~cm}^{-2}$. Conceptionally, the pulse is infinitely long; estimating, however, that the resonance condition is matched within ten optical cycles, the minimum temporal length is about 1.0 fs for the photoelectron energies


FIG. 3. (Color online) The emission probability $P_{1 s \sigma}^{\mathrm{F}}$ (blue lines, marked with F ) and $P_{1 s \sigma}^{\mathrm{B}}$ (orange lines, marked with B ) according to Eq. (20) for fixed values of $R$. The photoelectron energy $\varepsilon_{k}$ is displayed in each panel.
studied here. Let us consider the photoemission from the $1 s \sigma$ state first (Fig. 3). Depending on the energy of the photoelec$\operatorname{tron} \varepsilon_{k}=k^{2} / 2$, the probability for the emission in the direction of the hydrogen atom shows an oscillatory behavior for varying $R$. In contrast, the emission in the He direction demonstrates only slight increase of probability with increasing $R$. These features are easily understood in terms of the wave function $\psi^{(1 s \sigma)}$ (cf. the inset in Fig. 1). The helium atom carries most of the electron density; as $R \rightarrow \infty$ the electron becomes completely localized around its nucleus $\left(\mathrm{He}^{+}+\mathrm{H}^{+}\right)$. This density localization leads to an enhanced photoemission probability. On the other hand, the photoelectrons are not subject to any additional scattering when being emitted in the forward direction (i.e., no interference effects occur); interference effects come into play only for the backward (hydrogen) direction. The distance between the minima and the maxima is reduced with raising $\varepsilon_{k}$ (as expected physically). The dependence is, in fact, square-root-like, but deficiencies of the explanation provided by the LCAO + PW model [Eq. (18)] become immediately apparent.

The situation is reversed for the $2 p \sigma$ state (Fig. 4). Unlike the $1 s \sigma$ state, the $2 p \sigma$ PES asymptotically describes the dissociation into $\mathrm{H}+\mathrm{He}^{2+}$; i.e., the electron remains bound to the hydrogen atom. As a consequence, the photoemission in the backward direction is slightly larger than in the helium direction and shows more pronounced interference features. However, the localization of the electron density is not as strong as for the $1 s \sigma$ state for the internuclear distance around the equilibrium value. Therefore, the forward emission is subject to the spatial interference as well. Even though the $\mathrm{HeH}^{2+}$ molecule lacks the inversion symmetry, certain parity effects that occur for inversion-symmetric systems ( $\mathrm{H}_{2}^{+}$, for example) can also be observed here. Comparing Fig. 4 to Fig. 3 shows a phase shift between the two sets of curves. If we


FIG. 4. (Color online) The emission probability $P_{2 p \sigma}^{\mathrm{F}}$ (blue lines, marked with F) and $P_{2 p \sigma}^{\mathrm{B}}$ (orange lines, marked with B ) according to Eq. (20) for fixed values of $R$. The photoelectron energy $\varepsilon_{k}$ is displayed in each panel.


FIG. 5. (Color online) The emission probability $P_{\alpha}^{\mathrm{F}}$ (blue lines, marked with F) and $P_{\alpha}^{\mathrm{B}}$ (orange lines, marked with B) for the $3 d \sigma$ (solid lines) and the $4 d \sigma$ initial state (dot-dashed lines) for fixed values of $R$. The diabatic representation (Sec. II C) has been used to interpolate in the vicinity of the crossing point. The photoelectron energy $\varepsilon_{k}$ is displayed in each panel.
follow, for instance, the first maximum of $P_{1 s \sigma}^{\mathrm{B}}$ upon increasing $\varepsilon_{k}$ we notice that $P_{2 p \sigma}^{\mathrm{F}}$ has an almost sine-like behavior at those $R$ points. This is consistent with a phase change of the wave function from positive to negative values when going along the molecule axis (cf. Fig. 1). However, as the parity is not defined for $\mathrm{HeH}^{2+}$, the explained dependence is only approximate.

The behavior of probability profiles for the $3 d \sigma$ and the $4 d \sigma$ states (Fig. 5) can be understood as a mixture of the profiles of the two lower states. For $R>R_{\mathrm{cr}}, P_{3 d \sigma}^{\mathrm{F}}$ and $P_{3 d \sigma}^{\mathrm{B}}$ are almost parallel, but with $P_{3 d \sigma}^{\mathrm{F}}>P_{3 d \sigma}^{\mathrm{B}}$. This becomes clear by noting that $\psi^{(3 d \sigma)}$ is almost symmetrical with respect to the geometric center of the molecule (Fig. 1), while the majority of the localization probability is situated in the lower half. Interpreting the phase relation as for the $2 p \sigma$ state is, however, not feasible since the electron emission can also take place the "middle" of the molecule and not only from the atom sites. The $4 d \sigma$ state, on the other hand, has a node close to the position of the He atom, that is, positive and negative phase contributions close to each other that reduce the interference variations.

## B. Nuclear-wave-packet dynamics

With the physical understanding of the interference phenomenon for photoionization of the $\sigma$ states (Sec. III A) at our disposal, we can now draw our attention to the manifestation of the NWP dynamics. The molecule is assumed to be initially in the $\Psi_{2 p \sigma}(\mathbf{r}, R)=\chi_{2 p \sigma}(R) \psi^{(2 p \sigma)}(\mathbf{r} ; R)$ quantum state where $\chi_{2 p \sigma}(R)$ is the nuclear ground state with respect to $\mathcal{E}_{2 p \sigma}$ PES. With the laser polarization oriented along the molecule axis, the only possible excitation channels are the $\sigma$ states. We solve Eq. (3) inserting a Gaussian-shaped pump laser pulse $E(t)=E_{\text {pump }} e^{-\left(t-t_{\mathrm{m}}\right)^{2} / 2 T_{\mathrm{p}}^{2}} \cos \left[\omega\left(t-t_{\mathrm{m}}\right)\right]$ such that the central


FIG. 6. (Color online) The NWP evolving in the PES $\mathcal{E}_{1 s \sigma}$ after the pump pulse (see text). The grayscale map in the background depicts the NWP density $n_{1 s \sigma}(R, \Delta t)$, while the overlaid graphs show the emission probability $P_{1 s \sigma}^{\mathrm{B}}$ evaluated by Eq. (20) for $\varepsilon_{k}=0.2$ a.u. (solid line) and $\varepsilon_{k}=0.6$ a.u. (dot-dashed line). The latter has been multiplied by 3.0 to make it comparable with the solid line.
frequency $\omega$ matches the $2 p \sigma \rightarrow 1 s \sigma$ resonant transition at $R=R_{0}=3.89$ a.u. The pulse duration $T_{\mathrm{p}}$ was chosen to be as small as possible under the constraint that only the target PES lies in its spectral range. The laser amplitude was optimized to have the largest possible population transfer.

For transition $\psi^{(2 p \sigma)} \rightarrow \psi^{(1 s \sigma)}$ the pump field amplitude amounts to $E_{\text {pump }}=0.5$ a.u. (corresponds to peak intensity $I_{\text {pump }}=8.8 \times 10^{15} \mathrm{~W} \mathrm{~cm}{ }^{-2}$ ) and $T_{\mathrm{p}}=0.5$ fs. With these parameters, the population transfer takes place in about 0.8 fs , a time scale on which the nuclear dynamics is basically frozen. For this reason, we present only the wave-packet dynamics after the population has been transferred; i.e., the origin of the time delay $\Delta t$ (see Fig. 2) is set to 1.0 fs . As $\mathcal{E}_{1 s \sigma}(R)$ is purely repulsive, the resulting wave-packet dynamics (Fig. 6) is dissociative.

Within 10 fs, the NWP moves outwards in an almost classical fashion (that is, the spreading remains approximately constant). Therefore, the expectation value $\left\langle\chi_{1 s \sigma}(\Delta t)\right| R\left|\chi_{1 s \sigma}(\Delta t)\right\rangle$ is a suitable quantity that can be compared to the interference profiles in Fig. 3. For $\varepsilon_{k}=$ 0.2 a.u., the emission probability has a maximum around $R=4.2$ a.u. and a minimum around $R=5.5$ a.u., which can also be seen in Fig. 6, as the wave packet evolves. Taking $\varepsilon_{k}=0.6$ a.u. instead turns the minimum (approximately) into a maximum, as present in Fig. 6, too. Hence, selecting certain values for the energy of the photoelectron makes it possible to focus on distinct regions in the $R$ space where the photoemission is enhanced.

Even with optimal parameters, only about $90 \%$ of the ground-state population is transferred to the $1 s \sigma$ state. Due to the $R$ dependence of the transition matrix element and the energy separation, the remaining nuclear wave function $\chi_{2 p \sigma}(R, \Delta t=0)$ is (apart from having a smaller norm) shifted with respect to the vibronic ground state, launching a purely bound oscillatory dynamics (Fig. 7).

Within the region $3.0<R<5.0$, both the forward and the back emission probability have an almost linear slope for $\varepsilon_{k}=0.4$ a.u. (see Fig. 4). Therefore, the detected signal is a good measure of the expectation value


FIG. 7. (Color online) The NWP evolving in the PES $\mathcal{E}_{2 p \sigma}$ after the pump pulse (see text). The grayscale map in the background depicts the nuclear wave function density $n_{2 p \sigma}(R, \Delta t)$, while the overlayed graphs show the forward (blue) and backward (orange) emission probability according to Eq. (20). The photoelectron energy amounts to $\varepsilon_{k}=0.4$.
$\left\langle\chi_{2 p \sigma}(\Delta t)\right| R\left|\chi_{2 p \sigma}(\Delta t)\right\rangle$, which should undergo a nearly harmonic time dependence. This is confirmed by Fig. 7 (overlaid graphs), which depicts $P_{2 p \sigma}^{\mathrm{F} / \mathrm{B}}$ as a function of $\Delta t$.

In order to target the $3 d \sigma$ state instead one needs to account for a smaller energy separation between the PESs and correspondingly adjust the pump-pulse parameters. Because it is not possible to separately address $\psi^{(3 d \sigma)}$ and $\psi^{(4 d \sigma)}$ states, Eq. (3) is solved using the diabatic representation, taking $\omega=\left[\mathcal{E}_{11}^{\mathrm{D}}\left(R_{0}\right)+\mathcal{E}_{22}^{\mathrm{D}}\left(R_{0}\right)\right] / 2$. We found that $T_{\mathrm{p}}=1.0 \mathrm{fs}$ provides a good compromise between a fast transfer and sufficient spectral sharpness, while $E_{\text {pump }}=0.08$ a.u. $\left(I_{\text {pump }} \simeq\right.$ $2.2 \times 10^{14} \mathrm{~W} \mathrm{~cm}^{-2}$ ) serves for an optimal population transfer. However, the electron remains with more than $70 \%$ probability in the $2 p \sigma$ state. The transition can be imagined as "drilling" a Gaussian-shaped hole into the nuclear ground state, separating $\chi_{2 p \sigma}(R, \Delta t)$ into an "inner" and an "outer" wave packet. The latter one is dissociating, whereas the inner wave packet performs small oscillations. Because both $3 d \sigma$ and $4 d \sigma$ PESs are strongly repulsive, the transferred wave packets quickly propagate out of the crossing region, and we can safely identify them with $\chi_{3 d \sigma}(R, \Delta t)$ [or $\chi_{4 d \sigma}(R, \Delta t)$ ] corresponding to the electronic state $\psi^{(3 d \sigma)}$ (or $\psi^{(4 d \sigma)}$ ). The majority of the population is found in the $3 d \sigma$ state, which, similarly to Fig. 6, gives rise to a fast dissociation dynamics (Fig. 8). Since we can no longer regard the nuclei as frozen during the time when the pump field is switched on, Fig. 8 depicts the full dynamics starting from zero population in the $3 d \sigma$ state. The time delay $\Delta t$ is in this case measured from 3.0 fs before the peak field is reached (bottom panel in Fig. 8). The photoemission requires a sufficient separation between the initial states in order to be able to resolve them. Therefore, the population transfer dynamics for $\Delta t<5 \mathrm{fs}$ in Fig. 8 cannot be observed in such an experiment (Fig. 8 only includes the $3 d \sigma$ state). For $\Delta t>5$ fs the NWP completely leaves the crossing region and can be treated within the adiabatic approximation. Again, we can pick certain values for $\varepsilon_{k}$ in order to extract different features of the wave packet (see Fig. 5). Choosing $\varepsilon_{k}=0.2$ a.u. allows for tracing the evolving wave function in the region around


FIG. 8. (Color online) The electronic population and the NWP dynamics in the coupled-channel diabatic PES $\mathcal{E}_{i j}^{\mathrm{D}}, i, j=1,2$ as functions of time. The grayscale map in the background depicts the nuclear wave function density $n_{1}(R, \Delta t)$ [which is identical to $n_{3 d \sigma}(R, \Delta t)$ for $\Delta t \gtrsim 5 \mathrm{fs}$, while the overlayed graphs show the forward (blue) and backward (orange) emission probability according to Eq. (20). The photoelectron energy amounts to $\varepsilon_{k}=0.2$ a.u. (solid lines) and $\varepsilon_{k}=0.6$ a.u. (dot-dashed lines).
$R=5.5$ a.u., where the emission probability shows a dip, and to observe the respective increase when moving outwards. Similarly, setting $\varepsilon_{k}=0.6$ a.u. shifts the emission maximum in the forward direction to smaller values of $R$, such that the region around $R=7$ a.u. is probed.

## C. Nuclear-wave-packet reconstruction

The dependence of the photoemission probabilities on the photoelectron energy enables us to extract even richer information, provided the laser frequency $\omega$ can be tuned fine enough. We demonstrate here that not only certain expectation values, but the whole NWP density can be reconstructed from the mentioned energy dependence. This procedure works well when a bounded region where the wave packet is currently localized, can be estimated. This can be achieved by the analysis of Secs. III A and III B. Choosing $\varepsilon_{k}$ such that the $R$ dependence of the interference profiles is adequately described by a parabola, the corresponding photoemission probabilities with respect to a NWP $\chi_{\alpha}(R, t)$ allow for determining the expectation values of $R$ and $R^{2}$, from which the width of the wave packet can be estimated. Once this is done, the function $n_{\alpha}(R, t)=\left|\chi_{\alpha}(R, t)\right|^{2}$ (for a fixed time) can be obtained by solving the integral equation corresponding to Eq. (19). We, however, found it more convenient to work with the relative forward photoemission rate

$$
\begin{equation*}
\widetilde{P}_{\alpha}^{\mathrm{F}}=\frac{P_{\alpha}^{\mathrm{F}}}{P_{\alpha}^{\mathrm{F}}+P_{\alpha}^{\mathrm{B}}} \tag{21}
\end{equation*}
$$

instead, in order to eliminate the reduction of the probability for increasing $\varepsilon_{k}$. Equations (19) and (20) imply the integral
equation

$$
\begin{equation*}
\widetilde{P}_{\alpha}^{\mathrm{F}}\left(\varepsilon_{k}\right)=\int d R K^{\mathrm{F}}\left(\varepsilon_{k}, R\right) n_{\alpha}(R, t) \tag{22}
\end{equation*}
$$

with a kernel

$$
\begin{equation*}
K^{\mathrm{F}}\left(\varepsilon_{k}, R\right)=\frac{\mathcal{P}_{\alpha}^{\mathrm{F}}\left(\varepsilon_{k}, R\right)}{\mathcal{P}_{\alpha}^{\mathrm{F}}\left(\varepsilon_{k}, R\right)+\mathcal{P}_{\alpha}^{\mathrm{B}}\left(\varepsilon_{k}, R\right)} . \tag{23}
\end{equation*}
$$

The functions $\mathcal{P}_{\alpha}^{\mathrm{F} / \mathrm{B}}$ in Eq. (23) are defined as

$$
\begin{align*}
\mathcal{P}_{\alpha}^{\mathrm{F}}\left(\varepsilon_{k}, R\right)= & \int_{0}^{2 \pi} d \phi \int_{0}^{\theta_{\mathrm{D}}} d \theta \sin \theta \\
& \times\left|\sum_{\ell m}(-i)^{\ell} e^{i \sigma_{\ell}(k)} \mathcal{F}_{\ell m}^{(\alpha)}(k ; R) Y_{\ell m}(\hat{\mathbf{k}})\right|^{2} \tag{24}
\end{align*}
$$

(and $\mathcal{P}_{\alpha}^{\mathrm{B}}$ analogously). In order solve Eq. (22) for the NWP density, we discretize the $R$ coordinate (into $N$ points) in the region $R_{\min } \leqslant R \leqslant R_{\max }$, where the wave packet is localized and approximate the integration (22) by the trapezoidal rule in order to obtain a system of $M$ linear equations,
$\widetilde{P}_{\alpha}^{\mathrm{F}}\left(\varepsilon_{k_{i}}\right)=\sum_{j=1}^{N} w_{j} K^{\mathrm{F}}\left(\varepsilon_{k_{i}}, R_{j}\right) n_{\alpha}\left(R_{j}, t\right), \quad i=1, \ldots, M$,
where the weights $w_{1}=w_{N}=\left(R_{\max }-R_{\min }\right) / 2 N$ and $w_{j}=$ $\left(R_{\max }-R_{\min }\right) / N$ otherwise. It is clear that we need $M \geqslant N$ values for $\varepsilon_{k}$ to solve Eq. (25).

We have approximated the kernel Eq. (23) by a simple fifth-order polynomial in $\varepsilon_{k}$ and $R$ and computed $\widetilde{P}_{\alpha}^{\mathrm{F}}\left(\varepsilon_{k}\right)$ for $M=40$ values for the photoelectron energy, distributed equidistantly in the interval $0.2 \leqslant \varepsilon_{k} \leqslant 1.0$. Solving Eq. (25) directly is, however, troublesome due to a nearly singular coefficient matrix $K^{\mathrm{F}}\left(\varepsilon_{k_{i}}, R_{j}\right)$. This problem can be avoided by reformulating Eq. (25) in terms of a minimization problem, where we have added a term suppressing oscillatory solutions. This leads to a numerically stable procedure for the reconstruction of the dissociative wave packets. A typical result is presented in Fig. 9. Unfortunately, finer structures could not be resolved, as can be seen, for instance, by $\left|\chi_{3 d \sigma}(R, t=4 \mathrm{fs})\right|^{2}$ and the respective reconstructed density. However, more observables (possibly the complete PAD) can be added to the reconstruction algorithm to improve its accuracy. We propose it as a new technique for mapping NWP or to complement and support CE experiments.


FIG. 9. (Color online) Comparison between the original NWP densities and the reconstruction for the $1 s \sigma$ (top panel) and the $3 d \sigma$ state (bottom panel) (see also Figs. 6 and 8) for different times. The solid lines are the original wave packets, whereas the squares in the corresponding color represent the reconstructed solutions. The curves for $t>2$ fs have been shifted upwards for better visibility.

## IV. CONCLUSIONS

In summary, a detailed study of the photoionization of the $\mathrm{HeH}^{2+}$ molecule in the weak-field regime has been performed. We have shown how the forward and backward photoemission rates (with respect to the molecular axis parallel to the laser polarization) depend on the interatomic distance and explained their oscillatory behavior by the interference effects. For the proposed pump-probe experimental setup we have computed the evolution of the NWP triggered by electron transitions (pump pulse) and its manifestation in the photoemission (probe pulse). Provided that the probe-pulse frequency can be tuned over a moderate energy range, the relative forward emission rate contains even more information and allows for reconstructing the NWP dynamics. Our proof-of-principle calculations demonstrate the feasibility of such an approach provided scattering cross sections can be precisely computed and measured.
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## Many-body spectroscopy from Buckminster fullerene

Fullerenes are medium- to macro-sized molecular allotropes of carbon. Their general shape can be quite different: they appear as hollows spheres, ellipsoids or tubes. Besides the cylindrical carbon nanotubes, spherical fullerenes (buckyballs), have gained a great deal of attention. The first fullerenes structure - the famous $\mathrm{C}_{60}$ - was prepared in 1985 [192] and named Buckminster fullerene after the Richard Buckminster Fuller, who had introduced an analogous geodesic dome structure in architecture. The Buckminster fullerene, which has the structure of a football (see fig. 5.1(a)), is the subject of our subsequent studies. It is the smallest, quasi-spherical fullerene ${ }^{1}$ and possesses a number of remarkable properties, including:

- The ability to efficiently accommodate an extra electron. Due to the peculiarities of the electronic structure, an extra electron can be bound to the molecule by localizing a part of its charge in the hollow sphere. State-of-the art quantum chemistry calculations are required for an accurate description [193195]. This particularly pronounced electron affinity makes the $\mathrm{C}_{60}$ molecule a good acceptor for organic photovoltaic molecules [196].
- Strong collective excitations. In the UV regime, the optical absorption is completely dominated by plasmon-type excitations [197], arising from dipolar oscillations of the electronic density. The various plasmon modes also determine the EELS [198-201] and photoemission spectra [202, 203]. A detailed discussion is provided in sec. 5.3 and in [E4].
- Super-atom molecular orbitals (SAMOs). Experimentally discovered by means of STS by Feng et. al [204], the SAMOs turned out to be molecular states which closely resemble hydrogen-type s, p, d,... orbitals. The stability of the SAMOs [85] towards electronic perturbations hints at extraordinary prospective transport in the solid phase [205] and has thus trigged a surge of research [206-208].

As we can see from this overview, the Buckminster fullerene entails rich phenomena in the transition regime between molecular and solid-state physics. Hence, it represents an ideal system for many-body theories and spectroscopies. In particular, we are interested in the manifestation of dynamical correlation effects ${ }^{2}$.

Our contribution to the physics of the $\mathrm{C}_{60}$ molecule is given by [E4], [E5], [E6] and, partly by [E3]. After revisiting some general symmetry aspects of $\mathrm{C}_{60}$ ( sec. 5.1), we discuss the collective excitations and present our state-of-the-art treatment (sec. 5.3). This also yields a very accurate characterization of dynamical screening effects. Their role for DPE (see subsec. 3.2.2) is mapped out rigorously in sec. 5.4. Finally, we consider the time-resolved relaxation dynamics of many-body states due to electron-vibron interaction beyond the BO approximation (sec. 5.5).

### 5.1 Symmetry aspects

The geometric structure of $\mathrm{C}_{60}$ is shown in fig. 5.1(a). It possess $I_{h}$ (icosahedric) symmetry, comprised of discrete rotations around symmetry axises and inversion symmetry. The quasi-spherical behavior of many
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Figure 5.1: (a) Equilibrium molecular structure of the $\mathrm{C}_{60}$ molecule. One representative of the two-fold $\left(\mathrm{C}_{2}\right)$, the threefold $\left(\mathrm{C}_{3}\right)$ and the five-fold $\left(\mathrm{C}_{5}\right)$ symmetry axis, respectively, is shown. The bonds on the border of the pentagons and the hexagons has double-bonding $(\mathrm{C}=\mathrm{C})$ character, while the border between two hexagons is of $\mathrm{C}-\mathrm{C}$ type. The respective bond length is $r_{\mathrm{C}-\mathrm{C}}=1.455 \AA$ and $r_{\mathrm{C}=\mathrm{C}}=1.391 \AA$. (b) The SAF expansion of the electronic density, computed by DFT using the LB94 functional. The inset shows the SAFs on the unit sphere. Red color corresponds the maxima, blue to the minima. (c) Energy spectrum of KS eigenvalues. The corresponding KS orbitals have been projected onto the angular momentum eigenstates. The states have been classified according to their nodal character as $\sigma$ or $\pi$ orbitals. The dashed lines show the dispersion of electrons on a sphere with optimized radius $R_{0}$.
properties can be expressed by the symmetry-adapted functions (SAFs) of the $I_{h}$ group in terms of spherical harmonics. The SAFs, denoted by $I_{\alpha}(\hat{\mathbf{r}})$, are expanded as

$$
\begin{equation*}
I_{\alpha}(\hat{\mathbf{r}})=\sum_{|m| \geq \ell_{\alpha}} C_{\alpha, m} Y_{\ell_{\alpha} m}(\hat{\mathbf{r}}) \tag{5.1}
\end{equation*}
$$

There is a one-to-one correspondence of the SAF order $\alpha$ and the associated angular momentum: $\ell_{1}=$ $0, \ell_{2}=6, \ell_{3}=10, \ell_{3}=12, \ldots$. The first few SAFs are depicted in the inset in fig. 5.1(b). Any quantity with icosahedric symmetry such as the ground-state electron density or any SP potential is conveniently expanded in terms of the SAFs. The representation of the valence electron density

$$
\begin{equation*}
n_{0}(\mathbf{r})=\sqrt{4 \pi} \sum_{\alpha} n_{\alpha}(r) I_{\alpha}(\hat{\mathbf{r}}) \tag{5.2}
\end{equation*}
$$

is shown in fig. 5.1(b), which illustrates that the deviation from spherical symmetry is rather small. This important implications on the SP structure. Both HF or KS states $\psi_{i}(\mathbf{r})^{3}$ can be (approximately) classified by a corresponding angular momentum $\ell$. The electronic structure (the eigenvalues $\varepsilon_{i}$ ) obtained by the DFT (details in ref. [E6]) as a function of the angular momentum ${ }^{4}$ is shown in fig. 5.1(c). A symmetry classification of the SP orbitals prevails for many-body quantities such as the Dyson orbitals or the fluctuation densities. The small deviation from spherical symmetry inspired the application of jellium model, according to which the electronic density is homogeneously distributed in a spherical shell characterized by two radii $R_{1}, R_{2}$ [209, 210]. More refined versions include a spherically-symmetric model potential [211, 212]. In any case, the angular momentum $\ell$ becomes an exact quantum number and hence allows for an expansion of the density-density response function

$$
\begin{equation*}
\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)=\sum_{\ell m} \chi_{\ell}\left(r, r^{\prime} ; \omega\right) Y_{\ell m}^{*}(\hat{\mathbf{r}}) Y_{\ell m}\left(\hat{\mathbf{r}}^{\prime}\right) . \tag{5.3}
\end{equation*}
$$

Hence, any many-body excitation, be it SP-like or collective excitations, can be classified according to their angular momentum. Despite the practical simplicity and the qualitatively correct physical picture, jellium-type models display a number of shortcomings. Most pronounced effects include the lack of level splitting, leading to a wrong electronic configuration (which is sometimes corrected "by hand"). It is thus a non-trivial task to decide in which steps the approximation of spherical symmetry can be invoked. We

[^28]advocate the following scheme: ground- and excited-state calculations are carried out in full $I_{h}$ symmetry, ensuring the correct electronic structure; the map on spherical symmetry is - if needed - applied only after the first-principle calculations. In [E4] we apply this principle to obtain an accurate spherical model of the density-density response function in the form of eq. (5.3) based on a full-fledged ab initio TDDFT scheme.

### 5.2 E3: Single-or double-electron emission within the Keldysh nonequilibrium Green's function and Feshbach projection operator techniques

In full generality, photoemission is a complicated process. Neglecting the possible scattering events after the liberation of the photoelectron (sudden approximation), the basic ingredient to SPE are the Dyson orbitals and the quasi-hole energies. For their computation, the knowledge about the ground state and of the excited states of the ionized system is required, for the system can be left in any, possibly excited state (albeit restricted by the energy conservation). This includes collective excited states such as plasmons (see subsec. 3.1.2). The QP properties, possibly in presence of collective or dissipative excitation channels, are most conveniently captured by NEGF formalism and the associated MBPT (see sec. 2.5). For these reasons, a general NEGF theory for photoemission is highly desirable. This is the topic of [E3].

For SPE, the standard formulation in this context was introduced by Caroli et al. [129] in terms of a diagrammatic expansion which includes extrinsic effects ${ }^{5}$. These inelastic scattering processes can, in principle, be described by a one-body TISE for the photoelectron alone, if a non-local and non-hermitian potential - the so-called optical potential - is used [33]. The question of how to obtain the optical potential is formally answered by the Feshbach projection algebra (FPA) [138], which is outlined in appendix A. Projecting in the subspace of exactly one photoelectron yields a formal definition of the optical potential, or, in the GF language, its self-energy. The connection between the NEGF formulation and the notion of the self-energy as the basic object for the MBPT, on the one hand, and the Feshbach-projected self-energy, on the other hand, was, however, not completely understood. This is where our work [E3] starts. We demonstrate the direct correspondence between the FPA and the self-energy by decomposing the GFs, according to subsec. 2.4.1, into bound and scattering contributions and thus provide a practical way to compute optical potentials systematically.

After clarifying these points for SPE, we extend the theory to DPE. The first theory for the emission of two electrons upon absorbing one photon based on the NEGF formalism was proposed by Fominykh et al. [147]. Consistent with these findings, we extend our theory for SPE by introducing suitable Feshbach projection operators for the two-electron case. Furthermore, the diagrammatic perturbation theory for the main DPE observable - the coincidence two-electron current or cross-section - is developed. We apply the theory to explore the physics of plasmon-assisted DPE: a photoexcited electron undergoes extrinsic losses by scattering from the parent system upon creating a plasmon. As discussed in subsec. 3.3.1, this is due to the dynamical screening of the remaining electron cloud due to the emanating electron. Another way to look at this process is to consider it as a collective shake-up process. The decay of the collective excitation into $p-h$ pairs may give rise to the emission of a second electron ${ }^{6}$. The concrete calculations are carried out for the $\mathrm{C}_{60}$ molecule. A more detailed discussion of the results and the associated physics is presented in sec. 5.4.
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#### Abstract

This work provides a unified theoretical treatment of the single- and correlated double-electron emission from a general electronic system. Using Feshbach projection method, the states of interest are selected by the projection operator; the Feshbach-Schur map determines the effective Hamiltonian and the optical potential for the emitted electrons. On the other hand, the nonequilibrium Green's functions method is demonstrated to be a complementary approach, and an explicit correspondence between both methods is established. For a self-contained exposition, some results on single-electron emission are rederived using both formalisms. New insights and results are obtained for the correlated electron-pair emission: This includes the effective two-electron Hamiltonian, the explicit form of the Feshbach self-energy in terms of the many-body self-energies, and the diagrammatic expansion of the two-particle current. As an illustration of the diagrammatic technique, the process of the two-particle emission assisted by the excitation of plasmons is explicitly worked out.
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## I. INTRODUCTION

Scattering experiments deliver the most detailed information on the structure of matter. For instance, the fully resolved spectra of an electron emitted from an electronic system upon photon or particle impact encode the spin and momentumresolved spectral properties of the sample [1-5]. For direct information on the two-particle properties, the detection of a correlated electron pair is necessary which is usually performed in a one-photon double-electron emission [4] or in a swift particle-impact double-electron emission experiment [6]. Calculations of the electron emission spectra from atomic and molecular systems [1,4,7-9] as well as from condensed matter [1-3] are done routinely. The underlying theories and techniques differ, however. The issue addressed here concerns the formulation of a unified and numerically accessible theoretical framework of single- and double-photoelectron emission (SPE and DPE) from finite and extended electronic systems. A method of choice for this purpose is the nonequilibrium Green's functions (NEGF) approach [10-13]. In full generality, the response function describing electron emission is more involved than the optical response which is related to time-ordered particle-hole (p-h) Green's function (GF) for which well-established approximations exist. Even for a single-electron emission the response function can only be defined on the Keldysh contour and after performing the calculations, the times are projected on the real observable times. The second complication is that for a fixed energy and momentum of the detected electron, the sample may be left in an excited state. A typical example is the plasmon satellites in core-level photoemission [14]. There, the target is left with one excited plasmon [15]. The conservation of energy and momentum allows us to focus on, e.g., the no-loss current. The response function is then determined by the product of two vertex functions and three single-particle Green's functions [16]. If an approximation is made for one of the constituents, it has to be taken over consistently to the others. The notion of a conserving approximation is rooted in this requirement.

[^30]First theories of electron emission were empirical, e.g., for surfaces, following Berglund and Spicer [17], the photoemission is regarded as a three-stage process: excitation, transport to the surface (during this stage the particle may lose energy), and the transformation into a scattering (detector) state. In 1970, Mahan wrote "we have not yet been able to derive a simple, time-ordered, correlation function which would serve as the starting point for a closed-loop type of calculation. That is, we have not yet found a "Kubo formula for photoemission" [18]. Shortly thereafter, Schaich and Ashcroft [19] and Langreth [20] employed a time-ordered formalism for the response function, and Caroli et al. [21] introduced the nowadays standard NEGF formulation. The well-known Fermi golden rule expression for the photocurrent

$$
J_{\mathbf{p}}=2 \pi \int_{-\infty}^{\mu} d \varepsilon \delta\left(\varepsilon_{\mathbf{p}}-\varepsilon-\omega\right)\left\langle\chi_{\mathbf{p}}^{(-)}\right| \hat{\Delta} \hat{A}(\varepsilon) \hat{\Delta}^{\dagger}\left|\chi_{\mathbf{p}}^{(-)}\right\rangle
$$

derives rigorously from the response-function formalism. In 1985, Almbladh obtained the following modifications of the no-loss current:

$$
\begin{aligned}
J_{\mathbf{p}}= & 2 \pi \int_{-\infty}^{\mu} d \varepsilon \delta\left(\varepsilon_{\mathbf{p}}-\varepsilon-\omega\right)\left\langle\chi_{\mathbf{p}}^{(-)}\right| \hat{\Lambda}(\varepsilon+\omega, \varepsilon) \hat{A}(\varepsilon) \\
& \times \hat{\Lambda}^{\dagger}(\varepsilon+\omega, \varepsilon)\left|\chi_{\mathbf{p}}^{(-)}\right\rangle .
\end{aligned}
$$

In these formulas, an interaction with an electromagnetic field of the frequency $\omega$ is assumed. $\chi_{\mathbf{p}}^{(-)}$denotes the final scattering state with the momentum $\mathbf{p}$ and energy $\varepsilon_{\mathbf{p}}$, and $\hat{A}(\epsilon)$ is the spectral function. $\hat{\Lambda}(\epsilon+\omega, \epsilon)$ is the so-called vertex function which, for noninteracting systems, reduces to the operator of the light-matter interaction $\hat{\Delta}$. In interacting systems, it describes the screening of the optical field by the sample electrons and the accompanying polarization effects [22].

The physics beyond no-loss has many facets. There are two prominent examples: the plasmon satellites [15,23,24] and the Auger effect [25-28]. In both cases, the system is left in an excited state that relaxes subsequently either due many-body effects or results in the emission of a secondary electron. It should be noted, however, that the borderline in such a classification is blurred: one can consider the Auger
effect as a two-step process, in which the decay is treated independently from the primary ionization or as the no-loss double photoemission [29]. The former point of view yields a description of the Auger effect in terms of an equilibrium two-hole Green's function [26,30,31].

The goal here is to generalize the nonequilibrium approach to treat single- and double-electron emission. We will mostly discuss processes related to the absorption of one photon. Particle impact is discussed only in the optical limit as specified in Appendix A. In particular, this work provides a detailed discussion of DPE, a process that was experimentally realized for various systems $[4,32]$. For a self-contained presentation, we start by defining observables and introducing basic formulas solely based on the time-dependent perturbation theory and the assumption of adiabatic switching of the lightmatter interaction (Sec. II A). Already on this level one can reformulate these expressions in the Fermi golden rule form and demonstrate how the sudden approximation can be used to reduce the many-body to two-body description (Sec. II B). Such reduction, however, neglects the energy loss of an emitted electron on its way to detector. These extrinsic losses are treated by means of the projection operator technique (Sec. III). For single photoemission (SPE), this approach was established in works of Almbladh [16], Bardyszewski and Hedin [33], Fujikawa and Hedin [34], Hedin, Michiels, and Inglesfield [35], and for DPE by Brand and Cederbaum [36]. The notion of the optical potential is central to this approach. While the case of elastic scattering was considered in a classical work of Bell und Squires [37], the inelastic case, which is especially relevant for photoemission, is more involved and has a long history with a recent progress due to Cederbaum [38,39]. In Sec. IV, we closely follow the derivation of Almbladh and extend the theory to the two-electron case. There are important differences as compared to the single-electron emission. Under some assumptions, DPE is only possible for interacting systems [40]. We corroborate our findings by performing a diagrammatic expansion of the derived DPE response function in terms of Green's function on the Keldysh contour (Sec. V). We consistently use atomic units.

## II. TWO-ELECTRON CURRENT

For DPE from atomic and molecular systems [41,42] a variety of very successful techniques, based on a full numerical solution or using approximate correlated scattering states of the few-body Schrödinger equation, were put forward. The wave-function-based methods and, consecutively, the scattering approach are less suitable for extended degenerate fermionic systems. Such DPE experiments were first performed for $\mathrm{Cu}(001)$ and $\mathrm{Ni}(001)$ crystals [32] and meanwhile for a variety of other samples. Here comes the response formalism into play: the expectation values of products of the creation and annihilation operators are computed over the ground state of a (many-body) system, and perturbative expansions are evaluated with the help of Wick's theorem. If the studied process can be regarded as a multistep event, then the rate equations are often a very efficient tool. They can be derived either from the density matrix or from the NEGF formalisms using some additional assumptions. For instance, the generalized Kadanoff-Baym ansatz has been used to derive
the quantum master equations starting from NEGF approach to describe the transport in molecular systems [43].

Here, we present a self-contained derivation of the twoparticle current starting from the time-dependent perturbation theory. The resulting formula [Eq. (12)] is, however, less useful for practical applications because it requires (generally unknown) many-body states. One has either a choice to completely neglect the target-ejected particles interaction which still might be relevant for higher energies (Sec. II B) or, as will be demonstrated in the next section (III), to properly reduce the formulations as to work with effective residual interactions (i.e., optical potentials).

## A. Basic definitions

## 1. Hamiltonian

A system of interacting fermions is considered that has the Hamiltonian

$$
\begin{align*}
\hat{H}= & \int d x \hat{\psi}^{\dagger}(x) h(x) \hat{\psi}(x) \\
& +\frac{1}{2} \int d x d x^{\prime} \hat{\psi}^{\dagger}(x) \hat{\psi}^{\dagger}\left(x^{\prime}\right) v\left(x, x^{\prime}\right) \hat{\psi}\left(x^{\prime}\right) \hat{\psi}(x) \tag{1}
\end{align*}
$$

where the field operator $\hat{\psi}\left(\hat{\psi}^{\dagger}\right)$ with argument $x \equiv(\mathbf{r}, \sigma)$ annihilates (creates) a fermion in position $\mathbf{r}$ with spin $\sigma$. Needed below is the antisymmetrized interaction

$$
\begin{align*}
V\left(x_{1}, x_{2}, x_{3}, x_{4}\right)= & v\left(\mathbf{r}_{1}, \mathbf{r}_{2}\right)\left[\delta\left(x_{2}-x_{3}\right) \delta\left(x_{1}-x_{4}\right)\right. \\
& \left.-\delta\left(x_{1}-x_{3}\right) \delta\left(x_{2}-x_{4}\right)\right] \tag{2}
\end{align*}
$$

One may wish also to change the basis for the representation of creation and annihilation operators via

$$
\begin{equation*}
\hat{\psi}(x)=\sum_{i}\langle x \mid i\rangle c_{i}, \tag{3}
\end{equation*}
$$

where the sum runs over a complete set of one-particle states and we consistently skip $\hat{.}$. on $c_{i}$ and $c_{i}^{\dagger}$. To study photoemission, we need to further classify the states according to their geometric character. A state will be called bound $\left(\phi_{i} \in\right.$ $\mathcal{B}$ ) if for any $\epsilon>0$ there is a compact set $B \subset \mathbb{R}^{3}$ such that for all times $t$ the state remains in $B:\left\|\chi_{B^{c}} e^{i t \hat{H}} \phi_{i}\right\|<\epsilon$, where $B^{c}$ is the complement of $B, \chi_{B^{c}}$ denotes the corresponding characteristic function. Analogically for the scattering states ( $\phi_{\mathbf{k}} \in \mathcal{C}$ ) we adopt the following definition: they are the vectors for which $\lim _{T \rightarrow \infty} \frac{1}{2 T} \int_{-T}^{T}\left\|\chi_{B} e^{i t \hat{H}} \phi_{\mathbf{k}}\right\| d t=0$ for all compact sets $B \subset \mathbb{R}^{3}$, i.e., they leave any bounded region. It is clear that $\mathcal{B} \perp \mathcal{C}$ and according to the RAGE theorem [44] all the states from the discrete (point) spectrum are bound, whereas the continuum states (absolutely continuous and singularly continuous) are the scattering states. Thus, parallels between the geometric and the spectral classification allows us to use continuum and scattering, and point and bound terms interchangeably, although for the purpose of this work the geometric classification is preferred. Finally, we note that if our theory is to be applied to solids, the use of localized Wannier functions [45] is preferred, at least for systems where their existence can be proved [46].

We will use the letters (abcd) for general orbitals, (ijnm) for bound orbitals, and boldface letters for continuum states.

In these notations

$$
\begin{align*}
\hat{H} & =\sum_{a b} t_{a b} c_{a}^{\dagger} c_{b}+\frac{1}{2} \sum_{a b c d} v_{a b c d} c_{a}^{\dagger} c_{b}^{\dagger} c_{d} c_{c}  \tag{4}\\
& =\sum_{a b} t_{a b} c_{a}^{\dagger} c_{b}+\frac{1}{4} \sum_{a b c d} V_{a b c d} c_{a}^{\dagger} c_{b}^{\dagger} c_{d} c_{c} \tag{5}
\end{align*}
$$

## 2. Initial-state preparation

The above Hamiltonian determines the quantum state of the target (wave function $\left|\Psi_{0}\right\rangle$ with corresponding energy $E_{0}$ ) in the remote past $(t=-\infty)$. When the system is perturbed by the interaction with external fields, it evolves to a new state. As a typical mechanism we consider here the light-matter interaction

$$
\begin{equation*}
\hat{V}(t)=\left(\hat{\Delta} e^{-i \omega t}+\hat{\Delta}^{\dagger} e^{i \omega t}\right) e^{\eta t}, \quad \hat{\Delta}=\sum_{a b} \Delta_{a b} c_{a}^{\dagger} c_{b} \tag{6}
\end{equation*}
$$

In this expression, $\hat{V}(t)$ is adiabatically turned on allowing us to introduce a typical interaction time $\sim(2 \eta)^{-1}$. The form (6) permits generalizations: In Appendix A, we consider the process of impact ionization caused by a charged projectile particle (e.g., an electron) impinging on the target system. At high energy, the projectile can be regarded as distinguishable from electrons of the system. This allows us to average the projectile-target interaction over the projectile's states and write the perturbation in essentially the same form as in Eq. (6), i.e., as a single-particle operator.

From the first-order time-dependent perturbation theory we obtain the approximate eigenstate $\left|\tilde{\Psi}^{(+)}\right\rangle$of the full Hamiltonian $\hat{H}+\hat{V}(t)$ at time $t=0$ :

$$
\begin{equation*}
\left|\tilde{\Psi}^{(+)}\right\rangle=\left|\Psi_{0}\right\rangle+\lim _{\eta \rightarrow 0} \frac{1}{E_{0}+\omega-\hat{H}+i \eta} \hat{\Delta}\left|\Psi_{0}\right\rangle . \tag{7}
\end{equation*}
$$

Readers will immediately notice parallels of Eq. (7) with the scattering theory where the Møller operators $\hat{\Omega}^{( \pm)}$convert an eigenstate of $\hat{H}$ (the Hamiltonian of the target system) at $t=$ $\mp \infty$, into an eigenstate of $\hat{H}+\hat{V}(0)$ (the full Hamiltonian) $\left|\Psi_{\alpha}^{( \pm)}\right\rangle=\hat{\Omega}^{( \pm)}\left|\Psi_{\alpha}\right\rangle$ at time $t=0$ [cf. Eqs. (14.66) of Joachain [47]]. The scattering theory is required when electromagnetic fields are quantized. For classical fields, Eq. (7) follows from the first-order expansion (in $\hat{\Delta}$ ) of the Møller operator $\hat{\Omega}^{(+)}$. To emphasize the similarity, we denote the state given by Eq. (7) as the scattering state. In what follows, we omit the tilde which we used to denote its approximate character.

## 3. Observables

Assuming we know the quantum state of the target at $t=0$, some observables can be computed. Since we are interested in the electron emission these are the expectation values of current operators. The safe way to introduce them is to use the continuity equation which is gauge invariant. The one-electron current $J_{\mathbf{k}}$ is defined as the number of electrons $N_{\mathbf{k}}$ with a given momentum $\mathbf{k}$ outside the target divided by the effective interaction time $(2 \eta)^{-1}$. There is a detailed discussion [16] on why electrons in the sample give a negligible contribution to the current. The same arguments are valid for the two-electron case. Thus, we analogically define the two-electron current as

$$
\begin{equation*}
J_{\mathbf{k}_{1}, \mathbf{k}_{2}}=\lim _{\eta \rightarrow 0} 2 \eta\left\langle\hat{N}_{\mathbf{k}_{1}} \hat{N}_{\mathbf{k}_{2}}-\delta_{\mathbf{k}_{1}, \mathbf{k}_{2}} \hat{N}_{\mathbf{k}_{1}}\right\rangle . \tag{8}
\end{equation*}
$$

In the expression above (and all subsequent derivations), we do not explicitly spell out the spin quantum numbers. The dependence on the spin can be recovered by substituting the continuum quantum numbers like $\mathbf{k}$ by $\mathbf{k} \sigma$ (likewise for bound indices). The second term excludes the one-electron current in the case when two momenta are equal. Equation (8) gives access to the differential cross section through the following relation:

$$
\begin{equation*}
\frac{d^{2} \sigma}{d \mathbf{k}_{1} d \mathbf{k}_{2}}=\frac{\omega}{I} J_{\mathbf{k}_{1}, \mathbf{k}_{2}}, \tag{9}
\end{equation*}
$$

where $I / \omega$ is the photon flux density [48]. For the velocity gauge $\hat{\Delta}=\frac{1}{c} \mathbf{A}_{0} \cdot \hat{\mathbf{p}}, I=\frac{\omega^{2} A_{0}^{2}}{2 \pi c}$, where $A_{0}$ is the amplitude of the vector potential and $\hat{\mathbf{p}}$ is the momentum operator. Similar expressions can be given for the length gauge.

The average in Eq. (8) is performed over the perturbed state (7):

$$
\begin{align*}
J_{\mathbf{k}_{1}, \mathbf{k}_{2}}= & \lim _{\eta \rightarrow 0} 2 \eta\left\langle\Psi_{0}\right| \hat{\Delta}^{\dagger} \frac{1}{E_{0}+\omega-\hat{H}-i \eta} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{\mathbf{2}}}^{\dagger} c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}} \\
& \times \frac{1}{E_{0}+\omega-\hat{H}+i \eta} \hat{\Delta}\left|\Psi_{0}\right\rangle \tag{10}
\end{align*}
$$

where we used the usual anticommutation relations for the fermionic operators. The current is quadratic in $\hat{\Delta}$ or linear in the number of absorbed photons. The first order in $\hat{\Delta}$ gives the linear conductivity current and is of no interest here [21].

To derive the Fermi golden rule for DPE we insert a complete set of the $(N-2)$-particle states and use the scattering theory to evaluate matrix elements of the type:

$$
M_{\mathbf{k}_{1}, \mathbf{k}_{2}, \beta}^{*}=\left\langle\Psi_{0}\right| \hat{\Delta}^{\dagger} \frac{1}{E_{0}+\omega-\hat{H}-i \eta} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle .
$$

We will generally use lower indices to distinguish quantum states and upper indices to indicate the charge of the system or the nature of the state $( \pm)$, i.e., incoming or outgoing wave. For a scattering process with the following energy balance

$$
E_{i}=E_{0}+\omega \rightarrow E_{f}=\varepsilon_{\mathbf{k}_{1}}+\varepsilon_{\mathbf{k}_{2}}+E_{\beta}^{2+},
$$

the Møller operator $\hat{\Omega}^{(-)}$translates a wave function in the remote future into an incoming [they are sometimes called inverted low-energy electron diffraction (LEED) states [35]] scattering state at $t=0$ :

$$
\left|\Psi_{\beta}^{(-)}\right\rangle=\hat{\Omega}^{(-)} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle=\lim _{\eta \rightarrow 0} \frac{-i \eta}{E_{f}-\hat{H}-i \eta} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle .
$$

Following Almbladh [16], we obtain

$$
\begin{equation*}
M_{\mathbf{k}_{1}, \mathbf{k}_{2}, \beta}^{*}=\frac{1}{E_{i}-E_{f}-i \eta}\left\langle\Psi_{0}\right| \hat{\Delta}^{\dagger}\left|\Psi_{\beta}^{(-)}\right\rangle, \tag{11}
\end{equation*}
$$

resulting in the Fermi golden rule for DPE for an adiabatic switching of $\hat{V}(t)$ :

$$
\begin{align*}
J_{\mathbf{k}_{1}, \mathbf{k}_{2}} & =\lim _{\eta \rightarrow 0} 2 \eta \sum_{\beta}\left|M_{\mathbf{k}_{1}, \mathbf{k}_{2}, \beta}\right|^{2} \\
& \left.=2 \pi \sum_{\beta} \delta\left(E_{i}-E_{f}\right)\left|\left\langle\Psi_{\beta}^{(-)}\right| \hat{\Delta}\right| \Psi_{0}\right\rangle\left.\right|^{2} \tag{12}
\end{align*}
$$

This is essentially an exact equation if strong field effects are neglected, i.e., if the first-order perturbation theory in
field strength is adequate. Now, we discuss some common approximations. In the sudden approximation, the Møller operator is set to be the identity operator and it follows $\left|\Psi_{\beta}^{(-)}\right\rangle \approx c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle$ leading, e.g., to Eq. (1) of Napitu and Berakdar [49]. The sudden approximation is broadly used to interpret the single photoemission. However, it is easy to construct an example when it completely fails: consider photoemission from a system surrounded by a impenetrable potential barrier. Irrespective of the photon energy there will be zero current in the detector. Thus, it is extrinsic losses [35] that are missing in the sudden approximation.

## B. Sudden approximation

In the sudden approximation for SPE it is possible to reduce the many-body description to a single-particle picture which also allows us to approximately treat the Møller operator and accommodate extrinsic losses. The central objects in such an approach are the Dyson orbitals [50]. The hole Dyson orbital is defined as an overlap of $(N-1)$ many-particle states with the $N$-particle initial state:

$$
\begin{align*}
\phi_{\alpha}\left(x_{1}\right)= & \sqrt{N} \int d\left(x_{2} \ldots x_{N}\right)\left[\Psi_{\alpha}^{+}\left(x_{2}, \ldots, x_{N}\right)\right]^{*} \\
& \times \Psi_{0}\left(x_{1}, \ldots, x_{N}\right) \\
= & \left\langle\Psi_{\alpha}^{+}\right| \hat{\psi}\left(x_{1}\right)\left|\Psi_{0}\right\rangle . \tag{13}
\end{align*}
$$

A rather extensive review of such overlap operators as well as the proof on the last "dressed in the fancy outfit of the occupation number formalism" identity can be found in Ref. [51]. Practical approaches for their computation are overviewed in Refs. [52,53]. By introducing a similar two-hole Dyson orbital

$$
\begin{align*}
\phi_{\beta}^{(2)}\left(x_{1}, x_{2}\right)= & \sqrt{\frac{N(N-1)}{2!}} \int d\left(x_{3} \ldots x_{N}\right)\left[\Psi_{\beta}^{2+}\left(x_{3}, \ldots, x_{N}\right)\right]^{*} \\
& \times \Psi_{0}\left(x_{1}, \ldots, x_{N}\right) \\
= & \frac{1}{\sqrt{2}}\left\langle\Psi_{\beta}^{2+}\right| \hat{\psi}\left(x_{1}\right) \hat{\psi}\left(x_{2}\right)\left|\Psi_{0}\right\rangle, \tag{14}
\end{align*}
$$

and neglecting the Møller operator, we obtain for the twoparticle current (12)

$$
\begin{equation*}
\left.J_{\mathbf{k}_{1}, \mathbf{k}_{2}}=2 \pi \sum_{\beta} \delta\left(E_{i}-E_{f}\right)\left|\left\langle\mathbf{k}_{\mathbf{1}} \mathbf{k}_{\mathbf{2}}\right| \hat{\Delta}\right| \phi_{\beta}^{(2)}\right\rangle\left.\right|^{2} \tag{15}
\end{equation*}
$$

where $\left|\mathbf{k}_{\mathbf{1}} \mathbf{k}_{\mathbf{2}}\right\rangle$ is asymptotic two-particle state, i.e., antisymmetrized product of two plane waves. The two-hole orbital is antisymmetric with respect to the interchange of particle coordinates and in general has a norm $\leqslant 1$. To derive (15) it is instructive to consider at first the corresponding matrix element for SPE:

$$
M_{\mathbf{k}, \alpha} \approx \frac{1}{E_{i}-E_{f}+i \eta} \sum_{a b} \Delta_{a b}\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}} c_{a}^{\dagger} c_{b}\left|\Psi_{0}\right\rangle .
$$

Now, we have $c_{\mathbf{k}} c_{a}^{\dagger} c_{b}\left|\Psi_{0}\right\rangle=\delta_{\mathbf{k}, a} c_{b}\left|\Psi_{0}\right\rangle+c_{a}^{\dagger} c_{b} c_{\mathbf{k}}\left|\Psi_{0}\right\rangle$ and it is time to make another very important assumption:

$$
\begin{equation*}
c_{\mathbf{k}}\left|\Psi_{0}\right\rangle \approx 0 \tag{16}
\end{equation*}
$$

It is not valid in general, however, one can use the same arguments as Almbladh [see discussion around his Eq. (11)] to
demonstrate that it gives a vanishing contribution. For homogeneous electron gas, this is even a generally valid statement. Aside from allowing us to compute the matrix elements, the assumption (16) also justifies why terms resulting from the second-order perturbation theory give vanishing contributions to the current.

In this way (see Appendix D), $M_{\mathbf{k}, \alpha}=\frac{1}{E_{i}-E_{f}+i \eta}\langle\mathbf{k}| \hat{\Delta}\left|\phi_{\alpha}\right\rangle$ and

$$
\left.J_{\mathbf{k}}=2 \pi \sum_{\alpha} \delta\left(E_{i}-E_{f}\right)|\langle\mathbf{k}| \hat{\Delta}| \phi_{\alpha}\right\rangle\left.\right|^{2}
$$

For DPE, we analogically analyze the matrix element entering Eq. (11) and neglect terms with two holes at momenta $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ (i.e., $c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}}\left|\Psi_{0}\right\rangle \approx 0$ ) as compared to the terms with only one hole (Appendix D). Notice that for SPE we neglected one hole term as compared to zero hole contribution [cf. Eq. (16)].

It is obvious that the sudden approximation is only valid for large momenta $k_{1,2}$ and it is indifferent to the state in which the system is left in (the final double-ionized state can be an excited state). Thus, it is desirable to generate improved approximations to Eq. (12) by rewriting it in the two-particle form, but with an improved final state [such as Eq. (4) of Fominykh et al. [54] or Eq. (2) of Fominykh et al. [55]].

## III. EXTRINSIC EFFECTS

A many-body target interacts with light such that a certain number of electrons are emitted. Here, the fundamental question is whether it is legitimate to describe the process in such a way that only quantum numbers of ejected particles are considered and remaining degrees of freedom are traced out, i.e., put into some effective interactions. The projection operator formalism is a general method to treat this kind of problem. In this section, we introduce the basic concepts of this theory and demonstrate to the reader that a deep connection with the nonequilibrium Green's function formalism exist. We conclude this rather mathematical section by considering two examples. Based on these examples, the Fermi golden rule is derived in the subsequent section.

## A. Nonequilibrium Green's functions

In the Keldysh formalism [13], the field operators evolve on the time-loop contour $\mathcal{C}$ shown in Fig. 1. Operators on the minus branch are ordered chronologically while operators on the plus branch are ordered antichronologically. Letting $z_{1}$ and $z_{2}$ be two contour times, the Green's function $G\left(x_{1} z_{1}, x_{2} z_{2}\right)$ can be divided into different components $G^{\alpha \beta}\left(x_{1} t_{1}, x_{2} t_{2}\right)$ depending on the branch $\alpha, \beta=+/-$ to which $z_{1}$ and $z_{2}$ belong. As before, $x_{i}$ denote a composite coordinate comprising space and spin variables. For $\alpha=\beta=-$, we have the time-ordered


FIG. 1. The Keldysh time-loop contour $\mathcal{C}$. The forward branch is denoted with a "-" label while the backward branch is denoted by a "+" label.

Green's function

$$
\begin{equation*}
G^{--}\left(x_{1} t_{1}, x_{2} t_{2}\right)=-i\left\langle T\left[\hat{\psi}_{H}\left(x_{1} t_{1}\right) \hat{\psi}_{H}^{\dagger}\left(x_{2} t_{2}\right)\right]\right\rangle \tag{17}
\end{equation*}
$$

In this expression, the average $\langle\ldots\rangle$ is taken over a given density matrix $\hat{\rho}$ and $T$ is the time-ordering operator. The subscript " $H$ " attached to a general operator $\hat{O}$ signifies that the operator is in the Heisenberg picture

$$
\begin{equation*}
\hat{O}_{H}(t)=\hat{\mathcal{U}}\left(t_{0}, t\right) \hat{O} \hat{\mathcal{U}}\left(t, t_{0}\right) \tag{18}
\end{equation*}
$$

where $\hat{\mathcal{U}}\left(t_{1}, t_{2}\right)$ is the time-evolution operator and $t_{0}$ is an arbitrary initial time. Reversing the time arrow the $G^{--}$is converted into the anti-time-ordered Green's function

$$
\begin{equation*}
G^{++}\left(x_{1} t_{1}, x_{2} t_{2}\right)=-i\left\langle\bar{T}\left[\hat{\psi}_{H}\left(x_{1} t_{1}\right) \hat{\psi}_{H}^{\dagger}\left(x_{2} t_{2}\right)\right]\right\rangle \tag{19}
\end{equation*}
$$

where $\bar{T}$ orders the operators antichronologically. Finally, choosing $z_{1}$ and $z_{2}$ on different branches we have

$$
\begin{align*}
& G^{-+}\left(x_{1} t_{1}, x_{2} t_{2}\right)=i\left\langle\hat{\psi}_{H}^{\dagger}\left(x_{2} t_{2}\right) \hat{\psi}_{H}\left(x_{1} t_{1}\right)\right\rangle  \tag{20a}\\
& G^{+-}\left(x_{1} t_{1}, x_{2} t_{2}\right)=-i\left\langle\hat{\psi}_{H}\left(x_{1} t_{1}\right) \hat{\psi}_{H}^{\dagger}\left(x_{2} t_{2}\right)\right\rangle \tag{20b}
\end{align*}
$$

The last two components are equivalently written as $G^{-+}=$ $G^{<}$(lesser Green's function) and $G^{+-}=G^{>}$(greater Green's function), and describe the propagation of an added hole ( $G^{<}$) or particle ( $G^{>}$) in the medium.

It is often convenient in addition to time-ordered and anti-time-ordered functions to introduce the retarded and advanced components

$$
\begin{align*}
& G^{\mathrm{R}}\left(x_{1}, x_{2} ; t\right)=\theta(t)\left[G^{>}\left(x_{1}, x_{2} ; t\right)-G^{<}\left(x_{1}, x_{2} ; t\right)\right],  \tag{21a}\\
& G^{\mathrm{A}}\left(x_{1}, x_{2} ; t\right)=\theta(-t)\left[G^{<}\left(x_{1}, x_{2} ; t\right)-G^{>}\left(x_{1}, x_{2} ; t\right)\right] . \tag{21b}
\end{align*}
$$

In order to find their representation in frequency space, we multiply the retarded GF by $e^{-\eta t}$ with $\eta \rightarrow 0+$ in order to enforce the convergence and compute the Fourier integral

$$
\begin{align*}
G^{\mathrm{R}}\left(x_{1}, x_{2} ; \omega\right) & =\left\langle\hat{\psi}\left(x_{1}\right) \frac{1}{\omega+E_{0}-\hat{H}+\mathrm{i} \eta} \hat{\psi}^{\dagger}\left(x_{2}\right)\right\rangle \\
& +\left\langle\hat{\psi}^{\dagger}\left(x_{2}\right) \frac{1}{E_{0}-\omega-\hat{H}-\mathrm{i} \eta} \hat{\psi}\left(x_{1}\right)\right\rangle . \tag{22}
\end{align*}
$$

Let us further introduce (for general $z \in \mathbb{C}$ ) the particle-type and hole-type GF by

$$
\begin{align*}
G^{(\mathrm{p})}\left(x_{1}, x_{2} ; z\right) & =\left\langle\hat{\psi}\left(x_{1}\right) \frac{1}{z-\hat{H}} \hat{\psi}^{\dagger}\left(x_{2}\right)\right\rangle  \tag{23a}\\
G^{(\mathrm{h})}\left(x_{1}, x_{2} ; z\right) & =\left\langle\hat{\psi}^{\dagger}\left(x_{2}\right) \frac{1}{z-\hat{H}} \hat{\psi}\left(x_{1}\right)\right\rangle \tag{23b}
\end{align*}
$$

From Eqs. (23) follows

$$
\begin{aligned}
G^{\mathrm{R} / \mathrm{A}}\left(x_{1}, x_{2} ; \omega\right) & =G^{(\mathrm{p})}\left(x_{1}, x_{2} ; E_{0}+\omega \pm \mathrm{i} \eta\right) \\
& -G^{(\mathrm{h})}\left(x_{1}, x_{2} ; E_{0}-\omega \mp \mathrm{i} \eta\right) .
\end{aligned}
$$

Finally, let us present the equation of motion (EOM) for the retarded GF in the form

$$
\begin{align*}
&(\omega+\mathrm{i} \eta) G^{\mathrm{R}}\left(x_{1}, x_{2} ; \omega\right) \\
&= \delta\left(x_{1}-x_{2}\right)+\left\langle\left[\hat{\psi}\left(x_{1}\right), \hat{H}\right] \frac{1}{E_{0}+\omega-\hat{H}+\mathrm{i} \eta} \hat{\psi}^{\dagger}\left(x_{2}\right)\right\rangle \\
&-\left\langle\hat{\psi}^{\dagger}\left(x_{2}\right) \frac{1}{E_{0}+\omega-\hat{H}+\mathrm{i} \eta}\left[\hat{\psi}\left(x_{2}\right), \hat{H}\right]\right\rangle . \tag{24}
\end{align*}
$$

The two-particle Green's functions are much more diverse. However, we will only need those containing creation operators with the same time argument and the same holds for annihilation operators. To specify the relative order of creation (or annihilation) operators infinitesimally small times are added. Because such Green's functions depend on two times only, the same nomenclature as in the single-particle case can be used. Thus, we define
$G^{(\mathrm{pp})}\left(x_{1}, x_{2} ; \bar{x}_{1}, \bar{x}_{2} ; z\right)=\left\langle\hat{\psi}\left(x_{1}\right) \hat{\psi}\left(x_{2}\right) \frac{1}{z-\hat{H}} \hat{\psi}^{\dagger}\left(\bar{x}_{2}\right) \hat{\psi}^{\dagger}\left(\bar{x}_{1}\right)\right\rangle$,
$G^{(\mathrm{hh})}\left(x_{1}, x_{2} ; \bar{x}_{1}, \bar{x}_{2} ; z\right)=\left\langle\hat{\psi}^{\dagger}\left(\bar{x}_{2}\right) \hat{\psi}^{\dagger}\left(\bar{x}_{1}\right) \frac{1}{z-\hat{H}} \hat{\psi}\left(x_{1}\right) \hat{\psi}\left(x_{2}\right)\right\rangle$.
They are the constituents of the retarded and advanced twoparticle Green's functions

$$
\begin{aligned}
i G^{\mathrm{R} / \mathrm{A}}\left(x_{1}, x_{2} ; \bar{x}_{1}, \bar{x}_{2} ; \omega\right) & =G^{(\mathrm{pp})}\left(x_{1}, x_{2} ; \bar{x}_{1}, \bar{x}_{2} ; E_{0}+\omega \pm \mathrm{i} \eta\right) \\
& -G^{(\mathrm{hh})}\left(x_{1}, x_{2} ; \bar{x}_{1}, \bar{x}_{2} ; E_{0}-\omega \mp \mathrm{i} \eta\right) .
\end{aligned}
$$

For the retarded function, the following equation of motion can be derived:

$$
\begin{align*}
(\omega+ & \mathrm{i} \eta) G^{\mathrm{R}}\left(x_{1}, x_{2} ; \bar{x}_{1}, \bar{x}_{2} ; \omega\right) \\
= & \delta\left(x_{1}-\bar{x}_{1}\right) G^{<}\left(x_{2}, \bar{x}_{2}, 0\right)-\delta\left(x_{1}-\bar{x}_{2}\right) G^{>}\left(x_{2}, \bar{x}_{1}, 0\right) \\
& +\delta\left(x_{2}-\bar{x}_{2}\right) G^{>}\left(x_{1}, \bar{x}_{1}, 0\right)-\delta\left(x_{2}-\bar{x}_{1}\right) G^{<}\left(x_{1}, \bar{x}_{2}, 0\right) \\
& -i\left\langle\left[\hat{\psi}\left(x_{1}\right) \hat{\psi}\left(x_{2}\right), \hat{H}\right] \frac{1}{E_{0}+\omega-\hat{H}+\mathrm{i} \eta} \hat{\psi}^{\dagger}\left(\bar{x}_{2}\right) \hat{\psi}^{\dagger}\left(\bar{x}_{1}\right)\right\rangle \\
& -i\left\langle\hat{\psi}^{\dagger}\left(\bar{x}_{2}\right) \hat{\psi}^{\dagger}\left(\bar{x}_{1}\right) \frac{1}{E_{0}-\omega-\hat{H}-\mathrm{i} \eta}\left[\hat{\psi}\left(x_{1}\right) \hat{\psi}\left(x_{2}\right), \hat{H}\right]\right\rangle . \tag{25}
\end{align*}
$$

## B. Two projection operators

In the previous section, we have seen that relevant types of Green's functions can be written in the form of a resolvent $\left\langle(z-\hat{H})^{-1}\right\rangle, z \in \mathbb{C}$. To be more specific about the state over which the averaging is performed, we select from all possible states of the target and emitted particles the relevant ones for the effect of interest by employing projection operators. In the following, we consistently skip $\hat{.}$. when writing these operators and use 1 to denote the identity operator. Hence, $P+Q=1$ are two complementary projection operators with the idempotence ( $P^{2}=P, Q^{2}=Q$ ) as their defining property and the basis formula for computing resolvents

$$
\begin{align*}
P \frac{1}{z-\hat{H}}= & \frac{P}{z-\hat{H}_{P}-\hat{\Sigma}_{P}(z)} \\
& \times\left[1+P H Q \frac{1}{z-\hat{H}_{Q}}\right] \tag{26}
\end{align*}
$$

where $\hat{H}_{P}=P \hat{H} P, \hat{H}_{Q}=Q \hat{H} Q$, and the self-energy operator is defined as

$$
\begin{equation*}
\hat{\Sigma}_{P}(E)=P \hat{H} Q \frac{1}{E-\hat{H}_{Q}} Q \hat{H} P \tag{27}
\end{equation*}
$$

The map $F_{p}: \hat{H} \rightarrow \hat{H}_{p}+\hat{\Sigma}_{P}(E)$ is called the FeshbachSchur map, it relates the eigenvalue problem on the full Hilbert space to that on its subspace. We summarize relevant matrix identities in Appendix C. Due to the presence of the bath Hamiltonian $\hat{H}_{Q}$ in Eq. (27), this definition cannot be used for practical computation of the self-energy. Fortunately, a connection with the many-body perturbation theory (MBPT) exists [56,57]. If, for example, starting from the $N$-particle Schrödinger equation $\hat{H}\left|\Psi_{0}\right\rangle=E_{0}\left|\Psi_{0}\right\rangle$ we use a projector

$$
P=\hat{\psi}^{\dagger}(\mathbf{r})\left|\Psi_{\alpha}^{+}\right\rangle \frac{1}{\bar{n}_{\alpha}(\mathbf{r})}\left\langle\Psi_{\alpha}^{+}\right| \hat{\psi}(\mathbf{r}),
$$

where $\bar{n}(\mathbf{r})$ is the hole density of ionized state $\alpha$, i.e., $\bar{n}(\mathbf{r}) \equiv\left\langle\Psi_{\alpha}^{+}\right| \hat{\psi}(\mathbf{r}) \hat{\psi}^{\dagger}(\mathbf{r})\left|\Psi_{\alpha}^{+}\right\rangle$, the eigenvalue problem on the $P$ subspace (C3) $\left\{\left\langle\Psi_{\alpha}^{+}\right| \psi(\mathbf{r})\left[\hat{H}_{P}+\hat{\Sigma}_{P}(E)-E I_{P}\right] P\left|\Psi_{0}\right\rangle=0\right\}$ is the Lippmann-Schwinger equation for the hole Dyson orbital (13). Notice that $\hat{H}_{P}$ contains the electrostatic and exchange part of self-energy, whereas $\hat{\Sigma}_{P}(E) \rightarrow 0$ for $E \rightarrow$ $\pm \infty$. Similarly, in 1959 Bell and Squires [37] considered a one-body potential for the scattering of a particle incident on a complex (many-body) target. They demonstrated that this optical potential is exactly given by the sum of all proper linked diagrams, i.e., many-body self-energy in the time-ordered formulation. In fact, their Eq. (7) directly corresponds to Eq. (C3) when $P$ is a projection yielding a particle Dyson orbital.

In order to study single and double photoemission, we introduce two special projection operators. The main goal of this section is to establish an equivalence between the abstractly defined self-energy [Eq. (27)] and the self-energy of the many-body perturbation theory. We consider the expression appearing in the first line of Eq. (26), i.e., resolvents of the type

$$
P \frac{1}{z-\hat{H}} P=P \frac{1}{z-\hat{H}_{P}-\hat{\Sigma}_{P}(z)} P
$$

We will demonstrate that the formalism of nonequilibrium Green's functions is directly paralleled with the Feshbach projection algebra (FPA). The basic relation for the subsequent derivations are the operator identities

$$
\begin{align*}
& (\hat{A}-\hat{B})^{-1}=\hat{A}^{-1}+\hat{A}^{-1} \hat{B}(\hat{A}-\hat{B})^{-1},  \tag{28a}\\
& (\hat{A}-\hat{B})^{-1}=\hat{A}^{-1}+(\hat{A}-\hat{B})^{-1} \hat{B} \hat{A}^{-1} . \tag{28b}
\end{align*}
$$

We will show following that with

$$
\begin{align*}
& \hat{A}=z-P \hat{H} P \equiv z-\hat{H}_{P},  \tag{29a}\\
& \hat{B}=Q \hat{H} P+P \hat{H} Q+Q \hat{H} Q \tag{29b}
\end{align*}
$$

the operator identities (28) have a structure of the Dyson equation for certain Green's functions.

For SPE, we consider the projection operator

$$
\begin{equation*}
P_{\alpha}=\sum_{\mathbf{k}} c_{\mathbf{k}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}} \tag{30}
\end{equation*}
$$

where the sum runs over scattering states. It is common to select these single-particle states $\left|\varphi_{\mathbf{k}}\right\rangle$ to be eigenfunctions of some reference Hamiltonian with proper boundary conditions. We request that $\left|\Psi_{\alpha}^{+}\right\rangle$is a completely bound remainder of the ionization event and does not emit a second electron at a later stage (Auger electrons is a typical example). There are many equivalent ways to impose this restriction, for instance, we will assume

$$
\begin{equation*}
c_{\mathbf{k}}\left|\Psi_{\alpha}^{+}\right\rangle=0 \tag{31}
\end{equation*}
$$

i.e., implying $\left|\Psi_{\alpha}^{+}\right\rangle$is a vacuum state for photoelectrons. From the assumption follows the idempotency $\left(P_{\alpha}^{2}=P_{\alpha}\right.$, see Appendix D for proof) and, thus, $P_{\alpha}$ represents a true projection operator. The application of $P_{\alpha}$ restricts the possible processes which might occur upon excitation to the definite emission of one photoelectron, whereas the ionized system is left in a (possibly excited) bound state $\left|\Psi_{\alpha}^{+}\right\rangle$. From the assumption Eq. (31) follows another restriction

$$
\begin{align*}
\lim _{r \rightarrow \infty} \hat{\psi}(x, t)\left|\Psi_{\alpha}^{+}\right\rangle= & \lim _{r \rightarrow \infty} \sum_{i}\langle x \mid i\rangle c_{i}(t)\left|\Psi_{\alpha}^{+}\right\rangle \\
& +\lim _{r \rightarrow \infty} \sum_{\mathbf{k}}\langle x \mid \mathbf{k}\rangle c_{\mathbf{k}}(t)\left|\Psi_{\alpha}^{+}\right\rangle=0 \tag{32}
\end{align*}
$$

where the first term is equal to zero because each bound state $(i)$ is necessarily given by a square integrable function (converse is not true). In the following, we will use another consequence of the assumptions (31) and (32):

$$
\begin{gather*}
G_{\mathbf{k} a}^{<}(\omega)=0, \quad G_{a \mathbf{k}}^{<}(\omega)=0,  \tag{33}\\
\lim _{r_{1} \rightarrow \infty} G^{<}\left(x_{1} t_{1}, x_{2} t_{2}\right)=\lim _{r_{1} \rightarrow \infty} G^{<}\left(x_{2} t_{2}, x_{1} t_{1}\right)=0 . \tag{34}
\end{gather*}
$$

The projection operator for DPE we define as

$$
\begin{equation*}
P_{\beta}=\frac{1}{2} \sum_{\mathbf{p p}^{\prime}} c_{\mathbf{p}}^{\dagger} c_{\mathbf{p}^{\prime}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{p}^{\prime}} c_{\mathbf{p}} \tag{35}
\end{equation*}
$$

Here, $\left|\Psi_{\beta}^{2+}\right\rangle$ is the doubly ionized reference state, to which two photoelectrons with continuum quantum numbers $\mathbf{p}$ and $\mathbf{p}^{\prime}$ are added. We can easily show the idempotency of the projection operator (35) if we require, similar to Eq. (31),

$$
\begin{equation*}
c_{\mathbf{p}}\left|\Psi_{\beta}^{2+}\right\rangle=0 . \tag{36}
\end{equation*}
$$

## C. Example of SPE

## 1. Equation of motion (EOM)

As a starting point, let us use the following operator identity which can be derived from Eq. (28a) or verified by direct computation:

$$
\left(z-E_{\alpha}^{+}\right) P_{\alpha} \frac{1}{z-\hat{H}} P_{\alpha}=P_{\alpha}+P_{\alpha}\left(\hat{H}-E_{\alpha}^{+}\right) \frac{1}{z-\hat{H}} P_{\alpha}
$$

With the definition of the SPE projection operator $P_{\alpha}$ in Eq. (30), we find

$$
\begin{aligned}
P_{\alpha} \frac{1}{z-\hat{H}} P_{\alpha} & =\sum_{\mathbf{p q}} c_{\mathbf{p}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}} \frac{1}{z-\hat{H}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{q}} \\
& =\sum_{\mathbf{p q}} c_{\mathbf{p}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle G_{\mathbf{p q}}^{(\mathrm{p})}(z)\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{q}}
\end{aligned}
$$

where we applied the definition of the particle-type GF (23a). Note that the GF is defined for a particular subspace spanned by the operator $P_{\alpha}$ and should therefore always be understood as the GF associated with $\left|\Psi_{\alpha}^{+}\right\rangle$. For brevity, however, we omit labeling GF by $\alpha$.

Using these notations, the operator identity reads as

$$
\begin{aligned}
(z- & \left.E_{\alpha}^{+}\right) \sum_{\mathbf{p q}} c_{\mathbf{p}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle G_{\mathbf{p q}}^{(\mathrm{p})}(z)\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{q}} \\
= & \sum_{\mathbf{k}} c_{\mathbf{k}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}}+\sum_{\mathbf{p q}} c_{\mathbf{p}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}}\left(H-E_{\alpha}^{+}\right) \\
& \times \frac{1}{z-\hat{H}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{q}} .
\end{aligned}
$$

With the help of our assumption (31) we can now remove the sum by applying $\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}^{\prime}}$ from the left and $c_{\mathbf{q}^{\prime}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle$ from the right as Eq. (31) implies $\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}^{\prime}} c_{\mathbf{p}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle=\delta_{\mathbf{p p}^{\prime}}$. Furthermore, we note that $\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}}\left(\hat{H}-E_{\alpha}^{+}\right)=\left\langle\Psi_{\alpha}^{+}\right|\left[c_{\mathbf{p}}, \hat{H}\right]$ because of $\hat{H}\left|\Psi_{\alpha}^{+}\right\rangle=E_{\alpha}^{+}\left|\Psi_{\alpha}^{+}\right\rangle$. Hence, we obtain

$$
\begin{equation*}
\left(z-E_{\alpha}^{+}\right) G_{\mathbf{p q}}^{(\mathrm{p})}(z)=\delta_{\mathbf{p q}}+\left\langle\Psi_{\alpha}^{+}\right|\left[c_{\mathbf{p}}, \hat{H}\right] \frac{1}{z-\hat{H}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle \tag{37}
\end{equation*}
$$

As stated above, we can think of $\left|\Psi_{\alpha}^{+}\right\rangle$as a vacuum state for free particles [cf. Eq. (31)]. The hole-type GF is identically zero. Therefore,

$$
G_{\mathbf{p q}}^{(\mathrm{p})}\left(E_{\alpha}^{+}+\omega+\mathrm{i} \eta\right)=G_{\mathbf{p q}}^{\mathrm{R}}(\omega) .
$$

Substituting $z=E_{\alpha}^{+}+\omega+\mathrm{i} \eta$ in Eq. (37) we realize its equivalence to Eq. (24). In other words, by applying the FPA we can derive EOM for the retarded Green's function.

## 2. Effective Hamiltonian

In Eq. (28a), $\hat{A}^{-1}$ plays the role of the reference Green's function. Correspondingly, $P \hat{H} P$ is the effective Hamiltonian. Using the standard anticommutation algebra and the assumption (31), we find

$$
\begin{align*}
& \left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}} \hat{H} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle \\
& \quad=E_{\alpha}^{+} \delta_{\mathbf{p q}}+\left\langle\Psi_{\alpha}^{+}\right|\left[c_{\mathbf{p}}, \hat{H}\right] c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle \\
& \quad=E_{\alpha}^{+} \delta_{\mathbf{p q}}+t_{\mathbf{p q}}+\sum_{n m}\left(v_{\mathbf{p} n m \mathbf{q}}-v_{n \mathbf{p} m \mathbf{q}}\right)\left\langle\Psi_{\alpha}^{+}\right| c_{n}^{\dagger} c_{m}\left|\Psi_{\alpha}^{+}\right\rangle \\
& \quad=E_{\alpha}^{+} \delta_{\mathbf{p q}}+\tilde{t}_{\mathbf{p q}}, \tag{38}
\end{align*}
$$

i.e., it consists of the total energy of the ionized system and the Hartree-Fock Hamiltonian for continuum states. The latter is computed with the density matrix of the target:

$$
\begin{equation*}
\tilde{t}_{\mathbf{p q}}=t_{\mathbf{p q}}+\sum_{n m} V_{\mathbf{p} n \mathbf{q} m}\left\langle c_{n}^{\dagger} c_{m}\right\rangle . \tag{39}
\end{equation*}
$$

Let $\hat{h}$ be an operator acting on the subspace of continuum states with matrix elements given by Eq. (38). Its resolvent

$$
\begin{equation*}
g_{\mathbf{p q}}^{(\mathrm{p})}(z)=\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}} \frac{1}{z-\hat{h}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle \tag{40}
\end{equation*}
$$

relates to the reference retarded GF as $g_{\mathbf{p q}}^{\mathrm{R}}(\omega)=g_{\mathbf{p q}}^{(\mathrm{p})}\left(E_{\alpha}^{+}+\right.$ $\omega+i \eta)$.

## 3. Self-energy and the Dyson equation

The second correlator in EOM (37) amounts to

$$
\begin{aligned}
& \left\langle\Psi_{\alpha}^{(1)}\right|\left[c_{\mathbf{p}}, \hat{H}\right] \frac{1}{z-\hat{H}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle \\
& \quad=\sum_{a} t_{\mathbf{p} a}\left\langle\Psi_{\alpha}^{+}\right| c_{a} \frac{1}{z-\hat{H}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle \\
& \quad+\sum_{n} \sum_{a b} v_{\mathbf{p} n a b}\left\langle\Psi_{\alpha}^{+}\right| c_{n}^{\dagger} c_{a} c_{b} \frac{1}{z-\hat{H}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle .
\end{aligned}
$$

With Eq. (29) inserted into the identity (28a) we apply $P_{\alpha}$ from left and right, use the same trick to multiply with suitable states from left and right, and find

$$
\begin{align*}
G_{\mathbf{p q}}^{(\mathrm{p})}(z)= & g_{\mathbf{p q}}^{(\mathrm{p})}(z)-\sum_{\mathbf{k} \mathbf{k}^{\prime}} g_{\mathbf{p k}}^{(\mathrm{p})}(z) \tilde{t}_{\mathbf{k}^{\prime}} G_{\mathbf{k}^{\prime} \mathbf{q}}^{(\mathrm{p})}(z) \\
& +\sum_{\mathbf{k}} \sum_{a} g_{\mathbf{p k}}^{(\mathrm{p})}(z) t_{\mathbf{k} a} G_{a \mathbf{q}}^{(\mathrm{p})}(z) \\
& +\sum_{\mathbf{k}} \sum_{n} \sum_{a b} g_{\mathbf{p k}}^{(\mathrm{p})}(z) v_{\mathbf{k} n a b}\left\langle\Psi_{\alpha}^{+}\right| c_{n}^{\dagger} c_{a} c_{b} \frac{1}{z-\hat{H}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle . \tag{41}
\end{align*}
$$

With $z=E_{\alpha}^{+}+\omega+\mathrm{i} \eta$, Eq. (41) has a structure of a Dyson equation for the retarded Green's function in the subspace of continuum states:

$$
\begin{equation*}
G_{\mathbf{p q}}^{\mathrm{R}}(\omega)=g_{\mathbf{p q}}^{\mathrm{R}}(\omega)+\sum_{\mathbf{k} a} g_{\mathbf{p k}}^{\mathrm{R}}(\omega) \Sigma_{\mathbf{k} a}^{\mathrm{R}}(\omega) G_{a \mathbf{q}}^{\mathrm{R}}(\omega) \tag{42}
\end{equation*}
$$

The second sum runs over the full set of orbitals (bound and continuum). This is the most general form and without additional analysis it cannot be reduced to the Dyson equation with the self-energy from the projection formalism [cf. Eq. (27)]. Let us compare Eqs. (41) and (42). At first we notice that Eq. (39) defines the reference Hamiltonian only on the subspace of scattering states. We might extend the definition and request, for instance, that all the basis functions (bound and scattering) are the eigenstates of the reference Hamiltonian. This implies $\tilde{t}_{\mathbf{p q}}=\varepsilon_{\mathbf{p}} \delta_{\mathbf{p q}}$ and $\tilde{t}_{n \mathbf{q}}=0$. Thus, mean-field terms of the Hartree-Fock Hamiltonian are then canceled by the frequency-independent part of the last correlator in Eq. (41). In the case when the reference Hamiltonian is not diagonal in the chosen basis the embedding self-energy terms additionally appear. In the simplest case (no interaction), they can be written as $\Sigma_{\mathbf{p} \mathbf{q}}^{\mathrm{em}}(z)=\sum_{m n} t_{\mathbf{p} n} g_{n m}^{(p)}(z) t_{n \mathbf{q}}$. Let us now assume that the single-particle basis is such that no embedding self-energy appears. What would be the diagrammatic structure of the selfenergy (27)? From the Dyson equation in the bound-continuum sector

$$
\begin{align*}
G_{l \mathbf{q}}^{\mathrm{R}}(\omega)= & \sum_{m \mathbf{k}} g_{l m}^{\mathrm{R}}(\omega) \Sigma_{m \mathbf{k}}^{\mathrm{R}}(\omega) G_{\mathbf{k} \mathbf{q}}^{\mathrm{R}}(\omega) \\
& +\sum_{m n} g_{l m}^{\mathrm{R}}(\omega) \Sigma_{m n}^{\mathrm{R}}(\omega) G_{n \mathbf{q}}^{\mathrm{R}}(\omega), \tag{43}
\end{align*}
$$

we determine the Green's function in this sector $\left(G_{b c}\right)$ and substitute in Eq. (42):

$$
\begin{align*}
G_{\mathbf{p q}}^{\mathrm{R}}(\omega)= & g_{\mathbf{p q}}^{\mathrm{R}}(\omega)+\sum_{\mathbf{k k}^{\prime}} g_{\mathbf{p k}}^{\mathrm{R}}(\omega) \\
& \times\left[\Sigma_{c c}+\Sigma_{c b} \frac{g_{b}}{1-g_{b} \Sigma_{b b}} \Sigma_{b c}\right]_{\mathbf{k k}^{\prime}} G_{\mathbf{k}^{\prime} \mathbf{q}}^{\mathrm{R}} \tag{44}
\end{align*}
$$

where for brevity the subscripts $b$ and $c$ denote the bound and the continuum sectors. Expressions in square brackets [Eq. (44)] can now be compared with the self-energy from the projection formalism (27). Notice that the reference Green's function was assumed to be diagonal, i.e., $g_{b} \equiv g_{b b}$ and $g_{b c}=0$.

## 4. Dominant scattering mechanisms

Let us recapitulate what led us to Eq. (44). We have chosen a projection operator in the form (30). This specifies the state of a system after the photoionization as containing one photoelectron in the scattering state plus the bound ionized target. Next, we obtained an effective Hamiltonian (38) acting on the $P$ subspace and used it to define the reference Green's function (40). We want to understand what is the diagrammatic content of the Feshbach self-energy (27). It is not possible to use this equation directly because it involves the effective Hamiltonian on the complementary $Q$ subspace. However, it is possible to use another matrix identity (28a) and to formulate the Dyson equation for the full Green's function in the $P$ subspace (41) avoiding the use of the $Q \hat{H} Q$ resolvent. This equation can be put in a direct correspondence with the Dyson equation for the retarded GF from the many-body perturbation theory. The difference between them is the domain where the self-energies are defined: the Feshbach self-energy operates on the continuum sector only, whereas many-body perturbation theory does not impose such a restriction. By writing another Dyson equation (43) in the bound-continuum sector, we can finally obtain the Dyson equation with an effective self-energy in the continuum-continuum sector. This self-energy is an exact counterpart of the Feshbach self-energy (27). Critical for our derivation was the choice of the single-particle basis. We have demonstrated that it is the projection operator that determines the effective Hamiltonian, and if the basis is such that the Hamiltonian is diagonal the embedding self-energy vanishes and one arrives at Eq. (44). No further assumptions have been made and Eq. (44) is so far exact.

Let us analyze the meaning of different terms of the photoelectron self-energy (Fig. 2). As discussed in details by Bardyszewski and Hedin [33], Almbladh [16], and Fujikawa and Hedin [34], scattering states that vanish in the sample (damped) represent the real photoelectron states more precisely. One can derive explicitly the residual interaction which they experience. The reasoning is easier to perform in real space where the Coulomb interaction depends on two coordinates only [cf. Eq. (2)] as opposite to the Coulomb matrix elements which are four index quantities. Since the scattering states are damped in the sample, there are only two nonvanishing Green's functions $G_{v v}$ and $G_{V V}$ operating exclusively in the inner $(v)$ and outer $(V)$ spaces, respectively. The Green's function starting in the sample and ending outside of it ( $G_{V v}$ ) and the reverse $\left(G_{v V}\right)$ vanish. We can rewrite

(b)



FIG. 2. (a) Example of self-energy diagram that mixes bound and continuum states and is the building block of the second term in brackets in Eq. (44); (b) mean-field Hartree contribution to the effective Hamiltonian (38); (c) a typical contribution to the electron self-energy in continuum-continuum sector in the case when the photoelectron is completely screened in the sample.

Eq. (44) in these new notations, however, it is not even necessary as it amounts to the mere replacement $b \rightarrow v$ and $c \rightarrow V$. What has changed is the interaction lines in the diagrammatic expansion of the self-energy. They can connect $v$ and $V$ domains and generate therefore nonzero contributions. It is easy to see, however, that the second self-energy term vanishes: a diagrammatic expansion of $\Sigma_{v V}$ necessarily contains at least one $g_{v V}$ line which is zero according to our assumption. Thus, only $\Sigma_{V V}$ needs to be analyzed. By explicitly forbidding the particle exchange with the sample, we arrived exactly at the case of elastic electron scattering considered in the seminal paper of Bell and Squires [37]. We will see below that the structure of $\Sigma_{V V}$ is quite general and appears in the diagrammatic consideration of other processes, remarkably, in the parquet diagram treatment of the Fermi edge singularities [58]. There, however, a similar diagrammatic expansion arises due to the specific choice of the interaction between the deep hole (labeled by $m$ ) and the conduction electrons: $\hat{H}_{1}=\sum_{\mathbf{k k}} V_{\mathbf{k k}^{\prime}} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}^{\prime}} c_{m} c_{m}^{\dagger}$. In contrast to their work, what induces a special structure of diagrams for $\Sigma_{V V}$ is not a specific form of the interaction matrix elements, but rather the absence of the off-diagonal blocks in $g$. It is easy to construct the electron self-energy fulfilling these restrictions: it consists of one open photoelectron line (depicted as solid line on Fig. 2) and a number of closed bound electron loops (depicted as dashed lines). Because of the restriction (33) there are no photoelectron loops.

The topic of the present section is quite extensive, and such an aspect as the Lehmann representation of the Green's functions mentioned here was completely left out of our discussion. This is, however, very relevant for the treatment of finite systems, with important recent progress, e.g., [59].

## D. Example of DPE

## 1. Equation of motion

The derivation for the two-particle case goes along the same lines. We insert the definition of the projection operator [Eq. (35)] in the identity

$$
\left(z-E_{\beta}^{2+}\right) P_{\beta} \frac{1}{z-\hat{H}} P_{\beta}=P_{\beta}+P_{\beta}\left(\hat{H}-E_{\beta}^{2+}\right) \frac{1}{z-\hat{H}} P_{\beta},
$$

replace $\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{p}^{\prime}} c_{\mathbf{p}}\left(\hat{H}-E_{\beta}^{2+}\right)=\left\langle\Psi_{\beta}^{2+}\right|\left[c_{\mathbf{p}^{\prime}} c_{\mathbf{p}}, \hat{H}\right]$, and as for SPE compute the matrix elements of the whole expression. The final results read as

$$
\begin{align*}
\left(z-E_{\beta}^{2+}\right) G_{\mathbf{p} \mathbf{p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)= & \delta_{\mathbf{p q}} \delta_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}}-\delta_{\mathbf{p q}}^{\mathbf{q}^{\prime}} \delta_{\mathbf{p}^{\prime} \mathbf{q}} \\
& +\left\langle\Psi_{\beta}^{2+}\right|\left[c_{\mathbf{p}} c_{\mathbf{p}^{\prime}}, H\right] \frac{1}{z-\hat{H}} c_{\mathbf{q}^{\prime}}^{\dagger} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle . \tag{45}
\end{align*}
$$

The prefactor $\frac{1}{4}$ originating from the product of two projection operators is canceled because of the symmetries of the particleparticle GF and of the second term on the right-hand side of Eq. (45):

$$
\begin{equation*}
G_{\mathbf{p}^{\prime} \mathbf{p} \mathbf{q}^{\prime} \mathbf{q}}^{(\mathrm{pp})}(z)=G_{\mathbf{p p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)=-G_{\mathbf{p}^{\prime} \mathbf{p} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)=-G_{\mathbf{p p}^{\prime} \mathbf{q}^{\prime} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z) . \tag{46}
\end{equation*}
$$

Inserting $z=E_{\beta}^{2+}+\omega+\mathrm{i} \eta$ shows the equivalence of Eq. (45) to the equation of motion (25).

## 2. Effective two-particle Hamiltonian

Analogically to the SPE case we consider the Feshbachprojected Hamiltonian in the subspace defined by $P_{\beta}$ and describing two electrons including their interaction and their mean-field interaction with the ionized system:

$$
\begin{align*}
& \left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{p}^{\prime}} c_{\mathbf{p}} \hat{H} c_{\mathbf{q}}^{\dagger} c_{\mathbf{q}^{\prime}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle \\
& \quad=E_{\beta}^{2+}\left(\delta_{\mathbf{p q}} \delta_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}}-\delta_{\mathbf{p q}}{ }^{\prime} \delta_{\mathbf{p}^{\prime} \mathbf{q}}\right)+\left\langle\Psi_{\beta}^{2+}\right|\left[c_{\mathbf{p}^{\prime}} c_{\mathbf{p}}, H\right] c_{\mathbf{q}^{\prime}}^{\dagger} c_{\mathbf{q}^{\prime}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle \tag{47}
\end{align*}
$$

where the last term can be expressed as follows:

$$
\begin{align*}
& \left\langle\Psi_{\beta}^{2+}\right|\left[c_{\mathbf{p}^{\prime}} c_{\mathbf{p}}, H\right] c_{\mathbf{q}}^{\dagger} c_{\mathbf{q}^{\prime}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle \\
& = \\
& \quad t_{\mathbf{p q}} \delta_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}}+t_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}} \delta_{\mathbf{p q}}-t_{\mathbf{p q ^ { \prime }}} \delta_{\mathbf{p}^{\prime} \mathbf{q}}-t_{\mathbf{p}^{\prime} \mathbf{q}} \delta_{\mathbf{p q}^{\prime}}+v_{\mathbf{p p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}-v_{\mathbf{p p}^{\prime} \mathbf{q}^{\prime} \mathbf{q}} \\
& \quad+\sum_{n} \sum_{a b}\left[v_{\mathbf{p} n a b}\left\langle\Psi_{\beta}^{2+}\right| c_{n}^{\dagger} c_{\mathbf{p}^{\prime}} c_{a} c_{b} c_{\mathbf{q}}^{\dagger} c_{\mathbf{q}^{\prime}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle\right.  \tag{48}\\
& \left.\quad-v_{\mathbf{p}^{\prime} n a b}\left\langle\Psi_{\beta}^{2+}\right| c_{n}^{\dagger} c_{\mathbf{p}} c_{a} c_{b} c_{\mathbf{q}}^{\dagger} c_{\mathbf{q}^{\prime}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle\right] .
\end{align*}
$$

The first correlator in the square brackets evaluates in terms of the density matrix with respect to $\left|\Psi_{\beta}^{2+}\right\rangle$ with bound state indices to

$$
\sum_{n m}\left[V_{\mathbf{p} n \mathbf{q} m} \delta_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}}-V_{\mathbf{p} n \mathbf{q}^{\prime} m} \delta_{\mathbf{p}^{\prime} \mathbf{q}}\right]\left\langle c_{n}^{\dagger} c_{m}\right\rangle
$$

Here, we have written it in terms of the matrix elements of the antisymmetrized Coulomb interaction (2) $V_{a b c d} \equiv$ $v_{a b c d}-v_{a b d c}$. Similarly, the second correlator is obtained from this expression by the index exchange $\mathbf{p} \leftrightarrow \mathbf{p}^{\prime}$. The effective two-particle Hamiltonian (47) is so expressible as a Hartree-Fock Hamiltonian (39) for two independent electrons


FIG. 3. Interaction between the photoelectrons incorporated in the effective Hamiltonian (49). Dashed lines denote bare bound-state propagators. Dots denote the antisymmetrized Coulomb interaction (2).
plus the interaction (Fig. 3):

$$
\begin{align*}
h_{\mathbf{p}^{\prime} \mathbf{p} \mathbf{q}^{\prime} \mathbf{q}}= & E_{\beta}^{2+}\left(\delta_{\mathbf{p q}} \delta_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}}-\delta_{\mathbf{p q}} \delta_{\mathbf{p}^{\prime} \mathbf{q}}\right)+\left(\tilde{t}_{\mathbf{p q}^{\prime}} \delta_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}}+\tilde{t}_{\mathbf{p}^{\prime} \mathbf{q}^{\prime}} \delta_{\mathbf{p q}}\right) \\
& -\left(\tilde{t}_{\mathbf{p q}}{ }^{\prime} \delta_{\mathbf{p}^{\prime} \mathbf{q}}+\tilde{t}_{\mathbf{p}^{\prime} \mathbf{q}} \delta_{\mathbf{p q}^{\prime}}\right)+V_{\mathbf{p}^{\prime} \mathbf{p} \mathbf{q}^{\prime} \mathbf{q}} . \tag{49}
\end{align*}
$$

## 3. Kernel and Dyson equation

We return to the matrix identity (28a) and insert the splitting (29) with $P=P_{\beta}$ [Eq. (35)]:

$$
\begin{aligned}
P_{\beta} \frac{1}{z-\hat{H}} P_{\beta}= & P_{\beta} \frac{1}{z-\hat{h}} P_{\beta}+P_{\beta} \frac{1}{z-\hat{h}} P_{\beta} \hat{H} \frac{1}{z-\hat{H}} P_{\beta} \\
& -P_{\beta} \frac{1}{z-\hat{h}} P_{\beta} \hat{H} P_{\beta} \frac{1}{z-\hat{H}} P_{\beta},
\end{aligned}
$$

and define the reference two-particle GF

$$
\begin{equation*}
g_{\mathbf{p} \mathbf{p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)=\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{p}} c_{\mathbf{p}^{\prime}} \frac{1}{z-\hat{h}} c_{\mathbf{q}^{\prime}}^{\dagger} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle . \tag{50}
\end{equation*}
$$

Invoking again the symmetries (46), which also holds true for the reference GF, and applying the same states from left and right, we obtain

$$
\begin{align*}
G_{\mathbf{p p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)= & g_{\mathbf{p p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)+\sum_{\mathbf{k} \mathbf{k}^{\prime}} g_{\mathbf{p p ^ { \prime }} \mathbf{k} \mathbf{k}^{\prime}}^{(\mathrm{pp})}(z) \\
& \times\left[\left\langle\Psi_{\beta}^{2+}\right|\left[c_{\mathbf{k}} c_{\mathbf{k}^{\prime}}, \hat{H}\right] \frac{1}{z-\hat{H}} c_{\mathbf{q}^{\prime}}^{\dagger} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle\right. \\
& \left.-\frac{1}{2} \sum_{\mathbf{n n}^{\prime}}\left\langle\Psi_{\beta}^{2+}\right|\left[c_{\mathbf{k}} c_{\mathbf{k}^{\prime}}, \hat{H}\right] c_{\mathbf{n}^{\prime}}^{\dagger} c_{\mathbf{n}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle G_{\mathbf{n n ^ { \prime }} \mathbf{q \mathbf { q } ^ { \prime }}}^{(\mathrm{pp})}(z)\right] \tag{51}
\end{align*}
$$

It is instructive to divide the kernel entering the equation of motion [second line of Eq. (45)] or the Dyson equation [second line of Eq. (51)] into the terms containing higher correlation functions and those expressible in terms of two-particle GFs:

$$
\begin{aligned}
& \left\langle\Psi_{\beta}^{2+}\right|\left[c_{\mathbf{k}} c_{\mathbf{k}^{\prime}}, \hat{H}\right] \frac{1}{z-\hat{H}} c_{\mathbf{q}^{\prime}}^{\dagger} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle \\
& = \\
& \quad T_{\mathbf{k k ^ { \prime } \mathbf { q } q ^ { \prime }}}(z)+\sum_{b}\left(t_{\mathbf{k}^{\prime} b} G_{\mathbf{k} b q q^{\prime}}^{(\mathrm{pp})}(z)-t_{\mathbf{k} b} G_{\mathbf{k}^{\prime} b \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)\right) \\
& \quad+\sum_{a b} v_{\mathbf{k k ^ { \prime }} a b} G_{a b \mathbf{q q}^{\prime}}^{(\mathrm{pp})}(z) .
\end{aligned}
$$

The latter gives rise to the particle-particle embedding self-energy. We can now formally introduce the correlated
frequency-dependent and the static kernels:

$$
\begin{align*}
T_{\mathbf{k k}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}(z)= & \sum_{\mathbf{n n}}\left[\mathcal{K}_{\mathbf{k k}^{\prime} \mathbf{n} \mathbf{n}^{\prime}}^{\mathrm{c}}(z)+\frac{1}{2} \mathcal{K}_{\mathbf{k k}^{\prime} \mathbf{n}^{\prime}}^{\infty}\right] G_{\mathbf{n n}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z) \\
= & \sum_{n} \sum_{a b} v_{\mathbf{k} n a b}\left|\Psi_{\beta}^{2+}\right| c_{n}^{\dagger} c_{\mathbf{k}^{\prime}} c_{a} c_{b} \frac{1}{z-\hat{H}} c_{\mathbf{q}^{\prime}}^{\dagger} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle \\
& -\sum_{n} \sum_{a b} v_{\mathbf{k}^{\prime} n a b}\left\langle\Psi_{\beta}^{2+}\right| c_{n}^{\dagger} c_{\mathbf{k}} c_{a} c_{b} \\
& \times \frac{1}{z-\hat{H}} c_{\mathbf{q}^{\prime}}^{\dagger} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle . \tag{52}
\end{align*}
$$

The static part is exactly canceled by the density-dependent part of the effective Hamiltonian:

$$
\begin{align*}
\mathcal{K}_{\mathbf{k} \mathbf{k}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{\infty}= & \sum_{n}\left\langle c_{n}^{\dagger} c_{m}\right\rangle\left[V_{\mathbf{k} n \mathbf{q} m} \delta_{\mathbf{k}^{\prime} \mathbf{q}^{\prime}}+V_{\mathbf{k}^{\prime} n \mathbf{q}^{\prime} m} \delta_{\mathbf{k q}}\right. \\
& \left.-V_{\mathbf{k} n \mathbf{q}^{\prime} m} \delta_{\mathbf{k}^{\prime} \mathbf{q}}-V_{\mathbf{k}^{\prime} n \mathbf{q} m} \delta_{\mathbf{k q ^ { \prime }}}\right] . \tag{53}
\end{align*}
$$

The embedding self-energy originates from the kernel as well as from the effective Hamiltonian (49):

$$
\begin{align*}
& \sum_{\mathbf{n n}} \mathcal{K}_{\mathbf{k k}} \mathrm{ekm}^{\mathrm{em}} \mathbf{n}^{\prime} G_{\mathbf{n n} \mathbf{n}^{\prime} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z) \\
& =\sum_{m}\left(\tilde{t}_{\mathbf{k}^{\prime} m} G_{\mathbf{k} m \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{ppp})}(z)-\tilde{t}_{\mathbf{k} m} G_{\mathbf{k}^{\prime} m \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)\right) \\
& +\sum_{a b} v_{\mathbf{k k}^{\prime} a b} G_{a b \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z)-\sum_{\mathbf{p p}^{\prime}} v_{\mathbf{k k}^{\prime} \mathbf{p} \mathbf{p}^{\prime}} G_{\mathbf{p p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{(\mathrm{pp})}(z) . \tag{54}
\end{align*}
$$

With the results (49), (52), (53), and (54) we can cast the Dyson equation (51) in the final form

$$
\begin{align*}
G_{\mathbf{p p}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{\mathrm{R}}(\omega)= & g_{\mathbf{p \mathbf { p } ^ { \prime } \mathbf { q } ^ { \prime }}}^{\mathrm{R}}(\omega)+\sum_{\mathbf{k k ^ { \prime }}} \sum_{\mathbf{n n ^ { \prime }}} g_{\mathbf{p p ^ { \prime }} \mathbf{k \mathbf { k } ^ { \prime }}}^{\mathrm{R}}(\omega) \\
& \times\left[\mathcal{K}_{\mathbf{k k}^{\prime} \mathbf{n} \mathbf{n}^{\prime}}^{\mathrm{em}}+\mathcal{K}_{\mathbf{k k}^{\prime} \mathbf{n n}^{\prime}}^{\mathrm{c}}(\omega)\right] G_{\mathbf{n n}^{\prime} \mathbf{q} \mathbf{q}^{\prime}}^{\mathrm{R}}(\omega) . \tag{55}
\end{align*}
$$

Equation (55) has a form of the Dyson equation for the twoparticle Green's function, however, the reference GF $g_{\mathbf{p p}} \mathrm{R} \mathbf{q q}^{\prime}(\omega)$ is not given as a product of fully interacting single-particle GFs, but rather is the full two-particle GF: the resolvent of the effective Hamiltonian (47) which includes the full electronelectron repulsion and the mean-field contribution from the ionized system.

## IV. FERMI GOLDEN RULE

## A. Single photoemission

SPE was treated by several authors. We recapitulate the main points. The total observed current is proportional to the expectation value of the electron number operator $\hat{N}_{\mathbf{k}}=c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}}$. Out of all possible final states of the target we discard all unbound states, i.e., $c_{\mathbf{k}}\left|\Psi_{\alpha}^{+}\right\rangle=0$ and choose only those relevant for a specific experiment. Let $\lambda_{\alpha}$ be a corresponding distribution function. For instance, when the target is left in the ground state we can set $\lambda_{0}=1$ and $\lambda_{\alpha}=0$ for all excited states. Modified particle-number operator for this process reads as

$$
\hat{\tilde{N}}_{\mathbf{k}}=\sum_{\alpha} \lambda_{\alpha} c_{\mathbf{k}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}}=\sum_{\alpha} \lambda_{\alpha} P_{\alpha} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}} P_{\alpha}
$$

The same expression can be obtained from the Langreth approach starting from the Wigner distribution function [20]. Let now the SPE current be the expectation value of this operator:

$$
\begin{align*}
J_{\mathbf{k}}= & \lim _{\eta \rightarrow 0} 2 \eta \sum_{\alpha} \lambda_{\alpha}\left\langle\Psi_{0}\right| \hat{\Delta}^{\dagger} \frac{1}{E_{0}+\omega-\hat{H}-i \eta} P_{\alpha} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}} P_{\alpha} \\
& \times \frac{1}{E_{0}+\omega-\hat{H}+i \eta} \hat{\Delta}\left|\Psi_{0}\right\rangle . \tag{56}
\end{align*}
$$

We only consider the case

$$
\begin{equation*}
P_{\alpha} \frac{1}{E_{i}-\hat{H}+i \eta} \approx \frac{P_{\alpha}}{E_{i}-\hat{H}_{P}-\hat{\Sigma}_{P}^{(+)}\left(E_{i}\right)} \tag{57}
\end{equation*}
$$

where we neglect the off-diagonal term in Eq. (26) and define $\hat{\Sigma}_{P}^{( \pm)}(\omega)=\hat{\Sigma}_{P}(\omega \pm i \eta)$. We omit the subscript $\alpha$ where it does not cause a confusion. A simple calculation leads to the modified matrix element

$$
\begin{equation*}
M_{\mathbf{k}, \alpha}=\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}} \frac{1}{E_{i}-\hat{H}_{P}-\hat{\Sigma}_{P}^{(+)}\left(E_{i}\right)} P_{\alpha} \hat{\Delta}\left|\Psi_{0}\right\rangle . \tag{58}
\end{equation*}
$$

Using the same assumption for the computation of the matrix element of $\hat{\Delta},\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}} \hat{\Delta}\left|\Psi_{0}\right\rangle=\langle\mathbf{p}| \hat{\Delta}\left|\phi_{\alpha}\right\rangle$ and the definition of the Green's function on the $P_{\alpha}$ subspace

$$
G_{\mathbf{p k}, \alpha}^{(\mathrm{p})}\left(\omega+\varepsilon_{\alpha} \pm i \eta\right)=\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}} \frac{1}{E_{i}-\hat{H}_{P}-\hat{\Sigma}_{P}^{( \pm)}\left(E_{i}\right)} c_{\mathbf{k}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle,
$$

we obtain for the current

$$
\begin{align*}
J_{\mathbf{k}}= & \lim _{\eta \rightarrow 0} 2 \eta \sum_{\alpha} \lambda_{\alpha} \sum_{\mathbf{p q}}\left\langle\phi_{\alpha}\right| \hat{\Delta}^{\dagger}|\mathbf{p}\rangle G_{\mathbf{p k}, \alpha}^{(\mathrm{p})}\left(\omega+\varepsilon_{\alpha}-i \eta\right) \\
& \times G_{\mathbf{k} \mathbf{q}, \alpha}^{(\mathrm{p})}\left(\omega+\varepsilon_{\alpha}+i \eta\right)\langle\mathbf{q}| \hat{\Delta}\left|\phi_{\alpha}\right\rangle \tag{59}
\end{align*}
$$

where $\varepsilon_{\alpha}=E_{0}-E_{\alpha}^{+}$. As shown in Appendix B, we can express the particle Green's functions in terms of Møller operators

$$
\begin{align*}
G_{\mathbf{p k}, \alpha}^{(\mathrm{p})}\left(\omega+\varepsilon_{\alpha}-i \eta\right) & =\frac{1}{\omega+\varepsilon_{\alpha}-\varepsilon_{\mathbf{k}}-i \eta}\left\langle\mathbf{p} \mid \chi_{\mathbf{k}, \alpha}^{(-)}\right\rangle,  \tag{60a}\\
G_{\mathbf{k} \mathbf{q}, \alpha}^{(\mathrm{p})}\left(\omega+\varepsilon_{\alpha}+i \eta\right) & =\frac{1}{\omega+\varepsilon_{\alpha}-\varepsilon_{\mathbf{k}}+i \eta}\left\langle\chi_{\mathbf{k}, \alpha}^{(-)} \mid \mathbf{q}\right\rangle . \tag{60b}
\end{align*}
$$

This finally leads to the current

$$
J_{\mathbf{k}}=2 \pi \sum_{\alpha} \lambda_{\alpha}\left\langle\chi_{\mathbf{k}, \alpha}^{(-)}\right| \hat{\Delta}\left|\phi_{\alpha}\right\rangle \delta\left(\omega+\varepsilon_{\alpha}-\varepsilon_{\mathbf{k}}\right)\left\langle\phi_{\alpha}\right| \hat{\Delta}^{\dagger}\left|\chi_{\mathbf{k}, \alpha}^{(-)}\right\rangle .
$$

A standard definition of the spectral function entails to

$$
\hat{A}(\zeta)=\sum_{\alpha}\left|\phi_{\alpha}\right\rangle \delta\left(\zeta-\varepsilon_{\alpha}\right)\left\langle\phi_{\alpha}\right| .
$$

Therefore, we can recast the expression for the current in a more familiar response form

$$
J_{\mathbf{k}}=2 \pi \int_{-\infty}^{\mu} d \zeta \delta\left(\omega+\zeta-\varepsilon_{\mathbf{k}}\right)\left\langle\chi_{\mathbf{k}, \alpha}^{(-)}\right| \hat{\Delta} \hat{\tilde{A}}(\zeta) \hat{\Delta}^{\dagger}\left|\chi_{\mathbf{k}, \alpha}^{(-)}\right\rangle,
$$

where the tilde denotes a spectral function with restrictions imposed by the weighting factors $\lambda_{\alpha}$ and $\mu$ is the chemical potential, or in the Fermi golden rule form

$$
\left.J_{\mathbf{k}}=2 \pi \sum_{\alpha} \lambda_{\alpha} \delta\left(\omega+\varepsilon_{\alpha}-\varepsilon_{\mathbf{k}}\right)\left|\left\langle\chi_{\mathbf{k}, \alpha}^{(-)}\right| \hat{\Delta}\right| \phi_{\alpha}\right\rangle\left.\right|^{2} .
$$

The major distinction from other approaches is that both initial and final states are dependent on the final state of the target $\alpha$. Formally, $\left|\chi_{\mathbf{k}, \alpha}^{(-)}\right\rangle$is the incoming scattering state of an electron in the optical potential of the ionized target in the state $\left|\Psi_{\alpha}^{+}\right\rangle$.

## B. Double photoemission

The total observed current is given in terms of the expectation value of the electron-number operators $\hat{N}_{\mathbf{k}_{1} \mathbf{k}_{2}}=$ $\hat{N}_{\mathbf{k}_{1}} \hat{N}_{\mathbf{k}_{2}}-\delta_{\mathbf{k}_{1}, \mathbf{k}_{2}} \hat{N}_{\mathbf{k}_{1}}$, viz., Eq. (8). Out of all possible final states of the target we discard all unbound states, i.e., $c_{\mathbf{k}}\left|\Psi_{\beta}^{2+}\right\rangle=0$ and introduce weights $\lambda_{\beta}$ selecting the relevant ones. The modified observable reads as

$$
\begin{align*}
\hat{\tilde{N}}_{\mathbf{k}_{1} \mathbf{k}_{2}} & =\sum_{\beta} \lambda_{\beta} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{k}_{\mathbf{2}}} c_{\mathbf{k}_{1}} \\
& =\sum_{\beta} P_{\beta} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger} c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}} P_{\beta} . \tag{61}
\end{align*}
$$

This allows us to improve upon Eq. (15):

$$
\begin{align*}
J_{\mathbf{k}_{1}, \mathbf{k}_{2}}= & \lim _{\eta \rightarrow 0} 2 \eta \sum_{\beta} \lambda_{\beta}\left\langle\Psi_{0}\right| \hat{\Delta}^{\dagger} \frac{1}{E_{0}+\omega-\hat{H}-i \eta} \\
& \times P_{\beta} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger} c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}} P_{\beta} \frac{1}{E_{0}+\omega-\hat{H}+i \eta} \hat{\Delta}\left|\Psi_{0}\right\rangle . \tag{62}
\end{align*}
$$

Using assumption (57), Eq. (62) can be written in the Fermi golden rule form with a modified matrix element

$$
M_{\mathbf{k}_{1} \mathbf{k}_{2}, \beta}=\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}} \frac{1}{E_{i}-\hat{H}_{P}-\hat{\Sigma}_{P}^{(+)}\left(E_{i}\right)} P_{\beta} \hat{\Delta}\left|\Psi_{0}\right\rangle
$$

Using the matrix elements of $\hat{\Delta},\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{q}} c_{\mathbf{p}} \hat{\Delta}\left|\Psi_{0}\right\rangle=$ $\langle\mathbf{p q}| \hat{\Delta}\left|\phi_{\beta}^{(2)}\right\rangle$ [cf. Eq. (D8)], and the properties of the twoparticle Green's functions (Appendix B)

$$
\begin{align*}
& G_{\mathbf{p q}, \mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(\mathrm{pp})}\left(\omega+\varepsilon_{\beta}^{(2)} \pm i \eta\right) \\
& \quad=\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{p}} c_{\mathbf{q}} \frac{1}{E_{i}-\hat{H}_{P}-\hat{\Sigma}_{P}^{(+)}\left(E_{i}\right)} c_{\mathbf{k}_{2}}^{\dagger} c_{\mathbf{k}_{1}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle \\
& \quad=\frac{1}{\omega+\varepsilon_{\beta}^{(2)}-\varepsilon_{\mathbf{k}_{1}}-\varepsilon_{\mathbf{k}_{2}} \pm i \eta}\left\langle\mathbf{p q} \mid \psi_{\mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(-)}\right\rangle, \tag{63}
\end{align*}
$$

we finally obtain for Eq. (10)

$$
\begin{align*}
J_{\mathbf{k}_{1}, \mathbf{k}_{2}}= & 2 \pi \int_{-\infty}^{\mu^{(2)}} d \zeta \delta\left(\omega+\zeta-\varepsilon_{\mathbf{k}_{1}}-\varepsilon_{\mathbf{k}_{2}}\right) \\
& \times\left\langle\psi_{\mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(-)}\right| \hat{\Delta} A^{(2)}(\zeta) \hat{\Delta}^{\dagger}\left|\psi_{\mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(-)}\right\rangle, \tag{64}
\end{align*}
$$

where $\mu^{(2)}=\max _{\beta}\left(E_{0}-E_{\beta}^{2+}\right)$ is the negative of second ionization potential, $\left|\psi_{\mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(-)}\right\rangle$is the incoming damped twoelectron scattering state in the optical potential of doubly ionized target and $\hat{A}^{(2)}(\zeta)$ is the two-particle spectral function, which can be written in terms of two-hole Dyson orbitals

$$
\begin{equation*}
\hat{A}^{(2)}(\zeta)=\sum_{\beta} \delta\left(\zeta-\varepsilon_{\beta}^{(2)}\right)\left|\phi_{\beta}^{(2)}\right\rangle\left\langle\phi_{\beta}^{(2)}\right| \tag{65}
\end{equation*}
$$

with $\varepsilon_{\beta}^{(2)}=E_{0}-E_{\beta}^{2+}$.
Notice that the current has been obtained using the approximation (57). Exact calculation leads to the appearance of
the vertex functions resulting from $Q_{\beta} \hat{\Delta}\left|\Psi_{0}\right\rangle$ and describing a screening of the optical field by the electrons of the target [16].

In valence shell DPE electron correlations in the valence band are important, viz., the correlated two-particle spectral function entering (64). In contrast, when core electrons are involved, a dominant mechanism for DPE is due to the finalstate relaxation (so-called shake-off). Multiple stages are then described by introducing corresponding projection operators for each intermediate stage. In the following, we focus on the diagrammatic approach because it allows us to treat all these effects on equal footing.

## V. DIAGRAMMATIC APPROACH

Treatment of the off-diagonal part of the Hamiltonian resolvent is the main difficulty of the Feshbach projection algebra. It is even more aggravated in the two-particle case. The diagrammatic technique provides a natural and practical solution to this problem.

## A. Derivation

Equation (10) when transformed to the time domain gives rise to the following ground-state correlator:

$$
\begin{align*}
Z\left(t, t^{\prime}\right)= & \left\langle\Psi_{0}\right| c_{b}^{\dagger}(t) c_{a}(t) c_{\mathbf{k}_{1}}^{\dagger}(0) c_{\mathbf{k}_{\mathbf{2}}}^{\dagger}(0) c_{\mathbf{k}_{2}}(0) c_{\mathbf{k}_{\mathbf{1}}}(0) \\
& \times c_{c}^{\dagger}\left(t^{\prime}\right) c_{d}\left(t^{\prime}\right)\left|\Psi_{0}\right\rangle, \tag{66}
\end{align*}
$$

where the field operators are in the Heisenberg representation and $t, t^{\prime} \in(-\infty, 0]$ are physical times. For clarity, we omitted the indices in the notation of the correlator. It can be evaluated diagrammatically by adiabatically switching on the interaction in the remote past, i.e., $\hat{H}_{\delta}=\hat{H}_{0}+e^{-\delta|t|} \hat{H}_{1}$. Now, the average is performed over the noninteracting ground state $\left|\Phi_{0}\right\rangle$ and the times $t_{2}^{-} \prec t_{1}^{+}$lie on forward and backward branches of Keldysh contour $\gamma$ (Fig. 1), respectively:

$$
\begin{align*}
Z\left(t, t^{\prime}\right)= & \left\langle\Phi_{0}\right| \mathcal{T}\left\{e^{-i \int_{\gamma} \hat{H}_{\delta}(t) d t} c_{b}^{\dagger}\left(t_{+}\right) c_{a}\left(t_{+}\right)\right. \\
& \left.\times c_{\mathbf{k}_{1}}^{\dagger}(0) c_{\mathbf{k}_{2}}^{\dagger}(0) c_{\mathbf{k}_{2}}(0) c_{\mathbf{k}_{1}}(0) c_{c}^{\dagger}\left(t_{-}^{\prime}\right) c_{d}\left(t_{-}^{\prime}\right)\right\}\left|\Phi_{0}\right\rangle \tag{67}
\end{align*}
$$

$\mathcal{T}$ here is the usual contour ordering operator [13] with the order relation $\prec . \hat{H}_{\delta}$ is such that it is equal to the Hamiltonian of noninteracting system $H_{0}$ in the remote past and is identical to $\hat{H}$ at $t=0$. Notice that it is different from adiabatic switching on of the electromagnetic field in Eq. (7). $\left|\Phi_{0}\right\rangle$ is the ground state of $\hat{H}_{0}$. Using Wick's theorem, we can contract the product of field operators in order to express the correlator in terms of products of single-particle Green's functions. Zeroth order obviously yields four fermionic lines. However, if we use the same assumption as in Sec. IV B, any zeroth-order diagram vanishes. This is easy to understand by comparing with SPE case. There, no-zero contributions are coming from the following contraction:

$$
\left\langle c_{b}^{\dagger}\left(t_{+}\right) c_{a}\left(t_{+}\right) c_{\mathbf{p}}^{\dagger}(0) c_{\mathbf{p}}(0) c_{c}^{\dagger}\left(t_{-}^{\prime}\right) c_{d}\left(t_{-}^{\prime}\right)\right\rangle
$$

This is the only combination that results in greater GFs when one of the arguments is a scattering state [and is compatible with (33)]. In particular, the above contraction equals to

$$
g_{a \mathbf{p}}^{>}(t) g_{d b}^{<}\left(t^{\prime}-t\right) g_{\mathbf{p} c}^{>}\left(-t^{\prime}\right) .
$$

In DPE, two creation operators with continuum state indices need to be contracted with two annihilation operators on the positive track. However, there is only one such operator. Hence, zeroth order in interaction is zero. The argument that excludes the first-order diagram is slightly different and is based on the fact that bare interaction is instantaneous, i.e., corresponding time arguments necessarily lie on the same, positive or negative, track.

Second-order nonvanishing contributions contain products of two Coulomb interaction operators (e.g., at contour times $\bar{t}_{+}$and $\bar{t}_{-}$) and already a familiar product of six operators as in Eq. (67). From all possible contractions (they yield eight fermionic lines), we have to exclude many terms. Some of them immediately vanish because of the assumption (33) for noninteracting GF. Others represent the HartreeFock renormalization of two fermionic lines and likewise vanish because of the same assumption for the full fermionic propagators [Fig. 4 (a)]. Then, there are diagrams [Fig. 4 (b)] containing isolated islands of pluses and minuses which also vanish because otherwise the two-particle current cannot be written in the Fermi golden rule form [60,61]. Finally, there


FIG. 4. Second-order diagrams (in bare Coulomb interaction) representing the DPE process. The dots labeled $\mathbf{k}_{1}$ and $\mathbf{k}_{\mathbf{2}}$ correspond to the scattering state of two electrons observed in a coincidence measurement by the detector. Notice that not all combinations of pluses and minuses are possible because Coulomb interaction can only connect vertices on the same branch of the Keldysh contour. (a) Diagram vanishes according to the assumption (33) for dressed GFs. (b) Diagram vanishes because it contains an isolated island of minuses. (c) and (d) are the lowest-order nonzero diagrams. The remaining two are obtained by permuting $\mathbf{k}_{\mathbf{1}}$ and $\mathbf{k}_{\mathbf{2}}$.


FIG. 5. (a) Diagram for the two-particle current involving dressed two-particle propagators. (b) Simplest diagram where the optical field is screened. (c) Example of a diagram describing external losses. Thick wavy line denotes the screened Coulomb interaction. (d) Generic diagram for the two-particle current.
are only four (times two for exchange) nonzero diagrams. Two of them are depicted at Figs. 4(c) and 4(d).

It is clear now how more general diagrams for the twoelectron current can be constructed: (i) One replaces all bare fermionic propagators and interaction lines with the dressed ones. (ii) Each pair of parallel fermionic lines are replaced by the corresponding two-particle propagator [Fig. 5(a)]. In doing so, one obtains, in principle, diagrams given by Fig. 1(b) of Fominykh et al. [54] with a small correction that zerothand the first-order two-particle GF should be excluded from the vertical track. (iii) Next class of the diagrams are those that describe the screening of the optical field [Fig. 5(b)]. (iv) Processes involving intrinsic or extrinsic losses are given by the diagrams with interaction lines connecting points on different tracks, i.e., " +- ," " +0 ," " -0 ." They cannot be obtained by the renormalization of fermionic or bosonic propagators; one such example shown in Fig. 5(c) reveals a process with extrinsic losses.

Finally, we give a description of a general diagram for the photoemission process. Examining SPE and DPE diagrams we see that all of them are constructed from the common ancestor: the density-density response function $\chi^{<} \equiv \chi^{-+}$ having a form of two islands with time arguments belonging to either forward or backward tracks of the Keldysh contour. Now, we introduce detectors [shown as black squares at Fig. 5(d)] measuring $J_{\mathbf{k}_{1}, \mathbf{k}_{2}}$. As explained before, (i) the lesser GF with one of the indices being a continuum state vanishes because of the assumptions (31) and (32); and (ii) observation is made at the rightmost point of the contour (i.e., at $t_{-}=t_{+}=0$ in our notations), thus, each detector measuring particle numbers $N_{\mathbf{k}_{i}}$
is connected to two greater GF. In view of this, the detectors "lie" on the fermionic lines flowing from the "-" (forward track) to "+" (backward track) islands. Each response function constructed in this way has an important property that it can be represented in the Fermi golden rule form, such construction obviously generalizes to an arbitrary number ( $n$ ) of emitted particles. Simple counting shows that these processes are of at least $2(n-1)$ order in the Coulomb interaction.

The diagram in Fig. 5(d) is a generic one describing all the DPE processes including the ones with losses such as shown in Fig. 5(c). One can go a step further and give a prescription for classes of lossless diagrams. A detailed analysis of this particular situation is possible and will be done elsewhere. Here, we mention without a derivation that such diagrams can be split into the scattering part [the two-particle propagators can be written in terms of the scattering states $\left|\psi_{\mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(-)}\right\rangle$, cf. Eq. (63)] and the spectral part [containing the two-particle spectral function, Eq. (65)].

## B. Example of plasmon-assisted DPE

As an example, we consider the processes depicted in Fig. 6. The diagrams show a very common situation where a primary electron excited by the laser pulse is losing its energy on the way to the detector by exciting a secondary electron. There could be either bare or screened Coulomb interaction between the two electrons. In the latter case, some resonant phenomena related to the excitation of, e.g., plasmon are expected. The SPE case [Figs. 6(a) and 6(b)] is identical to the process of secondary electron excitation considered by Caroli et al. [21]. All DPE processes covered by the diagram in Fig. 6(c) form a subset of the SPE process. The only difference between the two scenarios is whether primary, secondary, or both electrons are observed in the detector.

Since we do not take into account the interaction between the two emitted electrons [as given, for, instance by two $\Gamma$ blocks in Fig. 5(a)], one can express the final result for the current as a matrix element over the direct product of two single-particle scattering states. This is typically a good approximation for the case when two electrons have different energies (momenta), or for approximately equal $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ in the case of larger energies [48].


FIG. 6. Diagrams for the plasmon-assisted photoemission. SPE setup: only the primary (a), secondary electron (b) is observed, the fate of another electron is not specified. (c) DPE setup: both primary and secondary electrons are observed in coincidence.

To work this out, consider a part of the DPE diagram that contains a product of two GFs involving the external momentum $\mathbf{k}$. Introducing the Fourier representations for each of the GFs $G_{a \mathbf{k}}^{>}(\tau)=\int_{-\infty}^{\infty} \frac{d \nu}{2 \pi} e^{-i \nu \tau} G_{a \mathbf{k}}^{>}(\nu), G_{\mathbf{k} b}^{>}\left(-\tau^{\prime}\right)=$ $\int_{-\infty}^{\infty} \frac{d \nu^{\prime}}{2 \pi} e^{i \nu^{\prime} \tau^{\prime}} G_{\mathbf{k} b}^{>}\left(\nu^{\prime}\right)$, expressing the interacting GF as a product of the Møller operator and the free-particle Green's function (see Appendix B), we obtain expressions similar to Eqs. (60). Thus, in the time domain the product of two interacting single-particle GFs reduces to a simple propagator computed on the scattering states with incoming boundary conditions:

$$
\begin{align*}
G_{a \mathbf{k}}^{>}(\tau) G_{\mathbf{k} b}^{>}\left(-\tau^{\prime}\right)= & \left\langle\chi_{\mathbf{k}}^{(-)} \mid b\right\rangle e^{-i \varepsilon_{\mathbf{k}}\left(\tau-\tau^{\prime}\right)}\left\langle a \mid \chi_{\mathbf{k}}^{(-)}\right\rangle \\
& \times \theta(-\tau) \theta\left(-\tau^{\prime}\right) e^{\delta\left(\tau+\tau^{\prime}\right)} . \tag{68}
\end{align*}
$$

As an exercise, let us evaluate the diagram in Fig. 7(a) describing the SPE process with extrinsic plasmon losses. The current is given by the following expression in the time domain:

$$
\begin{align*}
J_{\mathbf{k}}= & \lim _{\eta \rightarrow 0} 2 \eta \lim _{\delta \rightarrow 0} \sum_{a b c d} \int d\left(x x^{\prime}\right) \int_{-\infty}^{0} d\left(t t^{\prime}\right) e^{\eta\left(t+t^{\prime}\right)} \int_{-\infty}^{0} d\left(\tau \tau^{\prime}\right) \\
& \times e^{i \omega\left(t-t^{\prime}\right)} \Delta_{c d} G_{d b}^{<}\left(t^{\prime}, t\right) G_{x^{\prime} c}^{--}\left(\tau^{\prime}, t^{\prime}\right) W_{x x^{\prime}}^{>}\left(\tau, \tau^{\prime}\right) \\
& \times G_{\mathbf{k} x^{\prime}}^{>}\left(0, \tau^{\prime}\right) G_{x \mathbf{k}}^{>}(\tau, 0) G_{a x}^{++}(t, \tau)\left(\Delta_{a b}\right)^{\dagger} . \tag{69}
\end{align*}
$$

Representing the lesser Green's function on the vertical track in terms of the electron spectral function [normalized as $\sum_{b} \int_{-\infty}^{\mu} \frac{d \zeta}{2 \pi} A_{b b}(\zeta)=N, N$ is the number of electrons in the system]

$$
\begin{equation*}
G_{d b}^{<}\left(t^{\prime}, t\right)=i \int_{-\infty}^{\mu} \frac{d \zeta}{2 \pi} A_{d b}(\zeta) e^{-i \zeta\left(t^{\prime}-t\right)}, \tag{70}
\end{equation*}
$$

and the greater component of the screened interaction in terms of the plasmon spectral function

$$
\begin{equation*}
W_{x x^{\prime}}^{>}\left(\tau, \tau^{\prime}\right)=-i \int_{0}^{\infty} \frac{d \xi}{2 \pi} B_{x x^{\prime}}(\xi) e^{-i \xi\left(\tau-\tau^{\prime}\right)} \tag{71}
\end{equation*}
$$

representing time-ordered $G_{x^{\prime} c}^{--}\left(\tau^{\prime}, t^{\prime}\right)$ and anti-time-ordered $G_{a x}^{++}(t, \tau)$ as Fourier integrals and using expression (68), we


FIG. 7. Energy flows in (a) SPE diagram with external plasmonic losses, (b) DPE diagram describing a related plasmon-assisted process. Analytical expressions corresponding to these diagrams are first written in the time domain, then the integrations are performed by Fourier transforming all the propagators, and lastly the limits $\eta \rightarrow 0$ and $\delta \rightarrow 0$ are taken.
obtain

$$
\begin{align*}
J_{\mathbf{k}}= & \lim _{\eta \rightarrow 0} \lim _{\delta \rightarrow 0} \sum_{a b c d} \int d\left(x x^{\prime}\right) \int_{-\infty}^{\mu} \frac{d \zeta}{2 \pi} \int_{0}^{\infty} \frac{d \xi}{2 \pi} B_{x x^{\prime}}(\xi) \\
& \times \int d\left(\omega_{1} \omega_{2}\right) 2 \eta \frac{1}{\omega+\zeta-\omega_{1}-i \eta} \frac{1}{\omega+\zeta-\omega_{2}+i \eta} \\
& \times \frac{1}{\omega_{1}-\xi-\varepsilon_{\mathbf{k}}-i \delta} \frac{1}{\omega_{2}-\xi-\varepsilon_{\mathbf{k}}+i \delta} G_{x^{\prime} c}^{--}\left(\omega_{2}\right) G_{a x}^{++}\left(\omega_{1}\right) \\
& \times\left\langle\chi_{\mathbf{k}}^{(-)} \mid x^{\prime}\right\rangle \Delta_{c d} A_{d b}(\zeta)\left(\Delta_{a b}\right)^{\dagger}\left\langle x \mid \chi_{\mathbf{k}}^{(-)}\right\rangle . \tag{72}
\end{align*}
$$

Now, the limits can be taken making use of an identity discovered by Almbladh [16] (see Appendix E). It transforms the product of four fractions in the equation above into the product of three $\delta$ functions $(2 \pi)^{3} \delta\left(\omega_{1}-\omega-\zeta\right) \delta\left(\omega_{2}-\omega-\right.$ $\zeta) \delta\left(\xi+\epsilon_{\mathbf{k}}-\omega+\zeta\right)$, and after the frequency integration we obtain

$$
\begin{align*}
J_{\mathbf{k}}= & 2 \pi \int_{-\infty}^{\mu} \frac{d \zeta}{2 \pi} \int_{0}^{\infty} \frac{d \xi}{2 \pi} \delta\left(\xi+\varepsilon_{\mathbf{k}}-\omega-\zeta\right) \\
& \times \int d\left(x x^{\prime}\right)\left\langle\chi_{\mathbf{k}}^{(-)} \mid x^{\prime}\right\rangle B_{x x^{\prime}}(\xi)\left\langle x \mid \chi_{\mathbf{k}}^{(-)}\right\rangle \\
& \times\left[\hat{G}^{--}(\omega+\zeta) \hat{\Delta} \hat{A}(\zeta) \hat{\Delta}^{\dagger} \hat{G}^{++}(\omega+\zeta)\right]_{x^{\prime} x} . \tag{73}
\end{align*}
$$

The two-particle current is obtained along the same lines using the energy flow as shown on Fig. 7(b):

$$
\begin{align*}
J_{\mathbf{k}_{\mathbf{1}} \mathbf{k}_{2}}= & 2 \pi \int_{-\infty}^{\mu} \frac{d \zeta}{2 \pi} \int_{-\infty}^{\mu} \frac{d \bar{\zeta}}{2 \pi} \int_{0}^{\infty} \frac{d \xi}{2 \pi} \delta\left(\xi+\varepsilon_{\mathbf{k}_{1}}-\omega-\zeta\right) \\
& \times \int d\left(x x^{\prime} z z^{\prime}\right)\left\langle\chi_{\mathbf{k}_{1}}^{(-)} \mid x^{\prime}\right\rangle W_{z^{\prime} x^{\prime}}^{--}(\xi) W_{x z}^{++}(\xi)\left\langle x \mid \chi_{\mathbf{k}_{1}}^{(-)}\right\rangle \\
& \times\left\langle\chi_{\mathbf{k}_{2}}^{(-)} \mid z^{\prime}\right\rangle A_{z^{\prime} z}(\bar{\zeta})\left\langle z \mid \chi_{\mathbf{k}_{2}}^{(-)}\right\rangle \delta\left(\varepsilon_{\mathbf{k}_{2}}-\xi-\bar{\zeta}\right) \\
& \times\left[\hat{G}^{--}(\omega+\zeta) \hat{\Delta} \hat{A}(\zeta) \hat{\Delta}^{\dagger} \hat{G}^{++}(\omega+\zeta)\right]_{x^{\prime} x} . \tag{74}
\end{align*}
$$

Similarly to the previous case, the limits $\eta \rightarrow 0, \delta \rightarrow 0$ yield a product (of five) $\delta$ function which were subsequently used to perform three frequency integrations here (see Appendix E). All the quantities in Eqs. (73) and (74) can be expressed in terms of the spectral functions. We can, for instance, start with a general expression for the time-ordered and anti-time-ordered functions in terms of the functions on the Keldysh contour:

$$
\begin{align*}
& \hat{f}^{--}(\tau)=\hat{f}^{\delta} \delta(\tau)+\theta(\tau) \hat{f}^{>}(\tau)+\theta(-\tau) \hat{f}^{<}(\tau)  \tag{75a}\\
& \hat{f}^{++}(\tau)=-\hat{f}^{\delta} \delta(\tau)+\theta(-\tau) \hat{f}^{>}(\tau)+\theta(\tau) \hat{f}^{<}(\tau) \tag{75b}
\end{align*}
$$

where in the first equation $\tau \equiv t_{-}-t_{-}^{\prime}$ is equal to the time difference on the forward branch of the contour, and $\tau \equiv t_{+}-$ $t_{+}^{\prime}$ is equal to the time difference on the backward branch of the contour in the second equation. After the Fourier transform $\hat{f}(\omega)=\int_{-\infty}^{\infty} d \tau e^{i \omega \tau} \hat{f}(\tau)$, we have

$$
\begin{equation*}
\hat{f}^{--}(\omega)=\hat{f}^{\delta}+\int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{2 \pi}\left[\frac{i \hat{f}^{>}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}+i \delta}-\frac{i \hat{f}^{<}\left(\omega^{\prime}\right)}{\omega-\omega^{\prime}-i \delta}\right] \tag{76}
\end{equation*}
$$

The fluctuation-dissipation theorem at zero temperature allows us to express the lesser and greater propagators in terms of the corresponding spectral functions [Kubo-Martin-Schwinger
(KMS) conditions [10]]:

$$
\hat{G}^{<}(\omega)=i \theta(\mu-\omega) \hat{A}(\omega), \quad \hat{G}^{>}(\omega)=-i \theta(\omega-\mu) \hat{A}(\omega)
$$

The screened interaction obeys KMS conditions for bosonic propagators

$$
\hat{W}^{<}(\omega)=i \theta(-\omega) \hat{B}(\omega), \quad \hat{W}^{>}(\omega)=-i \theta(\omega) \hat{B}(\omega)
$$

with the symmetry property for the spectral function $\hat{B}(-\omega)=$ $-\hat{B}(\omega)$ [follows, e.g., from the fact that $\hat{W}^{R}\left(t, t^{\prime}\right)$ is a real function or, more precisely, a Hermitian matrix]. We have already used these equations [cf. Eqs. (70) and (71)] to express SPE current in terms of spectral functions. Using Eq. (76), we can write the spectral representation of the fermionic propagator

$$
\hat{G}^{--}(\omega)=\int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{2 \pi} \hat{A}\left(\omega^{\prime}\right)\left[\frac{\theta\left(\mu-\omega^{\prime}\right)}{\omega-\omega^{\prime}-i \delta}+\frac{\theta\left(\omega^{\prime}-\mu\right)}{\omega-\omega^{\prime}+i \delta}\right]
$$

where $\mu$ is the Fermi energy. The anti-time-ordered GF is obtained similarly $G^{++}(\omega)=-\left[G^{--}(\omega)\right]^{\dagger}$. The screened interaction is expressed as an integral over the positive frequencies:

$$
\hat{W}^{--}(\omega)=\hat{v}+\int_{0}^{\infty} \frac{d \omega^{\prime}}{2 \pi} \hat{B}\left(\omega^{\prime}\right) \frac{2 \omega^{\prime}}{\omega^{2}-\left(\omega^{\prime}-i \delta\right)^{2}}
$$

while $\hat{W}^{++}(\omega)=-\left[\hat{W}^{--}(\omega)\right]^{\dagger}$.
Let us consider plasmon-mediated DPE. This process is of relevance for metallic and large molecular systems. Since plasmon is a long-wavelength or small-momentum electronic excitation, it is useful to go from the abstract basis to momentum representation and write $W^{--}(k, \omega)$ in a short form as

$$
\begin{equation*}
W(k, \omega)=v_{k}\left[1+\frac{\omega_{\mathrm{p}}^{2}}{\omega^{2}-\omega_{\mathrm{p}}^{2}(k)}\right], \tag{77}
\end{equation*}
$$

where $\omega_{\mathrm{p}}(k)$ is the plasmon dispersion, $\omega_{\mathrm{p}} \equiv \omega_{\mathrm{p}}(0)$ is the classical plasmon frequency, and $v_{k}=\frac{4 \pi}{k^{2}}$ is the matrix element of Coulomb interaction. It is clear that in this form the plasmon peak completely exhausts the $f$-sum rule. Such plasmon pole approximation for the screened interaction is broadly used in the electronic-structure calculation when full-fledged calculations are not feasible. Similarly, it can be used to simplify Eq. (74).

## C. Numerical results

Let us make some simplifications. Usually, it is a good approximation to start with the mean-field Green's functions

$$
\begin{equation*}
G_{x y}^{--}(\omega)=\sum_{a \in \mathrm{occ}} \frac{\langle x \mid a\rangle n_{\alpha}\langle a \mid y\rangle}{\omega-\varepsilon_{a}-i \delta}+\sum_{a \in \mathrm{unocc}} \frac{\langle x \mid a\rangle \bar{n}_{a}\langle a \mid y\rangle}{\omega-\varepsilon_{a}+i \delta}, \tag{78}
\end{equation*}
$$

where $n_{a}$ is the occupation number of the state $a$ and $\bar{n}_{a} \equiv 1-n_{a}$. After straightforward, but tedious, calculation the frequency integrations in Eq. (74) can be performed [for technical reasons it is better to start from the time rather than frequency expression, and it can be obtained by directly transcribing the diagram in Fig. 7(b) using standard rules]
yielding the following expression for the two-particle current:

$$
\begin{align*}
J_{\mathbf{k}_{1} \mathbf{k}_{2}}= & 4 \pi \sum_{a b c d} \frac{n_{b} n_{d} \Delta_{c b} \Delta_{b a} \delta\left(\omega+\varepsilon_{b}+\varepsilon_{d}-\varepsilon_{\mathbf{k}_{1}}-\varepsilon_{\mathbf{k}_{2}}\right)}{\left(\varepsilon_{c}+\varepsilon_{d}-\varepsilon_{\mathbf{k}_{1}}-\varepsilon_{\mathbf{k}_{2}}\right)\left(\varepsilon_{\mathbf{k}_{1}}+\varepsilon_{\mathbf{k}_{2}}-\varepsilon_{a}-\varepsilon_{d}\right)} \\
& \times \sum_{\mathbf{q}_{1} \mathbf{q}_{2}}\left[\frac{f_{\mathbf{k}_{1} c}^{\mathbf{q}_{1}}\left(f_{\mathbf{k}_{2} d}^{\mathbf{q}_{1}}\right)^{*} v_{\mathbf{q}_{1}} \omega_{\mathrm{p}}^{2}}{\left(\varepsilon_{d}-\varepsilon_{\mathbf{k}_{2}}\right)^{2}-\omega_{\mathrm{p}}^{2}\left(q_{1}\right)}\right] \\
& \times\left[\frac{f_{a \mathbf{k}_{1}} \mathbf{q}_{\mathbf{1}}\left(f_{d \mathbf{k}_{2}}\right)^{\mathbf{q}_{2}} v_{\mathbf{q}_{2}}^{*} \omega_{\mathrm{p}}^{2}}{\left(\varepsilon_{d}-\varepsilon_{\mathbf{k}_{2}}\right)^{2}-\omega_{\mathrm{p}}^{2}\left(q_{2}\right)}\right], \tag{79}
\end{align*}
$$

with the following matrix elements:

$$
\begin{equation*}
f_{a \mathbf{k}}^{\mathbf{q}}=\int d^{3} r\langle a \mid r\rangle e^{-i \mathbf{q} \cdot \mathbf{r}}\left\langle r \mid \chi_{\mathbf{k}}^{(-)}\right\rangle \tag{80}
\end{equation*}
$$

Notice that it is not necessary to separately treat the bare Coulomb interaction; it can be recovered as $\omega_{\mathrm{p}} \rightarrow \infty$ limit as explained in [62].

Let us compare Eq. (79) with the general result obtained using the Feshbach projection formalism (64). For the meanfield approximation (78), the two-particle spectral function is diagonal and is given by the convolution of two single-particle spectral densities:

$$
\begin{align*}
A_{b d}^{(2)}(\zeta) & =\int d \bar{\zeta} A_{b b}(\zeta-\bar{\zeta}) A_{d d}(\bar{\zeta}) \\
& =\int d \bar{\zeta} n_{b} n_{d} \delta\left(\zeta-\bar{\zeta}-\varepsilon_{b}\right) \delta\left(\bar{\zeta}-\varepsilon_{d}\right) \\
& =n_{b} n_{d} \delta\left(\varepsilon_{b}+\varepsilon_{d}-\zeta\right) \tag{81}
\end{align*}
$$

The energy conservation for the whole process, which is given by the $\delta$ function in the numerator of (79), is expressed in terms of the two-particle spectral function $A^{(2)}\left(\varepsilon_{\mathbf{k}_{1}}+\varepsilon_{\mathbf{k}_{2}}-\omega\right)$ [cf. Eq. (65)]. The denominator of the first line reflects the resonant character of the considered two-step process. From the resonance conditions (zeros of the denominator) we see that the double photoemission is enhanced when $a$ and $c$ are continuum states and therefore we denote them as $\mathbf{k}_{a}$ and $\mathbf{k}_{c}$. We replace the scattering states $\left|\chi_{\mathbf{k}_{1}}^{(-)}\right\rangle$and $\left|\chi_{\mathbf{k}_{2}}^{(-)}\right\rangle$entering the matrix elements (80) by the plane waves and perform the integration yielding $f_{\mathbf{k}_{a} \mathbf{k}}^{\mathbf{q}}=\delta\left(\mathbf{k}-\mathbf{k}_{a}-\mathbf{q}\right)$. Combining all together we obtain the following concise expression for the plasmon-assisted DPE process:

$$
\begin{align*}
J_{\mathbf{k}_{\mathbf{1}}} \mathbf{k}_{2}= & 4 \pi \sum_{\mathbf{k}_{d} \mathbf{k}_{c}} \sum_{b d} \Delta_{\mathbf{k}_{c} b} \Delta_{b \mathbf{k}_{a}} A_{b d}^{(2)}\left(\varepsilon_{\mathbf{k}_{\mathbf{1}}}+\varepsilon_{\mathbf{k}_{\mathbf{2}}}-\omega\right) \\
& \times \frac{\left\langle\mathbf{k}_{\mathbf{1}}+\mathbf{k}_{\mathbf{2}}-\mathbf{k}_{a} \mid d\right\rangle\left\langle d \mid \mathbf{k}_{\mathbf{1}}+\mathbf{k}_{\mathbf{2}}-\mathbf{k}_{c}\right\rangle}{\left(\varepsilon_{\mathbf{k}_{c}}+\varepsilon_{d}-\varepsilon_{\mathbf{k}_{\mathbf{1}}}-\varepsilon_{\mathbf{k}_{\mathbf{2}}}\right)\left(\varepsilon_{\mathbf{k}_{1}}+\varepsilon_{\mathbf{k}_{2}}-\varepsilon_{\mathbf{k}_{a}}-\varepsilon_{d}\right)} \\
& \times W\left(\mathbf{k}_{\mathbf{1}}-\mathbf{k}_{c}, \varepsilon_{d}-\varepsilon_{\mathbf{k}_{\mathbf{2}}}\right) W\left(\mathbf{k}_{\mathbf{1}}-\mathbf{k}_{a}, \varepsilon_{d}-\varepsilon_{\mathbf{k}_{2}}\right) . \tag{82}
\end{align*}
$$

We have seen that the plane-wave approximation for the scattering states (i.e., the Møller operator is given by the identity operator) results in a great simplification for the two-particle current: it is given by a sum over two bound states (they correspond to two lesser propagators in the diagrammatic representation of this process) and by the two momentum integrals corresponding to the propagators of the secondary electron. In contrast, in the full-fledged calculations based on Eq. (79), the momenta of the secondary electron and the emitted electrons are not rigidly related. Therefore, in
general, two additional momentum integrations are required. This will be the subject of a forthcoming publication where this formalism is applied to a large molecular system.

The DPE process described by Eq. (82) is suited to probe the plasmon dispersion and damping. First, let us look at the classical plasmon that carries vanishing momentum and otherwise is strongly damped. This leads us to consider the case $\mathbf{k}_{a} \approx \mathbf{k}_{c} \approx \mathbf{k}_{1}$, and $\varepsilon_{d}-\varepsilon_{\mathbf{k}_{2}}=\omega_{\mathrm{p}}$ is the condition for the plasmon resonance. In this case, the second line reduces to $\left|\left\langle\mathbf{k}_{\mathbf{2}} \mid d\right\rangle\right|^{2} / \omega_{\mathrm{p}}^{2}$, and is clearly off resonance. The situation greatly changes if we allow for the plasmon to carry finite momentum $q_{\mathrm{c}}$ and consider a large momentum of the secondary electron $\mathbf{k}_{a} \approx \mathbf{k}_{c} \approx \mathbf{k}_{1}>\sqrt{\omega_{\mathrm{p}}}$. For simplicity, take a symmetric situation when both screened interaction lines carry approximately the same energy and momentum and denote $\mathbf{K} \approx \frac{1}{2}\left(\mathbf{k}_{a}+\mathbf{k}_{1}\right) \approx \frac{1}{2}\left(\mathbf{k}_{c}+\mathbf{k}_{1}\right)$ and $\mathbf{q} \approx \mathbf{k}_{\mathbf{a}}-\mathbf{k}_{1} \approx$ $\mathbf{k}_{\mathbf{c}}-\mathbf{k}_{1}$. In this case, one achieves the resonant enhancement when

$$
\varepsilon_{\mathbf{k}_{a}}-\varepsilon_{\mathbf{k}_{1}} \approx \varepsilon_{\mathbf{k}_{c}}-\varepsilon_{\mathbf{k}_{1}}=2(\mathbf{q} \cdot \mathbf{K})=\omega_{\mathbf{p}}
$$

Thus, for collinear $\mathbf{k}_{a}, \mathbf{k}_{c}$, and $\mathbf{k}_{1}$ the probability for the plasmon-assisted emission of the secondary electron is enhanced when $K$ reaches the value of $\omega_{\mathrm{p}} / q_{\mathrm{c}}$.

In order to illustrate the features arising due to the plasmon-assisted process in an experiment, we computed the current for a simple model system. To be concrete, we consider the basic jellium model for the $\mathrm{C}_{60}$ molecule (treated as spherically symmetric) [63,64], which is known for its pronounced (dipolar) plasmon resonance at $\omega_{p} \sim 22 \mathrm{eV}$. Inserting a smoothed boxlike potential as approximation to the Kohn-Sham potential, we solved the Schrödinger equation for the 120 orbitals required ( 240 electrons in total). This procedure yields the single-particle energies $\varepsilon_{d}$ associated to the orbitals $\phi_{d}(\mathbf{r})$, from which we can compute all quantities in Eq. (82). Because of the spherical symmetry, we can separate the radial and the angular dependence, that is, $\phi_{d}(\mathbf{r})=\frac{u_{d}(r)}{r} Y_{\ell_{d} m_{d}}(\hat{r})$ [ $Y_{\ell m}(\hat{r})$ are the spherical harmonics $]$ and only solve the radial Schrödinger equation. For the optical matrix elements, we choose the length gauge and assume a linear polarization along the $z$ axis $(\hat{\Delta}=z)$. Since we are not interested in the absolute scale, a prefactor proportional to the field strength will not be included. The matrix elements $\Delta_{\mathbf{k} b}$ attain the form

$$
\begin{aligned}
\Delta_{\mathbf{k} b} & =4 \pi \sum_{\ell m} C_{\ell m \ell_{b} m_{b}} s_{b \ell}(k) Y_{\ell m}(\hat{k}), \\
s_{b \ell}(k) & =\int_{0}^{\infty} d r r^{2} u_{b}(r) j_{\ell}(k r),
\end{aligned}
$$

where $j_{\ell}$ denotes the spherical Bessel function. The coefficients $C_{\ell m \ell_{b} m_{b}}$ are obtained from the standard ClebschGordan algebra [65,66]. Similarly, the Fourier-transformed orbitals $\langle\mathbf{k} \mid d\rangle=\widetilde{\phi}_{d}(\mathbf{k})$ can be expressed in terms of the Bessel transformation: $\widetilde{\phi}_{d}(\mathbf{k})=4 \pi \widetilde{u}_{d}(k) Y_{\ell_{d} m_{d}}(\hat{k})$ with $\tilde{u}_{d}(k)=\int_{0}^{\infty} d r r u_{d}(r) j_{\ell_{d}}(k r)$.

Next, we transform the summation over $\mathbf{k}_{a}$ and $\mathbf{k}_{c}$ into integrations and substitute them by the integration over the momentum transfer vectors $\mathbf{q}_{a, c}=\mathbf{k}_{1}-\mathbf{k}_{a, c}$. At this stage, no further simplification can be made, such that the sixdimensional integral has to be evaluated. However, it is
reasonable to consider $\mathbf{q}_{a, c}$ as small since the plasmon branch enters the particle-hole continuum for growing momentum, where it is strongly damped. Hence, we introduce the momentum cutoff $q_{\text {max }}$ and assume $k_{1}, k_{2} \gg q_{\text {max }}$. Thus, we approximate $\Delta_{\mathbf{k}_{a, c} b}=\Delta_{\mathbf{k}_{1}-\mathbf{q}_{a, c}} \approx \Delta_{\mathbf{k}_{1} b}$ and $\widetilde{\phi}_{d}\left(\mathbf{k}_{1}+\mathbf{k}_{2}-\mathbf{k}_{a, c}\right)=$ $\widetilde{\phi}_{d}\left(\mathbf{k}_{2}+\mathbf{q}_{a, c}\right) \approx \widetilde{\phi}_{d}\left(\mathbf{k}_{2}\right)$. Furthermore, we integrate over the spherical angles of $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$, keeping only the dependence on their magnitude. Thus, the two-electron current can be written as

$$
\begin{align*}
J_{k_{1}, k_{2}} \propto & \sum_{b d} \sum_{\ell m}\left|C_{\ell m \ell_{b} m_{b}} s_{b \ell}\left(k_{1}\right)\right|^{2}\left|\tilde{u}_{d}\left(k_{2}\right)\right|^{2} \\
& \times\left(1+\operatorname{Re} \frac{\omega_{p}^{2}}{\left(\varepsilon_{d}-\varepsilon_{k_{2}}-i \Gamma\right)^{2}-\omega_{p}^{2}}\right)^{2} F_{d}\left(k_{1}, k_{2}\right) \tag{83}
\end{align*}
$$

where

$$
F_{d}\left(k_{1}, k_{2}\right)=\left(\int_{0}^{q_{\max }} d q \frac{1}{q^{2}+2 k_{1} q-k_{2}^{2}+2 \varepsilon_{d}}\right)^{2}
$$

Note that we inserted the imaginary shift $i \Gamma$ in the energy argument accounting for a finite width (lifetime in the time domain) of the plasmon resonance (which is assumed dispersionless for simplicity).

In an experiment, the distinction between primary $\left(\mathbf{k}_{1}\right)$ and secondary electron $\left(\mathbf{k}_{2}\right)$ is, of course, not possible. For this reason, the photocurrent needs to be symmetrized (let us denote it by $J^{\text {sym }}$ ). Representing the $J^{\text {sym }}$ as a function of $\varepsilon_{\mathbf{k}_{1}}$ and $\varepsilon_{\mathbf{k}_{2}}$ yields the typical energy-sharing diagrams (Fig. 8). Spectral properties of the system [dominated by $\left.A^{(2)}(\varepsilon)\right]$ display themselves along the main diagonal, as only the sum $\varepsilon_{\mathbf{k}_{1}}+\varepsilon_{\mathbf{k}_{2}}$ enters. Dominant scattering events mediated by the (screened) interaction on the other hand are visible along lines $\varepsilon_{\mathbf{k}_{1}}=$ const (or $\varepsilon_{\mathbf{k}_{2}}=$ const). As Eq. (83) indicates, the two-particle current contains contributions from (i) the bare Coulomb [two interacting lines in Fig. 7(b) are not screened], (ii) plasmonic scattering (both lines are screened), and the interference terms. (i), (ii), and the total contribution are shown at Figs. 8(a), 8(b), and 8(c), respectively. For vanishing $\Gamma$, the current is dominated by sharp plasmonic resonances. For finite damping parameter such as used for the present simulations ( $\Gamma=0.1$, we use a realistic value as in Ref. [67]), the interference terms are important: we still have a large plasmonic contribution [viz., Fig. 7(b)], however, the bare Coulomb contributes with the opposite sign. Therefore, in total current the large peak at $\varepsilon_{\mathbf{k}_{2}} \approx 0.15$ becomes less pronounced and additional peaks at higher energies (e.g., at $\varepsilon_{\mathbf{k}_{2}} \approx 0.5$ ) appear. The whole spectral width of the signal is limited by the two-particle spectral function shown in Fig. 7(d) as a shaded curve.

## VI. CONCLUSIONS

There are a large number of theoretical works devoted to the interaction of light and matter which involve the emission of one or more electrons. This contribution is meant to expose parallels between the single- and the double-electron photoemission in a formal way. We started by defining corresponding observables and deriving expressions for one- and two-particle currents based on the first-order time-dependent perturbation theory. These expressions are suitable if exact


FIG. 8. (Color online) The symmetrized two-electron current as a function of the photoelectron energies (energy-sharing diagram) for typical parameters: $\omega=2.0$ and $\omega_{p}=0.8$. The color scale is the same for all three panels and runs from dark blue to red, indicating increasing values. (a) The process is mediated by the pure Coulomb interaction. (b) Pure plasmonic contribution. (c) Total (bare Coulomb and plasmonic contributions) signal including the interference terms. (d) Equal energy sharing $\left(\varepsilon_{\mathbf{k}_{1}}=\varepsilon_{\mathbf{k}_{2}}\right)$ for the current and trace of the two-particle spectral density (shaded curve).
formulas in terms of many-body states are required. In order to obtain computationally useful expressions, manybody effects should also be accounted for in a perturbative fashion. Thus, in the first part of the paper we applied the projection operator formalism. Starting from the explicit form of the projection operators dividing the whole Hilbert space of the system into that of the emitted electron(s) and the target, we derived the effective one- and two-particle Hamiltonian, discussed integral equations for the Green's functions describing emitted particles, and demonstrated a close connection of this formalism to the nonequilibrium Green's function theory. For the latter, one can easily derive the diagrammatic expansions for one- and two-particle currents starting from the time-dependent perturbation theory and using the adiabatic switching of the electron-electron interaction. Hence, we have electromagnetic field switched on at the remote past (as $e^{\eta t}$ ) and independently adiabatically switched on the interaction such that the total Hamiltonian takes a form $\hat{H}_{\delta}=\hat{H}_{0}+e^{-\delta|t|} \hat{H}_{1}$. We analyzed in details the diagrammatic structure of one- and two-particle currents. It is surprisingly simple: one starts with the density-density response function $\chi^{<}$which necessarily contains two blocks associated with the forward ("-") and backward ("+") parts of the Keldysh contour. Requesting that one or two lines flowing from "-" to " + " blocks are associated with scattering states (with momenta $\mathbf{k}_{i}$ ), one obtains exactly the diagrams for SPE and DPE currents showing the close connection between these types of light-matter interaction. It is not difficult to generalize
this approach to an arbitrary number of particles. Finally, we presented a detailed analysis of the plasmon-assisted DPE and showed that if one of the emitted particles is unobserved, its diagrammatic representation reduces to the one describing external losses in the SPE process considered by Caroli et al. [21]. Plasmon pole approximation was employed to derive computationally manageable expressions. We illustrated the distinct features to be expected in an experiment by analyzing the simple and yet realistic jellium model for the $\mathrm{C}_{60}$ molecule. This will be used in the forthcoming paper devoted to the $a b$ initio treatment of this large molecular system.
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## APPENDIX A: PARTICLE-IMPACT IONIZATION

Under some circumstances, the formalism developed in the main text can be extended to other mechanisms of ionization, e.g., particle-impact ionization. The basic requirement we impose is the distinguishability of the projectile from the target electrons. This applies also for a projectile electron if the impact energy is high and the small-momentum transfer is small (optical limit).

The target we describe by the Hamiltonian (4). The Coulomb interaction between the projectile (with charge Z) and the sample reads as

$$
\begin{equation*}
\hat{V}=\frac{Z}{2} \sum_{a b} \sum_{\nu \mu} v_{a v b \mu} c_{a}^{\dagger} d_{v}^{\dagger} d_{\mu} c_{b} \tag{A1}
\end{equation*}
$$

$d_{v}\left(d_{v}^{\dagger}\right)$ is the annihilation (creation) operator of the projectile states $|\nu\rangle$. These states can be chosen as the eigenstates of the projectile Hamiltonian $\hat{h}_{\mathrm{p}}$ with energy $\varepsilon_{v}$.

Assuming that the projectile initially possesses the momentum $\mathbf{k}_{i}$, we can construct the asymptotic state prior to the interaction (that is, at $t=-\infty$ ) as the product state

$$
\left|\Psi_{0, \mathbf{k}_{i}}\right\rangle=\left|\mathbf{k}_{i}\right\rangle \otimes\left|\Psi_{0}\right\rangle .
$$

$\hat{V}$ is switched on reaching its full strength at $t=0$. Assuming that its average value is much smaller than the kinetic energy of the projectile, we can apply the first-order perturbation theory (i.e., the first Born approximation in the projectile-target interaction [47]). Denoting the full Hamiltonian by $\hat{H}+\hat{h}_{\mathrm{p}}$, one may write

$$
\begin{equation*}
\left|\tilde{\Psi}^{(+)}\right\rangle=\left|\Psi_{0, \mathbf{k}_{i}}\right\rangle+\lim _{\eta \rightarrow 0} \frac{1}{E_{0}+\varepsilon_{\mathbf{k}_{i}}-\hat{H}-\hat{h}_{\mathrm{p}}+i \eta} \hat{V}\left|\Psi_{0, \mathbf{k}_{i}}\right\rangle \tag{A2}
\end{equation*}
$$

The projectile has a well defined final momentum $\mathbf{k}_{f}$. In analogy to Sec. IV A, we introduce the particle-number operator

$$
\hat{N}_{\mathbf{k}} \rightarrow P_{f} \hat{N}_{\mathbf{k}} P_{f}
$$

with $P_{f}=\left|\mathbf{k}_{f}\right\rangle\left\langle\mathbf{k}_{f}\right|$ projecting only onto the projectile space. $\hat{N}_{\mathbf{k}}$ acts on the system's states only (including the ejected electrons upon particle impact). Evaluating then the current as in Sec. II A and approximating the projectile states by plane
waves $\langle\mathbf{r} \mid \mathbf{k}\rangle=e^{i \mathbf{k} \cdot \mathbf{r}}$ yields

$$
\begin{align*}
J_{\mathbf{k}}= & \lim _{\eta \rightarrow 0} 2 \eta\left\langle\Psi_{0, \mathbf{k}_{i}}\right| \hat{V}^{\dagger} \frac{1}{E_{0}+\varepsilon_{\mathbf{k}_{i}}-\hat{H}-\hat{h}_{\mathrm{p}}-i \eta} P_{f} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}} P_{f} \\
& \times \frac{1}{E_{0}+\varepsilon_{\mathbf{k}_{i}}-\hat{H}-\hat{h}_{\mathrm{p}}+i \eta} \hat{V}\left|\Psi_{0, \mathbf{k}_{i}}\right\rangle \\
= & \lim _{\eta \rightarrow 0} 2 \eta\left\langle\Psi_{0}\right| \hat{V}^{\mathrm{eff}}(\mathbf{q})^{\dagger} \frac{1}{E_{0}+\varepsilon_{\mathbf{k}_{i}}-\varepsilon_{\mathbf{k}_{f}}-\hat{H}-i \eta} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}} \\
& \times \frac{1}{E_{0}+\varepsilon_{\mathbf{k}_{i}}-\varepsilon_{\mathbf{k}_{f}}-\hat{H}+i \eta} \hat{V}^{\mathrm{eff}}(\mathbf{q})\left|\Psi_{0}\right\rangle, \tag{A3}
\end{align*}
$$

where $\mathbf{q}=\mathbf{k}_{i}-\mathbf{k}_{f}$ is the momentum transfer, and $\hat{V}^{\text {eff }}(\mathbf{q})$ is the effective single-particle operator acting on the target wave function, explicitly

$$
\begin{equation*}
\hat{V}^{\mathrm{eff}}\left(\mathbf{k}_{i}-\mathbf{k}_{\mathbf{f}}\right)=\left\langle\mathbf{k}_{i}\right| \hat{V}\left|\mathbf{k}_{f}\right\rangle=\frac{Z}{2} \sum_{a b} v_{a \mathbf{k}_{f} b \mathbf{k}_{i}} c_{a}^{\dagger} c_{b} \tag{A4}
\end{equation*}
$$

In this optical limit,

$$
\begin{equation*}
\hat{V}^{\mathrm{eff}}(\mathbf{q})=\frac{4 \pi Z}{q^{2}} e^{i \mathbf{q} \cdot \mathbf{r}} \tag{A5}
\end{equation*}
$$

acts similar to the light-matter interaction $\hat{\Delta}$; the transferred energy (or energy loss) $\varepsilon_{\mathbf{k}_{i}}-\varepsilon_{\mathbf{k}_{f}}$ resembles the photon energy.

## APPENDIX B: GREEN'S FUNCTIONS

Let us recast the following many-body correlators from Sec. IV A,

$$
G_{\mathbf{p q}, \alpha}^{(\mathrm{p})}(z)=\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}} \frac{1}{z-\hat{H}_{p}-\hat{\Sigma}_{p}(z)} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle,
$$

in the form of one-particle averages. We define the particle propagator of one-particle system in the presence of optical potential $\hat{W}(z)$ :

$$
\mathcal{G}_{\mathbf{p q}}(z)=\langle\mathbf{p}| \frac{1}{z-\hat{H}_{f}-\hat{W}(z)}|\mathbf{q}\rangle .
$$

Consider $G_{\mathbf{p q}, \alpha}^{(\mathrm{p})}\left(\omega+E_{0} \pm i \eta\right)$. The matrix element of the effective Hamiltonian operator in its definition can be simplified to

$$
\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{p}}\left[\hat{H}_{P}+\hat{\Sigma}_{P}(z)\right] c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle=E_{\alpha}^{+}+\langle\mathbf{p}| \hat{H}_{f}+\hat{W}_{\alpha}(z)|\mathbf{q}\rangle,
$$

where we decompose the total $N$-particle Hamiltonian $H$ as a sum of three terms:

$$
\hat{H}=\hat{H}_{f}+\hat{H}^{+}+\hat{V}
$$

Here, $\hat{H}_{f}$ is the free-particle Hamiltonian, $\hat{H}^{+}$is the Hamiltonian of ionized system

$$
\hat{H}^{+}\left|\Psi_{\alpha}^{+}\right\rangle=E_{\alpha}^{+}\left|\Psi_{\alpha}^{+}\right\rangle
$$

and $\hat{V}$ is the frequency-independent part of the self-energy. If the optical potential is identified with the self-energy, then we can relate two propagators

$$
G_{\mathbf{p q}, \alpha}^{(\mathrm{p})}\left(\omega+E_{0} \pm i \eta\right)=\mathcal{G}_{\mathbf{p q}, \alpha}^{( \pm)}\left(\omega+\varepsilon_{\alpha}\right)
$$

where we introduced the Green's functions $\mathcal{G}_{\mathbf{p q}}^{( \pm)}(\omega)=$ $\mathcal{G}_{\mathbf{p q}}^{( \pm)}(\omega \pm i \eta)$ and $\varepsilon_{\alpha}=E_{0}-E_{\alpha}^{+}$. From the formal scattering
theory (see Sec. 20 of Joachain [47]) and independent of the concrete choice of the representation, we can express them in terms of the Møller operator and the free-particle Green's function

$$
\begin{equation*}
\mathcal{G}^{ \pm}(\omega)=\hat{\Omega}^{( \pm)} \mathcal{G}_{0}^{( \pm)}(\omega) \tag{B1}
\end{equation*}
$$

Two-particle case. For DPE, the two-particle Green's function over the excited state $\Psi_{\beta}^{2+}$ is required:

$$
G_{\mathbf{p q}, \mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(\mathrm{pp})}(z)=\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{p}} c_{\mathbf{q}} \frac{1}{z-\hat{H}_{p}-\hat{\Sigma}_{P}(z)} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{\mathbf{2}}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle,
$$

where the projection operator is defined by Eq. (35). This propagator can be related to the scattering Green's function of the two-particle system in the presence of the optical potential of doubly ionized target

$$
G_{\mathbf{p q}, \mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{(\mathrm{p})}\left(\omega+E_{0} \pm i \eta\right)=\mathcal{G}_{\mathbf{p q}, \mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{( \pm)}\left(\omega+\varepsilon_{\beta}^{(2)}\right)
$$

with $\varepsilon_{\beta}^{(2)}=E_{0}-E_{\beta}^{2+} \cdot \mathcal{G}_{\mathbf{p q}, \mathbf{k}_{1} \mathbf{k}_{2}, \beta}^{( \pm)}$can be likewise expressed in the form (B1).

## APPENDIX C: MATRIX IDENTITIES

The formalism presented here works in finite- as well as in infinite-dimensional Hilbert spaces. For illustration we formulate it in the matrix form. Given $\mathcal{M}$ is square block matrix

$$
\mathcal{M}=\left[\begin{array}{ll}
\mathcal{A} & \mathcal{B}  \tag{C1}\\
\mathcal{C} & \mathcal{D}
\end{array}\right]
$$

where $\mathcal{D}$ is square invertible matrix, the Schur complement [68] (also known in physics as the Feshbach map [57,69,70]) is defined as

$$
\tilde{\mathcal{A}}=\mathcal{A}-\mathcal{B} \mathcal{D}^{-1} \mathcal{C}
$$

We might think of $\mathcal{M}$ as a Hamiltonian operator acting in some larger Hilbert space, whereas $\mathcal{A}$ is the same operator, but acting in a physically relevant subspace. $P$ is the projection operator onto this subspace $(P \mathcal{M} P=\mathcal{A})$ and $Q=I-P$ is its complement $(Q \mathcal{M} Q=\mathcal{D})$. For definiteness we may take $\mathcal{M}$ to be a compact self-adjoint operator on the Hilbert space describing an $N$-fermion system $\mathcal{H}^{(N)}$ and $\mathcal{A}$ its projection upon the Hilbert space of two particles $\mathcal{H}^{(2)}$. Because of the couplings between subspaces (for physical Hamiltonians obviously holds $\mathcal{B}=\mathcal{C}^{\dagger}$ ), $\mathcal{M}$ and $\mathcal{A}$ have different spectral properties. Nonetheless, one can show the following equivalence:

$$
\begin{equation*}
\mathcal{M} V=0 \quad \Longleftrightarrow \tilde{\mathcal{A}} P V=0 \tag{C2}
\end{equation*}
$$

for a vector $V \in \mathcal{H}^{(N)}$. If $\mathcal{M} \equiv H-E I$, the first part implies that $V$ is an eigenvector of $H$ with the energy $E$. The second part implies that $P V$ is a corresponding eigenvector of $\tilde{\mathcal{A}}(E)$ with the same energy:

$$
\begin{equation*}
\left[H_{P}+\Sigma_{P}(E)-E I_{P}\right] P V=0 \tag{C3}
\end{equation*}
$$

Expression for the self-energy (27) is derived for instance in Sec. 20.2.3 of Joachain [47]. A mathematically rigorous proof of the theorem (C2) as well as other properties of the Feshbach-Schur map can be found in Chap. 11 of Gustafson
and Sigal [71]. It is further possible to write the inverse of the matrix $\mathcal{M}$ explicitly: ${ }^{1}$

$$
\mathcal{M}^{-1}=\left[\begin{array}{cc}
\tilde{\mathcal{A}}^{-1} & -\tilde{\mathcal{A}}^{-1} \mathcal{B} \mathcal{D}^{-1}  \tag{C4}\\
-\mathcal{D}^{-1} \mathcal{C} \tilde{\mathcal{A}}^{-1} & \mathcal{D}^{-1}+\mathcal{D}^{-1} \mathcal{C} \tilde{\mathcal{A}}^{-1} \mathcal{B D}^{-1}
\end{array}\right] .
$$

This identity is natural to apply to compute resolvents. For instance, Eq. (26) is given the first line of Eq. (C4). This formula can also be found in Almbladh as Eq. (19) [16].

## APPENDIX D: PROPERTIES OF PROJECTION OPERATORS

Our basic assumptions for operators with continuum indices $c_{\mathbf{p}}\left|\Psi_{\alpha}^{+}\right\rangle=0$ and $c_{\mathbf{p}}\left|\Psi_{\beta}^{2+}\right\rangle=0$ imply that final states of the target are the vacuum states for these operators. Thus, standard Wick's theorem can be used for the calculation of various correlators. It follows

$$
\begin{align*}
c_{\mathbf{p}} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle & =\delta_{\mathbf{p q}}\left|\Psi_{\alpha}^{+}\right\rangle,  \tag{D1}\\
c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}} c_{\mathbf{p}}^{\dagger} c_{\mathbf{q}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle & =\left(\delta_{\mathbf{k}_{1} \mathbf{p}} \delta_{\mathbf{k}_{2} \mathbf{q}}-\delta_{\mathbf{k}_{1} \mathbf{q}} \delta_{\mathbf{k}_{2} \mathbf{p}}\right)\left|\Psi_{\beta}^{2+}\right\rangle . \tag{D2}
\end{align*}
$$

These equations lead to the idempotency relations $P_{\alpha} P_{\alpha}=P_{\alpha}$ and $P_{\beta} P_{\beta}=P_{\beta}$ and to the properties

$$
\begin{align*}
c_{\mathbf{k}}^{\dagger}\left|\Psi_{\alpha}^{+}\right\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}} & =P_{\alpha} c_{\mathbf{k}}^{\dagger} c_{\mathbf{k}} P_{\alpha},  \tag{D3}\\
c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger}\left|\Psi_{\beta}^{2+}\right\rangle\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}} & =P_{\beta} c_{\mathbf{k}_{1}}^{\dagger} c_{\mathbf{k}_{2}}^{\dagger} c_{\mathbf{k}_{2}} c_{\mathbf{k}_{1}} P_{\beta} \tag{D4}
\end{align*}
$$

The matrix element of a one-particle operator $\hat{O}=\hat{O}\left(x_{1}\right)+$ $\hat{O}\left(x_{2}\right)$ over the determinant two-particle states $\left\langle\mathrm{x}_{1} x_{2} \mid a b\right\rangle=$ $\frac{1}{\sqrt{2}}\left[\phi_{a}\left(x_{1}\right) \phi_{b}\left(x_{2}\right)-\phi_{b}\left(x_{1}\right) \phi_{a}\left(x_{2}\right)\right]$ can be verified by direct evaluation:

$$
\begin{align*}
\langle a b| \hat{O}|c d\rangle= & \langle a| \hat{O}|c\rangle \delta_{b d}+\langle b| \hat{O}|d\rangle \delta_{a c} \\
& -\langle a| \hat{O}|d\rangle \delta_{b c}-\langle b| \hat{O}|c\rangle \delta_{a d} \tag{D5}
\end{align*}
$$

If one of the states is a two-hole Dyson orbital, the matrix element is computed similarly:

$$
\begin{align*}
\langle a b| \hat{O}\left|\varphi_{\beta}^{(2)}\right\rangle & =\frac{1}{2} \sum_{c d}\langle a b| \hat{O}|c d\rangle\left\langle\Psi_{\beta}^{2+}\right| c_{c} c_{d}\left|\Psi_{0}\right\rangle \\
& =\sum_{c d}\left(\langle a| \hat{O}|c\rangle \delta_{b d}-\langle b| \hat{O}|c\rangle \delta_{a d}\right)\left\langle\Psi_{\beta}^{2+}\right| c_{c} c_{d}\left|\Psi_{0}\right\rangle \tag{D6}
\end{align*}
$$

Using this result and the vacuum assumption for the initial states, we can compute a matrix element entering the Fermi golden rule formula for SPE,

$$
\begin{align*}
\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}} \hat{\Delta}\left|\Psi_{0}\right\rangle & =\sum_{a b} \Delta_{a b}\left\langle\Psi_{\alpha}^{+}\right| c_{\mathbf{k}} c_{a}^{\dagger} c_{b}\left|\Psi_{0}\right\rangle \\
& \approx \sum_{b}\langle\mathbf{k}| \hat{\Delta}|b\rangle\left\langle\Psi_{\alpha}^{+}\right| c_{b}\left|\Psi_{0}\right\rangle=\langle\mathbf{k}| \hat{\Delta}\left|\phi_{\alpha}\right\rangle, \tag{D7}
\end{align*}
$$

[^31]and DPE,
\[

$$
\begin{align*}
\left\langle\Psi_{\beta}^{2+}\right| c_{\mathbf{k}_{1}} c_{\mathbf{k}_{2}} \hat{\Delta}\left|\Psi_{0}\right\rangle & =\sum_{a b} \Delta_{a b}\left|\Psi_{\beta}^{2+}\right| c_{\mathbf{k}_{1}} c_{\mathbf{k}_{2}} c_{a}^{\dagger} c_{b}\left|\Psi_{0}\right\rangle \approx \sum_{b c}\left[\left\langle\mathbf{k}_{\mathbf{1}}\right| \hat{\Delta}|b\rangle \delta_{\mathbf{k}_{2} c}-\left\langle\mathbf{k}_{\mathbf{2}}\right| \hat{\Delta}|b\rangle \delta_{\mathbf{k}_{1} c}\right]\left|\Psi_{\beta}^{2+}\right| c_{b} c_{c}\left|\Psi_{0}\right\rangle \\
& =\left\langle\mathbf{k}_{\mathbf{1}} \mathbf{k}_{2}\right| \hat{\Delta}\left|\phi_{\beta}^{(2)}\right\rangle . \tag{D8}
\end{align*}
$$
\]

We used an assumption $c_{\mathbf{k}}\left|\Psi_{0}\right\rangle \approx 0$ to derive (D7) and $c_{\mathbf{k}_{1}} c_{\mathbf{k}_{2}}\left|\Psi_{0}\right\rangle \approx 0$ to derive (D8).

## APPENDIX E: SOKHOTSKI-PLEMELJ-TYPE IDENTITIES

The following identities were used to perform frequency integrations leading to Eqs. (73) and (74):

$$
\begin{equation*}
\lim _{\eta \rightarrow 0} \lim _{\delta \rightarrow 0} 2 \eta \frac{1}{\omega_{1}-z_{1}-i \eta} \frac{1}{\omega_{2}-z_{2}+i \eta} \frac{1}{z_{3}-\omega_{3}-i \delta} \frac{1}{z_{3}+z_{2}-z_{1}-\omega_{3}+i \delta}=\prod_{i=1}^{3} 2 \pi \delta\left(z_{i}-\omega_{i}\right) \tag{E1}
\end{equation*}
$$

for $\omega_{1}=\omega_{2}$, and

$$
\begin{align*}
& \lim _{\eta \rightarrow 0} \lim _{\delta \rightarrow 0} 2 \eta \frac{1}{\omega_{1}-z_{1}-i \eta} \frac{1}{\omega_{2}-z_{2}+i \eta} \frac{1}{z_{3}-z_{2}+\omega_{2}-\omega_{3}-i \delta} \frac{1}{z_{4}-z_{1}+\omega_{1}-\omega_{4}+i \delta} \frac{1}{\omega_{4}+\omega_{5}-z_{4}-z_{5}+i \delta} \\
& \quad \times \frac{1}{\omega_{3}+\omega_{5}-z_{3}-z_{5}-i \delta}=\prod_{i=1}^{5} 2 \pi \delta\left(z_{i}-\omega_{i}\right) \tag{E2}
\end{align*}
$$

for $\omega_{1}=\omega_{2}, \omega_{3}=\omega_{4}$. The first equation appears in [16]. To the best of our knowledge the second equation has not been addressed in the literature. These identities can be verified by the Fourier transformation with respect to $z_{i}$ variables.
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### 5.3 E4: Disentangling multipole contributions to collective excitations in fullerenes

Within the jellium picture, the SCA (see subsec. 2.6.3) can already give a hint on how the density fluctuations coalesce into collective modes. The SCA captures some of the essential physics and predicts - for somewhat realistic parameters - a strong plasmonic resonance as observed in experiments [213]. Further refinements incorporate the density oscillations on the outer and inner surface of the spherical shell, allowing a classification of the plasmons by distinguishing with respect to symmetric or anti-symmetric surface plasmons and the corresponding angular momentum $\ell$. The anti-symmetric mode with $\ell=0$ represents a bulk plasmon. Despite providing a good fitting model for experiments [201], the predictive power of the SCA is limited. Moreover, important physical ingredients are missing:
(i) The radial profile of the density oscillations has to be guessed and is not the result of the calculation. In particular, restricting the density fluctuations effectively treats the fullerene as an ideal metal. The deviation of the density from this picture (called spill-out density) results in additional degrees of freedom and thus plays an important role.
(ii) The SCA excludes $p-h$ excitations by construction. When approaching the nano regime, however, plasmons and $p-h$ channels coalesce, giving rise to a significant coupling and thus broad plasmon peaks. This width entails atomistic details such as the band width of the SP states and their location in the energymomentum plane.

All the deficiency of the SCA can, in principle, be overcome by a full-quantum calculation of the DD response function. Among the available options (see subsec. 2.6.3), we have chosen the real-time formulation via TDDFT: using suitable driving fields $\delta \varphi(\mathbf{r}, t)=\delta(t) \delta \varphi(\mathbf{r})$ and solving the time-dependent KS equations (2.46), the Fourier-transformed density provides a direct link to the DD response function according to eq. (2.91). In particular, by choosing the perturbation potentials to have a specific multipolarity, we obtain an efficient scheme to compute the spherically-averaged dynamical structure factor $S(q, \omega$ ) (see subsec. 3.3.2) via the FDT (2.84). Generally, the time-propagation method offers a number of advantages in our scenario as compared to other methods. Most importantly, the collective excitations have a energy larger than the IP, such that ionization occurs upon plasmon decay. Such effects are efficiently incorporated by propagating the KS equations in real space and adding absorbing boundary conditions ${ }^{7}$.

Even though the structure factor obtained from TDDFT might be quite precise, all the different excitations are mixed and hard to disentangle. Intuitively, one would still expect the DD response to be reminiscent of the semi-classical picture to some degree. But how to bridge TDDFT and the semi-classical physics? The classification according to multipolarity, on the one hand, is achieved by projection both the driving potentials and the time-dependent density onto spherical harmonics. The remaining question is how to discern various excitation channels in the $(q, \omega)$ plane. Within the SCA, this dependence is given by a set of plasmon frequencies $\omega_{\ell, \nu}$ ( $\nu$ classifies the radial oscillation profile in symmetric/anti-symmetric) and $q$-dependence directly related to the spatial oscillation profile of the density. In order to converge to a similar picture from the TDDFT side, we employ a useful mathematical tool which is typically used for face-recognition algorithms [214]- the non-negative matrix factorization (NMF). In general, it decomposes a non-negative matrix into $M_{i j} \approx \sum_{k=1}^{r} W_{i k} H_{k j}$ with small rank $r$ and is thus well suited to find the few special features the matrix is composed of ${ }^{8}$. The idea of our work [E4] is the following: initializing the NMF algorithm with the SCA, we are able to decompose the rich TDDFT results into specific collective modes. This provides a practical scheme to bridge the gap between the accuracy from TDDFT and a simple physical interpretation as provided by semi-classical models. With the help of a subsequent fitting procedure we obtain a simple model for the DD response function which agrees, by construction, very well with the TDDFT results and is free of any parameter. Both the full TDDFT calculation and our model are tested against recent experimental data for EELS and show excellent agreement.
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Plasmonics, a highly active field at the intersection of nanophotonics, material science, and nanophysics [1], has a long history dating back to the original work of Gustav Mie on light scattering from spherical colloid particles [2,3]. For extended systems the plasmon response occurs at a frequency set by the carrier density while in a finite system topology and finite-size quantum effects play a key role. E.g., for a nanoshell [4-6] in addition to the volume mode, two coupled ultraviolet surface plasmons arise having significant contributions from higher multipoles, as demonstrated below. Such excitations can be accessed by optical means as well as by electron energy-loss spectroscopy (EELS) [7,8]. Particle-hole (p-h) excitations and collective modes may "live" in overlapping momentum-energy domains and couple in a size-dependent way that cannot be understood classically [9-11]. Giant plasmon resonances were measured in buckminsterfullerene $\mathrm{C}_{60}$ [12-17] and explained, e.g., by assuming $\mathrm{C}_{60}$ to have a constant density of electrons confined to a shell with inner $\left(R_{1}\right)$ and outer ( $R_{2}$ ) radii (the spherical shell model) [18-20]. Refinements in terms of a semiclassical approximation (SCA) incorporate the quantum-mechanical density extending out of the shell $R_{1}<r<R_{2}$ (so-called spill-out density [21]). Time-dependent density-functional theory (TDDFT) [21-23] was also employed in a number of calculations [24-26]; however, most of them use the jellium model, i.e., the ionic structure is smeared out to a uniform positive background.

We present here, an atomistic full-fledged TDDFT calculations for EELS from $\mathrm{C}_{60}$ at finite momentum transfer. We demonstrate the necessity of the full $a b$ initio approach by unraveling the nature of the various contributing plasmonic modes and their multipolar character. This is achieved by analyzing and categorizing the $a b$ initio results by means of the non-negative matrix factorization method [27]. The results are in line with recent experimental findings [28]. The analysis also allows for constructing an accurate analytical model response function.

In first Born approximation for the triply differential cross section (TDCS) for detecting an electron with momentum $\mathbf{p}_{f}$,

[^33]i.e., measuring its solid scattering angle $d \Omega$ and energy $\epsilon_{\mathbf{p}_{f}}$ is
\[

$$
\begin{equation*}
\frac{d^{3} \sigma}{d \omega d \Omega}=\frac{4 \gamma^{2}}{q^{4}} \frac{p_{f}}{p_{i}} S(\mathbf{q}, \omega) \tag{1}
\end{equation*}
$$

\]

Here, $\mathbf{p}_{i}$ is the incidence momentum corresponding to an energy $\epsilon_{\mathbf{p}_{i}}, \gamma$ is the Lorentz factor, $\mathbf{q}=\mathbf{p}_{f}-\mathbf{p}_{i}$ is the momentum transfer, and $\omega=\epsilon_{\mathbf{p}_{f}}-\epsilon_{\mathbf{p}_{i}}$ (atomic units are used throughout). $S(\mathbf{q}, \omega)$ is the dynamical structure factor akin solely to the target [29]. The fluctuation-dissipation [29] theorem links $S(\mathbf{q}, \omega)$ with the nonlocal, retarded densitydensity linear response function $\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; t-t^{\prime}\right)$ [29-31] via $S(\mathbf{q}, \omega)=-(1 / \pi) \operatorname{Im}\left[\chi^{\mathrm{R}}(\mathbf{q},-\mathbf{q} ; \omega)\right]$ for $\omega>0$. On the other hand, $\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; t-t^{\prime}\right)$ describes the change in the system density $\delta n(\mathbf{r}, t)$ upon a small perturbing potential $\delta \varphi(\mathbf{r}, t)$, i.e.,

$$
\begin{equation*}
\delta n(\mathbf{r}, t)=\int_{-\infty}^{\infty} d t^{\prime} \int d \mathbf{r}^{\prime} \chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; t-t^{\prime}\right) \delta \varphi\left(\mathbf{r}^{\prime}, t^{\prime}\right) \tag{2}
\end{equation*}
$$

The response function is determined by evaluating the density variation with tunable perturbations, as accomplished via TDDFT which delivers $\delta n(\mathbf{r}, t)$ upon solving the timedependent Kohn-Sham (KS) equations [32].

Along this line, we utilized the OcTOPuS package [33,34], and propagated the KS equations. Kohn-Sham states are represented on a uniform real space grid [35] ( $0.2 \AA$ grid spacing) confined to a sphere with $10 \AA$ radius. For the ground state we checked the performance of different typical functionals and found that the local-density approximation (LDA) improved by self-interaction correction (SIC) yields fairly good results. The highest occupied molecular orbital (HOMO) $(-9.2 \mathrm{eV})$ is located slightly too low with respect to the experimental value $(-7.6 \mathrm{eV})$ [15]. The bandwidth (which is typically underestimated in DFT) within the LDA+SIC scheme is the largest for the tested functionals [36]. LDA-type Troullier-Martins pseudopotentials are used to incorporate the influence of the two core electrons per C atom, such that only the 240 valence electrons are accounted for. Gaussian smearing has been employed to deal with the degeneracy of the HOMO. In gas phase the molecules are randomly oriented. Hence, we have to evaluate the spherically averaged structure factor $S(q, \omega)$. Technically, this can be accomplished by choosing the perturbation $\delta \varphi(\mathbf{r}, t)=I_{0} \delta(t) j_{\ell}(q r) Y_{\ell m}^{*}\left(\Omega_{\mathbf{r}}\right)$ [37] where $j_{\ell}$ is
the spherical Bessel function and $Y_{\ell m}$ is the spherical harmonic. The perturbation strength lies with $I_{0}=0.01$ a.u. well within the regime of linear response. The perturbed states are then propagated by the approximated enforced time-reversal symmetry (AETRS) propagator [38] up to $T=20 \hbar / \mathrm{eV}$ with a time step of $\Delta t=2 \times 10^{-3} \hbar / \mathrm{eV}$, covering the range from 0.31 to 3142 eV in frequency space. The large simulation box ensured the adequate representation of excited states. A mask was applied to the Kohn-Sham states at each time step in order to smoothly absorb contributions above the ionization threshold. From the density variation $\delta n(\mathbf{r}, t)=n(\mathbf{r}, t)-n(\mathbf{r}, t=0)$, $\delta n_{\ell m}(q, t)=\int d \mathbf{r} \delta n(\mathbf{r}, t) j_{\ell}(q r) Y_{\ell m}\left(\Omega_{\mathbf{r}}\right)$ is then computed in each time step and Fourier transformed to $\delta n_{\ell m}(q, \omega)$ allowing one to determine $S(q, \omega)$ as

$$
\begin{equation*}
S(q, \omega)=-\frac{4}{I_{0}} \sum_{\ell=0}^{\ell_{\max }} \sum_{m=-\ell}^{\ell} \operatorname{Im}\left[\delta n_{\ell m}(q, \omega)\right] \tag{3}
\end{equation*}
$$

The $m$ dependence is subsidiary. To a good approximation henceforth $m=0$. It is sufficient to consider $\left|\operatorname{Im}\left[\delta n_{\ell}(q, \omega)\right]\right| \equiv$ $-\operatorname{Im}\left[\delta n_{\ell, m=0}(q, \omega)\right]$, which stands for the $\ell$-resolved dynamical structure factor depicted in Fig. 1. For $q \rightarrow 0$ (in the optical limit) the dipolar term is clearly dominant over higher multipoles.

According to the shell model [20] the $\mathrm{C}_{60}$ molecule possesses a volume plasmon mode $(\ell=0$ and radial density oscillation with one node), a symmetric surface mode $(\ell \geqslant 1$ and no radial oscillation), and an antisymmetric surface mode $(\ell \geqslant 1$ and one radial node). We denote these modes by V, S1 and S2, respectively. The plasmon energies are derived as $\omega_{\mathrm{V}}=\sqrt{3 / r_{s}^{3}}, \quad \omega_{\mathrm{S}(1,2), \ell}^{2}=\frac{\omega_{\mathrm{V}}^{2}}{2}[1 \mp$ $\frac{1}{2 \ell+1} \sqrt{1+4 \ell(\ell+1)\left(R_{1} / R_{2}\right)^{(2 \ell+1)}}$. Inspecting the $\ell=1$

(b)
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FIG. 1. (Color online) The $\ell$-resolved constituents of the dynamical structure factor of $\mathrm{C}_{60},\left|\operatorname{Im}\left[\delta n_{\ell}(q, \omega)\right]\right|$ for (a) $\ell=0$, (b) $\ell=1$, (c) $\ell=2$, (d) $\ell=3$, and (e) $\ell=4$. The $\mathrm{C}_{60}$ molecule was treated in standard truncated icosahedric geometry with bond lengths $r_{\mathrm{C}-\mathrm{C}}=1.445 \AA$ and $r_{\mathrm{C}=\mathrm{C}}=1.390 \AA$.
panel the two surface modes may be identified around $q \sim 0.3 \AA^{-1}, \omega \sim 20 \mathrm{eV}$ and $q \sim 1 \AA^{-1}, \omega \sim 40 \mathrm{eV}$.

As evident from Fig. 1, for higher $q$ plasmonic modes ( $\mathrm{S} 1, \mathrm{~S} 2, \mathrm{~V}$ ) seem to merge and attain various multipole contributions. This is a manifestation of electronic transitions between the single-particle states with different angular momentum [39-41]. Thus, the question arises of how to disentangle these modes and to unravel their multipolar nature.

A suitable mathematical tool to tackle this task is the non-negative matrix factorization (NMF), which is extensively used, e.g., for face recognition algorithms [27]. Applied to our problem, the NMF delivers two functions $F_{i}(\omega) \geqslant 0$ and $G_{i}(q) \geqslant 0$ that enter the density response as $\left|\operatorname{Im}\left[\delta n_{\ell}(q, \omega)\right]\right|=$ $\sum_{i} F_{i}(\omega) G_{i}(q)$ (see Appendix A). This structure follows, namely, from the Lehmann representation of $\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)$ as

$$
\begin{align*}
\chi^{\mathrm{R}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right) & =\sum_{\alpha} \xi_{\alpha}(\omega) \rho_{\alpha}(\mathbf{r}) \rho_{\alpha}\left(\mathbf{r}^{\prime}\right) \\
\xi_{\alpha}(\omega) & =\frac{2 E_{\alpha}}{\left(\omega+i \Gamma_{\alpha}\right)^{2}-E_{\alpha}^{2}} \tag{4}
\end{align*}
$$

where $\rho_{\alpha}$ is the real fluctuation density corresponding to a transition from the ground to an excited many-body state labeled by $\alpha$ (with excitation energy $E_{\alpha}$ ), and $\Gamma_{\alpha}$ is the linewidth. Assuming spherical symmetry, excitations have an$\operatorname{gular}(\ell)$ and radial $(\nu)$ components. Expanding $\rho_{\alpha}(\mathbf{r}) \rho_{\alpha}\left(\mathbf{r}^{\prime}\right)=$ $\sum_{\ell m} R_{v, \ell}(r) R_{v, \ell}\left(r^{\prime}\right) Y_{\ell m}\left(\Omega_{\mathbf{r}}\right) Y_{\ell m}^{*}\left(\Omega_{\mathbf{r}^{\prime}}\right)$, Eq. (4) implies for the structure factor

$$
\begin{aligned}
& S(q, \omega)=\sum_{\nu \ell}(2 \ell+1) F_{v, \ell}(\omega) G_{v, \ell}(q) \\
& F_{v, \ell}(\omega)=-\operatorname{Im}\left[\xi_{v, \ell}(\omega)\right] \\
& G_{v, \ell}(q)=\left(\int_{0}^{\infty} d r r^{2} R_{v, \ell}(r) j_{\ell}(q r)\right)^{2}
\end{aligned}
$$

In full generality the sum (4) contains an infinite number of terms corresponding to the infinite number of excited states. For homogeneous electron gas plasmons are strongly damped when their momentum enters the p-h continuum, where the noninteracting structure factor $S^{(0)}(q, \omega)>0$. For electrons confined to a spherical shell the momentum can be represented by a magnitude $q$ and an angular momentum $\ell$. To mark the effective region $q_{\max }$ and $\ell_{\max }$ in which plasmon modes exist, we estimate the transverse momentum as $2 \ell \pi / R$ (with radius $R$ ) and compare it to the critical momentum $q_{\text {crit }}=$ $0.559 k_{\mathrm{F}}$ [42] [the Fermi momentum is $k_{\mathrm{F}}=(9 \pi / 4)^{1 / 4} r_{s}^{-1}$ ]. We find so a critical $\ell \sim 3$. Thus, any collective excitation beyond $\ell_{\max }=4$ will be suppressed. For a complementary picture, we analyzed $S^{(0)}(q, \omega)$ in SCA [43], for which the electron density enters as a central ingredient [we take the spherically averaged DFT density $\left.n_{0}(r)\right]$ [44]. This allows one to estimate for which $q$ the p-h pairs dominate the spectrum for each $\ell$ separately. For $\ell_{\max }=4$ we find the p-h domain at $q \gtrsim 1.2 \AA^{-1}$. Note that due to geometrical confinement plasmons and p-h excitations intersect each other and couple so significantly.

Now we separate the response into $v=\mathrm{S} 1$ (Fig. 2) and $v=\mathrm{S} 2$ (Fig. 3) for $\ell \geqslant 1$, while the mode $v=\mathrm{V}$ can be found from $\ell=0$ density component (Fig. 4). The onset of p -h excitations is also present in the spectra. The plasmon frequencies $\omega_{\nu, \ell}$ are identified from the maximum of


FIG. 2. (Color online) (a) Frequency-dependent part of the S1 modes obtained from the NMF (shaded curves) with fits (dashed lines). For plasmon features we concentrate on the region $\omega>18 \mathrm{eV}$. (b) $q$-dependent part of the S 1 modes from the NMF (solid lines) along with fits using the model fluctuation density (symbols). (c) Model fluctuation density $\rho_{\mathrm{S} 1, \ell}$ in a plane cut through the center of the molecule for $\ell$ ranging from 1 (top) to 4 (bottom).
the $\omega$-dependence spectra as obtained by the NMF in the form $F_{\nu, \ell}^{\text {fit }}(\omega)=-\operatorname{Im}\left\{2 \omega_{\nu, \ell} /\left[\left(\omega+i \Gamma_{\nu, \ell}\right)^{2}-\omega_{\nu, \ell}^{2}\right]\right\}$. Inspecting Fig. 2(a), we find the dipole plasmon at $\omega_{\mathrm{S} 1,1} \simeq 21.59 \mathrm{eV}$; this is a well established value. Increasing $\ell$ shifts the peak to larger energies (in line with the shell model); the sharp peak around 7.5 eV , which is known to consist of a series of p-h excitations [11], gains spectral weight until it dominates for $\ell=4$. An abundance of large angular momentum states around the HOMO-LUMO gap [41] increases the number of channels for high-multipole electronic transitions and is responsible for the peak's enhancement. The plasmon frequency $\omega_{\mathrm{S} 1,4}=$ 25.64 eV , on the other hand, is smaller than $\omega_{\mathrm{S} 1,3}=26.03 \mathrm{eV}$. This demonstrates the limitations of the SCA.

The radial profile of the density oscillations $R_{v, \ell}(r)$ can be inferred from $G_{\nu, \ell}(q)$ in that we assume $R_{\mathrm{S} 1, \ell}^{\mathrm{fit}}(r)=A_{\ell} r \exp \left[-\left(r-r_{\ell}\right)^{2} / 2 \sigma_{\ell}^{2}\right]$ and extract the parameters $\left(A_{\ell}, r_{\ell}, \sigma_{\ell}\right)$ for which the norm $\| G_{\mathrm{S} 1, \ell}(q)-$ $\left[\int_{0}^{\infty} d r r^{2} R_{\mathrm{S} 1, \ell}^{\mathrm{fit}}(r) j_{\ell}(q r)\right]^{2} \|$ is minimized. The effective fluctuation densities are then given by $\rho_{\mathrm{S} 1, \ell}(\mathbf{r})=R_{\mathrm{S} 1, \ell}(r) Y_{\ell 0}\left(\Omega_{\mathrm{r}}\right)$ [cf. Fig. 2(c)].

An analogous procedure for S 2 modes (Fig. 3) reveals a decrease of the plasmon energies in qualitative agreement with Ref. [14]. However, the dispersion is less pronounced than in the shell model. To characterize the fluctuation densities, we use an ansatz containing a node $R_{\mathrm{S} 2, \ell}^{\mathrm{fit}}(r)=A_{\ell} r(1-$ $\left.r / r_{\ell}^{(0)}\right) \exp \left[-\left(r-r_{\ell}\right)^{2} / 2 \sigma_{\ell}^{2}\right]$ and determine the parameters as to match $G_{\mathrm{S} 2, \ell}(q)$ [Fig. 3(b)]. The spatial structure of the plasmon oscillation is shown in Fig. 3(c).

A common and physically intuitive feature of the S1 and S 2 modes is that the spatial extent of the fluctuation density


FIG. 3. (Color online) (a) Frequency-dependent part of the S2 modes from the NMF (shaded curves) and corresponding fits (dashed lines). For the latter, no constraint has been imposed on the frequency range. (b) $q$-dependent part of the S 2 modes from the NMF (solid lines) and fits (symbols). (c) Model fluctuation density $\rho_{\mathrm{S} 2, \ell}$ as in Fig. 2.
is growing with $\ell$. This is a consequence of the increasing centrifugal force, "pushing" the oscillation away from the center.

Applying the NMF with two components to $\left|\operatorname{Im}\left[\delta n_{0}(q, \omega)\right]\right|$ shows (Fig. 4) that in addition to the expected volume plasmon (labeled by V1) around $\omega_{\mathrm{V} 1}=42.69 \mathrm{eV}$ (which agrees well with density parameter $r_{s} \sim 1$ ), a second resonance peaked around $\omega_{\mathrm{V} 2}=24.17 \mathrm{eV}$ appears. To clarify its origin


FIG. 4. (Color online) (a) Frequency-dependent part of the V1 (blue shaded curve) and V2 (purple shaded curve) mode from the NMF along with corresponding fits (dashed lines). Fitting has been carried out in the complete frequency range. (b) $q$-dependent part of the V1 and V2 modes from the NMF (solid lines) and fits (symbols). (c) Model fluctuation densities in the same plane as in Fig. 2.


FIG. 5. (Color online) TDCS for EELS of $\mathrm{C}_{60}$ at scattering angles $\theta=3^{\circ}$ (a), $\theta=4^{\circ}$ (b), and $\theta=5^{\circ}$ (c). The energy loss $\omega$ is with respect to initial beam energy of $\epsilon_{0}=1050 \mathrm{eV}$. Colored curves represent TDDFT calculations resolved in the contribution from S 1 , $\mathrm{S} 1+\mathrm{S} 2$, and $\mathrm{S} 1+\mathrm{S} 2+\mathrm{V}$. The thick curve shows experimental data [28]. (d)-(f) Comparison of full TDDFT and model cross sections.
we computed the response function from its noninteracting counterpart in the random-phase approximation and invoking the SCA (see Appendix B). After obtaining $\left|\operatorname{Im}\left[\delta n_{0}(q, \omega)\right]\right|$ we applied the NMF, as well. This procedure yields very similar spectra including the occurrence of V2. This feature is, however, very sensitive to the details of the density distribution; it vanishes for a discontinuous steplike profile. Thus, it is the oscillations of the spill-out density taking place on the surface of the molecule that form V2. This is a pure quantum effect.

With the dynamical structure factor being fully characterized, we proceed by computing the TDCS [Eq. (1)]. Figure 5 compares calculated and measured [28] EELS spectra as a function of the electron scattering angle $\theta$ which fixes the momentum transfer. The magnitudes of the measured spectra shown in Fig. 5 are determined up to an overfall factor fixed in Fig. 5(a). Thus, the theory-experiment comparison in Figs. 5(b) and 5(c) is on the absolute scale. The classification of the plasmon modes accomplished by the NMF analysis allows for plotting mode-resolved TDCS curves. As Figs. 5(a)-5(c) demonstrate, the S1 plasmons play the dominant role for small $\theta$ (which corresponds to the optical limit of small $q$ ), while the S 2 modes becomes increasingly significant for larger $\theta$ (i.e., larger $q$ ). The larger energy of the S 2 with respect to the S 1 plasmons leads to the formation of a shoulder (clearly visible for $\theta=4^{\circ}$ ) and, thus, to the apparent shift of the maximum of the experimental EELS spectrum with growing $\theta$. A similar effect is also observed for the S1 modes due to their dispersion with respect to $\ell$.

Furthermore, the extracted $\omega$-dependencies and the model fluctuation densities can be used to construct an approximate structure factor $S^{\text {model }}(q, \omega)=\sum_{\nu \ell}(2 \ell+1) F_{v, \ell}^{\mathrm{fit}}(\omega) G_{v, \ell}^{\mathrm{fit}}(q)$ that reproduces the TDDFT results around the plasmon
resonances in a precise way by construction. Corresponding TDCSs are compared in Figs. 5(d)-5(f).

An important feature of the structure factor is the $f$-sum rule $\int_{0}^{\infty} d \omega \omega S(q, \omega)=N q^{2} / 2$ (number of electrons $N$ ). Inspecting the (plasmon-dominated) $S^{\text {model }}(q, \omega)$ shows the discrepancy for larger $q$; a critical value is reached when $\int_{0}^{\infty} d \omega \omega S^{\text {model }}(q, \omega)$ decreases again after quadratic growth. We find $q_{\text {crit }} \sim 1.2 \AA^{-1}$, which is consistent with the estimation above. Hence, p-h excitations become more important for $q>q_{\text {crit }}$ and gradually diminish the plasmon contribution. In this context, we note that Eq. (1) is most reliable around the plasmon resonance (similar findings were reported for crystalline $\mathrm{C}_{60}$ [45]) at which screening is more effective and hence the use of a plane wave for the continuum electron, as done here, is justified. Account of post collision interactions might remove some the remaining discrepancies between theory and experiments.

In summary, we presented accurate TDDFT calculations for the dynamical structure factor and EELS spectra for a $\mathrm{C}_{60}$ molecule underlining the role of higher multipole contributions. Using NMF decomposition allowed us to trace the evolution in $q$ and $\omega$ of the symmetric and antisymmetric surface and volume plasmons. In addition, we characterized and modeled the fluctuation densities (i.e., the ingredients of the response function) and unveiled their multipolar character. These ingredients may, in principle, be accessed selectively by using electron beams carrying a definite angular momentum (electron vortex beams [46,47]). By measuring the angular momentum of the scattered beam the angular momentum transfer $\Delta \ell$ becomes a control variable which the EELS spectra depend on. Particularly, provided the beam axis coincides with the symmetry axis of spherical system, the plasmonic response upon scattering of such twisted electrons contains multipole contributions for $\ell \geqslant|\Delta \ell|$ only [48]. Hence, specific multipoles can be excluded or included by varying $\Delta \ell$.

Furthermore, we discussed the limitation of spherical-shell models in describing the quenching of the volume plasmon and identified the electronic density distribution as a key factor determining its energy. We obtained excellent agreement with experimental results and explained how the different plasmon modes contribute to the spectra.

This work is supported by the German Research Foundation (DFG) Collaborative Research Centre SFB 762 Functionality of Oxide Interfaces and Grant Number PA 1698/1-1. We thank Paolo Bolognesi and Lorenzo Avaldi for fruitful discussions and for providing experimental data.

## APPENDIX A: NON-NEGATIVE MATRIX FACTORIZATION

As dictated by the fluctuation-dissipation theorem, the imaginary part of $\delta n_{\ell}(q, \omega)$ for $\omega>0$ is purely negative. Thus, the NMF can be applied to $\left|\operatorname{Im}\left[\delta n_{\ell}(q, \omega)\right]\right|=-\operatorname{Im}\left[\delta n_{\ell}(q, \omega)\right]$ to split

$$
\begin{equation*}
\left|\operatorname{Im}\left[\delta n_{\ell}(q, \omega)\right]\right|=\sum_{v=1}^{N} F_{v, \ell}(\omega) G_{v, \ell}(q) \tag{A1}
\end{equation*}
$$

Without imposing any restriction on the number of components $(N$ ) the expansion (A1) is exact and can be paralleled with the
singular value decomposition of a general (complex or real) matrix $\mathbf{M}: \mathbf{M}=\mathbf{U} \Sigma \mathbf{V}^{*}$. The difference is in the additional requirements of positivity on the vectors forming $\mathbf{U}$ and $\mathbf{V}$. The transition from continuous variables as in Eq. (A1) to the matrix form is provided by discretizing the $\omega$ and the $q$ points after smooth interpolation.

We select $N=2$ as we expect two dominant surface plasmon modes (S1 and S2). This choice is confirmed by computing the residue norm with respect to the full function $\left|\operatorname{Im}\left[\delta n_{\ell}(q, \omega)\right]\right|$.

The problem of non-negative matrix factorization can be formulated as a nonconvex minimization problem for the residue norm $r=\|\mathbf{A}-\mathbf{W H}\| \|^{2}$. Thus, the solution is not unique and may lead to local minima. Depending on the norm used different algorithms can be formulated. A commonly used method is the multiplicative update of Lee and Seung [27]:

$$
\begin{align*}
\mathbf{W}_{i a} & \leftarrow \mathbf{W}_{i a} \frac{\left(\mathbf{A H}^{T}\right)_{i a}}{\left(\mathbf{W H} \mathbf{H}^{T}\right)_{i a}},  \tag{A2a}\\
\mathbf{H}_{a j} & \leftarrow \mathbf{H}_{a j} \frac{\left(\mathbf{W}^{T} \mathbf{A}\right)_{a j}}{\left(\mathbf{W}^{T} \mathbf{W H}\right)_{a j}}, \tag{A2b}
\end{align*}
$$

where $i$ indexes the energy points and $j$ numbers the time points. The method starts with some suitable guess for matrices $\mathbf{W}$ and $\mathbf{H}$. Additionally, the vectors forming $\mathbf{W}$ are normalized each step:

$$
\mathbf{W}_{i a} \leftarrow \frac{\mathbf{W}_{i a}}{\left\|\mathbf{W}_{a}\right\|}
$$

Upon these prescriptions (A2) the Euclidean distance $r$ monotonously decreases until the stationary point (local minimum) has been reached. We initialized the vector $\mathbf{W}_{1}$ $\left(\mathbf{W}_{2}\right)$ with cuts of $\left|\operatorname{Im}\left[\delta n_{\ell m}(q, \omega)\right]\right|$ along $q$ direction at $\omega=20 \mathrm{eV}(\omega=40 \mathrm{eV})$, while $\mathbf{H}_{1}\left(\mathbf{H}_{2}\right)$ is constructed by cuts at $q=0.5 \AA^{-1}\left(q=1.0 \AA^{-1}\right)$. We found that typically 1000 iterations yield well converged results.

The functions $F_{v, \ell}(\omega)$ and $G_{\nu, \ell}(q)$ are then obtained from interpolating the data from $\mathbf{H}_{v}$ and $\mathbf{W}_{v}$, respectively. We normalize the frequency spectra such that fitting by $F_{v, \ell}^{\mathrm{fit}}(\omega)=$ $-\operatorname{Im}\left\{2 \omega_{\nu, \ell} /\left[\left(\omega+i \Gamma_{\nu, \ell}\right)^{2}-\omega_{\nu, \ell}^{2}\right]\right\}$ (as explained in the main text) can be performed without any additional prefactor.
$G_{v, \ell}(q)$ is normalized accordingly. This normalization procedure is consistent with the Lehmann representation.

## APPENDIX B: SEMICLASSICAL CALCULATIONS

In order to eludicate the behavior of the volume plasmons, semiclassical calculations provide some insight. The starting point is the Dyson equation for the density-density response function in random-phase approximation:

$$
\begin{align*}
\chi\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)= & \chi^{(0)}\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)+\int d \mathbf{r}_{1} \int d \mathbf{r}_{2} \chi^{(0)}\left(\mathbf{r}, \mathbf{r}_{1} ; z\right) \\
& \times v\left(\mathbf{r}_{1}-\mathbf{r}_{2}\right) \chi\left(\mathbf{r}_{2}, \mathbf{r}^{\prime} ; z\right) \tag{B1}
\end{align*}
$$

We drop the superscript R and consider general complex argument $z$ here. In SCA, the noninteracting reference response function $\chi^{(0)}\left(\mathbf{r}, \mathbf{r}^{\prime} ; z\right)$ can be expressed in terms of ground-state density $n_{0}(\mathbf{r})$ [ $=n_{0}(r)$ as we assume spherical symmetry here] only. The subsequent derivations and the solution scheme for Eq. (B1) are detailed in the Supplemental Material [49]. The amount of spill-out density can be adjusted by varying the smearing parameter $\Delta r$ in the model density

$$
\begin{align*}
n_{0}(r) & =N_{0}\left[\theta_{\Delta r}\left(r-R_{1}\right)-\theta_{\Delta r}\left(r-R_{2}\right)\right], \\
\theta_{\Delta r}(r) & =\frac{1}{1+\exp [-r / \Delta r]}, \tag{B2}
\end{align*}
$$

where $R_{1}=R_{0}-\Delta R / 2, R_{2}=R_{0}+\Delta R / 2$ are the inner and outer radii ( $R_{0}=6.5$ a.u.), while the normalization $N_{0}$ ensures the correct total valence charge. $\Delta R$ is fixed to keep the mean density constant. The scenario $\Delta r \rightarrow 0$ corresponds to a boxlike density profile with sharp boundaries, while $\Delta r=0.5$ a.u. is a good approximation to the spherically averaged DFT density. Once Eq. (B1) is solved for certain $\Delta r$, the $(\ell=0)$ contribution to the structure factor, $\operatorname{Im}\left[\delta n_{0}(q, z=\omega+i \Gamma)\right](\Gamma=0.1$ a.u. is a broadening parameter) can be computed. Applying the NMF technique allows again for separating the V1 and V2 modes. We find the position of V1 similar to the TDDFT results, while the behavior of V2 is very sensititve to $\Delta r$. While very pronounced for $\Delta r=0.5$ a.u., the relative strength of the V2 peak vanishes for $\Delta r \rightarrow 0$. More details and graphs of volume plasmon spectra can be found in the Supplemental Material.
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### 5.4 E5: Electron pair escape from fullerene cage via collective modes

As discussed in sec. 5.3 and [E4], the collective excitations dominate the many-body excitation spectrum in the UV regime. Hence, dynamical screening effects play a substantial role for the interaction of a photoelectron emanating from the fullerene and the remaining charge density. The - very probable - case that the photoelectron loses a part of its energy to the screening, i.e., the excitation of plasmons in the parent ion, represents a typical example of an extrinsic loss (compare subsec. 3.1.2). This process is reminiscent of EELS, but with the molecule's own photoexcited electrons. The lifetime of the plasmons, on the other hand, is rather short (the plasmons peaks in [E4] are very broad), due to the strong coupling to $p-h$ excitations. Since the typical plasmon energy is much larger than the ionization energy of the singly-ionized system, the Landau decay into $p-h$ pairs leads to the emission of a second electron (the particle state must be a scattering state).

While for atoms the mechanisms of DPE are well understood [145] in terms of the bare Coulomb interaction, the emission of the second electron via dynamical screening and subsequent plasmon decay represents a genuinely new DPE pathway ${ }^{9}$ with substantial relevance for larger molecules or clusters and, especially, for solid-state systems. Our model calculations imposing the plasmon-mediated DPE mechanism based on a jellium-type model [E3] have already yielded results matching experimental data (see fig. 5.2). However, a full-fledged theoretical description, supported by appropriate experiments, was still missing. This is where our work [E5] comes into play.

How can the plasmon-assisted mechanism be pinpointed by a DPE measurement? The energetics of the mechanism, shown in fig. 5.2(c), provide essential hints. The $\pi$ orbitals (see fig. 5.1(c)) form a narrow peak in the DOS. Hence, the DPE signal will be most pronounced if both electrons originate from the $\pi$ band. Estimating the energy of the plasmons by $\omega_{\text {plasmon }} \simeq 25 \mathrm{eV}$, the energy of the first electrons $E_{1}$ (fixed by the detector) should be around $E_{1} \approx 10 \mathrm{eV}$, such that the energy of the intermediate scattering state $E=E_{1}+\omega_{\text {plasmon }}$ corresponds to emission from the $\pi$ band. For the liberation of the second electron, the finite plasmon energy restricts the plasmon-decay ionization process to emission of the $\pi$ band. These energetic restrictions should be manifest in significant narrowing of the spectrum if scanned over the photon energy (at fixed $E_{1}, E_{2}$ ).

This study is carried out in our joint experimental and theoretical work [E5], where full-fledged $a b$ initio calculations - based on our accurate parameterization of the screened interaction from ref. [E4] are paralleled to coincidence measurements (see subsec. 3.2.2) of the DPE cross-section as function of the photon energy. We explicitly show that by artificially switching off the dynamical screening effects, the spectrum becomes much broader and disagrees with the experimental data. Hence, the plasmon-assisted DPE process is evidenced as the mechanism for ejecting two electrons in the considered setup.


Figure 5.2: Comparison of the DPE cross-section (averaged over the emission angles of the two electrons) as function of the energy of each of the photoelectrons for (a) our calculation, and (b) experimental results by Hillebrecht et al.. Reprinted figure with permission from [216]. Copyright (2005) of the American Physical Society. The photon energy was fixed at 65 eV . (c) Sketch of the plasmon-assisted DPE mechanism in the energy picture.
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Experiment and theory evidence a new pathway for correlated two-electron release from many-body compounds following collective excitation by a single photon. Using nonequilibrium Green's function approach we trace plasmon oscillations as the key ingredient of the effective electron-electron interaction that governs the correlated pair emission in a dynamic many-body environment. Results from a full ab initio implementation for $\mathrm{C}_{60}$ fullerene are in line with experimental observations. The findings endorse the correlated two-electron photoemission as a powerful tool to access electronic correlation in complex systems.

A sample absorbing a single ultraviolet photon may emit a single electron having energy and momentum distributions that reflect the spectral properties of the material ${ }^{1}$. It is also possible, though usually less probable, that two electrons escape. How can one photon "kick out" two electrons? For few-electron atoms, it is established ${ }^{2}$ that the Coulomb repulsion plays a key role. A possible scenario is that the photon is absorbed by one bound electron that approaches the other electron while undergoing multiple scattering from the residual ion or the other electron. Mediated by electron-electron Coulomb interaction, the two electrons exchange momentum while leaving the sample and interacting mutually and with the residual ion, in principle to infinite distances. This physical picture, often referred to as knock-out mechanism, dominates for photon energies close to double ionization threshold, whereas for larger photon energies different processes (e.g. shake-off) become important ${ }^{3}$. When detecting the two electrons in coincidence (called double photoemission (DPE) spectroscopy ${ }^{4-6}$ ), depending on the selected energies and angles, one may zoom into some of these processes, albeit with restrictions imposed by symmetry ${ }^{2,7}$.

The situation changes with a growing number of electrons in the system. The effective electron-electron interaction is not even known a priori as it is determined by the dynamic behavior of its active surrounding, meaning that the $e-e$ interaction builds up during the photoexcitation process. Thereby, dimensionality is a key factor ${ }^{8}$. In fact, for electronic systems strongly confined to one dimension (e.g., a one channel quantum wire) $e-e$ interaction gives rise to a new form of excitations (Luttinger liquid ${ }^{9}$ ) with features distinct from those akin to Fermi liquids, i.e. most three-dimensional systems. As DPE experiments are available for weakly and moderately correlated surfaces and bulk materials (e.g. $\mathrm{Cu}, \mathrm{NiO}$ or $\mathrm{CoO}^{10-12}$ ), it is valuable to consider DPE for nano-sized systems that bridges the extended and atomic cases.

A possible scenario of DPE is that the photon excites one electron which senses its environment for accessible scattering channels (elastic, phononic, magnonic, etc). DPE at a fixed incident photon energy via the selection of the energy sharing and relative angles between the two escaping electrons zooms into those channels, where electron-electron $(e-e)$ interaction is operational. The focus here is on $e-e$ interaction mediated by charge density fluctuations in confined geometry. On the other hand, electronic correlations are at the heart of diverse fundamental phenomena such as superconductivity and plasmon formation which underlines the relevance of the information encoded in the DPE spectra. Theoretically, the treatment of two-particle correlations is a central problem in many-body physics ${ }^{13-16}$.

For the electron gas in particular, focus was put on two aspects affecting the two-particle interaction. 1) Long wave-length density fluctuations which are characterized by the presence of classical excitations (plasmons) and are well captured, for instance by the time-dependent density functional theory (TDDFT) or the random phase approximation ${ }^{17,18}$. 2) Short wave-length effects (exhibited in the on-top pair distribution function ${ }^{19-21}$ ) which are captured by the ladder diagrams $\mathrm{s}^{22,23}$. Exploiting the tunability of synchrotron radiation, DPE (cf. Fig. 1(a)) can be tuned to an energy region where the dynamic and non-local field of collective excitations (plasmons) is the main driving for secondary electron emission whilst short-range effects govern the formation of two-particle scattering states.
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Figure 1. (a) DPE Setup: upon absorbing one photon with energy $\hbar \omega$, two correlated electrons are emitted nonsequentially from the $\mathrm{C}_{60}$ molecule and detected in coincidence. Charge-density fluctuations play the key role for the correlation hereby. (b) For equal energies of the emitted electrons $\epsilon_{1}=\epsilon_{2}=10.7 \mathrm{eV}$, the normalized coincidence yield versus $\mathrm{C}_{60}$ binding energy (red squares with error bars) is compared to the Auger spectrum with $\hbar \omega=340 \mathrm{eV}$ (black dots). The latter is compared to our calculations of the joint density of states (JDOS) (shaded blue line).

A standard single photoemission (SPE) theory usually relies on the hole spectral density, which accommodates so-called intrinsic energy losses, and the optical matrix elements. Plasmon-mediated processes are typical for extrinsic losses. These refer to all scattering events which the photoelectron undergoes before detection ${ }^{24}$. Formulating a theory for SPE valid for all types of electronic systems, proved to be an involved task. The perturbation theory for the transition dipole, as employed for atoms or molecules ${ }^{25}$ is in principle able to incorporate both electron-electron scattering processes and also collective effects ${ }^{26}$. One may also attempt at a direct diagrammatic expansion of the observable photocurrent, as was put forward in ref. 27. A formal theory of DPE entails the use of many-body perturbation theory (MBPT) for two-particle propagators ${ }^{15}$ and is thus even more involved. Based on the direct diagrammatic approach for the observable coincidence yield ${ }^{28}$ we present here the first fully $a b$ initio implementation for DPE accompanied by charge density fluctuations and compare with the first experiments of this kind on $\mathrm{C}_{60}$. Our approach is applicable to complex atoms such as Xe possessing strong collective resonances ${ }^{29}$, as well.

The emerging physical picture is illustrated in Fig. 2(a): (i) Photoabsorption promotes a valence electron to a high-energy state. (ii) This electron scatters inelastically from charge-density fluctuations (plasmon creation) that (iii) decay emitting a second valence electron (whose energy and angular correlations with the first one is measured in a coincidence set up, revealing so how charge-density fluctuations mediate $e-e$ interaction). This three-step mechanism (3SM) emerges from a diagrammatic nonequilibrium Green's function (NEGF) approach as detailed in the supplementary information. It is already clear at this stage that DPE is qualitatively different from SPE in that, a) it delivers information on $e-e$ interaction mediated by charge-density fluctuations, and b ) as these plasmonic excitations are triggered by an electron a multitude of modes, e.g. volume plasmons, are involved.

## Results

In Fig. 1(b) the electron pair coincidence yield versus the binding energy $\epsilon_{\mathrm{B}}=\hbar \omega-\epsilon_{1}-\epsilon_{2}$ of the doubly charged ion is reported and compared with the Auger spectrum. The binding energy of the latter is determined by the energy of the secondary electron and the carbon 1 s core level (see methods). The Auger process, which one might expect to be comparable to DPE when plotting as a function of the binding energy, can be interpreted in terms of the joint density of states (JDOS) as determined by the convolution of the density of occupied states of the neutral system, $D(\epsilon)$, and that of the ionized molecule, $\tilde{D}(\epsilon), J \propto \int_{-\infty}^{0} \mathrm{~d} \zeta \tilde{D}\left(\epsilon_{\mathrm{B}}+\zeta\right) D(\zeta)$. Our ab initio calculations in Fig. 1(b) confirm this picture (note, these same $D(\epsilon)$ and $\tilde{D}$ are also part of DPE and are calculated with the same code). For plasmon-mediated DPE the situation is different. As inferred from Fig. 2(a), (ii), the spectral width of the plasmon modes is a determining factor for the width of the DPE spectrum. Which mode is active (and what is its multipolar nature) is set by the momentum balance that in turn points to the momentum region of the involved plasmons. The full ab initio calculations of multipolar plasmons in $\mathrm{C}_{60}$ in ref. 30 enter as a part (i.e. steps (ii)-(iii) Fig. 2(a)) of our DPE calculations.

The electron pair coincidence yield is calculated following the derivation in the supplementary information. From Fig. 2 one infers that the non-local, frequency dependent screened electron-electron interaction $W=v+v \chi v$ is a central quantity for $\operatorname{DPE}(v$ is the bare Coulomb interaction). As expected from the scheme in Fig. 2 the density-density response function $\chi\left(\mathbf{r}, \mathbf{r}^{\prime} ; \xi\right)$ is also the key factor for the electron energy loss experiments ${ }^{31-33}$ and also for the screening of the optical field ${ }^{34,35}$ by charge-density fluctuations in SPE (in our experiment this effect is negligible because the optical frequency is higher than the relevant plasmon resonances). We write the effective $e-e$ interaction in the form


Figure 2. (a) Energy level scheme for DPE mediated by charge-density fluctuations in three steps: (i) A valence electron is photo-promoted to an intermediate state with energy $\epsilon_{\mathrm{k}}$. (ii) This electron scatters inelastically from excited $\mathrm{C}_{60}$ to an energy state $\epsilon_{1}=\epsilon_{\mathrm{k}}-\omega_{\mathrm{p} 1}$ while creating multipolar plasmonic modes with energy $\omega_{\mathrm{p} 1}$ that (iii) decay on the attosecond time scale ${ }^{52}$, leading to the coherent emission of a second electron (energy $\epsilon_{2}$ ) if $\omega_{\mathrm{pl}}$ is larger than the ionization potential (IP) of $\mathrm{C}_{60}^{+}$. (b) A cut through fullerene center of the calculated fluctuation densities $\rho_{\nu L M}(\mathbf{r})$ of the symmetric (SS) and anti-symmetric (AS) surface plasmon modes. $L(M)$ characterizes the multipolarity (and its azimuthal behavior) and $\nu$ is a radial quantum number (here $M=0$ ). Colored regions represent $\rho_{\nu L M}(\mathbf{r})>5 \times 10^{-4}$ a.u. (light orange) and $\rho_{\nu L M}(\mathbf{r})<-5 \times 10^{-4}$ a.u. (dark blue).

$$
\begin{align*}
& W\left(\mathbf{r}, \mathbf{r}^{\prime} ; \xi\right)=W_{\lambda}^{(0)}\left(\mathbf{r}, \mathbf{r}^{\prime}\right)+\delta W\left(\mathbf{r}, \mathbf{r}^{\prime} ; \xi\right) \\
& \delta W\left(\mathbf{r}, \mathbf{r}^{\prime} ; \xi\right)=\int \mathrm{d} \mathbf{r}_{1} \int \mathrm{~d} \mathbf{r}_{2} v\left(\mathbf{r}-\mathbf{r}_{1}\right) \chi\left(\mathbf{r}, \mathbf{r}^{\prime} ; \xi\right) v\left(\mathbf{r}_{2}-\mathbf{r}^{\prime}\right) \tag{1}
\end{align*}
$$

Here, $\xi$ denotes the frequency dependence, while $\lambda$ represents a screening parameter discussed below. The collective modes are well characterized by the multipolarity $L$ and a radial quantum number $\nu^{30,36}$. We account for symmetric surface (SS), the anti-symmetric surface (AS) and volume (V) modes ( $L=0$ ). The Lehmann representation of the response function is expressible as

$$
\begin{equation*}
\chi\left(\mathbf{r}, \mathbf{r}^{\prime} ; \xi\right)=\sum_{\nu=\mathrm{SS}, \mathrm{AS}, \mathrm{~V}} \sum_{L M} B_{\nu, L}(\xi) R_{\nu, L}(r) R_{\nu, L}\left(r^{\prime}\right) Y_{L M}(\hat{\mathbf{r}}) Y_{L M}^{*}\left(\hat{\mathbf{r}}^{\prime}\right) \tag{2}
\end{equation*}
$$

$Y_{L M}(\hat{\mathbf{r}})$ are the spherical harmonics. $\rho_{\nu L M}(\mathbf{r})=R_{\nu, L}(r) Y_{L M}(\hat{\mathbf{r}})$ are known as fluctuation densities, which can be interpreted as the spatial distribution of the density oscillation associated to a particular plasmon (Fig. 2(b)). The corresponding frequency spectrum is represented by $B_{\nu, L}(\xi)$. For the radial profiles $R_{\nu, L}(r)$ and plasmon spectra $B_{\nu, L}(\xi)$ we utilize our recent approach from ref. 30 that yielded EELS spectra in very good agreement to experiments $^{33}$. The static part in eq. (1) is written as $W_{\lambda}^{(0)}\left(\mathbf{r}-\mathbf{r}^{\prime}\right)=e^{-\lambda\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \nu\left(\mathbf{r}-\mathbf{r}^{\prime}\right)$. Previous calculations ${ }^{37}$ provided an insight into the value of $\lambda$. The two-electron coincidence yield, averaged over the initial orientations of $\mathrm{C}_{60}$, reads

$$
\begin{align*}
J_{\epsilon_{1}, \epsilon_{2}} \propto & \frac{1}{\omega} \sum_{n \in \mathrm{occ}} \int_{-\infty}^{0} \mathrm{~d} \zeta \int_{0}^{\infty} \mathrm{d} \xi \delta\left(\xi+\epsilon_{1}-\hbar \omega-\zeta\right) \tilde{A}_{n}\left(\epsilon_{2}-\xi\right) \\
& \times \int_{0}^{\infty} \mathrm{d} k k \mathcal{U}_{k_{2} k_{1} n k}(\xi) \sigma_{0}\left(\epsilon_{\mathbf{k}}, \omega\right) \delta\left(\hbar \omega+\zeta-\epsilon_{\mathbf{k}}\right) \tag{3}
\end{align*}
$$

Here, $\sigma_{0}\left(\epsilon_{\mathbf{k}}, \omega\right)$ is the partial single-ionization cross section for a photoelectron with energy $\epsilon_{\mathbf{k}}$. The momenta of the two photoelectrons are denoted by $k_{1}$ and $k_{2}$. The sum over $n$ runs over all occupied states of the singly ionized molecule and $\tilde{A}_{n}(\epsilon)=\delta\left(\epsilon-\epsilon_{n}+\Delta\right)$ is the corresponding spectral function. $\left.\mathcal{U}_{k_{2} k_{1} n k}(\xi)=\left.(4 \pi)^{-1 / 2} \int \mathrm{~d} \hat{\mathbf{k}}_{1} \int \mathrm{~d} \hat{\mathbf{k}}_{2} \int \mathrm{~d} \hat{\mathbf{k}}\langle | W_{\mathbf{k}_{2} \mathbf{k}_{1} n \mathbf{k}}(\xi)\right|^{2}\right\rangle$ is proportional to the angle-integrated and orientationaveraged (indicated by $\langle\ldots\rangle_{c}$ ) electron-impact ionization cross section ${ }^{25,38}$ as calculated from the two-body matrix elements $W_{\mathbf{k}_{2} \mathbf{k}_{1} n \mathbf{k}}(\xi)=\left\langle\mathbf{k}_{2} \mathbf{k}_{1}\right| W(\xi)|n \mathbf{k}\rangle$. Inspecting eq. (3) one identifies the steps (i)-(iii) sketched in Fig. 2(a). Note, due to rearrangement of the ionic core, the energy levels of the neutral molecule $\left(\epsilon_{n}\right)$ are lowered by $\Delta$ when


Figure 3. (a) Comparison of theoretical prediction of the coincidence spectrum to experimental data. Curves have been normalized to each others at one point. Gaussian broadening of the electronic states is set to $\eta=0.25 \mathrm{eV}$. (b) Normalized coincidence yield resolved in emission of the second electron from $\sigma$ and $\pi$ states, respectively. (c) Single-particle energies of the $\mathrm{C}_{60}^{+}$molecule as function of the dominant angular momentum. Dot-dashed lines: accessible energy range of the plasmon modes (FWHM of the plasmon spectra $B_{\nu, l}(\xi)$, shifted by the photoelectron energy $\epsilon_{2}$ ). Thick dashed lines: ideal dispersion for non-interacting particles on a sphere with radius $R_{0}=3.57 \AA$. Coincidence yield resolved with respect to plasmon modes (d), and multipolarity (e).
removing one electron, such that the IP increases [see Fig. 2(a)]. Overall energy conservation follows from the restrictions (i) $\epsilon_{\mathbf{k}}=\hbar \omega+\zeta$, (ii) $\epsilon_{1}=\hbar \omega+\zeta-\xi=\epsilon_{\mathbf{k}}-\xi$, and (iii) $\epsilon_{2}=\epsilon_{n}-\Delta+\xi$.

The computed coincidence photocurrent for the experimental setup of $\epsilon_{1}=\epsilon_{2}=10.7 \mathrm{eV}$ is presented in Fig. 3(a) along with the data from the experiment. The equal energy-sharing case has been chosen by the experience on atoms, where this represents the case where the effects of the correlation and symmetry play a dominant role. Further tests (see supplementary information) show that, in contrast to the Auger process [Fig. 1(b)], all ingredients of Eq. (3) (and hence all steps in Fig. 2) are essential: matrix elements effects encoded in $\sigma_{0}\left(\epsilon_{\mathbf{k}}, \omega\right)$, plasmon dispersions $B_{\nu, L}(\xi)$, radial profiles of the fluctuations densities $R_{\nu, L}(r)$, and density of states $\tilde{A}_{n}(\epsilon)$. Hence, DPE in the present case adds new aspects to DPE from, e.g., atomic targets, and is a useful sensor for the $e-e$ interaction mediated by charge-density fluctuations.

## Discussion

The mechanism behind the narrowing of the DPE as compared to the Auger spectrum [Fig. 1(b)] can be unraveled by analyzing the electronic structure and the individual plasmon modes as they contribute to DPE [Fig. 3(b-e)]. Resolving the DPE yield with respect to either $\sigma$ or $\pi$ orbitals ${ }^{39}$ [Fig. 3(b)] one realizes that the emission from the $\sigma$ band [Fig. 3(c)], which is mainly responsible for the DPE signal at photon energies $\hbar \omega \gtrsim 55 \mathrm{eV}$, is suppressed by the energy selectivity of the plasmon excitation. In particular, the plasmon giving rise to the emission of the second electron at stage (iii) needs to provide sufficient energy to promote a certain initial state of the $\mathrm{C}_{60}^{+}$molecule [Fig. 3(c)] to the continuum. Hence, the limited spectral width of the SS plasmon modes suppresses the emission from deeper $\sigma$ states [Fig. 3(b)]. A test calculation replacing the plasmon spectra $B_{\nu, L}(\xi)$ by a constant produced a significantly broader DPE spectrum. This confirms the picture outlined above.

Our theory permits also to selectively include different plasmonic modes in the calculation. It is known that plasmon excitation upon photoabsorption obeys optical dipole selection rules and allows for exciting the SS plasmon with $L=1$ only (the dipolar resonance mostly addressed in the literature and manifested e.g. in plasmon-assisted SPE ${ }^{40}$ ). On the contrary, the electron scattering (as in EELS) transfers a finite momentum meaning that SS and AS plasmons with any multipolarity can be excited ${ }^{30,33,36}$. In agreement with this Fig. 3(d) underpins the significant contribution of the AS plasmons and thus substantiates the physical picture of the 3SM, according to which the step ii) can be regarded as an inelastic electron scattering event that is inherent to the plasmon-assisted DPE process. Similarly, SS dipolar plasmon transitions play only a minor role, while the multipolar plasmons are responsible to a large extent for the coincidence yield [Fig. 3(e)]. All these facets endorse that DPE mediated by charge-density fluctuations as the predominant channel for $e$-e correlations represents a new facet to the information what is extractable from SPE and Auger spectra.

To summarize, an ab initio scheme for this process has been implemented with results in line with the first DPE experiment resolved with respect to the electron pair energies. We identified the dominant pathway as the following: a valence electron absorbs the photon and rescatters inelastically from multipolar collective modes that mediate the coherent emission of a second electron. The dwell time for this quasi-resonant scattering may be accessed by attosecond time-delay experiments ${ }^{41}$. For plasmon-assisted DPE the average electronic density plays a decisive role. For metals the plasmonic energies (which can be estimated using a classical expression $\omega_{\mathrm{pl}}=\sqrt{3 e^{2} / m_{e} r_{s}^{3}}$ with $r_{s}$ being the Wigner-Seitz radius) are too low for plasmons to lead to a direct electron emission, although these modes may likely contribute to the loss channel for DPE. In contrast, for confined systems such as Carbon-based fullerenes the density is much higher $\left(r_{s} \approx 1.0 a_{\mathrm{B}}\right)$ resulting in plasmonic peaks in the XUV range. Thus,


Figure 4. (a) Comparison of our calculation of the total SPE cross section with the calculations from Colavita et al. ${ }^{50}$ and the experiment from Reinköster et al. ${ }^{51}$ on the absolute scale. (b) EELS spectra computed with our model response function eq. (2) (symbols) compared to experimental data ${ }^{33}$ (solid lines) for different scattering angles $\theta$. The prefactor between theory and experiment was fixed for $\theta=3^{\circ}$ and kept constant for $\theta=4^{\circ}$ and $\theta=5^{\circ}$.
energy- and angle resolved DPE experiments open the opportunity to explore different regimes of electronic correlation, including Coulombic scattering, local field effects and dynamical screening.

## Methods

Experiment. The experiments have been performed using the multi-coincidence end station ${ }^{42}$ of the Gas Phase Photoemission beam line ${ }^{43}$ at Elettra, where fully linearly polarized radiation in the photon energy range $13-1000 \mathrm{eV}$ is available. The vacuum chamber hosts two independent turntables, holding respectively three and seven electrostatic hemispherical analyzers at $30^{\circ}$ with respect to each other (Fig. 1(a)). The three spectrometers of the smaller turntable, are mounted at $0^{\circ}, 30^{\circ}$, and $60^{\circ}$ with respect to the polarization vector of the light in the plane perpendicular to the propagation direction of the radiation. The larger turntable rotates in the same plane and its seven analyzers can be used to measure the angular distribution of the correlated electrons. The ten analyzers have been set to detect electrons of kinetic energy $\epsilon_{1}=\epsilon_{2}=10.7 \mathrm{eV}$. The energy resolution and the angular acceptance were $\Delta \epsilon=300 \mathrm{meV}$ and $\Delta \theta_{1,2}= \pm 3^{\circ}$, respectively. The photon energy resolution was about 150 meV . At variance with previous works ${ }^{44-46}$ where the di-cation yield was measured versus photon energy, here the energy spectrum of the $\mathrm{C}_{60}$ di-cation states is reconstructed by detection of photoelectron-photoelectron pairs in coincidence as the photon energy is scanned. In order to improve the statistical accuracy of the experimental results, the coincidence signals were added up, after a careful energy calibration of the non-coincidence spectra independently collected by the ten analyzers. The $\mathrm{C}_{60}$ source is collinear with the photon beam ${ }^{47}$, which passes through the hollow core of the source before interacting with the molecular beam and ending up on the photodiode. Six apertures drilled into the closure piece of the crucible and pointing to the interaction region increase the molecule density therein.

In the Auger measurements the photon energy was fixed at $\hbar \omega=340 \mathrm{eV}$ and Auger electrons with kinetic energy $\epsilon_{\text {Auger }}=\epsilon_{\mathrm{C} 1 \mathrm{~s}}-\epsilon_{\mathrm{B}}$, where $\epsilon_{\mathrm{C} 1 \mathrm{~s}}$ is the binding energy of the carbon 1 s core state and $\epsilon_{\mathrm{B}}$ stands for the binding energy in Fig. 1(b) ranging from 15 to 45 eV , were measured.

Theory. Equation (3) is derived from the diagrammatic approach to photoemission ${ }^{28}$ based on the nonequilibrium Green's function formalism. The full derivation is presented in the supplementary information. For an $a b$ initio implementation of eq. (3) we rely on density functional theory (DFT) to compute the Kohn-Sham (KS) bound orbitals and their energies $\epsilon_{n}$. We used the local density approximation (LDA) with self-interaction corrections. They improve the asymptotic behavior of the KS potential that is utilized to compute scattering states. The IPs and the core rearrangement shift $\Delta$ enter as experimentally determined ${ }^{44,48}$. The SPE cross section $\sigma_{0}\left(\epsilon_{\mathbf{k}}, \omega\right)$ is computed by the driven-scattering approach ${ }^{49}$, yielding excellent agreement with literature data ${ }^{50,51}$ in the relevant energy range [Fig. 4(a)] of $\hbar \omega \gtrsim 40 \mathrm{eV}$. Note that incorporating many-body effects is not required here (as they mainly influence the cross section around the plasmon resonances). The multipolar plasmon modes entering eq. (2) needed for computing the effective interaction (1) is parameterized according to previous calculations ${ }^{30}$ and tested against EELS measurements in Fig. 4(b). Describing the Auger spectrum in Fig. 1(b) simply by the JDOS, thus neglecting plasmonic and other correlation effects, is justified by the large kinetic energy of the Auger electron, ruling out matrix-element effects in the considered energy window. Particularly, dynamical screening effects are strongly suppressed for a swift Auger electron due to the momentum-dependence of the density-density response function.

The accurate description of these central ingredients for describing DPE endorses the predictive power of the current theory. Full details on the calculations is provided by the supplementary information.
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### 5.5 E6: Femtosecond dynamics of correlated many-body states in $\mathbf{C}_{60}$ fullerenes

Ideally, gas-phase experiments are carried out at low temperatures to focus on the electronic properties and minimize the influence of the molecular vibrations. Having said that, spectroscopy from "hot" molecules allows investigating other important effects such as the vibrationally-induced electronic transitions or the decay of electronic excitations. A prominent example where the dissipation of energy from the electronic degrees of freedom is of great importance is the DNA molecule. It is the energy of an absorbed UV photon which needs to be efficiently dissipated [217]. Otherwise, radicals might form, damaging the DNA. In view of using fullerene derivatives as building blocks for solid-state chemistry, it is known that the standard zero-temperature BO approach does not capture essential phenomena and is thus not sufficient to predict the functionality [218].

Our work [E6] combines theory and experiment to elucidate the energy dissipation within the $\mathrm{C}_{60}$ molecule on the femtosecond time scale. The transient pump-probe scheme explained in subsec. 3.2.3 according to the sketch in fig. 3.4(a) is adopted: gas-phase $\mathrm{C}_{60}$ molecules are exposed to a laser pulse as short as 50 fs with variable wavelength, driving the transition to optically accessible excited states below the ionization threshold. After a time delay $\tau$, a second pulse is used to ionize the molecule. The detection is achieved by time-resolved TOF mass spectrometers, evidencing the production of $\mathrm{C}_{60}^{+}$ions. While the dependence on the central frequency of the laser pulses maps the optically active electronic states (bright states), scanning over $\tau$ delivers information on the their decay dynamics. The initial stage can be identified as electron- interaction effects, whereas the relaxation extending over $\sim 1 \mathrm{ps}$ is due to non-adiabatic vibrational coupling.

A theoretical description of the electron-vibron interaction for such large systems is a challenge. Hence, we resort to the harmonic approximation to the BO PESs (see subsec. 2.3.1), which are computed by DFT. The resulting electron-vibron coupling is assumed to be linear. To keep track of the electron-electron interaction - which was found to be essential to obtain photoabsorption spectra [219] - the electronic degrees of freedom are described in the many-body picture. As a useful tool to approximate the relevant manybody states, the Casida method (see subsec. 2.6.3) is employed. With these ingredients, an EB-type model is constructed. Since the considerable energy of about 5 eV is stored in the molecular vibrations (due to temperatures of $\sim 770 \mathrm{~K}$ in the experiment) and yet the inefficient energy transfer between electrons and vibrations, the latter is treated as heat bath for the electronic degrees of freedom. The quantum dynamics of the electronic excitations and relaxation is then treated on the level of the Lindblad master equation for the density matrix (see appendix D). This approach - based on the Markovian approximation - is considerably simpler than solving the KBEs (see subsec. 2.5.6 and chapter 6), for memory effects are neglected. This is justified by the high temperature of the vibronic bath.

Our findings for the electronic decay are in line with the experimental observations, confirming the physical picture outlined above. Furthermore, we present the first theoretical description of the vibrationallyinduced population of the SAMOs. This is an important point since the dipole transition matrix element of the SAMOs with respect to the ground state vanishes. Optical spectroscopy of these special states is so only possible via an indirect population mechanism. Thus, our results are an important contribution to the interpretation of recent experiments on the SAMOs [206, 220].
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#### Abstract

Fullerene complexes may play a key role in the design of future molecular electronics and nanostructured devices with potential applications in light harvesting using organic solar cells. Charge and energy flow in these systems is mediated by many-body effects. We studied the structure and dynamics of laser-induced multi-electron excitations in isolated $\mathrm{C}_{60}$ by two-photon photoionization as a function of excitation wavelength using a tunable fs UV laser and developed a corresponding theoretical framework on the basis of ab initio calculations. The measured resonance line width gives direct information on the excited state lifetime. From the spectral deconvolution we derive a lower limit for purely electronic relaxation on the order of $\tau_{\mathrm{el}}=10_{-3}^{+5} \mathrm{fs}$. Energy dissipation towards nuclear degrees of freedom is studied with time-resolved techniques. The evaluation of the nonlinear autocorrelation trace gives a characteristic time constant of $\tau_{\text {vib }}=400 \pm 100$ fs for the exponential decay. In line with the experiment, the observed transient dynamics is explained theoretically by nonadiabatic (vibronic) couplings involving the correlated electronic, the nuclear degrees of freedom (accounting for the Herzberg-Teller coupling), and their interplay.


## 1. Introduction

Molecular junctions, molecular transistors and organic solar cells rely on charge transport channels with negligible energy dissipation during the carriers propagation time. In nanostructured materials and molecular complexes the characteristic timescale is determined by the long-range polarization interaction and by the formation and breaking of chemical bonds mediated by the electronic and nuclear motion. Transient structures and dynamics on the femto and sub-femtosecond timescale is the focus of ultrafast spectroscopy. Time-resolved experiments using femtosecond (fs) laser pulses unravel the dynamic response of promising materials that could serve for instance as molecular building blocks for organic photovoltaics. Polymer solar cells are commonly composed of a photoactive film of a conjugated polymer donor and a fullerene derivative acceptor [1-3], which makes use of the fullerenes' unique ability to form stable $\mathrm{C}_{60}^{-}$anions. Electron correlation plays an important role in the formation of four bound states of the fullerene anion [4-6]. In fact, electronic correlations are responsible for the binding of the $2 \mathrm{~A}_{\mathrm{g}}$ state, whereas the bindings of the states $2 \mathrm{~T}_{1 \mathrm{u}}, 2 \mathrm{~T}_{2 \mathrm{u}}$ and $2 \mathrm{~T}_{1 \mathrm{~g}}$ are less affected by electronic correlations (cf [4] and further references therein).

With its special structure consisting of 174 nuclear degrees of freedom, 60 essentially equivalent delocalized $\pi$ electrons, and 180 structure-defining localized $\sigma$ electrons, neutral $\mathrm{C}_{60}$ serves as a model for a large-but still finite-molecular system with many electronic and nuclear degrees of freedom. Because of the large charge conjugation, its finite 'energy gap', and quantum confinement of electronic states, $\mathrm{C}_{60}$ may be viewed as an
interesting intermediate case between a molecule and a condensed matter system. In fact, applying solid-state concepts to the valence 'Bloch electrons' on the $\mathrm{C}_{60}$ sphere results in an 'angular band structure' [7] from which other relevant quantities (such as plasma frequencies and group velocities) can be extracted. Photophysical studies of fullerenes using fs laser fields cover the whole range from atomic through molecular to solid state physics [8-10]. The molecular response is truly a multi-scale phenomenon. It ranges from attosecond dynamics in electronic excitation and ionization to statistical physics describing thermalization processes. So, lightinduced processes in fullerenes cover more than 15 orders of magnitude in time [11].

Using low-temperature scanning tunneling microscopy (LT-STM) of $\mathrm{C}_{60}$ molecules deposited on copper surfaces Feng et al observed tunneling through electronic states that possess nearly atom-like character [12]. These 'superatom' molecular orbitals (SAMOs), also discussed below, have a well-defined symmetry and can be characterized by the nodal structure (principle quantum numbers) $n$ and angular momentum quantum numbers $L$ [13]. In addition, these virtual states show a remarkable stability [14], i.e., their initial stage of decay proceeds substantially slower than other states (even LUMO or HOMO) which qualifies them as robust channel for hot electron transport. From a molecular physics point of view, SAMOs can be regarded as low-lying, mixed valence Rydberg states [15] that exhibit substantial electron density inside the hollow sphere. They form chemical bonds affected by hybridization when the system is excited optically or probed with STM in deposited nanostructures. The resulting free-electron bands in self-assembled one-dimensional wires or two-dimensional quantum wells are holding great promise for unique applications in molecular electronics [16], but also for new functionalities such as current carrying states and hence nanometer-sized magnetic field generators [17]. We note in passing that recently SAMO states have also been observed in planar, non-fullerene materials [18, 19], as well as in isolated $\mathrm{C}_{60}$ fullerenes [20-22], where they are energetically located below the known high-lying Rydberg states [23, 24].

It is of fundamental importance for designing fullerene derivatives as building blocks for solid state chemistry to go beyond the characterization of static many-body electronic structure [25]. In particular for optimization and control of the charge flow and energy dissipation, rigorous dynamic studies on the fs time scale using ultrafast lasers are indispensable but, still in their infancy [26, 27]. Additionally, time-dependent densityfunctional theory (TDDFT) calculations of the absorption and photoelectron spectra, accounting for full structural analysis, were performed [28,29] and constitute the basis for the further development presented below.

Accessing energy dissipation upon the excitation of correlated many-body states in gas phase $\mathrm{C}_{60}$ became feasible recently which allows to connect the coherent quantum [28,30], classical and statistical mechanisms [31]. It is known from experiments with optical lasers that electron thermalization mediated by inelastic electron-electron collisions takes place on a time scale of $50-100 \mathrm{fs}$ (see [11] and references therein). This is where the present experimental and theoretical work comes into play. Here, the objective is to reduce the complexity of laser-induced multi-photon processes by populating highly-excited many-body states in a resonant one-photon transition in the ultraviolet (UV) spectral range at low laser peak intensity on the order of $3.5 \times 10^{10} \mathrm{~W} \mathrm{~cm}^{-2}$. This allows for a rather detailed probing of the correlated electron dynamics in highly excited states. The study is based on a resonance-enhanced multi-photon ionization (REMPI) scheme, i.e., twophoton photoemission (2PPE) spectroscopy as depicted in figure 1(a). The photoionization yield recorded for resonant excitation is enhanced as compared to an experiment performed in the off-resonance regime. Thereby, we trace the time-dependent electronic structure of intermediate states, which are free from any perturbation caused by metallic substrates affecting the energetics in LT-STM experiments. Furthermore, REMPI on gas phase fullerenes provides information on the neutral molecule whereas 2PPE and LT-STM essentially probe the binding energy and DOS of an anion deposited on a metal surface. Our experiments are compared to ab initio calculations.

This paper is organized as follows. In section 2 many-body states below the $\mathrm{C}_{60}$ ionization threshold are calculated as a guideline for the 2PPE experiments. Section 3 describes some experimental details with a focus on the tunable fs laser system in the UV spectral range used for the time-resolved studies. Excitation energy dependent mass spectra are evaluated in section 4.1 and discussed in terms of resonance-enhanced ionization and excited state lifetimes. Section 4.2 concentrates on the time-resolved experiments. A detailed theoretical analysis of the experimental data is given in section 5 followed by a short summary and outlook. In appendix A we provide details on how the electron-vibron coupling matrix elements were computed and the master equation in Lindblad form is derived in appendix B.

## 2. Optical excitations

The first step of a REMPI or 2PPE experiment entails the calculation of excited states, which are typically more difficult to describe than ground-state properties. Often exact diagonalization (full configuration interaction) is



Figure 1. (a) Excitation spectrum of the $\mathrm{C}_{60}$ molecule starting from the ground state (GS). Optically accessible excited states are denoted as bright states (BS), while excitations with vanishing dipole transition moment are referred to as dark states (DS). The twophoton REMPI experiment is sensitive to BSs between 5 and 6 eV . The first three excitations are labeled according to [39]. (b) Excitation G resolved with respect to the constituting occupied (blue), virtual (orange) and SAMO (purple) electronic states. The thickness of the red arrows is proportional to the corresponding weight $\left|A_{i j}^{\alpha=G}\right|^{2}$.
not feasible for large systems in which case one may resort to only a few methods: TDDFT [32], equation-ofmotion (EOM) quantum chemistry methods [33], and many-body perturbation theory based on a Green's function formulation [34]. For its reduced computational cost as compared to the other methods, we have employed the linear-response TDDFT approach (Casida's method) [35].

As a first step we calculated the Kohn-Sham (KS) orbitals using the OCTOPUS package [36] with a modified version of the asymptotically corrected functional by Leeuwen and Baerends [37], which was shown to considerably improve excited-state properties [38]. In order to account for a multitude of highly-excited states, we have chosen a relatively large box to which all KS states $\phi_{i}(\mathbf{r})$ are confined (a sphere with a radius of $12 \AA$ with uniform grid spacing of $0.15 \AA$ ). This ensures that higher virtual orbitals (including the SAMOs) are well represented. After converging the ground-state and computing a sufficient number of virtual orbitals, we computed the singly-excited (i.e., single particle-hole excitations) many-body excitations by Casida's method. Formally this procedure amounts to approximating the excited many-body states $\left|\Phi_{\alpha}\right\rangle$ by

$$
\begin{equation*}
\left|\Phi_{\alpha}\right\rangle=\sum_{i \in \mathrm{occ}} \sum_{j \in \mathrm{virt}} A_{i j}^{\alpha} \hat{c}_{j}^{\dagger} \hat{c}_{i}\left|\Phi_{0}\right\rangle \tag{1}
\end{equation*}
$$

where $\left|\Phi_{0}\right\rangle$ denotes the determinant built by the ground-state KS orbitals and $\hat{c}_{i}\left(\hat{c}_{i}^{\dagger}\right)$ is the annihilation (creation) operator with respect to the KS basis. The particle-hole amplitudes $A_{i, j}^{\alpha}$ are determined by Casida's equation based on linear response. The major approximation hereby is related to the exchange-correlation (xc) kernel $f_{\mathrm{xc}}\left(\mathbf{r}, \mathbf{r}^{\prime} ; \omega\right)$, defined as the functional derivative of the KS potential with respect to the density. We use the localdensity approximation for the xc kernel, as it is local and (within adiabatic TDDFT) frequency-independent. Casida's equation is thus transformed into an eigenvalue problem. We computed the Casida vectors $A_{i j}^{\alpha}$ with OCTOPUS, taking 75 occupied and 60 virtual orbitals into account, yielding well-converged results for excitation energies up to 10 eV . For testing purposes we also computed the binding energies of the virtual orbitals analogously to [21]. We obtained very similar results for the low-lying states relevant for the present experiments.

The energies of the obtained many-body excitations are shown in figure 1(a), where we distinguish the states with vanishing dipole transition moment (these we refer to as dark states, DS) from the ground state GS, and optically accessible states (bright states, BS). The onset of the visible to UV (UV-vis) optical absorption is well documented (e.g., cf [39] for a review and a comparison with previous experiments). Three distinct absorption peaks (labeled according to literature as C, E and G bands, respectively) are found in the UV-vis region. An overall agreement between our calculations of the optical absorption with the experimental results is found, though the excitation energies are slightly underestimated (which is typical for DFT calculations). Note, the specific experimental conditions may affect the spectral positions of the absorption peaks (as discussed in [39]). In particular, the present experiment probes the optical properties of isolated molecules by ultrafast pulses and thus potentially eliminates energy-loss channels (e.g. collisions and inter- or intra molecular decay) that might shift the absorption peaks to higher energy. For these reasons, we base the subsequent calculations on our DFT


Figure 2. Occupied and virtual KS states close the negative ionization potential (IP) ordered (from bottom to top) according to figure 1(b). The respective orbital character is illustrated by the relative weight of each angular-momentum component $L$. Only one representative of degenerate states is shown. (a) Occupied states, (b) virtual states below the SAMOs, and (c) orbitals including the SAMOs and higher states.


Figure 3. Schematic layout of the femtosecond laser pulse generation scheme in the ultraviolet spectral range.
results without any adjustments. As detailed below, very good agreement to the present experiment is achieved, justifying this approach a posteriori.

According to our calculations, excitation $G$ represents one triply degenerate many-body state, which is identified as $6 \mathrm{~T}_{1 \mathrm{u}}$ excitation [40]. The projection onto the KS basis is depicted in figure $1(\mathrm{~b})$, where we illustrate the relative weight of the excitation from occupied $(i)$ to virtual $(j)$ orbitals by the thickness of the corresponding arrows. The relevant orbitals are also presented in figure 2 . As clear from figures $1(\mathrm{~b})$ and 2 , the excitation G is predominantly composed of the transitions (i) from HOMO to virtual states above the first SAMOs with dominant angular momentum of $L=8$ and $L=6$, and (ii) from HOMO- 1 to LUMO+2. The angularmomentum analysis of the individual orbitals (figure 2) clarifies why the transition to the many-body state associated to excitation $G$ is optically allowed. Analogously one can conclude that neither the 3s-SAMO nor the 3p-SAMO can be populated in a direct single-photon dipole transition from HOMO. This is consistent with a full symmetry analysis of the initial orbitals and the ab initio calculations.

## 3. Experimental setup

In order to study electronic transitions into highly excited many-body states close to the ionization potential, fs pulses at UV frequencies are required [41]. The present time-resolved mass-spectrometric study is based on second-order UV autocorrelation making use of a time-of-flight (TOF) mass spectrometer and state-of-the-art nonlinear optics. The laser setup for generating fs pulses in the range of $216-222 \mathrm{~nm}$ comprises a Ti:Sa laser system, an optical parametric amplifier (OPA) and several frequency mixing stages. The outline of the system is sketched in figure 3. The Ti:Sa laser (Amplitude Technologies) is the backbone of the overall generation scheme and provides 35 fs (FWHM) pulses with a pulse energy of 12 mJ behind the compressor at a repetition rate of 25 Hz and 800 nm central wavelength. This output is split into several arms. First, the beam is split in a 90:10 ratio. The more intense fraction is sent to a commercial OPA (Light Conversion, TOPAS-C + HE-TOPAS). The OPA
is continuously tunable in the infrared spectral range ( $1140-3500 \mathrm{~nm}$ ) and pumped by the Ti:Sa laser. For the subsequent frequency conversion in the UV the output of the OPA is tuned to 1200 nm . The 11 mJ of the 800 nm pump pulse are converted to $\approx 0.4 \mathrm{~mJ}$ at this wavelength. The low-intensity fraction of the Ti:Sa laser (10\%) is equally split into two branches. One half is recombined with the 1200 nm output of the TOPAS in a $\beta$-barium borate (BBO, 0.2 mm thick) crystal to generate 480 nm light by sum frequency generation (SFG). The second half is frequency doubled in another BBO, and then together with the 480 nm beam directed to the third SFG stage (BBO, $40 \mu$ m thick) to finally generate the $5.7 \mathrm{eV}(218 \mathrm{~nm})$ photons. The UV pulse energy was measured using a calibrated XUV photodiode and a pyro detector to be $\approx 2 \mu \mathrm{~J}$.

The output UV beam is directed into a vacuum chamber where it is split into two pulses by a reflective split-and-delay unit (SDU) in order to generate two synchronized pulse replicas. The complete nonlinear optical setup was simulated using the software package LAB2 [42] including dispersion induced by UV pulse propagation in air and through the 2 mm thick entrance window of the vacuum chamber. According to the calculation the 218 nm pulse duration in the interaction region is of the order of 100 fs FWHM with a spectral bandwidth of 2.8 nm . A coarse cross-correlation measurement performed between the 400 nm and 480 nm pulses of 150 fs FWHM supports the derived UV laser beam parameters.

The SDU consists of a Si split-mirror with one half mounted on a delay stage which can displace the mirror along its normal to set the time delay between the pump and the probe pulses. The SDU is followed by a focussing mirror which spatially overlaps the two pulse replicas in the laser-sample interaction area. The laser beams are focused onto the $\mathrm{C}_{60}$ molecular beam with a spherical mirror $(f=300 \mathrm{~mm}$ ). Its reflectivity is above $80 \%$ in the $200-245 \mathrm{~nm}$ range. The beam waist in the interaction area is on the order of $150 \mu \mathrm{~m}$. The maximum peak intensity reached in the experiments is approximately $3.5 \times 10^{10} \mathrm{~W} \mathrm{~cm}^{-2}$, which is derived from first principles based on Gaussian beam propagation, pulse energy, pulse duration and the far-field laser profile.

The molecular beam is produced by evaporation of $\mathrm{C}_{60}$ powder (purity $>99.5 \%$ ) in a resistively heated oven at 775 K . The UV laser beams are focused perpendicular to both, the effusive molecular beam and the TOF spectrometer axis. The ions created in the intersection volume are extracted by a static electric field (WileyMcLaren configuration [43]), directed onto multichannel plates, and finally counted after amplification and discrimination by a digital oscilloscope. The mass resolution of the TOF spectrometer is $0.2 \%$ at $\mathrm{M} / \mathrm{q}=720$.

## 4. Two-photon photoemission

### 4.1. Excitation energy dependence

The photoionization signal recorded for resonant excitation is enhanced compared to an experiment performed off-resonance. The spectral width of the resonance yields information on the excited state lifetime. A UV wavelength scan was performed by tuning the IR wavelength of the OPA. The populated many-body state in the neutral molecule is subsequently ionized during the pulse duration of 100 fs . A full mass spectrum is accumulated over $\approx 250$ laser shots for each excitation wavelength. The $\mathrm{C}_{60}^{+}$yield was normalized to the relative pulse energy monitored by a photodiode. The $\mathrm{C}_{60}^{+}$ion yield as a function of laser wavelength in the range of $216-222 \mathrm{~nm}$ is shown in figure 4. The cut-off at 216 nm corresponds to the OPA's lower wavelength limit of 1140 nm . Relatively large error bars at short wavelengths result from the corresponding low pulse energy and thus poor statistics. The $\mathrm{C}_{60}^{+}$signal disappears for excitation wavelengths longer than 222 nm , thus representing the low-energy threshold of the resonance. The wavelength scan clearly indicates a resonance-enhanced twophoton photoionization at $\lambda_{\text {exc }}=218 \pm 0.5 \mathrm{~nm}$. The observed width of the REMPI signal is of the order of $3.65 \mathrm{~nm}(94 \mathrm{meV})$ pointing towards ultrafast ionization within a lifetime that can be as short as $10_{-3}^{+5} \mathrm{fs}$. The lifetime estimate is derived from the deconvolution of the observed resonance with a Gaussian laser pulse spectrum of 2.8 nm (FWHM) and a Lorentzian describing the homogeneous broadening.

### 4.2. Pump-probe delay dependence

Time-resolved mass spectrometry traces the excited state dynamics in neutral $\mathrm{C}_{60}$ molecules directly in the time domain. The transient electronic structure is initiated by a UV 100 fs pump pulse and followed (probed) by a delayed pulse replica that photoionizes the molecule (see figure 1(a)). The single-shot mass spectra are taken at varying delay times between the UV pulses ranging from -60 fs to 900 fs with $\approx 3000$ laser shots per delay point. The time-dependent on-resonance ion signal shown in figure 5 is derived by taking the average number of $\mathrm{C}_{60}^{+}$ counts for each delay and normalizing it to the relative pulse energy monitored as the UV stray light peak in the TOF spectrum. The pump-probe scan is repeated two times.

In the most general case the ion signal from a three-level system with a transient intermediate electronic state exposed to resonant excitation will result from two excitation pathways: direct two-photon photoionization from the ground state to the continuum and the ionization via the transient state (REMPI). Therefore, the total ion signal $S_{\text {tot }}$ can be described as a sum of three components [44]: the coherent term $S_{\text {ac }}$ (coherent artifact), the


Figure 4. Normalized $\mathrm{C}_{60}^{+}$ion yield (black scatter) as a function of excitation wavelength showing the resonance-enhanced twophoton photoionization. The fit to the data points (black line) is a convolution of a Gaussian profile representing the laser pulse spectrum and a Lorentzian profile, representing the natural linewidth of the resonance, respectively. The experimental data is compared with calculations (see subsection 5.3 ) for different values of the electron-vibron coupling strength $g$.


Figure 5. Top graph: normalized stray light signal on the TOF detector induced by the excitation pulse as a function of the pumpprobe delay, which monitors the UV laser stability throughout the experiment. The straight dotted line designates 1. Bottom graph: normalized $\mathrm{C}_{60}^{+}$counts as a function of pump-probe delay for resonant excitation at $\lambda_{\text {exc }}=218 \mathrm{~nm}$. The black scatter are the data points and the curve is a fit obtained from equation (4) (for details see the text). The normalized ion counts derived from theory are compared to the experimental results for different scaling factors $g$ of the electron-vibron interaction strength (see section 5.3) in the limit of long pump-probe delays ( $\geqslant 300 \mathrm{fs}$ ). The bold value indicates the best agreement between theory and experiment.
incoherent term $S_{\text {inc }}$ and a constant background $a_{\mathrm{bg}}$. The coherent artifact reflects the direct nonlinear ionization process and is proportional to the autocorrelation (AC) function of the laser pulse:

$$
\begin{equation*}
S_{\mathrm{ac}}(\tau)=\int_{-\infty}^{+\infty} I(t-\tau) I(t) \mathrm{d} t \tag{2}
\end{equation*}
$$

where $I(t)$ is the laser intensity and $\tau$ is the delay between the pump and probe pulses. The incoherent term $S_{\text {inc }}$ carries information about the population dynamics of the transient state. It is a convolution of the laser pulse AC with a symmetric decay function. In case of an exponential decay with a characteristic time constant $\tau_{\text {vib }}$ the incoherent term is given by:

$$
\begin{equation*}
S_{\mathrm{inc}}(\tau)=\int_{-\infty}^{+\infty} S_{\mathrm{ac}}(t-\tau) \exp \left(-|t| / \tau_{\mathrm{vib}}\right) \mathrm{d} t \tag{3}
\end{equation*}
$$

The constant background $a_{\mathrm{bg}}$ consists of contributions from each excitation pulse individually and is independent of the pump-probe delay. The total signal reads as:

$$
\begin{equation*}
S_{\mathrm{tot}}(\tau)=a_{\mathrm{ac}} S_{\mathrm{ac}}(\tau)+a_{\mathrm{inc}} S_{\mathrm{inc}}(\tau)+a_{\mathrm{bg}} \tag{4}
\end{equation*}
$$

with $a_{i}$ being the relative amplitudes of the different components. In general the amplitudes have a ratio depending on the spatial overlap of the two pulses and the ionization pathway of the system. To extract $\tau_{\text {vib }}$ from
the measurement, the experimental data is fit by the least squares method using expression (4). The background is set to $a_{\mathrm{bg}}=1$ and the laser pulses are assumed to be Gaussian with $\tau_{\text {FWHM }}=100$ fs. Other variables, i.e., $a_{\mathrm{ac}}$, $a_{\mathrm{inc}}$, and $\tau_{\mathrm{vib}}$, are free fit parameters. The best fit curve (black line in the bottom graph of figure 5) yields a time constant $\tau_{\mathrm{vib}}=400 \pm 100 \mathrm{fs}\left(95 \%\right.$ confidence band) and an amplitude ratio $a_{\mathrm{ac}}: a_{\mathrm{inc}}: a_{\mathrm{bg}}=0.24: 1.13: 1$. The laser intensities in the interaction region in the present experiment are as low as $3.5 \times 10^{10} \mathrm{~W} \mathrm{~cm}^{-2}$ which makes the contribution from the direct (nonlinear) two-photon process small. The ratio $a_{\mathrm{inc}}: a_{\mathrm{bg}}$ is close to 1 as expected for single photon ionization from an occupied transient state.

The observed exponential time constant $\tau_{\mathrm{vib}}=400 \pm 100 \mathrm{fs}$ is significantly longer than the characteristic electron-electron interaction time derived from pump-probe spectroscopy [45] and pulse duration dependent studies $[46,47]$ in the optical spectral range. It seems that electron thermalization mediated by inelastic electronelectron collisions on a time scale of $50-100$ fs does not play a key role when high lying correlated many-body states are excited directly at rather low peak intensity. In the following a detailed theoretical description of the observed resonance and its time-dependent structure is discussed.

## 5. Simulations

To describe the response of the molecule upon pulsed laser irradiation, the interplay between the electronic excitations and the vibrationally hot molecule has to be taken into account (for an overview on this topic we refer to the book [48] and further references therein). In full generality, an ab initio description for both the electronic and nuclear degrees of freedom and their coupling is not feasible currently. Hence, one has to rely on suitable approximations. In an Ehrenfest approach the electrons are described on the level of TDDFT and the nuclei are subject to classical equations of motion due to the forces exerted by the electron distribution. Despite the success of this molecular dynamics approach [49] for predicting vibrationally-assisted charge-transfer processes [50] in photovoltaics the Born-Oppenheimer ( BO ) approximation is an inherent limitation. For excited-state properties, where the nuclear and electronic dynamics are strongly mixed, BO-type molecular dynamics is not predictive. Molecular dynamics beyond the BO approximation [51-53] has been employed for the $\mathrm{C}_{60}$ molecule [54]; merging such schemes with a treatment of the electronic excitations beyond the KS level is computationally too demanding for our system. Alternatively, one can treat the electrons in a single-particle atomic basis within a tight-binding model [55], removing the adiabaticity constraint with respect to the many-body states. Besides the inevitable empirical ingredient, such theory is also not directly compatible with the ab initio description of the many-body states in section 2 , i.e. electronic correlations can be taken into account only with great efforts.

### 5.1. Initial laser-induced dynamics

In order to elucidate the laser- and vibration-induced dynamics we take a different angle. Since a considerable amount of energy is stored in thermally activated vibrations, which can only be transferred to the electronic subsystem in small portions, the vibrons can be treated as an effective heat bath for the electrons. A similar model has successfully been employed for incorporating the influence of the vibrations on charge-transfer processes in organic photovoltaic systems based on $\mathrm{C}_{60}$ [56]. To construct an appropriate model for our case, several ingredients are required. For the vibrations we restrict ourselves to the harmonic approximation of the bottom of the BO surfaces. The vibronic eigenmodes along with their eigenfrequencies and reduced masses were computed using the OcTOPUS code, as well. The resulting density of states (DOS) of the vibronic modes is shown in figure 6 . Our results compare very well with those tabulated in the literature, for instance table 6.2 in the book [48].

As inferred from figure 6 the high-energy modes (which affect the electrons at most) are only weakly populated for $T=775 \mathrm{~K}$. Therefore, the oscillations of the nuclei around their equilibrium positions can be considered small. Hence, the Herzberg-Teller (HT) expansion [57] of the full Hamiltonian, including electrons and nuclei, yields a reasonable description for both subsystems and their interaction. The first-order HT Hamiltonian amounts to approximating the electron-vibron coupling as linear in the mode amplitudes $\hat{Q}_{\nu}$. On the KS level, the electron-vibron matrix elements are thus given by

$$
\begin{equation*}
k_{i j}^{\nu}=\left.\left\langle\phi_{i}\right| \frac{\partial v^{\mathrm{KS}}}{\partial Q_{\nu}}\left|\phi_{j}\right\rangle\right|_{Q_{\nu}=0} . \tag{5}
\end{equation*}
$$

Details on the evaluation of equation (5) are provided in appendix A. Since we are opting for a model in the many-body basis of the excitations discussed in section 2, the matrix elements (5) are transformed according to equation (1) (see appendix A). We thus obtain the model Hamiltonian (atomic units are used throughout)

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{\mathrm{el}}(t)+\hat{H}_{\mathrm{el}-\mathrm{vib}}+\hat{H}_{\mathrm{vib}}, \tag{6}
\end{equation*}
$$



Figure 6. Vibrational density of states (DOS) along with the occupation according to the Bose distribution for $T=775 \mathrm{~K}$.
where

$$
\begin{gather*}
\hat{H}_{\mathrm{el}}(t)=\sum_{\alpha} E_{\alpha}\left|\Phi_{\alpha}\right\rangle\left\langle\Phi_{\alpha}\right|+f(t) \sum_{\alpha \beta} M_{\alpha \beta}\left|\Phi_{\alpha}\right\rangle\left\langle\Phi_{\beta}\right|,  \tag{7}\\
\hat{H}_{\mathrm{el}-\mathrm{vib}}=g \sum_{\alpha \beta} \sum_{\nu} K_{\alpha \beta}^{\nu}\left|\Phi_{\alpha}\right\rangle\left\langle\Phi_{\beta}\right| \hat{Q}_{\nu}  \tag{8}\\
\hat{H}_{\mathrm{vib}}=\frac{1}{2} \sum_{\nu}\left(\frac{\hat{P}_{\nu}^{2}}{M_{\nu}}+k_{\nu} \hat{Q}_{\nu}^{2}\right) . \tag{9}
\end{gather*}
$$

Here, $M_{\alpha \beta}$ are the dipole transition matrix elements from our TDDFT calculations, while $f(t)$ comprises the time-dependent fields. The prefactor $g$ in equation (8) is introduced as an overall scaling factor for the strength of the vibronic coupling. Ideally, $g=1$ should be fixed; however, due to the perturbative description resulting from the HT expansion, the electron-vibron interaction might be underestimated. Hence, $g$ is kept as a parameter.

Instead of describing the dynamics of the full density matrix according to Hamiltonian (6) (which is a formidable task), we treat the vibrations as a heat bath. This allows to obtain a master equation for the density matrix in the electronic subspace only. Here we assume Markovian dynamics and thus employ the Lindblad master equation, following the standard derivation and formulation from [58]. More details are presented in appendix $B$. This procedure requires an additional parameter: the vibronic broadening $\eta$, which corresponds to the lifetime of the vibrational modes. The laser-induced dynamics is, besides the electron-vibron interaction, treated on ab initio level endorsing the predictive power of the approach. Note that the electron-vibron coupling (8) includes, in principle, Jahn-Teller and Herzberg-Teller couplings, which where identified as the main mechanisms for vibrational coupling in fullerenes [59-61].

The time evolution of the occupation of the states depicted in the level scheme figure 1(a) is presented in figure 7(a). The driving pulse $f(t)$ is chosen as a Gaussian pulse with a FWHM of 100 fs as in the experiment, while the central frequency is adjusted to the vertical excitation energy $\Delta E=5.66 \mathrm{eV}$ between ground state and the BSs corresponding to the G peak. The peak amplitude amounts to the intensity of $3.5 \times 10^{10} \mathrm{~W} \mathrm{~cm}^{-2}$. The values for $g$ and $\eta$ are chosen to match the time-dependent pump-probe signal observed in the experiment (see section 5.3).

As one can infer from figure 7, the population transfer between the ground state and the bright excited states is clearly not in the perturbative regime, as two Rabi cycles are apparent during the 100 fs UV pulse interaction. The relaxation dynamics, transferring part of the excitation to the dark states, takes place on two time scales: for short delays one can observe a rapid energy transfer, while for longer times the distribution thermalizes. The depletion dynamics of the laser-excited BS primarily takes place due to the coupling to two lower-energy states at $\approx 5.5 \mathrm{eV}$ (see figure 7(b)). Closer inspection reveals that these DSs involve the excitation of the 3 s and the 3 p SAMOs; the respective weights are given in figure 7(a). This relaxation mechanism is the dominant consequence of the electron-vibron coupling. This behavior is expected, as dissipation pathways are generally preferred compared to bath-induced excitations. These thermalization processes are hence less pronounced and occur on a longer time scale.


Figure 7. (a) Population dynamics induced by the pump pulse (sketched in the background). The color coding of ground state (GS), bright states (BS) and dark states (DS) is identical to figure 1(a). The insets show the weight of the 3 s -and 3p-SAMOs in the dominantly populated states. The DSs involving the strongest SAMO excitations is highlighted by the purple color. (b) Dominant population mechanisms for the dynamics in (a).

### 5.2. Pump-probe dynamics

In order to compute the pump-probe signals from the dynamics of the density matrix $\rho_{\alpha \beta}(t)$, as discussed above, an extension to the scattering states is required. However, a straightforward implementation of the Lindblad equation including both bound and unbound many-body states is not feasible. This is due to the large dimension of the Hamiltonian after the inevitable discretization of the continuum. Hence, we opt for a perturbation description which allows to compute the pump-probe dynamics from the time-dependent density matrix without incorporating the ionization dynamics explicitly. This is achieved by a method known from timeresolved photoelectron spectroscopy [62]. Adopting a straightforward derivation for the many-body case, one obtains

$$
\begin{equation*}
N_{\mathbf{k}} \propto \operatorname{Re} \sum_{\alpha \beta} \int_{-\infty}^{\infty} \mathrm{d} t \int_{-\infty}^{t} \mathrm{~d} t^{\prime} F_{\text {probe }}(t) F_{\text {probe }}\left(t^{\prime}\right) \mathrm{e}^{-\mathrm{i}\left(E_{\alpha}+\omega-E_{\beta}^{+}-\epsilon_{\mathbf{k}}\right)\left(t-t^{\prime}\right)}\left|M_{\beta \mathbf{k}, \alpha}\right|^{2} \rho_{\alpha \alpha}\left(t^{\prime}\right) \tag{10}
\end{equation*}
$$

for the number $N_{\mathbf{k}}$ of released photoelectrons with momentum $\mathbf{k}$ and energy $\epsilon_{\mathbf{k}}$. The probe laser pulse is assumed as $f_{\text {probe }}(t)=F_{\text {probe }}(t) \mathrm{e}^{-\mathrm{i} \omega t}$ with the pulse envelop $F_{\text {probe }}$. The matrix element $M_{\beta \mathbf{k}, \alpha}=\left\langle\Phi_{\beta, \mathbf{k}}\right| \hat{D}\left|\Phi_{\alpha}\right\rangle$ ( $\hat{D}$ denotes the dipole operator) describes the transition from the intermediate states $\left|\Phi_{\alpha}\right\rangle$ to the final states $\left|\Phi_{\beta, \mathbf{k}}\right\rangle$ with one photoelectron and the ion state labeled by $\beta$ (energy $E_{\beta}^{+}+\epsilon_{\mathbf{k}}$ ). Note that only the population of excited intermediate states and not the full density matrix enters equation (10). This is an approximation, which relies on the fact that pathway interferences play only a minor role for the considered two-step ionization process.

For the excited state with one electron in the continuum state $|\mathbf{k}\rangle,\left|\Phi_{\beta, \mathbf{k}}\right\rangle$, we write the usual antisymmetrized product ansatz

$$
\begin{equation*}
\left|\Phi_{\beta, \mathbf{k}}\right\rangle=\hat{c}_{\mathbf{k}}^{\dagger}\left|\Phi_{\beta}^{+}\right\rangle, \tag{11}
\end{equation*}
$$

where $\left|\Phi_{\beta}^{+}\right\rangle$is an eigenstate of the ionized system with energy $E_{\beta}^{+}$. In this case the photoemission matrix element reduces to

$$
\begin{equation*}
\left\langle\Phi_{\beta, \mathbf{k}}\right| \hat{D}\left|\Phi_{\alpha}\right\rangle=\langle\mathbf{k}| \hat{D}\left|\phi_{\alpha \beta}^{\mathrm{D}}\right\rangle . \tag{12}
\end{equation*}
$$

Here, $\phi_{\alpha \beta}^{\mathrm{D}}(\mathbf{r})$ stands for the corresponding Dyson orbital. As the sum over all excited states $\beta$ is implied, a (computationally expensive) precise calculation of the Dyson orbitals can be omitted by approximating them by simple hole states, i.e., by assuming

$$
\begin{equation*}
\left|\Phi_{\beta=(m, \alpha)}^{+}\right\rangle \approx \hat{c}_{m}\left|\Phi_{\alpha}\right\rangle, \quad E_{\beta}^{+} \approx E_{\alpha}-\epsilon_{m} \tag{13}
\end{equation*}
$$

Here, $\epsilon_{m}$ stands for the KS eigenvalue of orbital $\phi_{m}(\mathbf{r})$. The matrix element (12) can thus be evaluated in terms of a superposition of matrix elements with respect to the KS orbitals. The scattering states $|\mathbf{k}\rangle$ were computed with respect to the spherically averaged KS potential [28], which is known to be an adequate approximation for angleintegrated quantities. Asymptotic corrections ensuring the $r^{-1}$ behavior are incorporated by smoothly interpolating between the short-range and long-range regimes. Further orthogonalization with respect to the bound KS orbitals is performed.

To reflect the experimental situation, the integration over all photoelectron states has to be performed. Furthermore, we note that equation (10) balances spectral resolution versus temporal resolution in terms of the convolution of the phase factor $\mathrm{e}^{-\mathrm{i} \Delta E t}, \Delta E=E_{\alpha}+\omega-E_{\beta}^{+}-\epsilon_{\mathbf{k}}$, with the envelop function. Due to very long pulses as compared to one oscillation period, this convolution practically yields a Dirac $\delta$-function with respect to the energy balance. Taking this into account, the total ionization pump-probe signal $S(\tau)=\int \mathrm{d} \mathbf{k} N_{\mathbf{k}}$ simplifies to

$$
\begin{equation*}
S(\tau) \propto \sum_{\alpha \beta} \int_{-\infty}^{\infty} \mathrm{d} t \int_{-\infty}^{t} \mathrm{~d} t^{\prime} F_{\text {probe }}(t-\tau) F_{\text {probe }}\left(t^{\prime}-\tau\right) P_{\alpha \beta}\left(E_{\alpha}+\omega\right) \rho_{\alpha \alpha}\left(t^{\prime}\right) \tag{14}
\end{equation*}
$$

where $P_{\alpha \beta}(\epsilon)=k \int \mathrm{~d} \Omega_{\mathbf{k}}\left|M_{\beta \mathbf{k}, \alpha}\right|^{2}$ with $k=\sqrt{2 \epsilon}$ is proportional to the energy-resolved ionization probability with respect to the initial state $\left|\Phi_{\alpha}\right\rangle$ and final state $\left|\Phi_{\beta}^{+}\right\rangle$. As in section 4.2, $\tau$ denotes the pump-probe delay.

### 5.3. Theory versus experiment

The pump-probe signal based on the laser-driven and vibron-coupled dynamics of the density matrix can now be compared to the experiment. We remark that equation (14) assumes that the two pulses can be separated and does not account for the scenario of overlapping pulses. We thus limit the comparison between the theoretical calculations and the experiment, presented in figure 5 , to the region of exponential decay for $\tau \geqslant 300 \mathrm{fs}$. Furthermore, the dynamics presented in figure 7 indicates that the laser intensity exceeds the perturbative regime. However, even with stronger pulses, the bright states around 5.66 eV are the only accessible channels, as absorbing another photon leads to immediate ionization. This will, however, only affect the background signal. Therefore, we adjust the background $S_{\mathrm{bg}}=S(\tau \rightarrow \infty)$ to the experiment. After solving the Lindblad master equation for various values of the parameters $g$ and $\eta$, we found the best fit for $g=1.128$ and $\eta=0.77 \mathrm{meV}$. The latter corresponds to a vibrational lifetime of $\approx 5.4 \mathrm{ps}$, which is in accordance with previous experiments [8]. The small deviation of the scaling factor $g$ from unity underpins the predictive power of our treatment. Note that also $g=1$ results in a decay dynamics which closely resembles, apart from the background, the experimental data, whereas varying $g$ to smaller or larger values clearly deviates from the measurements.

We also calculated the ionization signal for varying photon energy $\omega$ and compared the resulting spectra in figure 4. To match the laser spectral bandwidth to the experiment, the obtained curves were convolved with a Gaussian having a FWHM of 2.8 nm . The theoretical spectra are centered around the vertical excitation energy, which is lower than what is observed in the experiment. This kind of underestimating bandgaps and thus excitation energies is typical for most DFT calculations and for the $\mathrm{C}_{60}$ molecular, in particular [40]. However, the theoretical and the experimental peak differ only by $\approx 10 \mathrm{meV}$. Generally, both the experimental as well as the theoretical spectra are considerably sharper than in optical absorption measurements. This is a major advantage of the current experimental setup: the dipole excitation dominates over possible loss channels, if the pulse strength is increased, which leads to a narrow resonance.

### 5.4. Steady-state versus time-dependent picture

The interpretation of the present data on the relaxation dynamics requires the full picture including both, correlated electronic and nuclear degrees of freedom and their interactions [63, 64]. It is known that highly excited electronic and vibrational $\mathrm{C}_{60}$ states are strongly mixed [55, 65 ]. In turn, relaxation channels open up depopulating the electronically excited states by internal conversion close to conical intersections similar to electron-phonon coupling in solid state materials. We note that characteristic fragmentation patterns observed in TOF mass spectra using optical lasers as a function of pump-probe delay revealed (nonadiabatic) vibronic coupling on a time scale of $\tau_{\text {vib }}=200-300 \mathrm{fs}$ [45], which is in good agreement with the present findings. Furthermore, nonadiabatic coupling of mixed valence and Rydberg states is ubiquitous in polyatomic molecules affecting potential energy surfaces, energy relaxation and dissociation dynamics [21]. Similar processes have been considered to evoke the loss of small neutral fragments from $\mathrm{C}_{60}$ on a picosecond time scale [66].

The identification of vibronic coupling playing a key role in the electronic energy loss of correlated manybody states may open new vistas for optical control of charge-transport phenomena in smart materials containing these nanospheres. For instance, coherently induced radial symmetric 'breathing' motion of the cage atoms strongly impacts the structure and dynamics of the molecule [67]. The carbon cage and the electron system start to exchange many eV in energy periodically on a sub-100 fs period timescale. The coherent oscillation prevails for several cycles [67], which might be interesting for novel ultrafast switching applications in molecular electronics.

## 6. Summary and outlook

Ultrashort pulses in the UV spectral range excite correlated many-body states of isolated $\mathrm{C}_{60}$ molecules below the ionization continuum. The population is followed by subsequent UV pulses of the same wavelength that ionize the molecules. By recording the $\mathrm{C}_{60}^{+}$ion yield as a function of time delay between the pump and probe pulses we observe an exponential decay with a time constant of $\tau_{\text {vib }}=400 \pm 100 \mathrm{fs}$ which is explained by the coupling of electronic excitation to nuclear motion in the neutral molecule. The initial electronic relaxation can be as fast as $\tau_{\mathrm{el}}=10_{-3}^{+5} \mathrm{fs}$ according to the evaluation of the resonance line width in single pulse experiments as a function of excitation wavelength. The experimental results are in good agreement with ab initio calculation of structure and dynamics including electronic correlation and vibronic coupling. However, the UV pulse duration of 100 fs did not allow to observe pure electron dynamics in time-resolved experiments. Future experimental work making use of shorter UV pulses shall reveal the predicted laser-driven Rabi oscillation and time-resolved transformation of the electronic orbitals, i.e., the coupling between different electronic states.
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## Appendix A. Electron-vibron matrix elements

In this appendix we provide the details on how the first-order (Herzberg-Teller) electron-vibron coupling matrix elements, equation (5), were computed. After the calculation of the vibrational eigenmodes $\nu$, one readily obtains the associated deformations of the fullerene cage. Denoting the collection of nuclear coordinates in equilibrium by $\left\{\mathbf{R}^{(0)}\right\}=\left(\mathbf{R}_{1}^{(0)}, \ldots, \mathbf{R}_{60}^{(0)}\right)$, the vibrational distortion is characterized by

$$
\begin{equation*}
\left\{\mathbf{R}^{(\nu)}(q)\right\}=\left(\mathbf{R}_{1}^{(\nu)}(q), \ldots, \mathbf{R}_{60}^{(\nu)}(q)\right) \quad \text { with } \quad \mathbf{R}_{m}^{(\nu)}(q)=\mathbf{R}_{m}^{(0)}+q \mathbf{V}_{m}^{(\nu)}, \tag{A.1}
\end{equation*}
$$

where $\mathbf{V}_{m}^{(\nu)}$ is the displacement eigenvector. Based on equation (A.1), we performed a DFT calculation for each vibrational mode, fixing the magnitude of the distortions at $\delta q=0.01$. Instead of taking derivatives of the KS potential, we employ the equivalent formulation

$$
\begin{equation*}
k_{i j}^{\nu} \simeq \frac{1}{\delta q}\left\langle\phi_{i}\right| \hat{h}_{\nu}-\hat{h}_{0}\left|\phi_{j}\right\rangle, \quad \hat{h}_{\nu}=-\frac{1}{2} \nabla^{2}+v^{\mathrm{KS}}\left(\mathbf{r},\left\{\mathbf{R}^{(\nu)}(\delta q)\right\}\right), \tag{A.2}
\end{equation*}
$$

where we have approximated the derivative by finite differences. The KS Hamiltonian describing the molecule in equilibrium is denoted by $\hat{h}_{0}$, while $\hat{h}_{\nu}$ describes the distorted molecule. For the evaluation of equation (A.2) we insert a (approximate) completeness relation and obtain

$$
\begin{align*}
k_{i j}^{\nu} & \simeq \frac{1}{\delta q}\left[\left\langle\phi_{i} \mid \tilde{\phi}_{k}^{(\nu)}\right\rangle \tilde{\epsilon}_{k}^{(\nu)}\left\langle\tilde{\phi}_{k}^{(\nu)} \mid \phi_{j}\right\rangle-\epsilon_{i} \delta_{i j}\right], \\
\hat{h}_{\nu}\left|\tilde{\phi}_{k}^{(\nu)}\right\rangle & =\tilde{\epsilon}_{k}^{(\nu)}\left|\tilde{\phi}_{k}^{(\nu)}\right\rangle, \hat{h}_{0}\left|\phi_{i}\right\rangle=\epsilon_{i}\left|\phi_{i}\right\rangle . \tag{A.3}
\end{align*}
$$

Note that the overlaps $\left\langle\phi_{i} \mid \tilde{\phi}_{k}^{(\nu)}\right\rangle$ incorporate the symmetry properties of the vibronically induced transitions.
The transformation into the many-body basis is accomplished by expressing the one-body coupling operator in second quantization, $\hat{k}^{\nu}=\sum_{i j} k_{i j}^{\nu} \hat{c}_{i}^{\dagger} \hat{c}_{j}$, and evaluating $\left\langle\Phi_{\alpha}\right| \hat{k}^{\nu}\left|\Phi_{\beta}\right\rangle$ according to the algebra of the fermionic creation and annihilation operators.

## Appendix B. Lindblad master equation

For the derivation of the Lindblad master equation in the weak-coupling limit, we follow [58]. For the Hamiltonian (7)-(9) one obtains the following EOM for the electronic density matrix $\hat{\rho}(t)=\sum_{\alpha \beta} \rho_{\alpha \beta}(t)\left|\Phi_{\alpha}\right\rangle\left\langle\Phi_{\beta}\right|:$

$$
\begin{align*}
\frac{\mathrm{d}}{\mathrm{~d} t} \hat{\rho}(t)= & -\mathrm{i}\left[\hat{H}_{\mathrm{el}}(t), \hat{\rho}(t)\right] \\
& +\sum_{\alpha \beta \alpha^{\prime} \beta^{\prime}} \Gamma_{\alpha \beta \alpha^{\prime} \beta^{\prime}}\left(\rho_{\beta \beta^{\prime}}(t)\left|\Phi_{\alpha}\right\rangle\left\langle\Phi_{\alpha^{\prime}}\right|-\frac{1}{2}\left\{\left|\Phi_{\beta^{\prime}}\right\rangle\left\langle\Phi_{\beta}\right| \hat{\rho}(t)\right\}\right) . \tag{B.1}
\end{align*}
$$

The square (curly) brackets denote the commutator (anti-commutator). The vibronic bath enters into

$$
\begin{equation*}
\Gamma_{\alpha \beta \alpha \beta^{\prime}}=\sum_{\nu} \gamma_{\nu}\left(E_{\beta}-E_{\alpha}\right) \delta_{E_{\beta}-E_{o} E_{\beta^{\prime}}-E_{\alpha^{\prime}}} K_{\alpha \beta}^{\nu} K_{\alpha^{\prime} \beta^{\prime}}^{\nu} \tag{B.2}
\end{equation*}
$$

where $\gamma_{\nu}(E)=\left(N_{\mathrm{B}}(E)+1\right) A_{\nu}(E) . N_{\mathrm{B}}(E)$ denotes the Bose distribution (displayed in figure 6) which accounts for the occupation of the vibronic modes for the given temperature. The vibrational frequencies determine the spectral function $A_{\nu}(E)=2 \pi \delta\left(E-\Omega_{\nu}\right)$, which we replace by the smeared form

$$
\begin{equation*}
A_{\nu}(E)=\sqrt{2 \pi / \eta^{2}} \exp \left[-\left(E-\Omega_{\nu}\right)^{2} / 2 \eta^{2}\right] \tag{B.3}
\end{equation*}
$$

to account for the finite lifetime of the vibrations.
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## Transient spectroscopy from quantum kinetics

We have already seen that the NEGF formalism represents a particularly useful tool to describe photoemission, both from fundamental (see sec. 5.2) and practical (as demonstrated in sec. 5.4) point of view. The advent of the attosecond metrology (see sec. 3.1) offers genuinely new insights into the dynamics of many-body systems, with the ultimate goal of following the nonequilibrium time evolution - as induced by a tunable excitation - the same way as "watching" a movie. Among the most exciting developments are time- and energy resolved experiments such as time-resolved ARPES (see subsec. 3.2.3). A time-dependent formulation of the NEGF theory of photoemission, which is capable of including the many-body photoexcitation effects discussed in subsec. 3.1.2 would therefore provide powerful tools for exploring electronic correlations in the time domain.

### 6.1 Kadanoff-Baym equations

The dynamics of the GFs is governed by the KBEs (see subsec. 2.5.4). Choosing a suitable SP basis for representing all Keldysh components of the GFs and the self-energy, the KBEs in their usual form read

$$
\begin{gather*}
\mathrm{i}_{t_{1}} \mathbf{G}^{>}\left(t_{1}, t_{2}\right)=\mathbf{h}^{\mathrm{MF}}\left(t_{1}\right) \mathbf{G}^{>}\left(t_{1}, t_{2}\right)+\left[\mathbf{\Sigma}^{\mathrm{R}} \cdot \mathbf{G}^{>}+\boldsymbol{\Sigma}^{>} \cdot \mathbf{G}^{\mathrm{A}}+\boldsymbol{\Sigma}^{\rceil} \star \mathbf{G}^{\complement}\right]\left(t_{1}, t_{2}\right),  \tag{6.1a}\\
-\mathrm{i} \partial_{t_{2}} \mathbf{G}^{<}\left(t_{1}, t_{2}\right)=\mathbf{G}^{<}\left(t_{1}, t_{2}\right) \mathbf{h}^{\mathrm{MF}}\left(t_{2}\right)+\left[\mathbf{G}^{\mathrm{R}} \cdot \mathbf{\Sigma}^{<}+\mathbf{G}^{<} \cdot \boldsymbol{\Sigma}^{\mathrm{A}}+\mathbf{G}^{\rceil} \star \boldsymbol{\Sigma}^{\lceil ]}\left(t_{1}, t_{2}\right),\right.  \tag{6.1b}\\
\mathrm{i} \partial_{t} \mathbf{G}^{\rceil}(t, \tau)=\left[\mathbf{\Sigma}^{\mathrm{R}} \cdot \mathbf{G}^{\rceil}+\mathbf{\Sigma}^{\rceil} \star \mathbf{G}^{\mathrm{M}}\right](t, \tau) . \tag{6.1c}
\end{gather*}
$$

The KBEs (6.1) represent the minimal set of equations to propagate in two times; all other components can be constructed by symmetry properties. The operations in the square brackets are convolutions on either the real or the imaginary track. The notation is consistent [E7]. The KBEs (6.1) are an initial-value problems with the boundary conditions

$$
\begin{equation*}
\mathbf{G}^{l}\left(t_{0}, \tau\right)=\mathbf{G}^{\mathrm{M}}(-\tau), \quad \mathbf{G}^{<}\left(t_{0}, t_{0}\right)=\mathbf{G}^{\mathrm{M}}(0-), \quad \mathbf{G}^{>}\left(t_{0}, t_{0}\right)=\mathbf{G}^{\mathrm{M}}(0+) . \tag{6.2}
\end{equation*}
$$

Hence, the Matsubara GF has to be known in advance, reflecting the initial preparation of the system in a grand-canonical ensemble. The time derivatives appearing on the left-hand sides of eqs. (6.1) governs the directionality of the time propagation with respect to the two arguments. The derivative $\partial_{t_{1}}$ allows to perform the step $\mathbf{G}^{>}\left(t_{1}, t_{2}\right) \rightarrow \mathbf{G}^{>}\left(t_{1}+\Delta t, t_{2}\right)$ ( $\Delta t$ is the time step when discretizing the derivatives), while the $\operatorname{KBE}$ (6.1b) for the lesser GF performs the step $\mathbf{G}^{<}\left(t_{1}, t_{2}\right) \rightarrow \mathbf{G}^{<}\left(t_{1}, t_{2}+\Delta t\right)$. Using the symmetry $\mathbf{G}^{\gtrless}\left(t_{1}, t_{2}\right)=-\mathbf{G} \gtrless\left(t_{2}, t_{1}\right)^{\dagger}$, the GFs can be thus found in the complete $\left(t_{1}, t_{2}\right)$ plane. The left GF obeying eq. (6.1c) is, on the other hand, propagated in $t_{1}$-direction, while $\tau$ is treated as a parameter. Fig. 6.1(a) illustrates the solution scheme of the KBEs.

The KBEs describe how an interacting fermionic or bosonic system, which is initially prepared in thermal equilibrium, evolves in time upon external driving that enters the MF Hamiltonian $\mathbf{h}^{\mathrm{MF}}(t)$. The explicit appearance of the left/right Keldysh components for both the GFs and the self-energy (which contains the


Figure 6.1: (a) Sketch of the solution scheme of the KBEs (6.1). The greater (lesser) GF is propagated in $t_{1}\left(t_{2}\right)$ direction from the initial point as given by the Matsubara GF, while $\mathbf{G}^{\dagger}\left(t_{1}, \tau\right)$ is obtained from Matsubara GF as the boundary in the $t_{1}$ direction. (b) Typical behavior of the spectral function of the $S$-model for different numbers of plasmons in the initial state. (c) Energy scheme of intrinsic and extrinsic plasmon losses for the photoemission from core levels.
full Matsubara GF as boundary conditions) results in the memory of the system of its initial state. As a consequence, the system will return to a thermal equilibrium state, if possible ${ }^{1}-$ a dissipation (or dephasing) mechanism is required here. This is typically the case for an open system as encountered in the transport scenario or in extended systems [221]. Note that the reached steady state may depend on the driving history [222].

In full generality, the GFs obtained by solving eqs. (6.1) yield the time-dependent one-body density matrix and time-dependent spectral quantities such as the LDOS (see subsec. 2.5.5). It is clear that the time evolution of such reduced quantities is non-hermitian and entails memory effects [223]. The KBEs thus provide a fundamental description of quantum kinetics, which contains other theories such as, for instance, the Boltzmann equation [70]. In practice, approximations to the correlation part of the self-energy on the right-hand side of eqs. (6.1), which are consistent with the treatment of the Matsubara GF, have to be invoked (see subsec. 2.5.2 for typical approximations). Details of the numerical schemes to solve the KBEs can be found in ref. [71] and in [E7].

### 6.2 E7: Time-dependent many-body treatment of electron-boson dynamics: application to plasmon-accompanied photoemission

Both the typical approximations to the self-energy and the propagation scheme are more or less established for electronic systems, allowing an ab initio treatment of atoms and small molecules beyond TDDFT [224226]. However, less is known for the dynamics of EB systems as introduced in subsec. 2.5.6, where we have already explained their wide range of applications. In view of electron-phonon coupling, where the back-action of the electron dynamics on the phonon subsystem can be disregarded in the usual scenario, the Midgal approximation $[105,106,159]$ represents the standard approach, especially in the steady-state regime [227-230]. However, important physical phenomena are missing in this simplified description, such as the polaron formation in the Holstein model [96, 107, 231]. Furthermore, the interaction with bosonic QP excitations on an energy scale comparable to the electrons - as it is typically the case for plasmons invalidates treating the bosons as frozen. For the advantages the NEGF formalism offers for describing (time-resolved) spectroscopies such as photoemission (see subsec. 3.2.1 and sec. 5.2), treating the appropriate GFs for the electron and bosonic time evolution on equal footing represents an important advance. This is where our - parallel to independent works [232] - pioneering work [E7] comes into play.

The first question that needs to be addressed is how the standard expressions for the self-energy established for the steady-state case translate into a time-dependent scenario. To clarify the subtleties, we have re-derived the counterpart of Hedin's equations for generalized version of the EB Hamiltonian (2.74) by the source-field method. This provides a systematic way of treating the coupling between the electronic and the bosonic subsystems by corresponding conserving approximations to the self-energy. The parallels to Hedin's equations for purely fermionic (or bosonic) systems indicate an identical diagrammatic representation of the self-energy. More details on these points are provided by appendix C.

[^36]In subsec. 2.5.6 we have already mentioned that EB models represent a very practical way of introducing electron-plasmon interactions. A discussion on the justification is given by appendix C.3. Gaining access to the corresponding dynamics will thus allow for studying the impact of plasmon-accompanied processes on photoemission - which have been a central topic of this thesis - in the time domain. The prototypical model comprising the physics of intrinsic and - with slight extensions - extrinsic plasmon losses is the Lundqvist's $S$-model (see subsec. 2.5.6). It describes a core electron, which is coupled to a single, dispersion-less plasmon mode (frequency $\Omega_{\mathrm{pl}}$ ) of the conduction band. The Hamiltonian reads

$$
\begin{equation*}
\hat{H}_{0}=\varepsilon_{0} \hat{c}_{0}^{\dagger} \hat{c}_{0}+\Gamma_{0} \hat{c}_{0} \hat{c}_{0}^{\dagger} \hat{Q}+\frac{1}{2} \Omega_{\mathrm{pl}}\left(\hat{P}^{2}+\hat{Q}^{2}\right) . \tag{6.3}
\end{equation*}
$$

It is clear that the coupling between the bosonic and the electronic degrees of freedom vanishes if the core level is occupied; the model thus accommodates intrinsic losses upon photoemission. The spectral function reflecting this process is sketched in fig. 6.1(b). It comprises a QP peak at $\varepsilon_{\mathrm{QP}}=\varepsilon_{0}+\Gamma_{0}^{2} / 2 \Omega_{\mathrm{pl}}$ and an infinite series of plasmon satellites. If the core electron is removed from the ground state (no plasmons present: $n_{\mathrm{pl}}=0$ ), the photoemission may be direct (originating from the QP) peak or be subject to plasmonic shakeup processes. In the latter case, a part of the energy of the photon is converted into a plasmon; therefore, the corresponding satellite peaks of the spectral function appear at lower energy. In principle, any number $n_{\mathrm{pl}}$ of plasmon can so be excited, resulting in a infinite series of - with decreasing weights according to a Poisson distribution - plasmon satellites at $\varepsilon_{\mathrm{QP}}-n_{\mathrm{pl}} \Omega_{\mathrm{pl}}$. In case $n_{\mathrm{pl}}$ plasmons are already present in the initial state, transferring their energy to the photoelectron is also possible and reflected by a plasmon satellite on the right-hand side of the QP peak (see fig. 6.1(b)). This plasmon-assisted emission mechanism is closely related to the plasmon-driven photoemission which we have already discussed in sec. 5.4.

Extending the model by adding photoelectron states allows for incorporating extrinsic effects by introducing a coupling operator proportional to the plasmon coordinate $\hat{Q}$. A minimal model comprises additionally two photoelectron states with energy $\varepsilon_{1}, \varepsilon_{2}$ (see sketch in fig. 6.1(c)). Besides the no-loss emission from the QP peak (which corresponds to detecting the photoelectron with energy $\varepsilon_{2}$ ), there are now two pathways - intrinsic or extrinsic losses - which lead to measuring the photoelectron with reduced energy $\varepsilon_{1}=\varepsilon_{2}-\Omega_{\mathrm{pl}}$. Therefore, quantum interference effects occur [90], which are hard to incorporate into firstprinciple calculations [233-235]. A better understanding of the interplay of intrinsic and extrinsic losses would hence greatly assist the interpretation of experimental photoemission spectra. How can those two loss channels be disentangled?

In [E7] we suggest to approach this question in the time domain. We consider an EB model similar to the schematic fig. 6.1(c), which delivers a quite realistic picture for the photoemission from core levels in simple metals. In particular, we are motivated by recent attosecond photoemission experiments from the 2 p core level in magnesium [116] and adjust the model accordingly. Based on the general treatment of the EB self-energy (discussed above), an efficient propagation scheme of the electron GFs according to the KBEs along with the KBEs for the coordinate-coordinate boson GFs is proposed. The boson correlators in contrast to the electron case eq. (6.1) - obey a set of second-order integro-differential equations (this is also shown in appendix C.2). This reflects the inertia in the plasmon modes associated to the characteristic built-up time scale of screening effects. Computing time-dependent 2PPE spectra (see subsec. 3.2.3), we show that - given suitable parameters of the external laser field - intrinsic losses manifest on a much shorter time scale than extrinsic effects and advocate time-resolved photoemission as a helpful tool to explore the underlying intricacies.
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#### Abstract

Recent experiments access the time-resolved photoelectron signal originating from plasmon satellites in correlated materials and address their buildup and decay in real time. Motivated by these developments, we present the Kadanoff-Baym formalism for the nonequilibrium time evolution of interacting fermions and bosons. In contrast to the fermionic case, the bosons are described by second-order differential equations. Solution of the bosonic Kadanoff-Baym equations-which is the central ingredient of this work-requires substantial modification of the usual two-times electronic propagation scheme. The solution is quite general and can be applied to a number of problems, such as the interaction of electrons with quantized photons, phonons, and other bosonic excitations. Here the formalism is applied to the photoemission from a deep core hole accompanied by plasmon excitation. We compute the time-resolved photoelectron spectra and discuss the effects of intrinsic and extrinsic electron energy losses and their interference.
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## I. INTRODUCTION

The impressive advances in the field of time-resolved and, in particular, attosecond metrology [1-4] lead to new insights into the transient electron dynamics in atomic [5], molecular [6], and condensed [7] matter. The attosecond streaking technique, in particular, captures the time-resolved photoelectron spectra and thus allows for tracing the pathway of, e.g., plasmon-accompanied photoemission in the time domain [8-10].

Generally, photoemission is an involved process [11] in which several factors are important: the density of states of the unperturbed system, the electron scattering following photoabsorption, and the formation of electron scattering states which are subsequently observed in the detector. The corresponding three stages are known as the classical model of photoemission due to Berglund and Spicer [12]. The last stage is complicated by the presence of long-range Coulomb interaction between the emitted particle and the target. Fortunately, in many cases calculations of the scattering states can be decoupled from the treatment of the many-body effects, which is the main topic of this work.

A deep core hole is created due to the interaction with an XUV photon. The liberated electron interacts with the particle-hole excitations in the conduction band and may also excite collective charge density fluctuations (plasmons). The separation between these scattering mechanisms is only possible in the long wave-length limit where particle-hole excitations shape the threshold profile. The plasmons, by acting as massive bosonic particles, reshape the satellites' features in the spectrum [13]. The latter effect, which is inherently nonequilibrium and known as extrinsic losses, should be distinguished from the intrinsic losses manifested as, e.g., plasmonic satellites (PSs) in the equilibrium spectral function. The occurrence of quantum interference between these two channels is essential for obtaining accurate photoemission spectra in the vicinity of PSs [14]. A microscopic theory

[^37]accounting for intrinsic and extrinsic losses is a challenge even in standard steady-state photoemission theory [15-18], while a time-dependent description is still lacking.

In this work we focus on the time-dependent aspects of photoemission for electronic systems in the case where the interaction is solely mediated by the bosonic excitations. Typical examples are processes involving electron-phonon or electron-photon interactions. Also in pure electronic systems the interaction can often be written in this form: For deep core photoemission the photoelectron at high energies can be treated as a distinguishable particle interacting with the density fluctuations of the system [19]. At metallic densities fluctuations are dominated by plasmonic excitations. This gives rise to the $S$-model originally proposed by Lundqvist [20] and solved by Langreth [13]. Keeping in mind the distinguishability aspect of such a reduction the model can also be applied to more general scenarios such as homogeneous electron gas at metallic densities [21] or solids treated in the plasmon-pole approximation [22]. A sequence of PSs accompanying the main quasiparticle $(\mathrm{QP})$ peak is a generic feature of the density of states of the electron-boson Hamiltonian [23].

A powerful method to deal with time-dependent processes in many body systems is the nonequilibrium Green's function (NEGF) approach. This method provides a link to standard many-body perturbation theory, allowing so for systematic approximation schemes, and also to classical kinetics [24,25]. One important application of the NEGF formalism is the prediction and the interpretation of time- and angular-resolved photoemission spectra (tr-ARPES) [26], a technique that has been employed in recent experiments on ultrafast dynamics of electronic [27] or phononic [28] band structures of correlated materials. Further recent time-resolved experiments such as transient absorption in atoms [5] and transient THz transmission in semiconductors [29,30] are within the scope of the NEGF approach [31-34] as well.

The method relies on solving the equations of motion (EOM) for the Green's functions on the Keldysh time contour [35-37]-the Kadanoff-Baym equations (KBEs)-with a proper choice of the self-energy [38-40], which, in turn, determines the form of the collision integrals. This work
is devoted to the extension of this formalism to coupled electron-boson Hamiltonians (Sec. II A) and formulation of the bosonic EOM as a second-order equation for massive particles (Sec. II B). The formalism is kept general and is thus applicable to related problems such as pseudoparticles [41], electron-phonon coupling in the steady state [42-46], and time domain [31,47,48], electron-vibron [49,50] or electronphoton [51], or plasmonic nanojunctions [52,53]. In this study we go beyond the frozen boson scheme as often employed for electron-phonon relaxation [31,33,54-56] and treat density oscillations in the system quantum mechanically. Our timedependent numerical approach (Sec. III) makes it possible to disentangle intrinsic from extrinsic losses in photoemission in a natural way and it complements the steady-state regime studies that have been performed previously [16,17,57-71].

We apply the theory to the time-resolved photoemission from the magnesium $2 p$ core state and discuss the influence of the intrinsic and extrinsic electron-plasmon couplings (Sec. IV). Atomic units are used unless stated otherwise.

## II. THEORY

Our goal is the description of a system of electrons interacting with bosonic QPs that can be emitted or absorbed (sometimes also referred to as quasibosons [14]) and thus mediate an effective electron-electron interaction. As a consequence, the boson propagators must have spectral features that are quite different from (nonrelativistic) electrons: Instead of one QP peak at energy $\mathcal{E}$, a bosonic mode with frequency $\Omega$ is represented by two peaks at $\pm \Omega$ in the spectral function $\hat{B}(\omega)$, corresponding to emission or absorption of the QP, respectively. More generally, this is reflected by the antisymmetry of the boson spectral function $\hat{B}(\omega)=-\hat{B}^{\mathrm{T}}(-\omega)$. This is different from that of real bosonic particles (such as atoms with integer nuclear spin) that are not considered here.

The idea of describing the electron-electron interaction in metals by an effective Hamiltonian comprising electronic and bosonic degrees of freedom goes back to Pines and Bohm [72], where it was shown that the collective (long-wavelength) charge density fluctuations (approximately) behave as a harmonic oscillator. Diagrammatically, the long-wavelength regime is captured by the random-phase approximation. For other scenarios other classes of diagrams are relevant (see Ref. [39] for a comparative study).

Second quantization of the density oscillations then leads to the type of electron-boson Hamiltonian discussed below [14,19,73]. Equivalently, the Hamiltonian can be derived from the coupling of electrons to the quantized electromagnetic field [25] within the long-wavelength limit [74] . For nonzero momentum transfer the transversal response as encoded in the correlator of the vector potential function [25] or in the current-current correlation function [75] become important.

## A. Generic Hamiltonian

Let us consider a system characterized by a set of electronic single-particle (SP) states with energies $\left\{\mathcal{E}_{i}\right\}$ and possessing a number of bosonic modes with corresponding frequencies $\left\{\Omega_{\nu}\right\}$. The respective annihilation operators of the electrons (bosons) are denoted by $\hat{c}_{i}\left(\hat{a}_{v}\right)$.

For the electrons we have the noninteracting Hamiltonian

$$
\begin{equation*}
\hat{H}_{\mathrm{el}}=\sum_{i} \mathcal{E}_{i} \hat{c}_{i}^{\dagger} \hat{c}_{i}, \tag{1}
\end{equation*}
$$

while

$$
\begin{equation*}
\hat{H}_{\mathrm{bos}}=\sum_{\nu} \Omega_{v} \hat{a}_{v}^{\dagger} \hat{a}_{v}=\frac{1}{2} \sum_{\nu} \Omega_{v}\left(\hat{P}_{v}^{2}+\hat{Q}_{v}^{2}\right) \tag{2}
\end{equation*}
$$

represents the boson Hamiltonian. Instead of working with the bosonic creation or annihilation operators, the coordinatemomentum representation,

$$
\begin{equation*}
\hat{Q}_{v}=\frac{1}{\sqrt{2}}\left(\hat{a}_{v}+\hat{a}_{v}^{\dagger}\right), \quad \hat{P}_{v}=\frac{1}{\sqrt{2} i}\left(\hat{a}_{v}-\hat{a}_{v}^{\dagger}\right), \tag{3}
\end{equation*}
$$

is preferred here. Note that electrons and bosons (besides their coupling) are considered as noninteracting here for the sake of clarity. However, additional correlation effects for both subsystems can, in principle, be included without conceptional obstacles.

The electron-boson interaction is taken as

$$
\begin{equation*}
\hat{H}_{\mathrm{el-bos}}=\sum_{v} \sum_{i j} \Gamma_{i j}^{v} \hat{c}_{i}^{\dagger} \hat{c}_{j} \hat{Q}_{v} \tag{4}
\end{equation*}
$$

A coupling where the order of the fermionic operators is interchanged (e.g., $\hat{c}_{i} \hat{c}_{j}^{\dagger}$ ) can be treated along the same lines by employing the anticommutator relation $\hat{c}_{i} \hat{c}_{j}^{\dagger}=\delta_{i j}-\hat{c}_{j}^{\dagger} \hat{c}_{i}$. The remaining term arising due to the Kronecker $\delta, \sum_{v, i} \Gamma_{i i}^{v} \hat{Q}_{v}$ can be removed by shifting bosonic coordinates.

Furthermore, we account for environmental effects such as particle exchange and line broadening by including additional baths. In analogy, we define the environment SP states by the energies $\left\{\epsilon_{k}\right\}$, whereas the bosonic bath is characterized by the frequencies $\left\{\omega_{\alpha}\right\}$ :

$$
\begin{equation*}
\hat{H}_{\mathrm{el}}^{\mathcal{B}}=\sum_{k} \epsilon_{k} \hat{d}_{k}^{\dagger} \hat{d}_{k}, \quad \hat{H}_{\mathrm{bos}}^{\mathcal{B}}=\frac{1}{2} \sum_{\alpha} \omega_{\alpha}\left(\hat{p}_{\alpha}^{2}+\hat{q}_{\alpha}^{2}\right) . \tag{5}
\end{equation*}
$$

The bosonic bath operators $\hat{p}_{\alpha}, \hat{q}_{\alpha}$ are defined analogous to Eq. (3), while $\hat{d}_{k}$ denotes the annihilation operators with respect to the electron bath. The coupling of the electron-boson system to the environmental degrees of freedom is described by the embedding Hamiltonians

$$
\begin{equation*}
\hat{H}_{\mathrm{el-em}}=\sum_{i, k}\left(V_{i k} \hat{c}_{i}^{\dagger} \hat{d}_{k}+\text { H.c. }\right) \tag{6}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{H}_{\mathrm{bos}-\mathrm{em}}=\sum_{\alpha, \nu} \gamma_{\alpha, \nu} \hat{Q}_{\nu} \hat{q}_{\alpha} . \tag{7}
\end{equation*}
$$

The total static Hamiltonian thus reads
$\hat{H}_{0}=\hat{H}_{\mathrm{el}}+\hat{H}_{\mathrm{bos}}+\hat{H}_{\mathrm{el}-\mathrm{bos}}+\hat{H}_{\mathrm{el}}^{\mathcal{B}}+\hat{H}_{\mathrm{bos}}^{\mathcal{B}}+\hat{H}_{\mathrm{el}-\mathrm{em}}+\hat{H}_{\mathrm{bos}-\mathrm{em}}$.

For later convenience we also introduce

$$
\begin{equation*}
\hat{H}_{0}^{\prime}(t)=\hat{H}_{\mathrm{el}}+\hat{H}_{\mathrm{bos}}+s(t) \hat{H}_{\mathrm{int}}, \tag{9}
\end{equation*}
$$

where $\hat{H}_{\text {int }}$ comprises all the interacting contributions from Eq. (8). The modified Hamiltonian (9) makes it possible, by choosing a suitable functional form for the scaling factor $s(t)$, to "switch on" the interaction adiabatically in order to obtain


FIG. 1. The general contour $C$ consisting of the forward branch $C_{-}$on the real axis, the backward branch $C_{+}$, and the imaginary branch $\mathcal{C}_{\mathrm{im}}$. The arrows indicate the direction of the contour ordering. $\beta$ denotes the inverse temperature.
fully correlated eigenstates of $\hat{H}_{0}$, while $s \equiv 1$ retrieves the static case.

To account for the light-matter interaction, we introduce

$$
\begin{equation*}
\hat{H}_{\mathrm{el}-\mathrm{L}}(t)=\sum_{i j} F_{i j}(t) \hat{c}_{i}^{\dagger} \hat{c}_{j}+\text { H.c. } \tag{10}
\end{equation*}
$$

where $F_{i j}(t)$ comprise the transition matrix elements and the time-dependent field. There is no direct coupling of light to bosonic excitations in the minimal coupling scheme. The total time-dependent Hamiltonian is then given by

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}^{\prime}(t)+\hat{H}_{\mathrm{el}-\mathrm{L}}(t) \tag{11}
\end{equation*}
$$

## B. Equations of motion

To treat photoemission for the system described by the Hamiltonian (11), we proceed in a standard way by considering the one-particle fermionic and bosonic Green's functions [18,76]. Transient optical absorption requires the use of more complicated two-particle Green's functions [34,77,78] and is outside of the scope of this paper.

Thus, let us introduce the electron GF:

$$
\begin{equation*}
G_{i j}\left(z_{1}, z_{2}\right)=-i\left\langle\mathcal{T} \hat{c}_{i}\left(z_{1}\right) \hat{c}_{j}^{\dagger}\left(z_{2}\right)\right\rangle \tag{12}
\end{equation*}
$$

Here $z_{1}$ and $z_{2}$ are time arguments on the general contour $C$ [79] (sketched in Fig. 1), while $\mathcal{T}$ represents the corresponding contour-ordering operator. All operators are represented in a contour Heisenberg picture. The average $\langle\cdots\rangle$ refers to an initial ensemble of eigenstates of the Hamiltonian $\hat{H}^{\mathrm{M}}$. Typical choices here are (i) $\hat{H}^{\mathrm{M}}=\hat{H}_{0}-\mu \hat{n}_{\text {el }}\left(\hat{n}_{\text {el }}\right.$ is the electron number operator) or (ii) $\hat{H}^{\mathrm{M}}=\hat{H}_{\text {el }}+\hat{H}_{\text {bos }}-\mu \hat{n}_{\text {el }}$. Case (i) prepares the system in an ensemble with initial correlation, whereas in (ii) the noninteracting and thus known basis is used as a reference. Adiabatic switching can then be employed to obtain a correlated state by turning on the interaction along the real time axis [37]. Note that the chemical potential for the bosons is assumed to be zero as, in principle, an infinite number of them can be created.

Next we define the bosonic GF-the coordinate-coordinate correlator-according to

$$
\begin{align*}
D_{\mu \nu}\left(z_{1}, z_{2}\right) & =-i\left[\left\langle\mathcal{T} \hat{Q}_{\mu}\left(z_{1}\right) \hat{Q}_{\nu}\left(z_{2}\right)\right\rangle-\left\langle\hat{Q}_{\mu}\left(z_{1}\right)\right\rangle\left\langle\hat{Q}_{\nu}\left(z_{2}\right)\right\rangle\right] \\
& =-i\left\langle\Delta \hat{Q}_{\mu}\left(z_{1}\right) \Delta \hat{Q}_{v}\left(z_{2}\right)\right\rangle, \tag{13}
\end{align*}
$$

with the fluctuation operator $\Delta \hat{Q}_{v}(z)=\hat{Q}_{\nu}(z)-\left\langle\hat{Q}_{\nu}(z)\right\rangle$. Likewise, the momentum-coordinate,

$$
\begin{equation*}
D_{\mu \nu}^{P Q}\left(z_{1}, z_{2}\right)=-i\left[\left\langle\mathcal{T} \hat{P}_{\mu}\left(z_{1}\right) \hat{Q}_{\nu}\left(z_{2}\right)\right\rangle-\left\langle\hat{P}_{\mu}\left(z_{1}\right)\right\rangle\left\langle\hat{Q}_{\nu}\left(z_{2}\right)\right\rangle\right], \tag{14}
\end{equation*}
$$

and momentum-momentum correlators,

$$
\begin{equation*}
D_{\mu \nu}^{P P}\left(z_{1}, z_{2}\right)=-i\left[\left\langle\mathcal{T} \hat{P}_{\mu}\left(z_{1}\right) \hat{P}_{\nu}\left(z_{2}\right)\right\rangle-\left\langle\hat{P}_{\mu}\left(z_{1}\right)\right\rangle\left\langle\hat{P}_{\nu}\left(z_{2}\right)\right\rangle\right], \tag{15}
\end{equation*}
$$

can be defined. We demonstrate below that they are not required for the propagation of $D_{\mu \nu}\left(z_{1}, z_{2}\right)$, but are necessary if one is interested in observables such as the boson occupation number.

In order to elucidate the features of the respective selfenergies related to the explicit time dependence, we have rederived the EOM using the source-field method [80]. The full derivation is presented in Appendix A. Here we recapitulate the key points.

The electron GF (represented as matrix) obeys, as usual,

$$
\begin{align*}
& {\left[i \frac{\partial}{\partial z_{1}} \mathbf{I}-\mathbf{h}^{\mathrm{MF}}\left(z_{1}\right)\right] \mathbf{G}\left(z_{1}, z_{2}\right)} \\
& \quad=\mathbf{I} \delta\left(z_{1}, z_{2}\right)+\int_{C} d z_{3} \mathbf{\Sigma}\left(z_{1}, z_{3}\right) \mathbf{G}\left(z_{3}, z_{2}\right) \tag{16}
\end{align*}
$$

The self-energy, comprising many-body effects due to the electron-boson interaction and the coupling to the environment, appears as a mean-field (MF) contribution incorporated into the MF Hamiltonian $\mathbf{h F}^{\mathrm{MF}}$,

$$
\begin{equation*}
h_{i k}^{\mathrm{MF}}(z)=\mathcal{E}_{i} \delta_{i k}+F_{i k}(z)+s(z) \sum_{\nu} \Gamma_{i k}^{\nu}\left\langle\hat{Q}_{\nu}(z)\right\rangle \tag{17}
\end{equation*}
$$

and as the time nonlocal correlation self-energy.
The EOM for the boson propagator $D_{\mu \nu}\left(z_{1}, z_{2}\right)$ can be derived (details in Appendix A) from the Heisenberg EOM for position and momentum operators:

$$
\begin{gather*}
\frac{d}{d z} \hat{Q}_{v}(z)=\Omega_{v} \hat{P}_{v}(z)  \tag{18}\\
\frac{d}{d z} \hat{P}_{v}(z)=-\Omega_{v} \hat{Q}_{v}(z)-s(z) \sum_{i j} \Gamma_{i j}^{v} \hat{c}_{i}^{\dagger}(z) \hat{c}_{j}(z) \\
-s(z) \sum_{\alpha} \gamma_{\alpha, v} \hat{q}_{\alpha}(z) \tag{19}
\end{gather*}
$$

They show that the first-order equation for $D_{\mu \nu}\left(z_{1}, z_{2}\right)$ involves momentum-position correlators $D_{\mu \nu}^{P Q}$ and can only be closed as a second-order equation. The notion of the (bosonic) selfenergy $\Pi_{\mu \nu}\left(z_{1}, z_{2}\right)$, in the same spirit as for electronic GFs, results from closing the EOM. Gathering environmental and polarization effects into $\Pi_{\mu \nu}\left(z_{1}, z_{2}\right)$, the contour EOM for the boson GF reads

$$
\begin{align*}
& -\frac{1}{\Omega_{v}}\left(\frac{\partial^{2}}{\partial z_{1}^{2}}+\Omega_{v}^{2}\right) D_{\mu \nu}\left(z_{1}, z_{2}\right) \\
& \quad=\delta_{\mu \nu} \delta\left(z_{1}, z_{2}\right)+\sum_{\xi} \int_{C} d z_{3} \Pi_{\mu \xi}\left(z_{1}, z_{3}\right) D_{\xi v}\left(z_{3}, z_{2}\right) \tag{20}
\end{align*}
$$

In contrast to the electron case (16), the boson propagators are subject to a second-order EOM.

For examining the spectral properties, we define the different Keldysh components depending on which branch of the contour (Fig. 1) the arguments ( $z_{1}, z_{2}$ ) are located (we adopt the conventions from Ref. [79]). For example, the greater/lesser boson GF $D_{\mu \nu}^{\gtrless}\left(t_{1}, t_{2}\right)$ corresponds to $D_{\mu \nu}\left(z_{1}, z_{2}\right)$ with $z_{1}=$
$t_{1} \in C_{ \pm}$and $z_{2}=t_{2} \in C_{\mp}$. In equilibrium, $D_{\mu \nu}^{\gtrless}\left(t_{1}, t_{2}\right)$ depends on $t_{1}-t_{2}$ only, allowing to perform the Fourier transformation $D_{\mu \nu}^{\gtrless}(\omega)=\int_{-\infty}^{\infty} d t e^{i \omega t} D_{\mu \nu}^{\gtrless}(t)$. For instance, the resulting spectral function for the noninteracting case $\Pi_{\mu \nu}=0$ reads $b_{\mu \nu}(\omega)=\pi \delta_{\mu \nu}\left[\delta\left(\omega-\Omega_{\nu}\right)-\delta\left(\omega+\Omega_{\nu}\right)\right]$. The appearance of the two peaks is a consequence of the second-order EOM Eq. (20). Further properties of the boson propagators are summarized in Appendix B.

As detailed in Appendix A, the expression for the electron self-energy due to the electron-boson interaction is given by

$$
\begin{align*}
& \Sigma_{i j}^{\mathrm{el}-\mathrm{bos}}\left(z_{1}, z_{2}\right) \\
& = \\
& \quad i s\left(z_{1}\right) \sum_{\mu \nu} \sum_{n k} \sum_{a b} \Gamma_{i k}^{\mu} \Gamma_{a b}^{v} \int_{C} d\left(z_{3} z_{5}\right) G_{k n}\left(z_{1}, z_{3}\right)  \tag{21}\\
& \quad \times \Lambda_{n j a b}\left(z_{3}, z_{2} ; z_{5}\right) D_{\mu \nu}\left(z_{5}, z_{1}^{+}\right) s\left(z_{5}\right)
\end{align*}
$$

where $\Lambda_{n j a b}$ denotes the three-point vertex function obeying the standard Bethe-Salpeter equation (BSE) with the fourpoint kernel $K_{a b c d}\left(z_{1}, z_{2} ; z_{3}, z_{4}\right)=\delta \Sigma^{\mathrm{el} \text {-bos }}\left(z_{1}, z_{2}\right) / \delta G_{c d}\left(z_{3}, z_{4}\right)$ obtained from the functional derivative of the self-energy with respect to the electron GF (details in Appendix A). The bosonic self-energy is determined by the electron (irreducible) polarization,

$$
\begin{align*}
& P_{a b c d}\left(z_{1}, z_{2}\right) \\
& \quad=-i \sum_{p q} \int_{C} d\left(z_{3} z_{4}\right) G_{a p}\left(z_{1}, z_{3}\right) G_{q b}\left(z_{4}, z_{1}^{+}\right) \Lambda_{p q c d}\left(z_{3}, z_{4} ; z_{2}\right) \tag{22}
\end{align*}
$$

by

$$
\begin{equation*}
\Pi_{\mu \nu}^{\mathrm{p}}\left(z_{1}, z_{2}\right)=s\left(z_{1}\right) s\left(z_{2}\right) \sum_{a b c d} \Gamma_{b a}^{\mu} P_{a b c d}\left(z_{1}, z_{2}\right) \Gamma_{c d}^{v} \tag{23}
\end{equation*}
$$

The simplest possible conserving approximation [81] emerges from invoking the zeroth-order approximation to the vertex function, that is,

$$
\begin{equation*}
\Lambda_{a b c d}\left(z_{1}, z_{2} ; z_{3}\right)=\delta_{a c} \delta_{b d} \delta\left(z_{1}, z_{2}\right) \delta\left(z_{1}, z_{3}\right) \tag{24}
\end{equation*}
$$

Analogously to Hedin's equations for electronic systems (Fig. 2), we designate the resulting second-order (in $\Gamma$ ) approximations to both the electron and the boson self-energy as $G W$ approximation:

$$
\boldsymbol{\Sigma}^{(2)}\left(z_{1}, z_{2}\right)=i s\left(z_{1}\right) s\left(z_{2}\right) \sum_{\mu \nu} \boldsymbol{\Gamma}^{\mu} \mathbf{G}\left(z_{1}, z_{2}\right) \boldsymbol{\Gamma}^{v} D_{\mu \nu}\left(z_{1}, z_{2}\right)
$$

$$
\begin{equation*}
\Pi_{\mu \nu}^{(2)}\left(z_{1}, z_{2}\right)=-i s\left(z_{1}\right) s\left(z_{2}\right) \operatorname{Tr}\left[\boldsymbol{\Gamma}^{\mu} \mathbf{G}\left(z_{1}, z_{2}\right) \boldsymbol{\Gamma}^{\nu} \mathbf{G}\left(z_{2}, z_{1}\right)\right] \tag{25a}
\end{equation*}
$$

The contribution to the respective self-energies arising from the environmental coupling (embedding self-energies) are expressed in the standard way in terms of the bath propagators for electrons,

$$
\begin{equation*}
\Sigma_{i j}^{\mathrm{em}}\left(z_{1}, z_{2}\right)=s\left(z_{1}\right) s\left(z_{2}\right) \sum_{k} V_{i k} V_{k j}^{*} g_{k}^{\mathcal{B}}\left(z_{1}, z_{2}\right), \tag{26}
\end{equation*}
$$



FIG. 2. Approximations for the fermionic (a) and bosonic (b) self-energy operators employed in this work. All self-energies are of the second order in $\Gamma^{\mu}$ and are expressed in terms of full electronic $\mathbf{G}$ and bare $d_{\mu \nu}$ and full $D_{\mu \nu}$ boson propagators. The first term in the fermionic self-energy is local in time and therefore is included [see Eq. (17)] in MF Hamiltonian $\mathbf{h}^{\mathrm{MF}}$.
and for bosons

$$
\begin{equation*}
\Pi_{v}^{\mathrm{em}}\left(z_{1}, z_{2}\right)=s\left(z_{1}\right) s\left(z_{2}\right) \sum_{\alpha}\left|\gamma_{\alpha, v}\right|^{2} d_{\alpha}^{\mathcal{B}}\left(z_{1}, z_{2}\right) . \tag{27}
\end{equation*}
$$

Here $g_{k}^{\mathcal{B}}$ and $d_{\alpha}^{\mathcal{B}}$ are the bare GFs of the respective baths. It should be noted that here the bosonic embedding selfenergy is labeled by a single mode index $v$. In general, nondiagonal terms can occur due to indirect coupling via the bath. Thus, Eq. (27) relies on the assumption that such effects can be neglected. As usual, the full self-energy is obtained by summing the system and the bath contributions, that is, $\Sigma=\Sigma^{\mathrm{el}-\mathrm{bos}}+\Sigma^{\mathrm{em}}$ and $\Pi_{\mu \nu}=\Pi_{\mu \nu}^{\mathrm{p}}+\Pi_{\mu \nu}^{\mathrm{em}}$, respectively.

Equation (20) for the coordinate-coordinate correlator $D_{\mu \nu}\left(z_{1}, z_{2}\right)$ is not sufficient to fully describe the bosonic dynamics, as the MF Hamiltonian (17) explicitly depends on $\left\langle\hat{Q}_{\nu}(z)\right\rangle$ [this quantity cannot be inferred from $\left.D_{\mu \nu}\left(z_{1}, z_{2}\right)\right]$. An additional EOM is therefore required and can be derived from Eqs. (18) and (19). Eliminating the bath amplitudes $\hat{q}_{\alpha}(z)$ by the standard embedding technique, one obtains

$$
\begin{align*}
& -\frac{1}{\Omega_{v}}\left(\frac{\partial^{2}}{\partial z^{2}}+\Omega_{v}^{2}\right)\left\langle\hat{Q}_{v}(z)\right\rangle \\
& \quad=-i \operatorname{Tr}\left[\boldsymbol{\Gamma}^{v} \mathbf{G}\left(z, z^{+}\right)\right]+\int_{C} d \bar{z} \Pi_{v}^{\mathrm{em}}(z, \bar{z})\left\langle\hat{Q}_{v}(\bar{z})\right\rangle . \tag{28}
\end{align*}
$$

The EOM (16), (20), (28) for the quantities on the contour is to be solved together with the Kubo-Martin-Schwinger (KMS) boundary conditions [82]. For Eq. (28) this implies that the solution is separated into a boundary-value problem for
$z=-i \tau \in C_{\mathrm{im}}$, as $\left\langle\hat{Q}_{\nu}(0)\right\rangle=\left\langle\hat{Q}_{\nu}(-i \beta)\right\rangle$, whereas for $z \in C_{ \pm}$ Eq. (28) represents an initial-value problem.

In the absence of environmental coupling (i.e., $\Pi_{v}^{\mathrm{em}}=0$ ), Eq. (28) can be solved in terms of the noninteracting boson propagators $d_{\nu}\left(z_{1}, z_{2}\right)$, yielding

$$
\begin{equation*}
\left\langle\hat{Q}_{v}(z)\right\rangle=-i \int_{C} d \bar{z} d_{v}(z, \bar{z}) \operatorname{Tr}\left[\boldsymbol{\Gamma}^{v} \mathbf{G}\left(\bar{z}, \bar{z}^{+}\right)\right] . \tag{29}
\end{equation*}
$$

Substituting Eq. (29) back into the MF Hamiltonian (17), we obtain the first diagram depicted in Fig. 2(a). Thus, the first-order (in $\Gamma^{v}$ ) MF expression has been transformed to a (formally) second-order self-energy, which is often referred to as Hartree term $[44,83]$. We stress that this transition is not possible in the presence of a bosonic bath $\left(\Pi_{v}^{\mathrm{em}} \neq 0\right)$. The MF part is hence kept in the more general form Eq. (17). This is analogous to Ref. [84].

Furthermore, propagating the boson amplitude $\left\langle\hat{Q}_{v}(z)\right\rangle$ is necessary for computing the boson occupation number $N_{\nu}$ :

$$
\begin{align*}
N_{v}(z)= & \left\langle\hat{a}_{v}^{\dagger}(z) \hat{a}_{v}(z)\right\rangle=\frac{1}{2}\left[\left\langle\hat{P}_{v}(z)^{2}\right\rangle+\left\langle\hat{Q}_{v}(z)^{2}\right\rangle-1\right] \\
= & \frac{i}{2}\left[D_{v v}\left(z, z^{+}\right)+D_{v v}^{P P}\left(z, z^{+}\right)\right] \\
& +\frac{1}{2}\left[\left\langle\hat{P}_{\nu}(z)\right\rangle^{2}+\left\langle\hat{Q}_{v}(z)\right\rangle^{2}-1\right] \tag{30}
\end{align*}
$$

## III. NUMERICAL IMPLEMENTATION

In this section we revisit the formulation of the KBE from the contour EOM. Since the general solution strategy in the case of the electron GFs is quite established [35-37], we keep the discussion brief and rather focus on the modifications to be made for calculating the bosonic time evolution.

Together with the corresponding adjoint EOM, Eqs. (16) and (20) represent the KBEs for the coupled electron-boson system that needs to be solved along with Eq. (28). For a numerical approach, the general complex contour arguments are mapped onto observable times by splitting the general GFs into their respective Keldysh components. Let us introduce the convolution operations

$$
\begin{gather*}
{[f \cdot g]\left(t, t^{\prime}\right) \equiv \int_{t_{0}}^{\infty} d \bar{t} f(t, \bar{t}) g\left(\bar{t}, t^{\prime}\right),}  \tag{31}\\
{[f \star g]\left(t, t^{\prime}\right) \equiv-i \int_{0}^{\beta} d \bar{\tau} f(t, \bar{\tau}) g\left(\bar{\tau}, t^{\prime}\right) .} \tag{32}
\end{gather*}
$$

Applying the Langreth rules [79], the KBEs for the greater/lesser electron GF become

$$
\begin{align*}
i \frac{\partial}{\partial t_{1}} \mathbf{G}^{\gtrless}\left(t_{1}, t_{2}\right) & =\mathbf{h}^{\mathrm{MF}}\left(t_{1}\right) \mathbf{G}^{\gtrless}\left(t_{1}, t_{2}\right)+\mathbf{X}_{L}^{\gtrless}\left(t_{1}, t_{2}\right),  \tag{33a}\\
-i \frac{\partial}{\partial t_{2}} \mathbf{G}^{\gtrless}\left(t_{1}, t_{2}\right) & =\mathbf{G}^{\gtrless}\left(t_{1}, t_{2}\right) \mathbf{h}^{\mathrm{MF}}\left(t_{2}\right)+\mathbf{X}_{R}^{\gtrless}\left(t_{1}, t_{2}\right),  \tag{33b}\\
i \frac{\partial}{\partial t} \mathbf{G}^{\top}(t, \tau) & =\mathbf{h}^{\mathrm{MF}}(t) \mathbf{G}^{\top}(t, \tau)+\mathbf{X}_{L}^{\rceil}(t, \tau), \tag{33c}
\end{align*}
$$

with the standard collision integrals

$$
\begin{align*}
& \mathbf{X}_{L}^{\gtrless}\left(t_{1}, t_{2}\right)=\left[\boldsymbol{\Sigma}^{\mathrm{R}} \cdot \mathbf{G}^{\gtrless}+\boldsymbol{\Sigma}^{\gtrless} \cdot \mathbf{G}^{\mathrm{A}}+\boldsymbol{\Sigma}^{\rceil} \star \mathbf{G}^{\lceil }\right]\left(t_{1}, t_{2}\right),  \tag{34a}\\
& \mathbf{X}_{R}^{\gtrless}\left(t_{1}, t_{2}\right)=\left[\mathbf{G}^{\mathrm{R}} \cdot \boldsymbol{\Sigma}^{\gtrless}+\mathbf{G}^{\gtrless} \cdot \boldsymbol{\Sigma}^{\mathrm{A}}+\mathbf{G}^{\rceil} \star \boldsymbol{\Sigma}^{\lceil }\right]\left(t_{1}, t_{2}\right), \tag{34b}
\end{align*}
$$

$$
\begin{equation*}
\mathbf{X}_{L}^{\rceil}(t, \tau)=\left[\boldsymbol{\Sigma}^{\mathrm{R}} \cdot \mathbf{G}^{\rceil}+\boldsymbol{\Sigma}^{\rceil} \star \mathbf{G}^{\mathrm{M}}\right](t, \tau) \tag{34c}
\end{equation*}
$$

Similarly to Eq. (33), one finds the KBEs for the boson propagators,

$$
\begin{align*}
&- \frac{1}{\Omega_{\mu}}\left(\frac{\partial^{2}}{\partial t_{1}^{2}}+\Omega_{\mu}^{2}\right) D_{\mu \nu}^{\gtrless}\left(t_{1}, t_{2}\right)  \tag{35a}\\
&-\frac{1}{\Omega_{\nu}}\left(\frac{\partial^{2}}{\partial t_{2}^{2}}+\Omega_{\nu, \mu \nu}^{\gtrless}\right)\left(t_{1}, t_{2}\right),  \tag{35b}\\
&\left.-\frac{1}{\Omega_{\mu}}\left(\frac{\partial^{2}}{\partial t^{2}}+\Omega_{\mu \nu}^{2}\right) t_{1}, t_{2}\right)=Y_{R, \mu \nu}^{\gtrless}\left(t_{1}, t_{2}\right),  \tag{35c}\\
&(t, \tau)=Y_{L, \mu \nu}^{\rceil}(t, \tau),
\end{align*}
$$

where the collision integrals are obtained by applying the Langreth rules analogously as in Eq. (34). The symmetry properties of the GFs (and of the respective self-energies) lead to similar relations for the collision integrals:

$$
\mathbf{X}_{L}^{\gtrless}\left(t_{1}, t_{2}\right)=-\left[\mathbf{X}_{R}^{\gtrless}\left(t_{2}, t_{1}\right)\right]^{\dagger}, \quad Y_{L, \mu \nu}^{\gtrless}\left(t_{1}, t_{2}\right)=-\left[Y_{R, v \mu}^{\gtrless}\left(t_{2}, t_{1}\right)\right]^{*} .
$$

Let us now assume that the Matsubara GF for both electrons $\left[\mathbf{G}^{\mathrm{M}}(\tau)\right]$ and bosons $\left[D_{\mu \nu}^{\mathrm{M}}(\tau)\right]$ has been determined by solving the respective Matsubara Dyson equation. Note that the solution has to be carried out self-consistently with the EOM for the boson amplitude [Eq. (28)]. From the KMS conditions one finds

$$
\begin{align*}
& \frac{1}{\Omega_{v}}\left(\frac{d^{2}}{d \tau^{2}}-\Omega_{v}^{2}\right) Q_{v}^{\mathrm{M}}(\tau) \\
& \quad=-i \operatorname{Tr}\left[\boldsymbol{\Gamma}^{v} \mathbf{G}^{\mathrm{M}}(0)\right]+\left[\Pi_{v}^{\mathrm{em}, \mathrm{M}} \star Q_{v}^{\mathrm{M}}\right](\tau) \tag{36}
\end{align*}
$$

Here $Q_{v}^{\mathrm{M}}(\tau)=\left\langle\hat{Q}_{\nu}\left(t_{0}-i \tau\right)\right\rangle$. Solving the imaginary $\operatorname{track} C_{\text {im }}$ is straightforward if one discards initial correlations, as done in the adiabatic switching method. Once the GFs at $t_{0}$ have been initialized from the Matsubara components, Eqs. (33) and (35) can be propagated for real times together with the boson amplitude,

$$
\begin{align*}
& -\frac{1}{\Omega_{v}}\left(\frac{d^{2}}{d t^{2}}+\Omega_{v}^{2}\right)\left\langle\hat{Q}_{v}(t)\right\rangle \\
& \quad=-i \operatorname{Tr}\left[\Gamma^{v} \mathbf{G}^{<}(t, t)\right]+\left[\Pi_{v}^{\mathrm{em}, \mathrm{R}} \cdot\left\langle\hat{Q}_{\nu}\right\rangle\right](t) \tag{37}
\end{align*}
$$

The KBEs (33) for the electrons can be solved by standard techniques. Specifically, we implemented a predictor-corrector Heun method similar to Ref. [85]. Equation (33a) is used for propagating $\mathbf{G}^{>}\left(t_{1}, t_{2}\right)$ for $t_{1}>t_{2}$, while $\mathbf{G}^{<}\left(t_{1}, t_{2}\right)$ is obtained from Eq. (33b) for $t_{1}<t_{2}$ [see Fig. 3(a)]. Equations (33) are combined at $t_{1}=t_{2}=t$ into the time-diagonal EOM,

$$
\begin{equation*}
i \frac{d}{d t} \mathbf{G}^{<}(t, t)=\left[\mathbf{h}^{\mathrm{MF}}(t), \mathbf{G}^{<}(t, t)\right]+\left[\mathbf{X}_{L}^{<}(t, t)+\text { H.c. }\right] \tag{38}
\end{equation*}
$$

For propagating the boson KBEs (35) we have chosen the Numerov method, as it provides a fourth-order scheme with minimal number of function evaluations for this specific type of differential equations. Generally, the method


FIG. 3. Propagation scheme for solving the KBEs Eqs. (33) and (35). The time coordinates are discretized into a uniform mesh $\left\{t_{n}\right\}$, such that discrete-difference approximations can be applied to the derivatives. (a) Solution scheme for the electron KBEs. $\mathbf{G}^{<}\left(t_{k}, t_{n+1}\right)$ is computed from (33b) (orange arrows). Analogously, $\mathbf{G}^{>}\left(t_{n}, t_{k}\right)$ is obtained from Eq. (33a) in the lower part of the time plane. Equation (38) is used for propagating on the time diagonal (green arrows). (b) Propagation method for the boson KBEs: $D_{\mu \nu}^{>}\left(t_{n+1}, t_{k}\right)$, $k \leqslant n$, is determined from $D_{\mu \nu}^{>}\left(t_{n-1}, t_{k}\right)$ and $D_{\mu \nu}^{>}\left(t_{n}, t_{k}\right)$, while the diagonal points are obtained from the surrounding grid points by a partial differential equation (see text). Symmetry relations between of greater/lesser components are denoted by dashed arrows.
applies to

$$
\begin{equation*}
\left[\frac{d^{2}}{d t^{2}}+W(t)\right] F(t)=S(t) \tag{39}
\end{equation*}
$$

which is transformed (after equidistant discretization $t_{n+1}-$ $t_{n}=\Delta t$ ) into the recursive relation

$$
\begin{equation*}
\widetilde{F}_{n+1}-U_{n} \widetilde{F}_{n}+\widetilde{F}_{n-1}=\frac{\Delta t^{2}}{12}\left(S_{n+1}+10 S_{n}+S_{n-1}\right) \tag{40}
\end{equation*}
$$

Here $S_{n}=S\left(t_{n}\right), \widetilde{F}_{n}=\left(1-T_{n}\right) F\left(t_{n}\right), U_{n}=\left(2+10 T_{n}\right) /(1-$ $\left.T_{n}\right)$ and $T_{n}=-\left(\Delta t^{2} / 12\right) W\left(t_{n}\right)$. When applying the Numerov method to the KBEs (35), $S(t)$ plays the role of the collision integral. From Eq. (40) we see that $S\left(t_{n+1}\right)$ required to perform the step $t_{n} \rightarrow t_{n+1}$ is unknown at this point (similar to the Heun propagation scheme). However, as $S\left(t_{n}\right)$ carries the dominant weight, we can substitute $\left(S_{n+1}+10 S_{n}+S_{n-1}\right) \approx 12 S_{n}$ when executing $t_{n} \rightarrow t_{n+1}$ for the first time. The precision of Eq. (40) is thereby reduced from fourth to second order. Once the boson propagators are known up to $t_{1}, t_{2} \leqslant t_{n+1}$, the new collision integrals can be computed and the time step $t_{n} \rightarrow t_{n+1}$ can be carried out in fourth order according to Eq. (40). The analogous strategy applies to Eq. (37). We combine this corrector step with the one needed for propagating the electron GF, as the electron (boson) self-energy depends on the boson (electron) GF, and iterate until self-consistency at each time step is achieved.

There is no need for computing $D_{\mu \nu}^{<}\left(t_{1}, t_{2}\right)$ for $t_{1}<t_{2}$ from Eq. (35b), as $D_{\mu \nu}^{<}\left(t_{1}, t_{2}\right)=D_{\nu \mu}^{>}\left(t_{2}, t_{1}\right)=-\left[D_{\mu \nu}^{>}\left(t_{1}, t_{2}\right)\right]^{*}$ (cf. Appendix B). Therefore, the propagation scheme can be restricted to the lower time half plane $t_{2} \leqslant t_{1}$ for the greater boson correlator [see Fig. 3(b)]. At variance with the electron KBEs it is not possible to formulate the time-diagonal EOM in the form of Eq. (38), as it relies on the notion of first derivatives. We solve this issue by adding Eqs. (35a) and (35b) to obtain
the Poisson-type equation

$$
\begin{equation*}
-\frac{1}{\Omega_{\mu}+\Omega_{v}}\left(\frac{\partial^{2}}{\partial t_{1}^{2}}+\frac{\partial^{2}}{\partial t_{2}^{2}}+\Omega_{\mu}^{2}+\Omega_{v}^{2}\right) D_{\mu v}^{>}\left(t_{1}, t_{2}\right)=Z_{\mu v}^{>}\left(t_{1}, t_{2}\right) \tag{41}
\end{equation*}
$$

$$
\begin{equation*}
\left(\Omega_{\mu}+\Omega_{\nu}\right) Z_{\mu \nu}^{>}\left(t_{1}, t_{2}\right)=\Omega_{\mu} Y_{L, \mu \nu}^{>}\left(t_{1}, t_{2}\right)+\Omega_{\nu} Y_{R, \mu \nu}^{>}\left(t_{1}, t_{2}\right) . \tag{42}
\end{equation*}
$$

Next we apply the two-dimensional extension of the Nu merov method (see Appendix C), expressing the Laplacian $\nabla_{t_{1}, t_{2}}^{2} D_{\mu \nu}^{>}\left(t_{n}, t_{n}\right)$ by the nine surrounding grid points $D_{\mu \nu}^{>}\left(t_{n+i}, t_{n+j}\right), i, j=-1,0,1$. The resulting equation can then be solved for $D_{\mu \nu}^{>}\left(t_{n+1}, t_{n+1}\right)$ [sketched in Fig. 3(b)]. Similar to the one-dimensional case, the right-hand side of Eq. (41) has to be known at all these time points as well in order to achieve fourth order. Analogously, we can approximate $Z_{\mu \nu}^{>}\left(t_{n+i}, t_{n+j}\right)$ $(i, j=-1,0,1)$ by $Z_{\mu \nu}^{>}\left(t_{n}, t_{n}\right)$ when carrying out $D_{\mu \nu}^{>}\left(t_{n}, t_{n}\right) \rightarrow$ $D_{\mu \nu}^{>}\left(t_{n+1}, t_{n+1}\right)$ for the first time (predictor step) and apply several corrector steps after computing $Z_{\mu \nu}^{>}\left(t_{n+1}, t_{n+1}\right)$.

Collision integrals are computed by either Durand's rule (even number of grid points) or Simpson's rule (odd number of points). The momentum-momentum correlator required for calculating the boson occupation Eq. (30) is obtained from the mixed derivative $\Omega_{\mu} \Omega_{\nu} D_{\mu \nu}^{P P,>}\left(t, t^{\prime}\right)=\left[\partial_{t} \partial_{t^{\prime}} D_{\mu \nu}^{>}\left(t, t^{\prime}\right)\right]_{t=t^{\prime}}$.

## IV. APPLICATION TO PHOTOEMISSION FROM MAGNESIUM $2 p$ CORE STATE

In order to illustrate our propagation method for coupled electron-boson Hamiltonians and, furthermore, explore the physics of such systems in the time domain, we apply the theory developed in Sec. II to a typical process described by the $S$-model: the photoemission from a deep core state.

In particular, we consider bulk Mg , a system where recent attosecond streaking experiments [9] were able to measure the time delay of photoemission between to the $2 p$ core state and the corresponding PS. The system is modeled by the Hamiltonian (11) with the static part Eq. (8). We account for the $2 p$ state, $\mathcal{E}_{i=2 p}$ and two virtual states $\mathcal{E}_{i=k_{1,2}}$ representing photoelectrons, which is inspired by the the minimal treatment of electronic states in the density matrix approach to timeresolved two-photon photoemission [86]. We consider one boson mode (bulk plasmon) with energy $\Omega_{\mathrm{pl}} \simeq 10 \mathrm{eV}$ (subscript $v$ is dropped). This mode provides the dominant contribution to the scattering channels for the emanating photoelectrons [87]. The excitation of surface plasmons on the other hand is suppressed as the photoelectrons are generated relatively deep within the sample for the energy scale considered here. Furthermore, the energy and momentum conservation imposes restrictions on the momentum $q$ of density fluctuations from which the photoelectrons may scatter [9]. For small $q$, the plasmon dispersion can be neglected, reducing the excitation channels to the incorporated bulk plasmon mode. For the electron-plasmon interaction (4) we distinguish intrinsic ( $\Gamma_{\text {in }}$ ) and extrinsic ( $\boldsymbol{\Gamma}_{\mathrm{ex}}$ ) mechanisms:

$$
\begin{equation*}
\hat{H}_{\mathrm{el}-\mathrm{pl}}=\Gamma_{\mathrm{in}} \hat{c}_{2 p} \hat{c}_{2 p}^{\dagger} \hat{Q}+\sum_{i, j \neq 2 p}\left(\boldsymbol{\Gamma}_{\mathrm{ex}}\right)_{i j} \hat{c}_{i}^{\dagger} \hat{c}_{j} \hat{Q} \tag{43}
\end{equation*}
$$



FIG. 4. Sketch of the model system for photoemission from the $\operatorname{Mg} 2 p$ core state. Besides the core level $|2 p\rangle$ the model comprises two continuum states $\left|k_{1,2}\right\rangle$ at fixed detector energy and the intrinsic and extrinsic scattering channels upon plasmon generation. The energy $\mathcal{E}_{k_{1}}$ is adjusted to the emission from the QP peak, while the energy $\mathcal{E}_{k_{2}}$ selects the emission from the first plasmon satellite.

The latter accommodate postemission effects, that is inelastic scattering of the emerging photoelectron from the electron sea upon converting a part of their energy into a plasmon. The ingredients to the model are illustrated in Fig. 4.

The $S$-model describes two phenomena: Upon x-ray absorption, an excited core electron loses a part of its energy and excites a plasmon. This process is manifested as a sequence of PSs in the spectral function occurring at lower energies. For fixed detector energy, larger photon energy is needed to produce a photoelectron from PS as compared to QP. In the reciprocal process the core hole is filled upon emitting an x-ray photon. This process can be again accompanied by creating plasmons, such that the electron loses a part of its energy and emits a photon with smaller energy when recombining. For brevity we denote PSs at lower (higher) energies as $\mathrm{PS}^{-}\left(\mathrm{PS}^{+}\right)$. Furthermore, the position of the QP peak $\mathcal{E}_{\mathrm{QP}}$ is shifted by $\Gamma_{\text {in }}^{2} / 2 \Omega_{\mathrm{pl}}$ (correlation shift) [74] to larger energy with respect to the noninteracting value $\mathcal{E}_{2 p}$ when the core state is occupied, whereas $\mathcal{E}_{\mathrm{QP}}=\mathcal{E}_{2 p}-\Gamma_{\mathrm{in}}^{2} / 2 \Omega_{\mathrm{pl}}$ for the empty core state. The spectral functions for the two scenarios are shown in Fig. 5(a).

## A. Time-dependent spectral function

It is now interesting to investigate the time evolution in an intermediate case, where the initially occupied $2 p$ state is partially photoionized, in real time. The spectral function is expected to reorganize transiently, showing (i) a shift of the QP peak and (ii) appearance of plasmonic satellites ( $\mathrm{PS}^{+}$). The energetic position of these features in the spectral function varies in time primarily reflecting changes in the core state occupation and in the number of bosons in the system.

We solved the KBEs Eqs. (33) and (35) with the algorithm from Sec. III. Instead of initializing with the interacting Matsubara GFs, we switch on the interaction adiabatically by defining $s(t)=\left\{1+\exp \left[\alpha\left(t_{\mathrm{sw}}-t\right)\right]\right\}^{-1}[s(z)=0$ for $z \in$ $\left.C_{\text {im }}\right]$. Hence, initial correlations can be disregarded ( $\Sigma^{\rceil, \Gamma}=0$,


FIG. 5. (a) Spectral function $A^{-}(\mathcal{E})\left[A^{+}(\mathcal{E})\right]$ of occupied (empty) core state, obtained by time propagation, along with $A\left(T_{p}, \mathcal{E}\right)$. (b) Interacting plasmon spectral function $B_{\mathrm{pl}}(\omega)$ and, for comparison, the embedding density $J_{\mathrm{em}}(\omega)$. (c) Electron spectral function $A_{(n)}^{-}(\mathcal{E})$ (occupied core state) with fixed plasmon occupation $N_{\mathrm{pl}}=0,1,2$. (d) Dynamics of $A(T, \mathcal{E})$ for energy at the PSs and QP peak after the excitation, $\mathcal{E}=\mathcal{E}_{\mathrm{PS}^{+}}=-41.23 \mathrm{eV}, \mathcal{E}=\mathcal{E}_{\mathrm{PS}^{-}}=-61.44 \mathrm{eV}$, and $\mathcal{E}=\mathcal{E}_{\mathrm{QP}}=-51.76 \mathrm{eV}$.
$\Pi_{\mu \nu}^{1, \Gamma}=0$ ), simplifying the propagation scheme. We only consider intrinsic losses in this subsection, so $\Gamma_{\mathrm{ex}}=0$.

Plasmons typically decay by exciting particle-hole (p-h) pairs (Landau damping). Beside the states already incorporated in our model, there might be other electronic transitions limiting the plasmon lifetime. p-h excitations in the conduction band in the case of metals are a typical mechanism. In order to account for this plasmon decay channel in a simple way, we add a bosonic bath. For the latter we assume that the bath boson occupation number is zero, such that we obtain

$$
\begin{align*}
\Pi^{\mathrm{em}, \gtrless}\left(t_{1}, t_{2}\right) & =\sum_{\alpha}\left|\gamma_{\alpha}\right|^{2} d_{\alpha}^{\mathcal{B}, \gtrless}\left(t_{1}, t_{2}\right) \\
& =-\frac{i}{2} \sum_{\alpha}\left|\gamma_{\alpha}\right|^{2} e^{\mp i \omega_{\alpha}\left(t_{1}-t_{2}\right)} \\
& \equiv-\frac{i}{2} \int_{0}^{\infty} d \omega J_{\mathrm{em}}(\omega) e^{\mp i \omega\left(t_{1}-t_{2}\right)} \tag{44}
\end{align*}
$$

where $J_{\mathrm{em}}(\omega)$ denotes the spectral density of the bath (it includes the coupling). For a simple Ohmic bath [88] adopted here, Eq. (44) can be analytically integrated:

$$
\begin{equation*}
J_{\mathrm{em}}(\omega)=g_{0} \frac{\omega}{\omega_{\mathrm{c}}^{2}} e^{-\omega / \omega_{\mathrm{c}}}, \quad \Pi^{\mathrm{em}, \gtrless}\left(t_{1}, t_{2}\right)=\frac{i g_{0}}{2\left[\omega_{c}\left(t_{1}-t_{2}\right) \mp i\right]^{2}} \tag{45}
\end{equation*}
$$

The transition $\omega_{\mathrm{c}} \rightarrow \infty$ represents the counterpart to the wide-band limit approximation (WBLA) often encountered for the electron embedding self-energy, as $\Pi^{\mathrm{em}, \mathrm{R}}\left(t_{1}, t_{2}\right) \rightarrow$ $-\pi\left(g_{0} / 2 \omega_{\mathrm{c}}^{2}\right) \delta^{\prime}(t)$, turning the EOM (37) for the boson am-
plitude into the equation for the ordinary damped driven oscillator [similarly for the bosonic KBEs (35)], which has no memory. Adiabatic switching is realized by $g_{0} \rightarrow$ $g_{0} s\left(t_{1}\right) s\left(t_{2}\right)$.

We propagated the KBEs up to $T_{p}=15$ fs (time step $\Delta t=$ 0.024 fs ) with a switch-on time $t_{\mathrm{sw}}=5 \mathrm{fs}$ and $\alpha=0.1$. The inverse temperature is set to $\beta=50$ a.u., simulating the zerotemperature case. Initially, the electronic levels are occupied according to the Fermi function with the chemical potential $\mu=0$, while we assume for the plasmon occupation $N_{\mathrm{pl}}(t=$ $0)=0$. The environmental coupling leads to a nonzero steady-state boson number as a result of the broadening of the spectral function. For $g_{0}=1 \mathrm{eV}$ and $\omega_{\mathrm{c}}=10 \mathrm{eV}$ we find $N_{\mathrm{pl}}=0.012$ for $t>t_{\mathrm{sw}}$. This is in accordance with the thermodynamical equilibrium value obtained from solving the Matsubara Dyson equation for the plasmon mode (including embedding only). The bosonic spectral function, calculated analogously to Eq. (46), is shown together with the Ohmic spectral density of the bath in Fig. 5(b).

To simulate the ultrafast photoionization dynamics, a laser pulse of 0.5 fs length and frequency $\omega_{\mathrm{L}}=55 \mathrm{eV}$ (see Fig. 6, top panel) is applied after the system is fully thermalized. For this quasiresonant transition, we include one continuum state $|k\rangle$ at $\mathcal{E}_{k}=\mathcal{E}_{\mathrm{QP}}+\omega_{\mathrm{L}}$, where $\mathcal{E}_{\mathrm{QP}}=-50 \mathrm{eV}$ is the QP energy for the no-hole ground state. The light-matter interaction is simplified to $F_{2 p, k}(t)=F_{k, 2 \mathrm{p}}(t) \equiv F(t)$. Electron-plasmon coupling is set to $\Gamma_{\mathrm{in}}=5 \mathrm{eV}$. We employ the self-energy Eq. (25).


FIG. 6. (Top) Laser matrix element $F(t)$. (Middle) Population dynamics of the $2 p$ and the photoelectron state along with the plasmon occupation. (Bottom) Time-dependent spectral function $A(T, \mathcal{E})$ of the core state. The Fourier transformation Eq. (46) was slightly smoothed by including an exponential damping.

Once the solution of the KBEs has been obtained, the timeresolved spectral function can be computed by

$$
\begin{align*}
\mathbf{A}(T, \mathcal{E})= & i \int d t e^{i \mathcal{E} t}\left[\mathbf{G}^{>}\left(T+\frac{t}{2}, T-\frac{t}{2}\right)\right. \\
& \left.-\mathbf{G}^{<}\left(T+\frac{t}{2}, T-\frac{t}{2}\right)\right] . \tag{46}
\end{align*}
$$

The laser-induced dynamics is presented in Fig. 6. The laser pulse (Fig. 6, top panel) partially ionizes the core state [the amplitude of $F(t)$ has been chosen to maximize the depopulation] upon inducing plasmonic dynamics (Fig. 6, middle panel). The creation of the core hole is faster than the plasmon time scale $\tau_{\mathrm{pl}}=2 \pi / \Omega_{\mathrm{pl}}$, indicating a strongly nonadiabatic limit [19] of intrinsic plasmon excitation. The sudden change in the plasmon population is followed then by oscillations in the plasmon occupation. This nonequilibrium dynamics also becomes manifest in the time-resolved spectral function $A(T, \mathcal{E}) \equiv$ $A_{2 p, 2 p}(T, \mathcal{E})$ (Fig. 6, bottom panel). The QP peak shifts transiently in about 1.5 fs from the initial configuration (QP peak at $\mathcal{E}=\mathcal{E}_{\mathrm{QP}}, \mathrm{PS}^{-}$at $\left.\mathcal{E}_{\mathrm{PS}^{-}}=60.3 \mathrm{eV}[89]\right)$ to the new QP position at $\mathcal{E}=-51.76 \mathrm{eV}$. The shift is less than expected from the equilibrium spectral function for the completely empty core state $\left[A^{+}(\mathcal{E})\right.$, Fig. 5(a)]. The spectral density quenches transiently into the new equilibrium position. In this way the $\mathrm{PS}^{-}$splits into a branch coalescing in the QP and a second one merging with the shifted $\mathrm{PS}^{-}$after the pulse. A PS above the QP appears ( $\mathrm{PS}^{+}$) as expected. Furthermore, the strength of the $\mathrm{PS}^{ \pm}$oscillates in time. In order to understand this behavior, one needs to take the bosonic occupation into account as well. Revisiting the equilibrium case, Fig. 5(c) depicts the spectral function of the occupied core state with fixed integer plasmon number $N_{\mathrm{pl}}=n, A_{(n)}^{-}(\mathcal{E})$. The presence of a plasmon gives rise to a PS on the right-hand side of the QP peak, describing plasmon-assisted photoemission (i.e., a plasmon can be absorbed, transferring its energy to the photoelectron). Increasing $n$ leads to stronger bosonic fluctuations (cf. Appendix B) and hence enhances the magnitude of the imaginary part of the self-energy, leading to broadened spectral features. This is consistent with the broadening observed in Fig. 5(c). Returning to the time-dependent scenario, these features are indeed manifested in $A(T, \mathcal{E})$ (Fig. 6): The spectral strength of the $\mathrm{PS}^{ \pm}$ displays oscillations in phase with the time-dependent plasmon occupation $N_{\mathrm{pl}}(t)$. Furthermore, the weight of the QP peak is suppressed antiphasewise to the variations of the PSs weight, as apparent from cuts of $A(T, \mathcal{E})$ at the characteristic energies [Fig. 5(d)]. Hence, the spectral function exhibits an oscillatory transfer of spectral weight from the QP peak to the PSs. The enhanced broadening expected from Fig. 5(c) is clearly visible in the spectral function at the end of the propagation $A\left(T_{p}, \mathcal{E}\right)$, as compared to the equilibrium spectra $A^{ \pm}(\mathcal{E})$ in Fig. 5(a).

## B. Time-resolved photoelectron spectra

After analyzing the intrinsic effects upon removing the electron from the core level, we proceed by incorporating extrinsic effects into the electron-plasmon coupling (43). Extrinsic plasmon losses are postemission, or, in other words, scattering effects. This goes beyond the standard treatment of (time-resolved) photoemission in terms of the lesser GF
restricted to bound states. Extrinsic effects can be incorporated by explicitly including (at least) two states $\left|k_{1}\right\rangle,\left|k_{2}\right\rangle$ representing photoelectrons and assign the plasmonic matrix element $\Gamma_{\mathrm{ex}} \equiv\left(\boldsymbol{\Gamma}_{\mathrm{ex}}\right)_{k_{1} k_{2}}=\left(\boldsymbol{\Gamma}_{\mathrm{ex}}\right)_{k_{2} k_{1}}$ (diagonal elements are set to zero). As photoelectrons propagate to infinity, the system is treated as open in their subspace. This is accomplished by including embedding self-energies. Because the continuum of photoelectron states describes electron propagating outside the sample, a noninteracting basis can be chosen. Defining the coupling density $U_{i j}(\mathcal{E})=\sum_{k} V_{i, k} V_{k, j}^{*} \delta\left(\mathcal{E}-\epsilon_{k}\right)$, the continuum embedding self-energy can be expressed in spectral representation as

$$
\begin{equation*}
\Sigma^{\mathrm{em}, \gtrless}\left(t_{1}, t_{2}\right)=\int_{0}^{\infty} \frac{d \mathcal{E}}{2 \pi} \Sigma^{\mathrm{em}, \gtrless}(\mathcal{E}) e^{-i \mathcal{E}\left(t_{1}-t_{2}\right)}, \tag{47}
\end{equation*}
$$

with

$$
\begin{gather*}
\boldsymbol{\Sigma}^{\mathrm{em},<}(\mathcal{E})=i \mathbf{U}(\mathcal{E}) N_{F}(\mathcal{E}-\mu),  \tag{48}\\
\boldsymbol{\Sigma}^{\mathrm{em},>}(\mathcal{E})=-i \mathbf{U}(\mathcal{E})\left[1-N_{F}(\mathcal{E}-\mu)\right], \tag{49}
\end{gather*}
$$

where $N_{F}(\mathcal{E})$ denotes the Fermi distribution function. $\mathbf{U}(\mathcal{E})$ accommodates the density of continuum states (e.g., proportional to $\sqrt{\mathcal{E}}$ for free particles) and matrix element effects. We simplify the expressions by approximating $\mathbf{U}(\mathcal{E}) \approx U_{0} \mathbf{I}$ as a constant (WBLA). The retarded embedding self-energy attains $\boldsymbol{\Sigma}^{\mathrm{em}, \mathrm{R}}\left(t_{1}, t_{2}\right)=-(i / 2) U_{0} \mathbf{I} \delta\left(t_{1}-t_{2}\right)$ in this case. In accordance with the physical picture, we furthermore assume that no electrons can return from the continuum, leading to $\boldsymbol{\Sigma}^{\mathrm{em},<}(\mathcal{E}) \approx 0$. The WBLA has an advantage that all states, regardless of their energy, are damped uniformly. Such structureless embedding does not introduce any additional energy-dependent time delays.

The embedding self-energy for continuum states furthermore allows for computing the photocurrent (the number of electrons emitted per unit of time) $J(\mathcal{E}, t)=d n(\mathcal{E}, t) / d t$ by the transient Meir-Wingreen formula $[36,90$ ] often used in transport calculations. The Meir-Wingreen expression for the total electron current flowing out of system reads

$$
\begin{equation*}
\frac{d n(t)}{d t}=4 \operatorname{Re}\left\{\operatorname{Tr}_{k}\left[\boldsymbol{\Sigma}^{\mathrm{em}, \mathrm{R}} \cdot \mathbf{G}^{<}+\boldsymbol{\Sigma}^{\mathrm{em},<} \cdot \mathbf{G}^{\mathrm{A}}+\boldsymbol{\Sigma}^{\mathrm{em}, 7} \star \mathbf{G}^{\lceil }\right](t, t)\right\} . \tag{50}
\end{equation*}
$$

Here $\operatorname{Tr}_{k}$ stands for the partial trace over the photoelectron states $\left|k_{1,2}\right\rangle$. Equation (50) is simplified in our case as $\boldsymbol{\Sigma}^{\mathrm{em}, 7}=$ 0 due to the adiabatic switching procedure and $\boldsymbol{\Sigma}^{\mathrm{em},<}=0$ by the assumptions above. If we further resolve with respect to the photoelectron energies $\mathcal{E}$, we obtain

$$
\begin{equation*}
J(\mathcal{E}, t)=4 U_{0} \operatorname{Im} \int_{0}^{t} d \bar{t} e^{-i \mathcal{E}(t-\bar{t})} \operatorname{Tr}_{k}\left[\mathbf{G}^{<}(\bar{t}, t)\right] . \tag{51}
\end{equation*}
$$

We solved the KBEs Eqs. (33) and (35) for the threelevel system as in Sec. IV A (with the additional embedding self-energy included). In order to reflect the experimental situation [9], the photoelectron states are assigned energies $\mathcal{E}_{k_{1}}=68 \mathrm{eV}$ and $\mathcal{E}_{k_{2}}=58 \mathrm{eV}\left(\mathcal{E}_{k_{1}}-\mathcal{E}_{k_{2}}=\Omega_{\mathrm{pl}}\right)$. The laser frequency is chosen $\omega_{\mathrm{L}}=118 \mathrm{eV}$, corresponding to the transition $|2 p\rangle \rightarrow\left|k_{1}\right\rangle$. The pulse length is set to $\tau_{\mathrm{p}}=1.2 \mathrm{fs}$, corresponding to the full width at half maximum of 450 as as in the experiment. The laser field amplitude is adjusted to


FIG. 7. Laser-induced KBE dynamics for the three-level system (see sketch on the right-hand side). (Top panels) Envelope of the laser pulse. (Middle panels) Population dynamics of $\left|k_{1,2}\right\rangle$ and the plasmon occupation. (Bottom panels) Time-resolved photocurrent $J(\mathcal{E}, t)$. The electron-plasmon interaction is set to (a) $\Gamma_{\mathrm{in}}=\Gamma_{\mathrm{ex}}=0$, (b) $\Gamma_{\mathrm{in}}=5 \mathrm{eV}, \Gamma_{\mathrm{ex}}=0$, (c) $\Gamma_{\mathrm{in}}=0, \Gamma_{\mathrm{ex}}=1 \mathrm{eV}$, and (d) $\Gamma_{\mathrm{in}}=5 \mathrm{eV}$, $\Gamma_{\mathrm{ex}}=1 \mathrm{eV}$.
perform a complete population transfer in a noninteracting reference system.

Both intrinsic and extrinsic losses can result in the population of $\left|k_{2}\right\rangle$ continuum state with a lower energy, which translates to a peak of $J(\mathcal{E}, t)$ around $\mathcal{E} \sim 58 \mathrm{eV}$ (see illustration in Fig. 7). The interplay between the two channels can be studied by turning either $\Gamma_{\mathrm{in}}$ or $\Gamma_{\mathrm{ex}}$ on or off (Fig. 7). In the case that the electron-plasmon interaction is switched off completely, $\left|k_{2}\right\rangle$ acquires only a negligible occupation, while the transient photoelectron spectrum $J(\mathcal{E}, t)$ converges to a dominant peak around $\mathcal{E} \sim 68 \mathrm{eV}$ [Fig. 7(a)]. The plasmon number $N_{\mathrm{pl}}$ stays, of course, constant. When including intrinsic losses [Fig. 7(b)], $J(\mathcal{E}, t)$ displays a peak originating from the emission from $\mathrm{PS}^{-}$. Note that the $N_{\mathrm{pl}}(t)$ exhibits only small onset oscillations as compared to Fig. 6 because of the slower ionization process due to the increased laser pulse duration. Pure extrinsic electron-plasmon interaction [Fig. 7(c)] gives rise to similar spectral features, the occurrence of a peak in the time-resolved spectra, however, is delayed with respect to the intrinsic case. This is clear since $\left|k_{2}\right\rangle$ can only be populated as a result of an additional scattering of $\left|k_{1}\right\rangle$ involving the creation of a plasmon. This transition rate is set by (i) $\Gamma_{\mathrm{ex}}$, (ii) the plasmon frequency, and (iii) the population of $\left|k_{1}\right\rangle$. Turning to the case of comparable intrinsic and extrinsic losses [Fig. 6(d)] the total number of photoelectrons detectable around $E \sim 56 \mathrm{eV}$ increases beyond the previous cases. Interestingly, the bump in the population of $\left|k_{2}\right\rangle$ due to extrinsic losses is less pronounced as in Fig. 7(c) and delayed by $\sim 120$ as. On the other hand, the photocurrent extends over a longer period of time before approaching zero. Both factors are expected to influence the observed streaking time delay [9]. Moreover, the extrinsic process is weakened by the presence of
intrinsic losses. This is evidenced by that the maximum in the population of $\left|k_{2}\right\rangle$ is slightly less pronounced when comparing Figs. 7(c) and 7(d). The intrinsic channel is already creating a plasmon, which acts as driving against extrinsic losses. This is a manifestation of quantum interference between intrinsic and extrinsic losses, analogous to Ref. [14]. The plasmon dynamics is quite different in the intrinsic and extrinsic cases as well. For intrinsic coupling only, the plasmon occupation quickly rises and is weakly damped due to the bosonic embedding self-energy. At variance, the plasmon creation is delayed in the extrinsic case and the plasmon occupation vanishes rapidly. The dynamics is governed by a dynamical balance $\left|k_{1}\right\rangle \rightarrow\left|k_{2}\right\rangle$ upon creating plasmons and by the inverse process (visible in, e.g., the nonmonotonic behavior of the population of the upper continuum state for $t>2 \mathrm{fs}$ ). As both continuum states are subject to environmental coupling, the transition $\left|k_{2}\right\rangle \rightarrow\left|k_{1}\right\rangle$ due to plasmon absorption leads to an effective plasmon damping.

## V. CONCLUSIONS

In this work we developed a formalism for simultaneous propagation of the coupled fermionic and bosonic KBEs. The marked feature of our scheme is the treatment of bosonic correlators: Coupled first-order EOMs for $\left\langle\Delta \hat{Q}_{\mu}(z) \Delta \hat{Q}_{\nu}\left(z^{\prime}\right)\right\rangle$, $\left\langle\Delta \hat{Q}_{\mu}(z) \Delta \hat{P}_{\nu}\left(z^{\prime}\right)\right\rangle$, and $\left\langle\Delta \hat{P}_{\mu}(z) \Delta \hat{P}_{\nu}\left(z^{\prime}\right)\right\rangle$ correlators are reformulated as a second-order equation of motion for the coordinate-coordinate correlator and is efficiently propagated using the two-dimensional Numerov formula. The two-times nonequilibrium Green's functions, which are the solutions of these equations, completely describe the transient spectral density of both subsystems and make it possible to obtain the time-resolved photoemission spectra. Several competing scattering mechanisms result in a photoelectron arriving at the detector with a lower energy and time delay as compared to the unscattered one. In our calculations of the photoemission from the $2 p$ core state of bulk Mg we put apart scattering processes taking place before the photon interaction with the material and after the photoionization event on the electron's way to the detector. The time delay between the unscattered and scattered electrons is determined by the strength of the electron-plasmon interaction, which is the dominant scattering mechanism for electrons excited by XUV photons as in the experiment [9]. Interference between these two scattering pathways has already been theoretically predicted to modify the spectral strength of PSs. Here we demonstrate that the interference has also profound impact on the time dependence of the photoelectron current.

Future studies will focus on including the short-range part of the Coulomb interaction as well. This will allow for a many-body description of recent experiments such as the time-resolved Auger effect [91], where plasmonic effects are expected to play an important role [87,92].
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## APPENDIX A: SOURCE-FIELD METHOD FOR DERIVING THE EQUATIONS OF MOTION

Let us assume that our system is initially prepared in some canonical ensemble set by the inverse temperature $\beta$. Using the contour-evolution operator, we can express the expectation value of any operator $\hat{O}$ by

$$
\begin{equation*}
\langle\hat{O}(z)\rangle=\frac{\operatorname{Tr}\left\{\mathcal{T} \exp \left[-i \int_{C} d \bar{z} \hat{H}(\bar{z})\right] \hat{O}(z)\right\}}{\operatorname{Tr}\left\{\mathcal{T} \exp \left[-i \int_{C} d \bar{z} \hat{H}(\bar{z})\right]\right\}} . \tag{A1}
\end{equation*}
$$

Since embedding contributions to the self-energy are additive and straightforward to construct, we can focus on the electronboson part, described by the general Hamiltonian

$$
\begin{align*}
\hat{H}_{0}(z)= & \sum_{i j} h_{i j}(z) \hat{c}_{i}^{\dagger} \hat{c}_{j}+\sum_{v} \sum_{i j} \Gamma_{i j}^{v}(z) \hat{c}_{i}^{\dagger} \hat{c}_{j} \hat{Q}_{v} \\
& +\sum_{v} \frac{\Omega_{v}(z)}{2}\left(\hat{P}_{v}^{2}+\hat{Q}_{v}^{2}\right) . \tag{A2}
\end{align*}
$$

The Hamiltonian is now modified by adding time-dependent fields coupled to the bosons; that is,

$$
\begin{equation*}
\hat{H}_{\xi}(z)=\hat{H}_{0}(z)+\sum_{v} \xi_{v}(z) \hat{Q}_{v} . \tag{A3}
\end{equation*}
$$

The Heisenberg representation of all operators is now to be understood with respect to $\hat{H}_{\xi}(z)$. The way the source field couples to the system, the bosonic propagators can directly be obtained by

$$
\begin{equation*}
D_{\mu v}\left(z_{1}, z_{2}\right)=\left.\frac{\delta\left\langle\hat{Q}_{\mu}\left(z_{1}\right)\right\rangle}{\delta \xi_{v}\left(z_{2}\right)}\right|_{\xi_{v}=0} \tag{A4}
\end{equation*}
$$

showing again that the boson GF describes the fluctuation of the amplitude $\left\langle\hat{Q}_{\nu}\left(z_{1}\right)\right\rangle$. In the following, all functional derivatives with respect to $\xi_{v}(z)$ are understood to be taken at $\xi_{v}=0$.

## 1. Fermionic Green's function and self-energy

With the help of the Heisenberg EOM, we obtain the fermion GF,

$$
\begin{align*}
& {\left[i \frac{\partial}{\partial z_{1}}-\mathbf{h}\left(z_{1}\right)\right] \mathbf{G}\left(z_{1}, z_{2}\right)} \\
& \quad=\mathbf{I} \delta\left(z_{1}, z_{2}\right)+\sum_{v} \boldsymbol{\Gamma}^{\nu}\left(z_{1}\right) \mathbf{\Upsilon}^{\nu}\left(z_{1}, z_{1}^{+}, z_{2}\right) \tag{A5}
\end{align*}
$$

with the higher-order correlator $\Upsilon_{k j}^{v}\left(z_{1}, z_{2}, z_{3}\right)=-i\left\langle\mathcal{T} \hat{c}_{k}\left(z_{1}\right)\right.$ $\left.\hat{Q}_{v}\left(z_{2}\right) c_{j}^{\dagger}\left(z_{3}\right)\right\rangle$. The superscript + denotes an infinitesimal shift to later times. It is straightforward to see that it can obtained by varying the fermionic GF with respect to the source field:

$$
\begin{equation*}
\mathbf{\Upsilon}^{\nu}\left(z_{1}, z_{3}, z_{2}\right)=i \frac{\delta \mathbf{G}\left(z_{1}, z_{2}\right)}{\delta \xi_{v}\left(z_{3}\right)}+\left\langle\hat{Q}_{\nu}\left(z_{3}\right)\right\rangle \mathbf{G}\left(z_{1}, z_{2}\right) . \tag{A6}
\end{equation*}
$$

Formally, we can identify the correlator term on the right-hand side of Eq. (A5) with the self-energy term; i.e.,

$$
\sum_{\nu} \boldsymbol{\Gamma}^{\nu}\left(z_{1}\right) \boldsymbol{\Upsilon}^{\nu}\left(z_{1}, z_{1}^{+}, z_{2}\right)=\int_{C} d z_{3} \boldsymbol{\Sigma}\left(z_{1}, z_{3}\right) \mathbf{G}\left(z_{3}, z_{2}\right)
$$

In order to access the self-energy directly, we need the inverse GF. In particular, let us define the right inverse by

$$
\begin{equation*}
\int_{C} d z_{3} \mathbf{G}\left(z_{1}, z_{3}\right) \overleftarrow{\mathbf{G}}^{-1}\left(z_{3}, z_{2}\right)=\mathbf{I} \delta\left(z_{1}, z_{2}\right) \tag{A7}
\end{equation*}
$$

Multiplying by $\overleftarrow{\mathbf{G}}^{-1}\left(z_{3}, z_{2}\right)$ and integrating over $z_{3}$ yields for the self-energy

$$
\begin{aligned}
\boldsymbol{\Sigma}\left(z_{1}, z_{2}\right)= & \sum_{\nu} \boldsymbol{\Gamma}^{\nu}\left(z_{1}\right) \int_{C} d\left(z_{3} z_{4}\right) \boldsymbol{\Upsilon}^{\nu}\left(z_{1}, z_{4}, z_{3}\right) \overleftarrow{\mathbf{G}}^{-1}\left(z_{3}, z_{2}\right) \\
& \times \delta\left(z_{1}^{+}, z_{4}\right)
\end{aligned}
$$

Equation (A6) suggests a separation of the self-energy into two terms. For reasons that become clear below, this distinction amounts to splitting the self-energy into a MF and correlation (c) part. The MF part gives

$$
\boldsymbol{\Sigma}^{\mathrm{MF}}\left(z_{1}, z_{2}\right)=\delta\left(z_{1}, z_{2}\right) \sum_{\nu} \boldsymbol{\Gamma}^{\nu}\left(z_{1}\right)\left\langle\hat{Q}_{\nu}\left(z_{1}\right)\right\rangle .
$$

The correlation part of the self-energy so far reads

$$
\begin{aligned}
& \boldsymbol{\Sigma}^{\mathbf{c}}\left(z_{1}, z_{2}\right) \\
& \quad=i \sum_{\nu} \boldsymbol{\Gamma}^{\nu} \int_{C} d\left(z_{3} z_{4}\right) \frac{\delta \mathbf{G}\left(z_{1}, z_{3}\right)}{\delta \xi_{v}\left(z_{4}\right)} \overleftarrow{\mathbf{G}}_{n j}^{-1}\left(z_{3}, z_{2}\right) \delta\left(z_{1}^{+}, z_{4}\right) .
\end{aligned}
$$

Let us introduce the new source field,

$$
\begin{equation*}
\zeta_{a b}(z)=\sum_{v} \Gamma_{a b}^{v}(z)\left\langle\hat{Q}_{v}(z)\right\rangle, \tag{A8}
\end{equation*}
$$

which is exactly the MF contribution to the fermionic selfenergy. This is analogous to the case of Hedin's equations, where the original source field (coupling to the density) is replaced by the total electronic energy. The reasons for the modification is to carry out the variation of the fermionic GF with respect to fermionic quantities only. Using the chain rule for functional derivatives, we obtain

$$
\begin{aligned}
\Sigma_{i j}^{\mathrm{c}}\left(z_{1}, z_{2}\right)= & i \sum_{\nu} \sum_{n k} \sum_{a b} \Gamma_{i k}^{v}\left(z_{1}\right) \int_{C} d\left(z_{3} z_{4} z_{5}\right) \frac{\delta G_{k n}\left(z_{1}, z_{3}\right)}{\delta \zeta_{a b}\left(z_{5}\right)} \\
& \times \overleftarrow{G}_{n j}^{-1}\left(z_{3}, z_{2}\right) \frac{\delta \zeta_{a b}\left(z_{5}\right)}{\delta \xi_{v}\left(z_{4}\right)} \delta\left(z_{1}^{+}, z_{4}\right)
\end{aligned}
$$

Invoking the functional variation analog of integration by parts, we can transfer the variation with respect to $\zeta_{a b}\left(z_{5}\right)$ to the inverse GF. Noting further $\delta \zeta_{a b}\left(z_{5}\right) / \delta \xi_{v}\left(z_{4}\right)=$ $\Gamma_{a b}^{\mu}\left(z_{5}\right) D_{\mu \nu}\left(z_{5}, z_{4}\right)$ one arrives at

$$
\begin{aligned}
\Sigma_{i j}^{\mathrm{c}}\left(z_{1}, z_{2}\right)= & i \sum_{\mu \nu} \sum_{n k} \sum_{a b} \int_{C} d\left(z_{3} z_{5}\right) \Gamma_{a b}^{\mu}\left(z_{5}\right) G_{k n}\left(z_{1}, z_{3}\right) \\
& \times \Lambda_{n j a b}\left(z_{3}, z_{2} ; z_{5}\right) D_{\mu \nu}\left(z_{5}, z_{1}^{+}\right) \Gamma_{i k}^{\nu}\left(z_{1}\right),
\end{aligned}
$$

where we have introduced the three-point vertex

$$
\begin{equation*}
\Lambda_{a b c d}\left(z_{1}, z_{2} ; z_{3}\right)=-\frac{\delta \overleftarrow{G}_{a b}^{-1}\left(z_{1}, z_{2}\right)}{\delta \zeta_{c d}\left(z_{3}\right)} \tag{A9}
\end{equation*}
$$

## 2. Vertex function and Bethe-Salpeter equation

The definition of the vertex function Eq. (A9) is completely analogous to the derivation of Hedin's equations by the sourcefield method. Beside this correspondence, treating the object
$\Lambda_{a b c d}\left(z_{1}, z_{2} ; z_{3}\right)$ as the usual vertex function is justified as it obeys the BSE. In order to show this property, we first realize that

$$
\begin{aligned}
\overleftarrow{G}_{a b}^{-1}\left(z_{1}, z_{2}\right)= & \left(-i \frac{\overleftarrow{\partial}}{\partial z_{1}} \delta_{a b}-\zeta_{a b}\left(z_{1}\right)\right) \delta\left(z_{1}, z_{2}\right) \\
& -\epsilon_{a} \delta_{a b}-\Sigma_{a b}^{\mathrm{c}}\left(z_{1}, z_{2}\right)
\end{aligned}
$$

and thus

$$
\begin{equation*}
\Lambda_{a b c d}\left(z_{1}, z_{2} ; z_{3}\right)=\delta_{a c} \delta_{b d} \delta\left(z_{1}, z_{2}\right) \delta\left(z_{1}, z_{3}\right)+\frac{\delta \Sigma_{a b}^{\mathrm{c}}\left(z_{1}, z_{2}\right)}{\delta \zeta_{c d}\left(z_{3}\right)} \tag{A10}
\end{equation*}
$$

Similar to the strategy above, we employ the chain rule for functional variation for the second term in Eq. (A10) to transform

$$
\frac{\delta \Sigma_{a b}^{\mathrm{c}}\left(z_{1}, z_{2}\right)}{\delta \zeta_{c d}\left(z_{3}\right)}=\sum_{m n} \int_{C} d\left(z_{4} z_{5}\right) \frac{\delta \Sigma_{a b}^{\mathrm{c}}\left(z_{1}, z_{2}\right)}{\delta G_{m n}\left(z_{4}, z_{5}\right)} \frac{\delta G_{m n}\left(z_{4}, z_{5}\right)}{\delta \zeta_{c d}\left(z_{3}\right)} .
$$

As usual, we introduce the four-point kernel for BSE as

$$
\begin{equation*}
K_{a b c d}\left(z_{1}, z_{2} ; z_{3}, z_{4}\right)=\frac{\delta \Sigma_{a b}^{c}\left(z_{1}, z_{2}\right)}{\delta G_{c d}\left(z_{3}, z_{4}\right)} \tag{A11}
\end{equation*}
$$

Next we would like to express the variation $\delta G_{m n}\left(z_{4}, z_{5}\right) / \delta \zeta_{c d}\left(z_{3}\right)$ by the inverse GF in order to close the equation. This can be achieved by inserting the unity relation Eq. (A7). We thus obtain

$$
\begin{aligned}
\frac{\delta \Sigma_{a b}^{c}\left(z_{1}, z_{2}\right)}{\delta \zeta_{c d}\left(z_{3}\right)}= & \sum_{m n} \sum_{p} \int_{C} d\left(z_{4} z_{5} z_{6}\right) K_{a b m n}\left(z_{1}, z_{2} ; z_{4}, z_{5}\right) \\
& \times \frac{\delta G_{m p}\left(z_{4}, z_{6}\right)}{\delta \zeta_{c d}\left(z_{3}\right)} \delta_{p n} \delta\left(z_{5}, z_{6}\right) \\
= & \sum_{m n} \sum_{p q} \int_{C} d\left(z_{4} z_{5} z_{6} z_{7}\right) K_{a b m n}\left(z_{1}, z_{2} ; z_{4}, z_{5}\right) \\
& \times \frac{\delta G_{m p}\left(z_{4}, z_{6}\right)}{\delta \zeta_{c d}\left(z_{3}\right)} G_{p q}\left(z_{5}, z_{7}\right) \overleftarrow{G}_{q n}^{-1}\left(z_{7}, z_{6}\right)
\end{aligned}
$$

Now we apply the variation to $\overleftarrow{G}_{q n}^{-1}\left(z_{7}, z_{6}\right)$, which then amounts to $\Lambda_{q n c d}\left(z_{7}, z_{6} ; z_{3}\right)$. Finally, we obtain the BSE

$$
\begin{align*}
& \Lambda_{a b c d}\left(z_{1}, z_{2} ; z_{3}\right) \\
& =\delta_{a c} \delta_{b d} \delta\left(z_{1}, z_{2}\right) \delta\left(z_{1}, z_{3}\right) \\
& \quad+\sum_{m n} \sum_{p q} \int_{C} d\left(z_{4} z_{5} z_{6} z_{7}\right) K_{a b m n}\left(z_{1}, z_{2} ; z_{4}, z_{5}\right) \\
& \quad \times G_{m p}\left(z_{4}, z_{6}\right) G_{p q}\left(z_{5}, z_{7}\right) \Lambda_{q n c d}\left(z_{7}, z_{6} ; z_{3}\right) \tag{A12}
\end{align*}
$$

## 3. Boson Green's function and polarization

By differentiating the position-position correlator twice using EOM for position (18) and momentum (19) operators we arrive at the second-order differential equation

$$
\begin{aligned}
& -\frac{1}{\Omega_{\mu}\left(z_{1}\right)}\left[\frac{\partial^{2}}{\partial z_{1}^{2}}+\Omega_{\mu}^{2}\left(z_{1}\right)\right] D_{\mu \nu}\left(z_{1}, z_{2}\right) \\
& \quad=\delta_{\mu \nu} \delta\left(z_{1}, z_{2}\right)+\operatorname{Tr}\left[\Gamma^{\mu}\left(z_{1}\right) \frac{i \delta \mathbf{G}\left(z_{1}, z_{1}^{+}\right)}{\delta \xi_{v}\left(z_{2}\right)}\right]
\end{aligned}
$$

Here we omit the terms originating from the bath bosonic coordinates. They can be added straightforwardly. In order to close the EOM, we introduce the irreducible polarization

$$
\begin{equation*}
P_{a b c d}\left(z_{1}, z_{2}\right)=-i \frac{\delta G_{a b}\left(z_{1}, z_{1}^{+}\right)}{\delta \zeta_{c d}\left(z_{2}\right)} \tag{A13}
\end{equation*}
$$

Like for the fermion GF we introduce the (right) inverse boson GF according to

$$
\begin{equation*}
\sum_{\xi} \int_{C} d z_{3} D_{\mu \xi}\left(z_{1}, z_{3}\right)\left[\overleftarrow{D}^{-1}\right]_{\xi \nu}\left(z_{3}, z_{2}\right)=\delta_{\mu \nu} \delta\left(z_{1}, z_{2}\right) \tag{A14}
\end{equation*}
$$

Hence, we can express the polarization part of self-energy $\Pi_{\mu \nu}^{\mathrm{p}}\left(z_{1}, z_{2}\right)$ for the bosons, implicitly defined by

$$
\begin{equation*}
\operatorname{Tr}\left[\boldsymbol{\Gamma}^{\mu}\left(z_{1}\right) i \frac{\delta \mathbf{G}\left(z_{1}, z_{1}^{+}\right)}{\delta \xi_{\nu}\left(z_{2}\right)}\right]=\sum_{\zeta} \int_{C} d z_{3} \Pi_{\mu \zeta}^{\mathrm{p}}\left(z_{1}, z_{3}\right) D_{\zeta \nu}\left(z_{3}, z_{2}\right), \tag{A15}
\end{equation*}
$$

as

$$
\begin{aligned}
\Pi_{\mu \nu}^{\mathrm{p}}\left(z_{1}, z_{2}\right)= & \operatorname{Tr}\left\{\boldsymbol{\Gamma}^{\mu}\left(z_{1}\right) \int_{\mathcal{C}} d z_{3} \frac{i \delta \mathbf{G}\left(z_{1}, z_{1}^{+}\right)}{\delta \xi_{\zeta}\left(z_{3}\right)}\left[\overleftarrow{D}^{-1}\right]_{\zeta v}\left(z_{3}, z_{2}\right)\right\} \\
= & \sum_{m n} \sum_{i j} \Gamma_{i j}^{\mu}\left(z_{1}\right) \int_{\mathcal{C}} d\left(z_{3} z_{4}\right) \frac{i \delta G_{j i}\left(z_{1}, z_{1}^{+}\right)}{\delta \zeta_{m n}\left(z_{4}\right)} \\
& \times \frac{\delta \zeta_{m n}\left(z_{4}\right)}{\delta \xi_{\zeta}\left(z_{3}\right)}\left[\overleftarrow{D}^{-1}\right]_{\zeta \nu}\left(z_{3}, z_{2}\right)
\end{aligned}
$$

and thus

$$
\begin{equation*}
\Pi_{\mu \nu}^{\mathrm{p}}\left(z_{1}, z_{2}\right)=\sum_{m n} \sum_{i j} \Gamma_{i j}^{\mu}\left(z_{1}\right) \Gamma_{m n}^{v}\left(z_{2}\right) P_{j i m n}\left(z_{1}, z_{2}\right) . \tag{A16}
\end{equation*}
$$

Finally, we investigate how the polarization $P_{a b c d}\left(z_{1}, z_{2}\right)$ can be correlated to the fermionic GF. For this purpose we invoke the rule

$$
\begin{align*}
\frac{\delta G_{a b}\left(z_{1}, z_{2}\right)}{\delta \zeta_{c d}\left(z_{5}\right)}= & -\sum_{p q} \int_{C} d\left(z_{3} z_{4}\right) G_{a p}\left(z_{1}, z_{3}\right) \\
& \times \frac{\delta \overleftarrow{G}_{p q}^{-1}\left(z_{3}, z_{4}\right)}{\delta \zeta_{c d}\left(z_{5}\right)} G_{q b}\left(z_{4}, z_{2}\right) \tag{A17}
\end{align*}
$$

from which we obtain

$$
\begin{align*}
& P_{a b c d}\left(z_{1}, z_{2}\right) \\
& \quad=-i \sum_{p q} \int_{C} d\left(z_{3} z_{4}\right) G_{a p}\left(z_{1}, z_{3}\right) G_{q b}\left(z_{4}, z_{1}^{+}\right) \Lambda_{p q c d}\left(z_{3}, z_{4} ; z_{2}\right) . \tag{A18}
\end{align*}
$$

## APPENDIX B: BASIC PROPERTIES OF THE BOSON PROPAGATOR

From the definition Eq. (13) one infers $D_{\mu \nu}\left(z_{1}, z_{2}\right)=$ $D_{\nu \mu}\left(z_{2}, z_{1}\right)$. This implies for the greater/lesser Keldysh components

$$
\begin{equation*}
D_{\mu \nu}^{\gtrless}\left(t_{1}, t_{2}\right)=D_{v \mu}^{\lessgtr}\left(t_{2}, t_{1}\right), \tag{B1}
\end{equation*}
$$

such that the retarded boson propagator becomes a real function:

$$
\begin{align*}
D_{\mu \nu}^{\mathrm{R}}\left(t_{1}, t_{2}\right) & =\theta\left(t_{1}-t_{2}\right)\left[D_{\mu \nu}^{>}\left(t_{1}, t_{2}\right)-D_{\mu \nu}^{<}\left(t_{1}, t_{2}\right)\right] \\
& =2 \theta\left(t_{1}-t_{2}\right) \operatorname{Re}\left[D_{\mu \nu}^{>}\left(t_{1}, t_{2}\right)\right] \tag{B2}
\end{align*}
$$

Similarly, one obtains $D_{\mu \nu}^{\mathrm{A}}\left(t_{1}, t_{2}\right)=\left[D_{\nu \mu}^{\mathrm{R}}\left(t_{2}, t_{1}\right)\right]^{*}=D_{\nu \mu}^{\mathrm{R}}\left(t_{2}, t_{1}\right)$ for the advanced GF. For the Matsubara component, on the other hand, $D_{\mu \nu}^{\mathrm{M}}\left(\tau_{1}-\tau_{2}\right)=D_{\mu \nu}\left(t_{0}-i \tau_{1}, t_{0}-i \tau_{2}\right)$, the symmetry

$$
\begin{equation*}
D_{\mu \nu}^{\mathrm{M}}(\tau)=D_{\nu \mu}^{\mathrm{M}}(-\tau) \tag{B3}
\end{equation*}
$$

holds. Hence, as compared to fermions or bosons with a single peak in a spectral function representing one QP , there is no discontinuity in the diagonal Matsubara function for the transition $\tau=0^{-}$to $\tau=0^{+}$.

In equilibrium one can, as usual, assume that the greater/lesser propagators (and thus the retarded and advanced, as well) depend on the time difference $t_{1}-t_{2}$ only. Therefore, we can switch to frequency space $D_{v}^{\gtrless}(\omega)=\int d t e^{i \omega t} D_{v}^{\gtrless}(t)$. The symmetry relation Eq. (B1) implies

$$
\begin{equation*}
D_{\mu \nu}^{\gtrless}(\omega)=D_{v \mu}^{\lessgtr}(-\omega) . \tag{B4}
\end{equation*}
$$

The spectral function is obtained from

$$
\begin{equation*}
B_{\mu \nu}(\omega)=i\left[D_{\mu \nu}^{>}(\omega)-D_{\mu \nu}^{<}(\omega)\right], \tag{B5}
\end{equation*}
$$

which, in turn, makes it possible to characterize the greater/lesser boson GF by the fluctuation-dissipation theorem

$$
\begin{align*}
& D_{\mu \nu}^{<}(\omega)=-i N_{\mathrm{B}}(\omega) B_{\mu \nu}(\omega),  \tag{B6a}\\
& D_{\mu \nu}^{>}(\omega)=-i\left[N_{\mathrm{B}}(\omega)+1\right] B_{\mu \nu}(\omega), \tag{B6b}
\end{align*}
$$

where $N_{\mathrm{B}}(\omega)$ is the Bose distribution function. For illustration, let us consider the noninteraction case. From the definition Eq. (13) the bare boson GF follows as

$$
\begin{align*}
d_{v}^{\gtrless}\left(t_{1}, t_{2}\right)= & -\frac{i}{2}\left[\left(N_{v}+1\right) e^{\mp i \Omega_{v}\left(t_{1}-t_{2}\right)}+N_{v} e^{ \pm i \Omega_{v}\left(t_{1}-t_{2}\right)}\right] \\
= & \mp \frac{1}{2} \sin \left[\Omega_{v}\left(t_{1}-t_{2}\right)\right] \\
& -i\left(N_{v}+\frac{1}{2}\right) \cos \left[\Omega_{v}\left(t_{1}-t_{2}\right)\right] \tag{B7}
\end{align*}
$$

[in thermal equilibrium $N_{v}=N_{\mathrm{B}}\left(\Omega_{v}\right)$ ] and

$$
\begin{equation*}
d_{v}^{\mathrm{R}}\left(t_{1}, t_{2}\right)=-\theta\left(t_{1}-t_{2}\right) \sin \left[\Omega_{v}\left(t_{1}-t_{2}\right)\right] . \tag{B8}
\end{equation*}
$$

Fourier transforming Eq. (B7) yields

$$
\begin{equation*}
d_{v}^{\gtrless}(\omega)=-i \pi\left[\left(N_{v}+1\right) \delta\left(\omega \mp \Omega_{v}\right)+N_{v} \delta\left(\omega \pm \Omega_{v}\right)\right], \tag{B9}
\end{equation*}
$$

from which the spectral function follows as

$$
\begin{equation*}
b_{\mu \nu}(\omega)=\pi \delta_{\mu \nu}\left[\delta\left(\omega-\Omega_{v}\right)-\delta\left(\omega+\Omega_{v}\right)\right] \tag{B10}
\end{equation*}
$$

Using the property $N_{\mathrm{B}}(-\omega)=-\left[N_{\mathrm{B}}(\omega)+1\right]$ the normalization of the spectral function can be verified:

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} N_{\mathrm{B}}(\omega) b_{\mu \nu}(\omega)=\delta_{\mu \nu} N_{\mathrm{B}}\left(\Omega_{\nu}\right)+\frac{1}{2} . \tag{B11}
\end{equation*}
$$

The retarded GF reads

$$
\begin{equation*}
d_{v}^{\mathrm{R}}(\omega)=\frac{\Omega_{v}}{(\omega+i \eta)^{2}-\Omega_{v}^{2}}, \tag{B12}
\end{equation*}
$$

where $\eta$ is a positive infinitesimal. By complex continuation one finds, analogously to Eq. (B7), the noninteracting boson Matsubara function as

$$
\begin{align*}
d_{v}^{\mathrm{M}}(\tau) & =-\frac{i}{2}\left[\left(N_{\nu}+1\right) e^{-\Omega_{\nu}|\tau|}+N_{\nu} e^{\Omega_{\nu}|\tau|}\right] \\
& =\frac{i}{2} \sinh \left(\Omega_{\nu}|\tau|\right)-i\left(N_{v}+\frac{1}{2}\right) \cosh \left(\Omega_{\nu} \tau\right) \tag{B13}
\end{align*}
$$

## APPENDIX C: TWO-DIMENSIONAL NUMEROV FORMULA

Consider the differential equation

$$
\begin{equation*}
\left(\frac{\partial^{2}}{\partial t_{1}^{2}}+\frac{\partial^{2}}{\partial t_{2}^{2}}\right) F\left(t_{1}, t_{2}\right)+S\left(t_{1}, t_{2}\right)=0 \tag{C1}
\end{equation*}
$$

which we would like to solve numerically on a uniform twodimensional mesh up to the fourth order in the grid spacing $\Delta t$.

This can be achieved by applying the Numerov discretization method, which can be summarized in a compact way [93] by

$$
\begin{align*}
& \sum_{i=-1}^{1} \sum_{j=-1}^{1}\left[(\Delta t)^{2}\left(A_{i} B_{j}+A_{j} B_{i}\right) F\left(t_{1}+i \Delta t, t_{2}+j \Delta t\right)\right. \\
& \left.\quad+(\Delta t)^{4} B_{i} B_{j} S\left(t_{1}+i \Delta t, t_{2}+j \Delta t\right)\right]=0 \tag{C2}
\end{align*}
$$

The coefficients are defined by

$$
\begin{align*}
& A_{-1}=12, \quad A_{0}=-24, \quad A_{1}=12,  \tag{C3a}\\
& B_{-1}=1, \quad B_{0}=10, \quad B_{1}=1 . \tag{C3b}
\end{align*}
$$

For our numerical scheme we need $F\left(t_{1}+\Delta t, t_{2}+\Delta t\right)$. A corresponding fourth-order forward recursion formula is derived by solving Eq. (C2):

$$
\begin{align*}
-F_{1,1}= & F_{-1,-1}+F_{-1,1}+F_{1,-1}+6\left(F_{-1,0}+F_{0,-1}+F_{0,1}+F_{1,0}\right)+20 F_{0,0} \\
& +\frac{(\Delta t)^{2}}{24}\left[S_{-1,-1}+S_{1,1}+10\left(S_{-1,0}+S_{0,-1}+S_{1,0}+S_{0,1}\right)+100 S_{0,0}\right] \tag{C4}
\end{align*}
$$

where we abbreviated $F_{i, j}=F\left(t_{1}+i \Delta t, t_{2}+j \Delta t\right)$ and $S_{i, j}=S\left(t_{1}+i \Delta t, t_{2}+j \Delta t\right)$. In case the source term $S$ is not known at $t_{1}+\Delta t, t_{2}+\Delta t$, Eq. (C4) can be reduced to a second-order recursing by replacing the term in the square brackets in Eq. (C4) with $144 S_{0,0}$.
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## Conclusions and perspectives

It has been the main topic of this thesis to establish the link between state-of-the-art theoretical tools and typical spectroscopies in order to contribute to the understanding of complex many-body compounds. The synergy between theory and experiment was given a special attention. The main spectroscopy studied theoretically by the works in this thesis is photoemission and its variants. In particular, we worked out the effects of correlations in many-body systems as manifested in spectroscopic quantities.

### 7.1 Summary

In [E1] and [E2], the coupling of the electronic degrees of freedom - the photoelectron properties, in particular - to the nuclear motion was studied in depth. The novel aspects hereby were how to extract the information on the dynamics of molecules from the spatial distribution of the photoelectrons. In [E1] we showed that, in principle, femtosecond time-resolved photoemission from single adsorbed molecules can be studied by using atomic-sized tips as used in the AFM setup as nano-sized photoelectron detector. A very useful and efficient tool to compute the scattering wave-functions - an important ingredient of the theory of photoemission - was presented in [E2]. We applied the theory to the photoionization of the diatomic $\mathrm{HeH}^{2+}$ molecule and established a direct link between the two-center interference effects and the PAD, from which we suggested a scheme to reconstruct the full NWP associated with the laser-driven molecular dynamics.

The electron-electron interaction and, in particular, dynamical correlation effects determined the remainder of our works and represent a central topic of this thesis. The advantages of the NEGF formalism and the underlying powerful machinery of the MBPT inspired us to develop the formal NEGF theory of photoemission further with [E3]. We elucidated the connection of the formal concepts of the FPA to the standard MBPT, allowing for a practical implementation of the theory. The main advances were achieved by the extension of the theoretical description of DPE, which we advocate as a very useful sensor for the many facets of correlations in many-body systems. The effective electron-electron interaction in more complex systems comprises, besides the Coulomb repulsion, fluctuation-mediated effects due to the dynamical environment. As an important example, we focused on dynamical screening mediated by charge-density fluctuations. We have chosen the Buckminster fullerene as a concrete system for its pronounced plasmon resonances and generally rich physics. In [E4] we rigorously categorized the collective modes, based on full-fledged $a b$ initio calculations, with the help of the NMF. The obtained model for the DD response function - whose accuracy is corroborated by the comparison to EELS data - was then employed to characterize the dynamically screened interaction in the $\mathrm{C}_{60}$ molecule. With these tools at hand, we were able to elucidate the role of electronic correlations mediated by the density oscillations in DPE in our joint theoretical and experimental work [E5]. The distinct feature of the experiment - the significant narrowing of the coincidence spectrum is in agreement with our ab initio description and so endorses the plasmon-assisted DPE as a novel aspect of releasing two correlated electrons from complex systems.

As an important aspect for experiments, we investigated the stability and decay dynamics of electronic excitations in the $\mathrm{C}_{60}$ molecule due thermally activated vibrations by means for 2PPE in our joint experiment-theory work [E6]. The theoretical modeling was based on an ab initio computation of the excited states in combination with non-hermitian quantum kinetics, yielding realistic insights into the laserand vibration-driven electron dynamics.

The impact of electron-plasmon interactions on photoemission includes, besides the extrinsic (post-
emission) effects giving rise to the plasmon-mediated DPE process, also intrinsic losses. The latter occurs due to the electron-plasmon coupling in the initial state, which manifests by the typical satellite structure of the spectral function. Intrinsic and extrinsic losses compete for the same final state by the different pathways, resulting in quantum interference. These effects are particularly pronounced for the photoemission from core levels of simple metals. In [E7] we showed that intrinsic and extrinsic losses can be separated by means of transient photoemission due to their different time scales. The time-dependent NEGF treatment of the underlying EB model required important modifications of the established schemes and hence represents a methodological advancement.

With the suitable time-dependent treatment of EB models, the physics investigated in this thesis can be described in a unified way. Both, molecular vibrations (or phonons in the solid-state case) and the effective electron-electron interaction can be incorporated into the EB Hamiltonian simultaneously. The corresponding quantum kinetics opens the door to the correlated dynamics of electronic systems and may thus become an important aid for future experiments. In particular, we advocate DPE as a tool to "zoom" into the electron-electron interactions. Beside the effective interaction mediated by dynamical screening, other types of fluctuations may have similar effects and lead to strong mediated correlations, as well. This includes, for instance, the formation of Cooper pairs due to electron-phonon coupling or spin-spin fluctuations. Studying, based on the NEGF approach and its time-dependent formulation by the KBEs, such correlations in the time domain can contribute to a better understanding of the underlying processes.

### 7.2 Outlook

Despite the exciting perspective offered by the NEGF dynamics, its applicability to transient many-body spectroscopies is still in its infancy, leaving a lot of room for future research. Let us have a look at some selected points.

Continuum embedding approach. A major drawback of KBE-based quantum dynamics is the enormous computational effort arising due to the propagation along two time directions. Since the collision integrals entail memory effects, saving the full two-time GFs is required, which can easily consume terabytes of data for realistic simulations. One important step to reduce the computational costs is choosing the appropriate SP basis. While a real-space basis as employed in ref. [225] provides an appropriate description of the continuum, an application to realistic systems is clearly out of reach. Using a discrete basis according to a reference (e. g. HF) Hamiltonian and adding a few scattering states in the relevant energy region effectively limits the applicability to weak-field ionization ${ }^{1}$. Furthermore, the distinct feature of photoemission - the creation of an electron wave-packet which propagates to infinity - can only be retained if a continuum of scattering states enters the formulation. We suggest the following solution to this problem: a few scattering states are selected and incorporated into the full KBE scheme. This allows for treating extrinsic effects, as well. Moreover, the subspace of scattering states is treated as embedded in an open system, i. e., the electrons can vanish into a true continuum. This approach does not add any difficulty to the KBE scheme. We have used a simple version of the embedding method in [E7]. An extension based on a rigorous mathematical formulation is straightforward and will be the topic of future work

Generalized Kadanoff-Baym ansatz. The main source of the computational complexity is, however, the dependence of the GFs on two time arguments. For this reason, approximation schemes reducing the twotimes KBEs to a one-time master equation for the $\operatorname{RDM} \gamma(t)$ have been introduced early [75]. The so-called generalized Kadanoff-Baym ansatz (GKBA) [236] approximates the off-diagonal time points by

$$
\begin{equation*}
-\mathbf{i} \mathbf{G}^{\gtrless}\left(t_{1}, t_{2}\right)=\mathbf{G}^{\mathrm{R}}\left(t_{1}, t_{2}\right) \mathbf{G}^{\gtrless}\left(t_{2}, t_{2}\right)-\mathbf{G}^{\gtrless}\left(t_{1}, t_{1}\right) \mathbf{G}^{\mathrm{A}}\left(t_{1}, t_{2}\right) \tag{7.1}
\end{equation*}
$$

and so decouples the spectral information (encoded in $\mathbf{G}^{\mathrm{R} / \mathrm{A}}\left(t_{1}, t_{2}\right)$ ) from the population dynamics (captured by $\left.\mathbf{G}^{<}(t, t)=\mathrm{i} \boldsymbol{\gamma}(t)\right)$. The retarded/advanced GFs are no longer computed from the greater and lesser GFs (which are known on the time diagonal $t_{1}=t_{2}$ only), but have to be constructed before the time propagation (i.e., only the static correlation enters) or determined dynamically by, for example, the HF approximation [237] or advanced schemes [226].

[^38]For our idea of employing EB models to describe the quantum kinetics of transient spectroscopies, a counterpart to the GKBA for the electronic GF (7.1) would be required to obtain a one-time EOM for the boson propagators, as well. Replacing the electronic GFs in eq. (7.1) by the bosonic GFs is meaningless ${ }^{2}$. Hence, how to construct a GKBA for the bosons is still an open question which we are planning to answer by future works.

Non-linear electron-boson coupling. So far, we have considered EB models with linear coupling between the two subsystems only. While this is indeed the leading order term for electron-phonon interaction, corrections become necessary in case of stronger excitations or a deviation of the underlying PESs from the harmonic approximation. Furthermore, there are typical examples (Mott-insulating molecular crystals [238]) where the coupling term also includes higher-order terms in the electronic degrees of freedom, such as the double-occupation (doublon) of lattice sites. Due to selection rules, the scenario where the linear term (in the phonon coordinates) vanishes can occur, leaving the quadratic term as the dominant contribution. However, very little is known how the dynamics of such Hamiltonians can be treated within the KBEs framework. A first step would be to identify the suitable bosonic correlators and find a functional form (similar to appendix C.2) of the self-energy as a starting point for a diagrammatic perturbation theory. This might be an important contribution to the modeling of transient THz experiments on molecular crystals [239].

[^39]
## Appendices

## Geometric classification of many-body states

In subsec. 2.4.1 we introduced the classification of SP states according to their geometric character into bound or scattering states. In this appendix we provide the details how to generalize this classification to the many-body states.

A mathematically rigorous definition of bound states is analogous to the SP case. Defining the density $n_{\alpha}(\mathbf{r}, t)=\left\langle\Psi_{\alpha}\right| \hat{n}(\mathbf{r}, t)\left|\Psi_{\alpha}\right\rangle$ (the density operator $\hat{n}(\mathbf{r})$ is in the Heisenberg picture with respect to the timeindependent electronic Hamiltonian $\hat{H}_{e}$, the state $\left|\Psi_{\alpha}\right\rangle \in \mathscr{H}_{0}$ is called bound if for any $\delta>0$ there is a compact set $B \subset \mathbb{R}^{3}$ so that

$$
\begin{equation*}
\int_{B^{c}} \mathrm{~d} \mathbf{r} n_{\alpha}(\mathbf{r}, t)<\delta, \quad B^{c}=\mathbb{R}^{3} \backslash B \tag{A.1}
\end{equation*}
$$

The subspace of all bound states of the $N_{e}$-electron Hilbert space $(\mathscr{H})$ is denoted by $\mathscr{H}_{0}$, while we assign the (discrete) set of quantum numbers $\alpha \in \mathscr{B}_{N_{e}}$. A straightforward generalization of the criterion (2.26) to the many-body case is possible, but does not specify how many electrons are in scattering states. This deficiency is repaired by the notion of Feshbach projection operators. For the case of exactly one continuum electron, we define

$$
\begin{equation*}
\hat{\mathcal{P}}_{\alpha}^{(1)}=\sum_{\sigma} \int \mathrm{d} \mathbf{k} \hat{c}_{\mathbf{k} \sigma}^{\dagger}\left|\Psi_{\alpha}^{\left(N_{e}-1\right)}\right\rangle\left\langle\Psi_{\alpha}^{\left(N_{e}-1\right)}\right| \hat{c}_{\mathbf{k} \sigma}, \quad \hat{\mathcal{P}}^{(1)}=\sum_{\alpha \in \mathscr{\mathscr { S }}_{N_{e}-1}} \hat{\mathcal{P}}_{\alpha}^{(1)} \tag{A.2}
\end{equation*}
$$

with ( $\mathbf{k} \sigma$ ) corresponding to a SP scattering state and require

$$
\begin{equation*}
\hat{c}_{\mathbf{k} \sigma}\left|\Psi_{\alpha}^{\left(N_{e}-1\right)}\right\rangle=0 \quad \text { for } \quad \alpha \in \mathscr{B}_{N_{e}-1} \tag{A.3}
\end{equation*}
$$

The condition (A.3) guarantees that all properties of projection operators are fulfilled (see [E3] for a detailed discussion). $\hat{\mathcal{P}}^{(1)}$ spans the subspace $\mathscr{H}_{1}$ including all states with $\left(N_{e}-1\right)$ bound and exactly one scattering electron. It is well-defined since the SP scattering states are rigorously defined by the criterion (2.26). The state-specific version $\hat{\mathcal{P}}_{\alpha}^{(1)}$ offers some flexibility with respect to the bound states, which is used in [E3]. The generalization of the projector (A.2) to $n \geq 1$ scattering electrons is straightforward:

$$
\begin{equation*}
\hat{\mathcal{P}}_{\alpha}^{(n)}=\frac{1}{n!} \sum_{\sigma_{1} \ldots \sigma_{n}} \int \mathrm{~d} \mathbf{k}_{1} \ldots \int \mathrm{~d} \mathbf{k}_{n} \hat{c}_{\mathbf{k}_{1} \sigma_{1}}^{\dagger} \ldots \hat{c}_{\mathbf{k}_{n} \sigma_{n}}^{\dagger}\left|\Psi_{\alpha}^{\left(N_{e}-n\right)}\right\rangle\left\langle\Psi_{\alpha}^{\left(N_{e}-n\right)}\right| \hat{\mathbf{k}}_{\mathbf{k}_{n} \sigma_{n}} \ldots \hat{c}_{\mathbf{k}_{1} \sigma_{1}} \tag{A.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\mathcal{P}}^{(n)}=\sum_{\alpha \in \mathscr{F}_{N_{e}-n}} \hat{\mathcal{P}}_{\alpha}^{(n)} . \tag{A.5}
\end{equation*}
$$

As above, the condition

$$
\begin{equation*}
\hat{c}_{\mathbf{k} \sigma}\left|\Psi_{\alpha}^{\left(N_{e}-n\right)}\right\rangle=0 \quad \text { for } \quad \alpha \in \mathscr{B}_{N_{e}-n} \tag{A.6}
\end{equation*}
$$

is required to ensure the idempotency of the projectors. The projection operators (A.5) now permit a general classification as used in subsec. 2.4.1. A generic state $\left|\Psi_{\lambda}\right\rangle \in \mathscr{H}$ is designated as $n$-electron scattering state, denoted by $\left|\Psi_{\lambda}\right\rangle \in \mathscr{H}_{n}$, if $\hat{\mathcal{P}}^{(n)}\left|\Psi_{\lambda}\right\rangle=\left|\Psi_{\lambda}\right\rangle$. For quantum numbers we write $\lambda=\left(\alpha, \mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\right) \in$ $\mathscr{B}_{N_{e}-n} \cup \mathscr{C}_{n}$ with $\alpha \in \mathscr{B}_{N_{e}-n}$ and $\left(\mathbf{k}_{1}, \ldots, \mathbf{k}_{n}\right) \in \mathscr{C}_{n} \subset \mathbb{R}^{3 n}$. The subspaces $\mathscr{H}_{n}$ spanned by the projection operators (A.5) are pair-wise orthogonal: $\mathscr{H}_{n} \perp \mathscr{H}_{m}$ for $n \neq m$. Further consequences and the connection to the MBPT are presented in [E3].

## Quantum chemistry methods

Configuration interaction (CI). Although single the determinant form (2.38) is only an approximation to the many-body state, it represents a basis for expanding the exact many-body wave-function. The configuration interaction (CI) [240] method constructs, in principle, an infinite series of excited determinants starting from the HF reference state $\left|\Psi_{0}^{\mathrm{HF}}\right\rangle$ by successively exchanging occupied $(i, j, \cdots \in$ occ) by virtual ( $p, q, \cdots \in \operatorname{virt}$ ) orbitals. The full-CI wave-function is expanded as

$$
\begin{equation*}
\left|\Psi^{\mathrm{CI}}\right\rangle=\left[1+\sum_{i \in \mathrm{occ}} \sum_{p \in \mathrm{virt}} C_{i}^{p} \hat{d}_{p}^{\dagger} \hat{d}_{i}+\sum_{\substack{i, j \in \mathrm{occ} \\ i>j}} \sum_{p, q \in \mathrm{virt}}^{p>q}<C_{i j}^{p q} \hat{d}_{p}^{\dagger} \hat{d}_{q}^{\dagger} \hat{d}_{i} \hat{d}_{j}+\ldots\right]\left|\Psi_{0}^{\mathrm{HF}}\right\rangle \tag{B.1}
\end{equation*}
$$

where the fermionic creation and annihilation operators refer to the HF orbitals: $\hat{d}_{i}^{\dagger}=\int \mathrm{d} \mathbf{r} \psi_{i}^{\mathrm{HF}}(\mathbf{r}) \hat{\psi}^{\dagger}\left(\mathbf{r} \sigma_{i}\right)$. The spin dependence has been incorporated into the indices. The CI wave-function (B.1) is an exact solution to the many-body TISE, provided the expansion is not truncated and complete basis set is used for describing the orbitals. It is therefore also referred to as exact diagonalization.

For the practical implementation of CI scheme, the sum in eq. (B.1) has to be truncated after a few terms ${ }^{1}$. Restricting the expansion to single excitations is addressed as CIS ( S for single), for single and double excitations one refers to CISD and so on. Forming the CI matrix, where the matrix elements of the Hamiltonian with respect to the individual terms in eq. (B.1), the energy correction (correlation energy) is found as eigenvalue of the CI matrix, where as the coefficients $C_{i \ldots}^{p \ldots}$ are obtained by solving the resulting eigenvector problem. The (truncated) CI method displays the disadvantage of not being size consistent, i. e. of not showing the correct behavior when dublicating the system ${ }^{2}$.

Coupled-cluster (CC) theory. In order to assure the size-consistency and to reduce the substantial computational cost of higher-order CI expansion, several methods including the successful coupled-cluster (CC) method have been developped. Based on the linked-diagram theorem [240], the excitations with respect to the HF reference wave-function (2.38) are introduced as

$$
\begin{equation*}
\left|\Psi^{\mathrm{CC}}\right\rangle=\exp (\hat{T})\left|\Psi_{0}^{\mathrm{HF}}\right\rangle=\left[1+\hat{T}+\frac{1}{2!} \hat{T}^{2}+\frac{1}{3!} \hat{T}^{3}+\ldots\right]\left|\Psi_{0}^{\mathrm{HF}}\right\rangle \tag{B.2}
\end{equation*}
$$

Here, the excitation operator $\hat{T}=\hat{T}_{1}+\hat{T}_{2} \ldots$ comprises the $n$-fold excitations (exchanging $n$ orbitals in the reference determinant) similar to the CI expansion (B.1):

$$
\begin{equation*}
\hat{T}_{1}=\sum_{i \in \mathrm{occ}} \sum_{p \in \mathrm{virt}} t_{i}^{p} \hat{d}_{p}^{\dagger} \hat{d}_{i}, \quad \hat{T}_{2}=\sum_{\substack{i, j \in \mathrm{occ} \\ i>j}} \sum_{\substack{p, q \in \operatorname{virt} \\ p>q}} t_{i j}^{p q} \hat{d}_{p}^{\dagger} \hat{d}_{q}^{\dagger} \hat{d}_{i} \hat{d}_{j}, \ldots \tag{B.3}
\end{equation*}
$$

Inserting the expansion of the CC wave-function (B.2) into the TISE yields a set of self-consistent equations for the coefficients $t_{i}^{p}, t_{i j}^{p q}$ and so on. When restricting the computation to single and double excitations, the CC is then referred to as CCSD. Higher orders of the CC theory are denoted similarly. The CCSD wave function is thus defined by

$$
\begin{equation*}
\left|\Psi^{\mathrm{CCSD}}\right\rangle=\exp \left(\hat{T}_{1}+\hat{T}_{2}\right)\left|\Psi_{0}^{\mathrm{HF}}\right\rangle \tag{B.4}
\end{equation*}
$$

[^40]In contrast to the CI approach, the CC theory, even if restricted to CCSD, accounts for all non-linear terms such as $\hat{T}_{1}^{2} / 2, \hat{T}_{1} \hat{T}_{2}$ and higher excitations due to the exponentiation. Hence, CCSD already includes triple, quadruple and even higher excitations. This way of incorporating the successive excitation of the reference state is the reason for the CC theory to be size-consistent.

Equation-of-motion (EOM) and Symmetry-adapted-cluster-configuration-interaction (SAC-CI) approach. Quantum chemistry methods are not limited to ground-state properties, albeit this where their primary strength lies. In order to access excited-state properties, the equation-of-motion (EOM) approach has proven effective. Let us consider a ground-state wave-function $\hat{H}_{e}\left|\Psi_{0}\right\rangle=E_{0}\left|\Psi_{0}\right\rangle$, which is, for example, obtained by the CI or CC method ${ }^{3}$, and a target excited wave-function $\hat{H}_{e}\left|\Psi_{\alpha}\right\rangle=E_{\alpha}\left|\Psi_{\alpha}\right\rangle$. Introducing the excitation operator $\hat{F}_{\alpha}$ by $\hat{F}_{\alpha}\left|\Psi_{0}\right\rangle=\left|\Psi_{\alpha}\right\rangle$, one obtains the relation

$$
\left[\hat{H}_{e}, \hat{F}_{\alpha}\right]\left|\Psi_{0}\right\rangle=\left(E_{\alpha}-E_{0}\right) \hat{F}_{\alpha}\left|\Psi_{0}\right\rangle \equiv \Omega_{\alpha} \hat{F}_{\alpha}\left|\Psi_{0}\right\rangle
$$

which underlines the connection to the Heisenberg EOM for operators and thus explains the name EOM method [242]. Projecting and rearranging one transforms the EOM into the Rayleigh quotient

$$
\begin{equation*}
\Omega_{\alpha}=\frac{\left\langle\Psi_{0}\right| \hat{F}_{\alpha}^{\dagger}\left[\hat{H}_{e}, \hat{F}_{\alpha}\right]\left|\Psi_{0}\right\rangle}{\left\langle\Psi_{0}\right| \hat{F}_{\alpha}^{\dagger} \hat{F}_{\alpha}\left|\Psi_{0}\right\rangle}, \tag{B.5}
\end{equation*}
$$

from which the excitation energy is directly obtained. The computational effort goes into determining the excitation operator $\hat{F}_{\alpha}$. Representing it in the simplest case by single excitations,

$$
\begin{equation*}
\hat{F}_{\alpha}=\sum_{\sigma} \sum_{i \in \mathrm{occ}} \sum_{p \in \mathrm{virt}} X_{i}^{p} \hat{d}_{p}^{\dagger} \hat{d}_{i} \tag{B.6}
\end{equation*}
$$

requiring $\Omega_{\alpha}$ to be stationary leads to a generalized eigenvalue equation for the excitation amplitudes $X_{i}^{p}$. Note that also excitations removing or adding one electron from the system are possible to incorporate.

In order to reduce the in some cases immense computational costs of the CC and, in particular, the EOMCC methods, two types of approximation are invoked: (i) some classes of unimportant unlinked terms are neglected from the beginning, and (ii) a perturbation selection of the linked operators and further selection of unlinked terms built from selected linked terms are performed. This preselection is the basis of the symmetry-adapted cluster (SAC) approach [243]. The SAC ground-state wave-function is, analogous to the CC construction, given by

$$
\begin{equation*}
\left|\Psi^{\mathrm{SAC}}\right\rangle=\hat{Q} \exp \left(\hat{T}^{\prime}\right)\left|\Psi_{0}^{\mathrm{HF}}\right\rangle \tag{B.7}
\end{equation*}
$$

where $\hat{Q}$ is a symmetry projection operator, while the excitation operator $\hat{T}^{\prime}$ differs from the CC excitation operator $\hat{T}$ by the selection rules (i) and (ii). From the SAC wave-function, one can obtain the SAC-CI excited states $\left|\Psi_{\alpha}^{\mathrm{SAC}-\mathrm{CI}}\right\rangle$ by applying a symmetry-adapted excitation operator $\hat{F}_{\alpha}^{\prime}$, which is subjection to (i) and (ii), as well [243, 244].

[^41]
## Source-field method and Hedin's equations

## C. 1 Hedin's equations

An alternative to the diagrammatic approach to MBPT (see subsec. 2.5.2), is given by Hedin's equations. They can be derived - we follow ref. [80] here - by extending the Hamiltonian of an interacting fermionic or bosonic system by an artificial driving field $\varphi(1)=\varphi\left(x_{1}, z_{1}\right)$ :

$$
\begin{align*}
\hat{H}_{\varphi}(z)= & \int \mathrm{d} x \int \mathrm{~d} x^{\prime} h\left(x, x^{\prime} ; z\right) \hat{\psi}^{\dagger}(x) \hat{\psi}\left(x^{\prime}\right)+\frac{1}{2} \int \mathrm{~d} x \int \mathrm{~d} x^{\prime} v\left(x, x^{\prime}\right) \hat{\psi}^{\dagger}(x) \hat{\psi}^{\dagger}\left(x^{\prime}\right) \hat{\psi}\left(x^{\prime}\right) \hat{\psi}(x)  \tag{C.1}\\
& +\int \mathrm{d} x \varphi(x, z) \hat{\rho}(x)
\end{align*}
$$

with $h\left(x, x^{\prime} ; z\right)=h\left(x, x^{\prime} ; t_{ \pm}\right)$for $z=t_{ \pm} \in C_{ \pm}$and $h\left(x, x^{\prime} ; z\right)=h\left(x, x^{\prime} ; t_{0}\right)-\mu \delta\left(x, x^{\prime}\right)$ (see subsec. 2.5.1) and $\hat{\rho}(x)=\hat{\psi}^{\dagger}(x) \hat{\psi}(x)$. Taking $\varphi=0$ reduces the Hamiltonian back to its original form. Revisiting the definition of expectation values on the contour, eq. (2.51), the Hamiltonian appears via the contour evolution operator $\hat{U}_{C}\left(z_{1}, z_{2}\right)$, which are functionals of $\varphi$. The corresponding derivatives are

$$
\begin{aligned}
\left.\frac{\delta\left\langle\hat{A}_{\mathrm{H}}(z)\right\rangle}{\delta \varphi\left(x^{\prime}, z^{\prime}\right)}\right|_{\varphi=0} & =\frac{1}{\delta \varphi\left(x^{\prime}, z^{\prime}\right)} \operatorname{Tr}\left[\mathcal{T} \hat{U}_{\mathcal{C}}\left(z, z_{i}\right) \hat{U}_{C}\left(z_{f}, z\right) \hat{A}\right]=\operatorname{Tr}\left[\mathcal{T} \hat{A}_{\mathrm{H}}(z) \hat{\rho}\left(x^{\prime}, z^{\prime}\right)\right], \\
\left.\frac{\delta \operatorname{Tr}\left[\hat{U}_{C}\left(z_{f}, z_{i}\right)\right]}{\delta \varphi\left(x^{\prime}, z^{\prime}\right)}\right|_{\varphi=0} & =\operatorname{Tr}\left[\hat{\rho}\left(x^{\prime}, z^{\prime}\right)\right] .
\end{aligned}
$$

The variation of the any correlator can now be executed. For instance, the relation between reducible polarizability and GF is simply given by

$$
\begin{align*}
\chi(1 ; 2)= & -\left.\mathrm{i} \frac{\delta G(1,1+)}{\delta \varphi(2)}\right|_{\varphi=0}=G_{2}(1,2 ; 1+, 2+)-G(1,1+) G(2,2+)  \tag{C.2}\\
& \Leftrightarrow \quad-\mathrm{i} G(1,1+)=\int \mathrm{d} 2 \chi(1 ; 2) \varphi(2) \tag{C.3}
\end{align*}
$$

Since $\rho\left(x_{1}, z_{1}\right)=-\mathrm{i} G(1,1+)$, eq. (C.2) underpins the interpretation of $\chi(1 ; 2)$ as (spin-resolved) DD response function. Taking the electrostatic rearrangement of the system into account, one defines the total (external plus induced) field and the dielectric matrix $\epsilon^{-1}(1 ; 2)$

$$
\begin{equation*}
V(1)=\varphi(1)+\int \mathrm{d} 2 \vartheta(1 ; 2) \rho(2), \quad \epsilon^{-1}(1 ; 2)=\left.\frac{\delta V(1)}{\delta \varphi(2)}\right|_{\varphi=0}=\delta(1 ; 2)+\int \mathrm{d} 3 \vartheta(1 ; 3) \chi(3 ; 2) . \tag{C.4}
\end{equation*}
$$

The relation to the screened interaction is given by $W(1 ; 2)=\int \mathrm{d} 3 \epsilon^{-1}(1 ; 3) v(3 ; 2)$ and thus $W(1 ; 2)=$ $v(1 ; 2)+\int \mathrm{d}(34) v(1 ; 3) \chi(3 ; 4) v(4 ; 2)$. Continuing the analysis of the functional derivatives of screened interaction $W(1 ; 2)$, GF $G(1 ; 2)$, self-energy $\Sigma(1 ; 2)$ and polarization $P(1 ; 2)$ reveals their close connection, which is expressed by Hedin's equations:

$$
\begin{gather*}
\Sigma^{\mathrm{xc}}(1 ; 2)=\mathrm{i} \int \mathrm{~d}(34) G(1 ; 3) W(1 ; 4) \Gamma(3,2 ; 4),  \tag{С.5a}\\
W(1 ; 2)=v(1 ; 2)+\int \mathrm{d}(34) W(1 ; 3) P(3 ; 4) v(4 ; 2) .  \tag{C.5b}\\
P(1 ; 2)=-\mathrm{i} \int \mathrm{~d}(34) G(1 ; 3) G(4 ; 1) \Gamma(3,4 ; 2),  \tag{C.5c}\\
\Gamma(1,2 ; 3)=\delta(1 ; 2) \delta(1 ; 3)+\int \mathrm{d}(4567) K(1,2 ; 4,5) G(4 ; 6) G(7 ; 5) \Gamma(6,7 ; 3) . \tag{C.5d}
\end{gather*}
$$

For concreteness, we have formulated Hedin's equations (C.5) for a fermionic system. They have to be solved self-consistently along with the contour Dyson equation for the GF

$$
\begin{equation*}
G(1 ; 2)=g(1 ; 2)+\int \mathrm{d}(34) g(1 ; 3)\left[\Sigma^{\mathrm{H}}(3 ; 4)+\Sigma^{\mathrm{xc}}(3 ; 4)\right] G(4 ; 2) \tag{C.6}
\end{equation*}
$$

The last equation (C.5d) constitutes the Bethe-Salpeter equation (BSE) for the vertex function; $K(1,2 ; 3,4)=$ $\delta \Sigma_{\text {xc }}(1 ; 2) / \delta G(3 ; 4)$ denotes the BSE kernel. The approximation $\Gamma(1,2 ; 3) \approx \delta(1 ; 2) \delta(1 ; 3)$ simplifies the expressions (C.5a) and (C.5c) for the self-energy and the polarization, respectively, to the well-known GW approximation

$$
\begin{equation*}
\Sigma^{\mathrm{xc}}(1 ; 2)=\mathrm{i} G(1 ; 2) W(1 ; 2)=\mathrm{i} G(1 ; 2) v(1,2)+\mathrm{i} G(1 ; 2) \delta W(1 ; 2), \quad P(1 ; 2)=-\mathrm{i} \boldsymbol{G}(2 ; 1) \boldsymbol{G}(1 ; 2) . \tag{C.7}
\end{equation*}
$$

The exchange part $\Sigma^{\mathrm{x}}(1 ; 2)=\mathrm{i} G(1 ; 2) v(1,2)$ is a MF contribution and can be incorporated by redefining the reference GF. Choosing the HF GF $g(1 ; 2) \rightarrow g^{\mathrm{HF}}(1 ; 2)$ simplifies the Dyson equation into

$$
\begin{equation*}
G(1 ; 2)=g^{\mathrm{HF}}(1 ; 2)+\int \mathrm{d}(34) g^{\mathrm{HF}}(1 ; 3) \Sigma^{\mathrm{c}}(3 ; 4) \boldsymbol{G}(4 ; 2) \tag{C.8}
\end{equation*}
$$

with the correlation self-energy $\Sigma^{\mathrm{c}}(1 ; 2)=\mathrm{i} G(1 ; 2) \delta W(1 ; 2)$.

## C. 2 Generating functionals for electron-boson models

The source-field method summarized in sec. C. 1 offers a useful toolbox for EB systems, as well. Let us consider the EB Hamiltonian

$$
\begin{equation*}
\hat{H}_{0}(z)=\int \mathrm{d} x \int \mathrm{~d} x^{\prime} h\left(x, x^{\prime} ; z\right)+\sum_{v} \int \mathrm{~d} x v_{v}(x) \hat{\rho}(x) \hat{Q}_{v}+\frac{1}{2} \sum_{v} \Omega_{v}\left(\hat{P}_{v}^{2}+\hat{Q}_{v}^{2}\right) \tag{C.9}
\end{equation*}
$$

and modify it by two external fields acting on the electrons and the quasi-bosons, respectively:

$$
\begin{equation*}
\hat{H}_{\varphi \xi}(z)=\hat{H}_{0}(z)+\int \mathrm{d} x \varphi(x, z) \hat{\rho}(x)+\sum_{v} \xi_{v}(z) \hat{Q}_{v} \tag{C.10}
\end{equation*}
$$

As in sec. C.1, all quantities are treated as implicit functionals of the source fields $\varphi(x, z)$ and $\xi_{\nu}(z)$. For functional derivatives, we assume taking $\varphi=0, \xi_{\nu}=0$ in what follows. Like for fermionic system, we introduce the total field including the MF induced field - which is the counterpart to the electrostatic potential in eq. (C.4) - by

$$
\begin{equation*}
V(x, z)=\varphi(x, z)+\sum_{v} \int \mathrm{~d} x v_{\nu}(x)\left\langle\hat{Q}_{v}\right\rangle \equiv \varphi(x, z)+\zeta(x, z) \tag{C.11}
\end{equation*}
$$

The bosonic degrees of freedom can be accessed via the functional derivative with respect to the source fields $\xi_{\nu}(z)$. First one notices

$$
\begin{equation*}
D_{\mu \nu}\left(z_{1}, z_{2}\right)=-\mathrm{i}\left[\left\langle\hat{Q}_{\mu}\left(z_{1}\right) \hat{Q}_{\nu}\left(z_{2}\right)\right\rangle-\left\langle\hat{Q}_{\mu}\left(z_{1}\right)\left\langle\hat{Q}_{\nu}\left(z_{2}\right)\right\rangle\right]=\frac{\delta\left\langle\hat{Q}_{\mu}\left(z_{1}\right)\right\rangle}{\delta \xi_{\nu}\left(z_{2}\right)}\right. \tag{C.12}
\end{equation*}
$$

The quasi-boson GF thus describes the fluctuations of the coordinates $\left\langle\hat{Q}_{\mu}\right\rangle$ due to coupling to external (or internal) fields. Mixed electronic-bosonic correlators lead to the notion of the self-energy for both the electrons and the bosons, respectively. Adopting a similar strategy for connecting the relevant correlators by functional derivates as for Hedin's equations (see sec. C.1), one find the analogue of Hedin's equations for the EB model:

$$
\begin{gather*}
\Sigma^{\mathrm{c}}(1 ; 2)=\mathrm{i} \int \mathrm{~d}(34) G(1 ; 3) \mathcal{W}(1 ; 4) \Lambda(3,2 ; 4),  \tag{C.13a}\\
P(1 ; 2)=-\mathrm{i} \int \mathrm{~d}(34) G(1 ; 3) G(4 ; 1) \Lambda(3,4 ; 2),  \tag{C.13b}\\
\Lambda(1,2 ; 3)=\delta(1 ; 2) \delta(1 ; 3)+\int \mathrm{d}(4567) K(1,2 ; 4,5) G(4 ; 6) G(7 ; 5) \Lambda(6,7 ; 3) . \tag{C.13c}
\end{gather*}
$$

The details of the derivation can be found in our work [E7]. Note the one-to-one correspondence of the Hedin's equations (C.5) and their EB version (C.13). If we identify the screened interaction $W(1 ; 2)$ with the EB effective interaction $\mathcal{W}(1 ; 2)$ (and the respective vertex functions), the Hedin's equations for the EB model (C.13) are exactly reproduced. The four-point kernel appearing in the BSE (C.13c) is defined analogously. The boson-mediated interaction, on the other hand, is determined by the boson GF:

$$
\begin{equation*}
\mathcal{W}(1 ; 2)=\sum_{\mu \nu} v_{\nu}\left(x_{1}\right) D_{\mu \nu}\left(z_{1}, z_{2}\right) v_{\mu}\left(x_{2}\right) \tag{C.14}
\end{equation*}
$$

As for the purely fermionic case, the Dyson equations for the GF and the boson correlator (which plays the role of the screened interaction) are required to complement Hedin's equations (C.13):

$$
\begin{equation*}
G(1 ; 2)=g(1 ; 2)+\int \mathrm{d}(34) g(1 ; 3)\left[\Sigma^{\mathrm{MF}}(3 ; 4)+\Sigma^{\mathrm{c}}(3 ; 4)\right] G(4 ; 2) \tag{C.15}
\end{equation*}
$$

for the electrons (with $\left.\Sigma^{\mathrm{MF}}(1,2)=\zeta\left(x_{1}, z_{1}\right) \delta\left(z_{1}, z_{2}\right)\right)$ and, for the bosons,

$$
\begin{equation*}
D_{\mu \nu}\left(z_{1}, z_{2}\right)=d_{\mu \nu}\left(z_{1}, z_{2}\right)+\sum_{\mu^{\prime} \nu^{\prime}} \int_{C} \mathrm{~d}\left(z_{3} z_{4}\right) d_{\mu \mu^{\prime}}\left(z_{1}, z_{3}\right) \Pi_{\mu^{\prime} \nu^{\prime}}\left(z_{3}, z_{4}\right) D_{\nu^{\prime} \nu}\left(z_{4}, z_{2}\right) . \tag{C.16}
\end{equation*}
$$

The bosonic self-energy appearing in eq. (C.16) is directly related to the irreducible polarization (C.13b) by

$$
\begin{equation*}
\Pi_{\mu \nu}\left(z_{1}, z_{2}\right)=-\int \mathrm{d} x_{1} \int \mathrm{~d} x_{2} v_{\mu}\left(x_{1}\right) P(1 ; 2) v_{\nu}\left(x_{2}\right) \tag{C.17}
\end{equation*}
$$

As usual, the GFs labelled by small letters refer to the non-interacting case ( $v_{v}=0$ ). While the fermionic reference GF obeys, as usual $\mathrm{id}_{z_{1}} g(1 ; 2)=\delta(1 ; 2)+\int \mathrm{d} 3 h\left(x_{1}, x_{3} ; z_{1}\right) \delta\left(z_{1}, z_{3}\right) g(3 ; 2)$, the non-interacting bosonic GF is subject to the second-order EOM

$$
\begin{equation*}
-\frac{1}{2 \Omega_{\mu}}\left[\partial_{z_{1}}^{2}+\Omega_{\mu}^{2}\right] d_{\mu \nu}\left(z_{1}, z_{2}\right)=\delta_{\mu \nu} \delta\left(z_{1}, z_{2}\right) \tag{C.18}
\end{equation*}
$$

For this reason, transforming the Dyson equation (C.16) into the contour EOM results in a second-order EOM for $D_{\mu \nu}\left(z_{1}, z_{2}\right)$.

## C. 3 Electron-boson models and screened interaction

How can a purely electronic system be mapped onto an EB model? This question was first answered by Pines and Bohm [99] for the homogeneous electron gas in equilibrium, where a unitary transformation leads to the EB Hamiltonian similar to eq. (C.9) after neglecting fluctuating terms (RPA) [66]. A one-toone correspondence can also be established for a general system under similar conditions. To be precise, we consider an electronic system in equilibrium at zero temperature. Via the FDT for the GF ${ }^{1}$ the relevant Keldysh components of the GF in frequency space can be represented by the spectral function $A\left(x, x^{\prime} ; \omega\right)$ :

$$
\begin{equation*}
G^{\gtrless}\left(x, x^{\prime} ; \omega\right)=\mp \mathrm{i} \theta( \pm \omega \mp \mu) A\left(x, x^{\prime} ; \omega\right), \quad G^{\mathrm{R}}\left(x, x^{\prime} ; \omega\right)=\int_{-\infty}^{\infty} \frac{\mathrm{d} \omega^{\prime}}{2 \pi} \frac{A\left(x, x^{\prime} ; \omega^{\prime}\right)}{\omega-\omega^{\prime}+\mathrm{i} \eta} . \tag{C.19}
\end{equation*}
$$

[^42]The spectral function is, in turn, obtained from the retarded GF (which is computed by solving the retarded Dyson equation (2.68)). Hence, the retarded GF determines all other Keldysh components. A similar statement can be made for the screened interaction. Employing the Lehmann representation of the equilibrium DD response function (2.89) with a slight extension by the spin degree of freedom yields, via eq. (2.61), for dynamical part of the screened interaction:

$$
\chi^{\mathrm{R}}\left(x, x^{\prime} ; \omega\right)=\sum_{v} \frac{2 \omega_{v}}{(\omega+\mathrm{i} \eta)^{2}-\omega_{v}^{2}} \rho_{v}(x) \rho_{v}\left(x^{\prime}\right) \Rightarrow \delta W^{\mathrm{R}}\left(x, x^{\prime} ; \omega\right)=\sum_{v} \frac{2 \omega_{v}}{(\omega+\mathrm{i} \eta)^{2}-\omega_{v}^{2}} V_{v}(x) V_{v}\left(x^{\prime}\right)
$$

Here, $V_{\nu}(\mathbf{r} \sigma)=\int \mathrm{d} \mathbf{r}^{\prime} v\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \rho_{\nu}\left(\mathbf{r}^{\prime} \sigma\right)$ denote the fluctuation potentials. The many-body excitation energies are labelled by $\omega_{\nu}=E_{\nu}-E_{0}$ to avoid any confusion with the bosonic frequencies.

Let us now turn to the EB Hamiltonian. The retarded component of the effective interaction (C.14) is given by

$$
\begin{equation*}
\mathcal{W}^{\mathrm{R}}\left(x, x^{\prime} ; \omega\right)=\sum_{\mu \nu} v_{\mu}(x) D_{\mu \nu}^{\mathrm{R}}(\omega) v_{\nu}\left(x^{\prime}\right) . \tag{C.20}
\end{equation*}
$$

Ignoring the back-action of the electrons onto the bosons (neglecting the boson self-energy (C.17), that is), one finds $d_{\mu \nu}^{\mathrm{R}}(\omega)=\delta_{\mu \nu} \Omega_{\nu} /\left((\omega+\mathrm{i} \eta)^{2}-\Omega_{\nu}^{2}\right)$ for the non-interaction boson GF and thus

$$
\begin{equation*}
\mathcal{W}^{\mathrm{R}}\left(x, x^{\prime} ; \omega\right)=\sum_{\mu} v_{\mu}(x) \frac{\Omega_{\mu}}{(\omega+\mathrm{i} \eta)^{2}-\Omega_{\mu}^{2}} v_{\mu}\left(x^{\prime}\right) \tag{C.21}
\end{equation*}
$$

Choosing $v_{\mu}(x)=\sqrt{2} V_{\mu}(x)$ and the boson frequencies $\Omega_{\mu}$ to be identical to the excitation energies of the electronic system $\omega_{\mu}$, the equivalence $\delta W^{\mathrm{R}}\left(x, x^{\prime} ; \omega\right)=\mathcal{W}^{\mathrm{R}}\left(x, x^{\prime} ; \omega\right)$ is guaranteed. By virtue of the FDT, this statement can be extended to the other Keldysh components. Therefore, the correlation selfenergy within the GWA is exactly reproduced. Choosing the one-body Hamiltonian in eq. (C.9) as the HF Hamiltonian, the GFs obtained for the electronic and for the EB system, respectively, are identical.

Within a time-dependent scenario, this one-to-one correspondence is not preserved. This can be seen from the (i) the varying MF contributions for the EB, which differs from the HF term, and (ii) the different time evolution of the screened interaction as compared to the fully-interacting boson propagators (including the back-action of the electronic polarization onto the bosons). While point (i) may not be very important in case of strong dynamical screening (i.e. close to plasmon resonances), (ii) is an important point to be clarified by future studies.

## Markovian quantum kinetics

In this appendix we briefly introduce the description of the dissipative quantum kinetics used to model the electron-vibron interaction in [E6]. Suppose a small subsystem (Hilbert space $\mathscr{H}_{0}$ ) is coupled to a thermal bath (Hilbert space $\mathscr{H}_{B}$ ). The generic Hamiltonian reads

$$
\begin{equation*}
\hat{H}(t)=\hat{H}_{0}(t)+\hat{H}_{\mathrm{int}}+\hat{H}_{B}, \quad \hat{H}_{\mathrm{int}}=\sum_{\mu} \hat{M}_{\mu} \otimes \hat{B}_{\mu}, \tag{D.1}
\end{equation*}
$$

where $\hat{H}_{0}(t)=\hat{H}_{0}^{(0)}+\hat{V}_{0}(t)$ describes the system (operating in $\mathscr{H}_{0}$ ), $\hat{H}_{B}$ stands for the bath Hamiltonian and $\hat{H}_{\text {int }}$ accounts for the interaction. The eigenstates of the static system Hamiltonian are denoted by $\hat{H}_{0}^{(0)}|a\rangle=E_{a}|a\rangle$. We assume linear coupling with $\hat{M}_{\mu}$ acting in $\mathscr{H}_{0}$, whereas $\hat{B}_{\mu}$ denote the bath operators. The goal is to find an effective EOM for the system density matrix $\hat{\rho}_{0}(t)=\operatorname{Tr}_{B}[\hat{\rho}(t)]$, which is obtained by tracing the full density matrix $\hat{\rho}(t)$ over the bath degrees of freedom. For convenience, we switch to the interaction picture with respect to the non-interacting Hamiltonian $\hat{H}_{0}(t)+\hat{H}_{B}$. From the Heisenberg EOM for the density matrix, one finds

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \hat{\rho}_{0}(t)=-\mathrm{i} \operatorname{Tr}_{B}\left[\left[\hat{H}_{\mathrm{int}}(t), \hat{\rho}^{(0)}\right]\right]-\int_{0}^{t} \mathrm{~d} t^{\prime} \operatorname{Tr}_{B}\left[\left[\hat{H}_{\mathrm{int}}(t),\left[\hat{H}_{\mathrm{int}}\left(t^{\prime}\right), \hat{\rho}\left(t^{\prime}\right)\right]\right]\right], \quad \hat{\rho}^{(0)}=\hat{\rho}(t=0) \tag{D.2}
\end{equation*}
$$

Eq. (D.2) is still exact, but entails the full (generally unknown) density matrix $\hat{\rho}(t)$. This dependence is removed by the Born approximation $\hat{\rho}(t) \approx \hat{\rho}_{0}(t) \otimes \hat{\rho}_{B}^{(0)}\left(\hat{\rho}_{B}^{(0)}\right.$ is the equilibrium bath density matrix). The EOM (D.2) is thus transformed into an integro-differential equation for the system density matrix $\hat{\rho}_{0}(t)$ only. Similarly to the KBEs (see sec. 6.1), the memory effects due to the integration represent a substantial complication, both for analytical and numerical considerations. Ignoring the memory completely is known as the Markovian approximation [245] (the time evolution is treated as Markov process). Within the Markovian approximation, $\hat{\rho}_{0}\left(t^{\prime}\right)$ is replaced by $\hat{\rho}_{0}(t)$ under the integral. Furthermore, the upper bound for of the integration is extended to infinity. After some algebra and removing highly-oscillatory terms (secular approximation), the EOM attains the form of the Lindblad master equation [223] in the Heisenberg picture:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \hat{\rho}_{0}(t)=-\mathrm{i}\left[\hat{H}_{0}(t)+\hat{H}_{\mathrm{LS}}, \hat{\rho}_{0}(t)\right]+\sum_{a b c d} \gamma_{a b c d}\left(\langle b| \hat{\rho}_{0}(t)|d\rangle|a\rangle\langle c|-\frac{1}{2} \delta_{c a}\left\{|d\rangle\langle b|, \hat{\rho}_{0}(t)\right\}\right) . \tag{D.3}
\end{equation*}
$$

Here, the curly brackets denote the anti-commutator. The Lamb-shift Hamiltonian $\hat{H}_{\text {LS }}$ describes the renormalization of the system levels due to the presence of the bath and is defined by

$$
\begin{equation*}
\langle a| \hat{H}_{\mathrm{LS}}|b\rangle=\frac{1}{2 \mathrm{i}} \sum_{\mu \nu} \sigma_{\mu \nu}\left(E_{b}-E_{c}\right) \delta_{E_{b}, E_{a}}\langle c| \hat{M}_{\nu}|b\rangle\langle a| \hat{M}_{\mu}^{\dagger}|c\rangle . \tag{D.4}
\end{equation*}
$$

Dephasing and relaxation effects are incorporated by

$$
\begin{equation*}
\gamma_{a b c d}=\sum_{\mu \nu} \gamma_{\mu \nu}\left(E_{b}-E_{a}\right) \delta_{E_{b}-E_{a}, E_{d}-E_{c}}\langle a| \hat{M}_{\nu}|b\rangle\langle d| \hat{M}_{\mu}^{\dagger}|c\rangle . \tag{D.5}
\end{equation*}
$$

The energy-dependent functions $\sigma_{\mu \nu}(E)$ and $\gamma_{\mu \nu}(E)$ are related by the Hilbert transformation as they are the imaginary and real part, respectively, of the bath correlation function

$$
\begin{equation*}
\Gamma_{\mu \nu}(E)=\int_{0}^{\infty} \mathrm{d} t \operatorname{Tr}_{B}\left[e^{\mathrm{i} \hat{H}_{B} t} \hat{B}_{\mu} e^{-\mathrm{i} \hat{H}_{B} t} \hat{\boldsymbol{B}}_{\nu} \hat{\rho}_{B}^{(0)}\right] e^{\mathrm{i} E t} \equiv \int_{0}^{\infty} \mathrm{d} t\left\langle\hat{B}_{\mu}(t) \hat{\boldsymbol{B}}_{\nu}\right\rangle_{B} e^{\mathrm{i} E t} \tag{D.6}
\end{equation*}
$$

An important special case is a bosonic bath $\hat{H}_{B}=\frac{1}{2} \sum_{\mu} \Omega_{\mu}\left(\hat{P}_{\mu}^{2}+\hat{Q}_{\mu}^{2}\right)$ (see subsec. 2.5.6) and linear coupling to the coordinates $\hat{B}_{\mu}=\hat{Q}_{\mu}$. It is straightforward to see that the integrand in eq. (D.6) then equals ${ }^{1} \mathrm{i} D_{\mu \nu}^{>}(t, 0)$ (see subsec. 2.5.6). Fourier transforming yields

$$
\begin{equation*}
\Gamma_{\mu \nu}(E)=-\int_{-\infty}^{\infty} \frac{\mathrm{d} E^{\prime}}{2 \pi} \frac{D_{\mu \nu}^{>}\left(E^{\prime}\right)}{E-E^{\prime}+\mathrm{i} \eta}=\mathrm{i} \int_{-\infty}^{\infty} \frac{\mathrm{d} E^{\prime}}{2 \pi}\left(N_{B}\left(E^{\prime}\right)+1\right) \frac{A_{\mu \nu}\left(E^{\prime}\right)}{E-E^{\prime}+\mathrm{i} \eta}, \quad \eta \rightarrow 0+ \tag{D.7}
\end{equation*}
$$

Here, the greater GF is represented in terms of the bosonic spectral function (which is defined analogously to eq. (2.72)) and the Bose distribution $N_{B}(E)$ (for details see [E7]). In particular, the relaxation rates and the level renormalization are found from

$$
\begin{equation*}
\gamma_{\mu \nu}(E)=\left(N_{B}(E)+1\right) A_{\mu \nu}(E), \quad \sigma_{\mu \nu}(E)=\frac{\mathrm{i}}{\pi} \mathcal{P} \int_{-\infty}^{\infty} \mathrm{d} E^{\prime} \frac{\gamma_{\mu \nu}\left(E^{\prime}\right)}{E-E^{\prime}}, \tag{D.8}
\end{equation*}
$$

where $\mathcal{P}$ denotes the principal part.

[^43]
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[^0]:    ${ }^{1}$ Since the work summarized by this thesis has been carried out in a collaborative effort, the word 'we' is used, as it is usual in joint publications, as a pronoun throughout.

[^1]:    ${ }^{1}$ Relativistic effects become more and more important for heavier elements as the stronger and stronger Coulomb attraction of the core confines the electrons in a narrow region of space and thus increases their kinetic energy. The most prominent example is the yellowish color of gold due to the small energy gap between the 5 d and 6 s levels. Spin-orbit coupling, in particular, plays an important role in magnetism, as well. A compass needle, for instance, would not adjust itself to the magnetic field in the hypothetical case of vanishing spin-orbit coupling.
    ${ }^{2}$ The direct coupling of the spin degrees of freedom the magnetic field needs, in principle, to be taken into account, too. For electromagnetic waves, which we will concentrate on, the influence of this coupling is, however, weaker (by the factor $1 / c$ ) and is hence omitted.

[^2]:    ${ }^{3}$ The Coulomb gauge is defined by $\nabla \cdot \mathbf{A}(\mathbf{r}, t)=0$. However, with electromagnetic waves in mind one usually employs the Lorentz gauge as it leads to a wave equation for the potentials directly. In this case the divergence of the vector potential is linked to the scalar potential by $\nabla \cdot \mathbf{A}(\mathbf{r}, t)+\left(1 / c^{2}\right) \partial_{t} \varphi(\mathbf{r}, t)=0$.

[^3]:    ${ }^{4}$ The diagonal contribution $\hat{W}_{\alpha \alpha}=\hat{W}_{\alpha \alpha}^{(2)}=\left\langle\Psi_{\alpha}\right| \hat{T}_{c}\left|\Psi_{\alpha}\right\rangle$ can be incorporated into the PESs.

[^4]:    ${ }^{5}$ The transition density is defined as $\rho_{\alpha \beta}(\mathbf{r})=\left\langle\Psi_{\alpha}\right| \hat{n}(\mathbf{r})\left|\Psi_{\beta}\right\rangle-\delta_{\alpha \beta}\left\langle\Psi_{\alpha}\right| \hat{n}(\mathbf{r})\left|\Psi_{\alpha}\right\rangle$. Here, $\hat{n}(\mathbf{r})$ denotes the charge-density operator. In first quantization, the latter reads $\hat{n}(\mathbf{r})=\sum_{i=1}^{N_{e}} \delta\left(\mathbf{r}-\mathbf{r}_{i}\right)$.
    ${ }^{6}$ For the special case of linear molecules, the number of normal modes is $3 N_{c}-5$.
    ${ }^{7}$ We assume small elongations and consider a linear dependence only.

[^5]:    ${ }^{8}$ The most popular choices are the Kohn-Sham or the Hartree-Fock Hamiltonians (see subsec 2.4.2 and subsec 2.4.3 ).

[^6]:    ${ }^{9}$ Short-range potentials are defined by $r v(\mathbf{r}) \rightarrow 0$ for $r \rightarrow \infty$.

[^7]:    ${ }^{10}$ This is accomplished by replacing the electron-repulsion integral $v_{i j k l}$ by zero if any of the indices corresponds to a scattering state.

[^8]:    ${ }^{11}$ The self-consistent field method developed by Fock as an extension of the works of Hartree [41, 42] were the starting point of the reduction principle - the mapping of the many-body problem onto an effective independent particle picture [43].

[^9]:    ${ }^{12}$ The electrostatic potential acting on a particular electron does not include the its own charge density due to the exchange term.

[^10]:    ${ }^{13}$ The proof of the theorem presented in ref. [59] was however not completely correct, as causality was not guaranteed. This point was clarified later by van Leeuwen [60].
    ${ }^{14}$ The existence of a local xc-potential is however guaranteed by the time-dependent Sham-Schlüter relation [60].

[^11]:    ${ }^{15}$ All diagrams with two external vertices which can be cut away by removing two interaction lines.

[^12]:    ${ }^{16}$ Only a few alternative methods are available at the moment: quantum chemistry after localization of the SP basis [82, 83] or in combination with embedding techniques and the related Korringa-Kohn-Rostoker (KKR) GF method [84].
    ${ }^{17}$ Strictly speaking, $\chi(1 ; 2)$ describes the fluctuations of the spin-resolved density.

[^13]:    ${ }^{18}$ One obtains $G_{n \sigma, m \sigma^{\prime}}^{>}\left(t_{1}, t_{2}\right)=-\mathrm{i} \delta_{\sigma \sigma^{\prime}} \delta_{n m}\left(1-f_{n \sigma}\right) \exp \left[-\mathrm{i} \varepsilon_{n \sigma}\left(t_{1}-t_{2}\right)\right]$ and $G_{n \sigma, m \sigma^{\prime}}^{<}\left(t_{1}, t_{2}\right)=\mathrm{i} \delta_{\sigma \sigma^{\prime}} \delta_{n m} f_{n \sigma} \exp \left[-\mathrm{i} \varepsilon_{n \sigma}\left(t_{1}-t_{2}\right)\right]$, where $f_{n \sigma}$ is the occupation of the SP state $|n \sigma\rangle$.

[^14]:    ${ }^{19}$ We refer to the inequality between time and frequency resolution $(\Delta t)(\Delta \omega) \geq 1$ arising from the Fourier transformation. In spite of the formal relation, this needs to be distinguished from the uncertainty principle for quantum fluctuations, because the time has no operator character.

[^15]:    ${ }^{20}$ Bosonic particles like atoms with integer nuclear spin are excluded at this point.
    ${ }^{21}$ This is a typical assumption for excitations such as photons, phonons, $\ldots$, reflecting that, in principle, an infinite amount of these quasi-bosons can be created.

[^16]:    ${ }^{22}$ The spin-density operator is defined by $\hat{\mathbf{S}}(\mathbf{r})=\hat{\psi}^{\dagger}(\mathbf{r}) \hat{\boldsymbol{\sigma}} \underline{\hat{\psi}}(\mathbf{r})$, where $\hat{\boldsymbol{\sigma}}$ is the vector of the Pauli matrices and $\underline{\hat{\psi}}(\mathbf{r})$ denotes the spinor of the field operators.

[^17]:    ${ }^{1}$ We use the term light source even though the energy of the photons is typically in ultraviolet or X-ray regime.

[^18]:    ${ }^{2}$ For sufficiently high photon energy, resonant transitions between vibrational states can be excluded by energy conservation.

[^19]:    ${ }^{3}$ Electronic transitions may be vibrationally-assisted, i. e. the energy is partly taken from the vibrons, lowering the threshold for photoabsorption.

[^20]:    ${ }^{4}$ The term photoionization is typically used for atoms or molecules and expresses that the system is left in an ionized state (which can be evidenced by detecting the ions). The term photoemission, on the other hand, emphasizes on the photoelectrons is hence more used for condensed matter.
    ${ }^{5}$ The depedence of the plasmon frequency on the wave vector $\mathbf{q}$ has the form $\omega(\mathbf{q})=\omega_{\mathrm{pl}}\left(1+A q^{2}\right)$ for small $q$.

[^21]:    ${ }^{6}$ For most metals, the plasmon frequency is in the range of visible light. Therefore, the electric field of visible light is most effectively screened, resulting a strong reflectivity.
    ${ }^{7}$ Bound states may also cluster and thus form a collective excitation (which is still comprised by discrete peaks).
    ${ }^{8}$ In some sense, intrinsic losses can be seen as shake-up process where the internal excitation possesses collective character.

[^22]:    ${ }^{9}$ Still, detecting the primary electron in coincidence with the Auger electrons improves the resolution of the overall experiment [152].

[^23]:    ${ }^{10}$ For a correlated system, the band structure as $\mathbf{k}$-dependent manifestation of the quasi-particle energies depends on the electron configuration. Promoting electrons to higher bands or the continuum might alter the band structure significantly.

[^24]:    ${ }^{11}$ The Fermi Golden rule is obtained similarly as in subsec. 3.3.1, but the perturbation term is given by the non-linear $\mathbf{A}^{2}$ term [170] arising due the light-matter interaction (see sec. 2.2)
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[^26]:    *jamal.berakdar@physik.uni-halle.de

[^27]:    ${ }^{1}$ Other spherical carbon fullerenes are $\mathrm{C}_{240}$ and $\mathrm{C}_{540}$.
    ${ }^{2} \mathrm{We}$ are referring to frequency and thus time dependence in quantities such as the self-energy or the screened interaction.

[^28]:    ${ }^{3}$ As the molecule is a closed-shell system, the spin degree of freedom is suppressed in the notation.
    ${ }^{4}$ One defines the weights $W_{i, \ell}=\sum_{m}\left|\int \mathrm{~d} \mathbf{r} \psi_{i}(\mathbf{r}) Y_{\ell m}(\hat{\mathbf{r}})\right|^{2}$ and plots the pair $\left(\ell, \varepsilon_{i}\right)$ for the largest weight.

[^29]:    ${ }^{5}$ We remark that a equivalent diagrammatic technique for expression scattering amplitudes has been introduced earlier [136]
    ${ }^{6}$ Classically, one can imagine the second electron liberated due to the electric field which accompanies the charge density oscillations.

[^30]:    *yaroslav.pavlyukh@physik.uni-halle.de

[^31]:    ${ }^{1}$ According to Zhang [68], it was a Polish astronomer Banachiewicz who obtained this formula for the first time. However, it was reinvented many times (see a short historical review at the top of p. 699 of Ref. [72] where the authors suggest to use the name Schur-Livsic-Feshbach-Grushin for the equation).

[^32]:    ${ }^{7}$ For the Casida method, one needs to include a continuum of scattering states in the calculation, which makes the calculations extraordinarily demanding.
    ${ }^{8}$ Imagine filling a matrix with values $0 \leq M_{i j} \leq 1$ corresponding to the pixels of a grey-scale photograph of a face. The NMF, if properly converged, decomposes this image into several images containing only specific features of the face such as the eyes, mouth or nose.

[^33]:    *michael.schueler@physik.uni-halle.de

[^34]:    ${ }^{9}$ For larger atoms such as Xe, dipolar resonances exist [215] and may lead to DPE, as well. Their excitation upon liberating the first electrons is, however, not due to dynamical screening.

[^35]:    ${ }^{1}$ Institut für Physik, Martin-Luther-Universität Halle-Wittenberg, 06099 Halle, Germany. ${ }^{2}$ CNR-ISM, Area della Ricerca di Roma 1, CP10, 00016 Monterotondo Scalo, Italy. Correspondence and requests for materials should be addressed to M.S. (email: michael.schueler@physik.uni-halle.de)

[^36]:    ${ }^{1}$ An isolated finite system will, of course, undergo undamped oscillations if a superposition of eigenstates has been excited.

[^37]:    *michael.schueler@physik.uni-halle.de

[^38]:    ${ }^{1}$ Under moderate to strong driving, the final states compete for the population. Reducing the number of final states to a discrete set thus severely overestimates their population.

[^39]:    ${ }^{2}$ The GKBA is exact for non-interacting fermions. An ansatz of the same form for the boson GFs violates the equality, even in the non-interacting case.

[^40]:    ${ }^{1}$ For smaller systems, as, for instance, the $\mathrm{Na}_{9}^{+}$cluster or similar systems, the full CI is within reach of computational resources [241].
    ${ }^{2}$ Imagine, for instance, two hydrogen molecules separated by a very large distance. The total energy should amount to twice the energy of the individual molecules.

[^41]:    ${ }^{3}$ The EOM approach based on the CI theory is addressed as EOM-CI and, similarly, EOM-CC(SD) when the CC(SD) theory is used to compute the reference state.

[^42]:    ${ }^{1}$ The concept of the FDT is more general than presented in subsec. 2.6.1 for the response functions. Generally, the FDT allows to determine greater/lesser components of some correlator in Keldysh space from the corresponding spectral function.

[^43]:    ${ }^{1}$ We assume $\left\langle\hat{B}_{\mu}(t)\right\rangle_{B}=0$. This, in fact, also required to derive the Lindblad equation (D.3).

