elektronisches
dokument

ULB Sachsen-Anhalt

FABRICATION AND
CHARACTERIZATION OF
MACROPOROUSSILICON

Dissertation

zum Erlangen des akademischen Grades

Doctor rerum naturalium

(Dr. rer. nat.)
vorgelegt der

Naturwissenschaftlichen Fakultat Il

der Martin-Luther-Universitat Halle-Wittenberg
von

Herrn Dipl. Phys. Andreas Langner
geb.: 04.12.1978 in Berlin

Gutachter:

1. Prof. Dr. U. Gosele
2. Prof. Dr. H. Foll
3. Prof. Dr. H. Graener

Halle (Saale), 31. Méarz 2008
Verteidigt am 01. Juli 2008

urn:nbn:de:gbv:3-000014114
[http://nbn-resolving.de/urn/resol ver.pl 2urn=nbn%3A de%3A gbv%3A 3-000014114]






Between nature and me there is a giant battle going on
because | have to improve nature.

Zwischen der Natur und mir ist eine grof3e Schlacht im Gange,
denn ich muss die Natur verbessern.

Salvador D4l

A three-dimensional photonic crystal structure as Salv&dddi might have seen it.

Don't fool yourself with wanting to improve mistakes in matu
There is no mistake in nature, the mistake is in yourself.

Mach Dir nicht vor, Du wolltest Irrttimer in der Natur verbess.
In der Natur ist kein Irrtum, sondern der Irrtum ist in dir.

Leonardo da Vinci
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Nomenclature

2D two-dimensional

3D three-dimensional

ALD atomic layer deposition

Bz Brillouin zone

CVD chemical vapor deposition
EFC equi-frequency contour
FDTD finite-difference time-domain
FT-IR Fourier transform-infrared
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Preface

Since time immemorial, silicon compounds served the mahki valuable source of progress.
About one quarter of earth’s crust is silicon. Already in #&meient world silicon compounds were
used as building material for edifices, streets, or pott&y.a pure element in crystalline form
it was first produced in 1854 by Henri Etienne Sainte-Claisville via electrolysis. After the
invention of the transistor in 1947 and the first integratigduét in 1957 it took another decade
before silicon became the principal component for integtaircuits instead of germanium.

The efforts in the second half of the last century were deélitto shrinking integrated circuits
and increasing their performance. Naturally, there areighylimits in miniaturization processes.
Thus, beside geometrical scaling new concepts were intemjuFor instance, enhanced charge
carrier mobility due to mechanically strained silicon dieahative gate dielectric materials such
as hafnium oxideq]. Furthermore, other materials like carbon nanotubesy Idompounds or
germanium are investigated as well.

With the electronic age also the global interconnectiorwgaad the fast transfer of large
amount of data gained importance in our everyday life. Nayadmostly photons instead of
electrons are used as information carriers due to theirrlanteraction with matter resulting in
higher speed and lower power consumption. Silicon withritirect electronic band gap has
only poor light emitting capabilities. Traditionally, W compounds are used in optoelectronic
devices. In recent years, however, the dogma was sucdgsdisproven that silicon is not suited
for the photonic age. Doped or nanocrystalline silicon camged for photon generatio8, [3].
Stimulated Raman scattering is used to amplify light irceii and thus an all-silicon laser was
realized §, 5, 6]. A modulator is necessary to encode a light wave with infation [7, 8] while
for the detection silicon germanium detectors are uSgd\leanwhile, a silicon modulator with
40 gigabit per second transfer rate has been developed Bhtitenics Technology Lab of Intel
and in combination with [lI-V compounds very large scale foimic circuits will be realized very
soon [L0].

Beside active optical elements that alter the energetie sfaa photon, passive elements are
of importance, too. An electron in an integrated circuit isdgd between electronic devices by
an applied potential in a metallic conductor. Similar tas&se to be fulfilled for a photon in an
optical circuit. Thereby, a strong coupling with the photeithout attenuation of its energy is
required. While a charged particle is influenced by an ateéild, a photon will always obey
Fermat’s principle saying that its optical path length mstextremal. Thus, the challenge is
to design an environment for the photon which makes it runptioper way. This task can be
fulfilled by artificially produced dielectric structure$ye photonic crystals. Silicon with its high
dielectric constant seems to be an ideal candidate for thigoge, too. But it has to be combined
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in an ordered manner with a material of low dielectric constbor instance air.

Parallel to the invention of electronic integrated cirstiit silicon also various porous forms of
silicon have been investigated. Electrochemical prosesaase the formation of porous silicon.
Nowadays, the formation of pores in silicon can be induced @ontrolled manner to fabricate
highly ordered porous structures. The present work will déth a certain form of porous silicon:
Macroporous silicon. Formed in a controlled manner it carubed to create highly ordered
artificial porous structures. The aspects of fabricatiolhlve presented in the first chapter. In the
second chapter the application of macroporous silicon assatile template material in materials
science is highlighted. Apart from various shapes that eaadhieved with macroporous silicon,
its usage in conjunction with atomic layer deposition wél demonstrated.

The main part of the work, however, is dedicated to silicontphics. After an introduction
to photonic crystals in the third chapter the fourth chaptér deal with electrochemical pore
formation on a size scale below one micrometer. The motimator this topic derives from
the demands associated with potential applications icdetenunication industry. Experimental
results regarding the pore formation as well as theoretioakiderations will be presented and
discussed.

Beside the fabrication process of macroporous silicon théuraspect shall be considered in
this work: The optical utilization of etched three-dimenslly modulated macroporous silicon
samples. This task will be treated theoretically in chafiteras well as experimentally in chapter
six. Based on the design of etched three-dimensional stegtheir dispersion relation is cal-
culated. The analysis of the obtained results will revealréfraction properties of the sample
under consideration and serve as an indication for the desithe subsequent experiment. The
data obtained by the experiment, in turn, can be discussagpam@tively to the theoretical find-
ings since the theoretical findings are based on the steiofithe considered sample. In the end
concluding remarks will complete the circle of fabricatiand characterization of macroporous
silicon.



Chapter 1

Macroporous Silicon

Porous materials are characterized by a large surfaceltore ratio. This makes them very
attractive for scientific and technological purposes beeahe entire bulk of a porous solid can
interact with atoms and molecules. Examples for porous madgeare zeolites, porous metal-
organic frameworks, and aerogels. Typical applications lwa found in catalysis and particle
separation, in adsorption and storage, or in tissue engimgeand environmental technology.

Beside the increased surface-to-volume ratio, contigliire size of the building blocks (e.g.
the walls as well as the voids) is of interest, too. This caprowe the performance of the struc-
tures and open up new fields of application, e.g. as templaterrals or as photonic crystals. A
review on ordered porous materials and their applicatiamsbe found in Ref11].

The material system utilized in this work is called macrausr silicon and is considered in
more detail in this chapter. After a short introduction taqaes silicon, the necessary background
is provided to get familiar with major aspects of fabricatiof macroporous silicon. Finally, a
selection of alternative methods for the fabrication ofevedi porous materials is given.

1.1 Porous Silicon

The formation of porous silicon in an anodization setup isvin since the 1950s from the pi-
oneering work by Uhlir and Turner at Bell Lab%Z, 13]. It was observed that smooth etching
occurs at higher current densities with a dissolution \eeof four. At lower current densities
the dissolution valence was about two and etching took placker hydrogen evolution. After
the electrochemical etching the samples exhibited a nibeetag dark film. In the following
decades the electrochemistry of silicon and the formatfgmooous silicon was a research topic
of raising interest.

The etching of silicon and therefore the “growth” of poreghna certain diameter covers
several orders of magnitude. According to the Internatidirdon of Pure and Applied Chem-
istry (IJUPAC) nomenclature for porous materialsd], structures with a pore width below two
nanometers are called microporous. The mesoporous segatange from two to fifty nanome-
ters. Bigger pores are referred to as macropores.

The obtained pore morphology of porous silicon is dependana number of parameters.
These are for instance the properties of the material (dopiesistivity, and orientation), the

IThe dissolution valence gives the ratio of exchanged cheaggers per dissolved silicon atom.
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composition of the electrolyte (organic, inorganic, cartcation, and additives), as well as ex-
ternal parameters such as temperature, voltage, and rillion intensity. Among the different

electrolytes hydrofluoric acid (HF) is most prominent. Véhiilicon dioxide is dissolved in HF,

silicon requires to be anodically biased to dissolve effittje

The formation of microporous silicon is a result of quantunnfinement effectslp, 16]. It
is independent of doping and crystal orientation and a lajenicroporous silicon often covers
the walls of meso- or macropores. For the mesoporous ancp@ous structures the formation
of a space charge region (SCR) in an electrochemical setugcisssary. Mesopores are formed
mainly by tunneling processes within the SCH][while macropores are formed as a result of
thermionic emission (for p-type dopingl§] or the collection of minority charge carriers (for
n-type doping) 19, 20]. The growth direction of meso- and macropores is depenolemtystal
orientation and shows a preference of {60 direction.

Detailed information on porous silicon and its electrocketm can be found in review articles
(e.g. R1, 22) or books (e.g. 23, 24]). The macropore formation in n-type silicon will be
discussed in the frame of this work. The most important goaitthis special form of porous
silicon formation will be introduced in the following seatis.

1.2 Electrochemical Macropore Formation in n-Type Silicon

Among the different ways of fabricating porous silicon, mugmorous structures etched in an
agueous solution of HF allow to design the sample paramsfegsifically. Since its invention
in 1990 [L9] this method has developed to a well understood and viallkftw device and
template fabrication. One significant advantage is theipitigg to produce ordered pore arrays
with defined diameters and lengths. The pore diameters cadjbsted between a few hundred
nanometers and several micrometers. The potential to etes pf a few hundred micrometers
in depth is especially remarkable. Thus, aspect ratios 0f hGand even more can be obtained
without loosing the ordering and the defined shape of thespdrbe underlying mechanisms of
macropore formation in n-type silicon exposed to aqueousviifbe discussed in more detail in
the following.

Space Charge Region

Starting with the bulk material, structures are designedigsolving part of the silicon — a typical
top-down approach. In Fid.l1a a sketch of an anodization setup is shown. The silicon wafer
is clamped between two parts of a polyvinyl chloride (PVC) wdnich is inert to low concen-
tration of HF. One side — herein after called front side — @f Wafer is exposed to HF. Such an
intersection between a moderately doped semiconductoaarelectrolyte resembles a behav-
ior similar to a Schottky contact. The electrochemical ptiéd between both materials adjusts
by forming a thin (approximately 0.3 nm) Helmholtz doublgda In the electrolyte, the charge
carriers (ions) are mobile and can therefore screen thériel@eld within a few nanometers. In
the semiconductor free charge carriers can only be geuirata the fixed dopants. The density
of these dopants is much lower than the charge carrier geinsibe electrolyte. Consequently,
the electric field evolves inside the silicon and forms a SER.(.1b). For the case of a planar
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Platinum Electrode

-~ @ jonized donor

a) e defect electron

Figure 1.1: a) Sketch of an electrochemical etching setup for the graivthacroporous silicon.
The silicon is anodically biased, the front side is exposeHFE and the back side is illuminated
to generate electron-hole pairs. b) An enlarged view of ituation at the bottom of the pores:
The SCR extends to the red line in the silicon. Hence, thimreig depleted and an electric field
forms that focuses the minority charge carriers to the ppse t

interface, the width of this regioWscg can be defined as

2e&V
el

Wscr= (1.1)
wheree = 11.9 is the dielectric constant of silicomy the permittivity of the free space the
elementary charge aridy the density of dopants. The voltayeis the difference between the
built-in potentialVy; of the silicon-HF contact (about 0.5 V) and the external igoploltageVapp
and the thermal voltagkT /e: V = Vi — Vappi— kT/e. There is no further reference electrode
necessary in this setup because the voltage drop over theisS&lgnificantly larger than the
electrochemical potential. Furthermore, the chemicattiea is limited by the charge carriers
generated due to the back side illumination.

Although Eqg.1.1is only valid for a one-dimensional geometry, it is a goodragjmation for
the width of the SCR for pores within the micrometer ranger &ample, a moderate doping
density of 18°cm and a voltage of 2 V would result in a width of the SCR of 1.6 um.

Electrochemistry

In Fig.1.2 the current-voltage profile of an n-type silicon-electtelyunction is depicted. The
forward-biased regime (negative potential) is charaoteriby a charge carrier flow of majority
charge carriers (i.e. electrons in n-type silicon) fromghieon to the electrolyte. This case is of
minor interest because it only leads to a reduction dfiths and hence hydrogen is produced in
the electrolyte.

In the anodic regime where the voltage is reverse-biasaul different processes have to be
distinguished. The transition between these two regiomgimed by a critical current density
Jps It was found experimentally thdpsis dependent on HF concentration and tempera0k [
For current densities belodss divalent dissolution of silicon takes place:

Si+4HF, +h" — SiFZ~ + 2HF+Ha+ e (1.2)
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Figure 1.2: Schematic of the current-voltage curve of an illuminatederse-biased silicon-HF
contact. The critical current densifigs marks the transition from divalent to tetravalent dissolu-
tion. The limitation of the overall current density to vadueelowJps by illumination from the
back side adjusts the diameter of the pores.

Thereby, two charges per dissolved silicon atom are meadsare electric circuit: One defect
electron (H), moving from the silicon to the electrolyte, and one elect(e ), moving in the
opposite direction through the interface. Current dessigxceeding the critical valulps are
leading to a tetravalent dissolution. First, the silicomxsdized anodically whereby four holes
are consumed:

Si+2H,0+ 4h" — SiO, + 4H" (1.3)

The formed silicon dioxide is chemically dissolved by the ¢&tfataining electrolyte:
SiO, + 2HF, + 2HF — SiF2~ +2H,0 (1.4)

Both, the divalent and the tetravalent reaction lead to sotlition of silicon. The dissolution
product of silicon in HF is always fluosilicic acid (in a dissated state: kSiFs — SiFg‘ +2H1).
While the tetravalent dissolution shows no dependence ystatrorientation, the divalent disso-
lution does. Thus, only the divalent reaction (E) leads to a formation of pores in silicon.
During the divalent dissolution the whole surface is codebg Si—H. In the presence of fluo-
ride the Si—H bonding with a bonding energy of 3.5 eV is repthby the stronger Si—F bonding
(6 eV). The strong polarizing effect of fluor leads to a weakgmof the silicon backbonds. HF and
H,0O are then breaking the bonds and the surface is H-termiaafaith. Figl.3reveals the rea-
son for the anisotropic behavior of the divalent dissolutim the(110) plane and100) plane the
polarization force of the fluor atom is sufficient to break Baekbonds while in thél11) plane
the silicon atom is strongly bond.

During the tetravalent reaction the silicon is oxidized dinally. Since this oxide formation
is independent of the crystal geometry, the tetravalemsotlision is isotropic.

Etching Speed

During the etching of macropores the current density at thre pip is alwayslps. It is lim-
ited by reaction kinetics and mass transport in the elgagol Therefore Jps is dependent on
the HF concentratiormyr and electrolyte temperature. The following correlation was found
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Figure 1.3: Anisotropy of silicon dissolution during the divalent réan. The polarizing effect
of the fluor atom is responsible for the dissolution of sitic®ue to the higher number of silicon
backbonds in th¢111) plane the polarizing effect is insufficient to dissolve thiean. [25]

experimentally:
Jps = Cpsciip exp(—Ea/KT) (1.5)

with Cps=3300Acm 2. (%HF) 1° and an activation energy & = 0.343eV. HF concentration
and temperature determine the magnitudésgfand thus the etching speed of the whole process.
Increasing both quantities{r andT) enhances the etching speed. However, it has turned out
that moderate values will give the best results. For exanapleetching speed of nearly 1 um/min

is obtained for an acid concentration of 5wt% and an eledgidkemperature of 10°C.

Porosity

As mentioned before, n-type doped silicon is used in thisgss. Therefore, the defect electrons
(holes) which are needed in the dissolution process (Egsnd 1.3) are the minority charge
carriers. Generated by, for example, back side illumimatioth an LED-array working at a
wavelength of 780 nm (cf. Fify.1), the minority charge carriers are obtained from electiote
pairs. Due to the concentration gradient, the holes willdé towards the front side and take part
in the dissolution of silicon.

For sufficiently high current densities the dissolutionctam is limited by the chemistry. This
situation is represented by the red curve in Eig. Lower currents can be adjusted by a decreased
back side illumination intensity. Experiments have shohat the etching speed is unaffected by
an altered current density. With less charge carriersaiail however, the etched area decreases
because the current density at the pore tip is $tél Therefore, the porositp of the sample is
altered, too. This correlation is summarized in the follogvequation:

J

=5 (1.6)

This means that the porosip/of a sample can be adjusted by the current dedsilttjis controlled
by the back side illumination intensity independently frtm voltage.

Pore Wall Passivation

The width of the SCR is a critical factor in the etching pracel prevents the pore walls from
being post-etched. In the SCR there are no free charge rsaanailable. The silicon is depleted
and therefore no charge transfer through the silicon+eliyte interface occurs. As can be seenin
Eq.1.1the widthWscr can be adjusted by the voltayeand the doping densitip. Controlling
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Figure 1.4: Scanning electron microscope (SEM) images of macroporitioers a) Bird's eye
view of KOH etch pits formed at the silicon surface prior te thiching process in a square ar-
rangement with a lattice constantaf= 2 um (taken from RefJ6]). b) Straight pores with 50 um
in depth etched into silicon with a predefined hexagonaktktf 6 um pore-to-pore distance.

Wscr by the voltage is limited to smaller changes only: A decrdasdtage will diminish the
focusing effect of the electric field on the charge carrievgards the pore tips. In contrast, an in-
creased voltage leads to a higher amount of dark curreritsaghaot be controlled. Consequently,
the preferred way is to tund&scgr by the doping density of the material.

Material

The silicon wafers used af@00) oriented. Phosphorus is used as a dopant for a homogeneous
n-type doping of the wafers. Since the minority charge essrare generated at the back side they
have to diffuse towards the front side where they promotedtbsolution of silicon. Thus, the
lifetime has to be long enough to allow for diffusion lengthghe order of the wafer thickness
(typically 500 to 600 um for a six inch wafer). To prevent nedmnation of electron-hole pairs
monocrystalline silicon grown in a float-zone process idggred because of its high degree of
purity.

In order to establish an ohmic contact, the back side of tHenis highly doped (i) with
a doping concentration in excess of*16m~3. In contact with a metal clamp the back side
establishes an ohmic contact transparent for illuminatibarthermore, the induced electronic
band bending supports charge carrier separation.

Lithography

In contrast to the anodization of metals (e.g. aluminurantitm) the growth of macropores in
silicon is not a self-ordering process. The pores do not fapariodic arrangement naturally. The
pore position, however, can be predefined by lithography satdequent etching in potassium
hydroxide (KOH). The obtained etch pits work as nucleatitessor the pore growth (Fid..4a).
The advantage of this process is that there is no restritti@hexagonal pore arrangement only.
Rather, the prepatterning can be varied in the pore arragigieamd pore size and hence allows
for specifically designed samples.

Although the etching process is not a self-ordering prqciéss a self-organizing one. For
a given doping density, applied voltage and back side ilhatidon an average porosity and pore
diameter will arise. Therefore, the lithography has to fithvthe intrinsic material parameters.
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The passivation of the pore walls and thus the preventiorhefpore walls from being post-
etched is a consequence of the SCR. For a stabilized pordhgte/remaining silicon between
neighboring pores should be completely depleted from @heagriers. From this requirement a
rule of thumb can be derived for the lattice constant of teotiraphy: The interpore distance
a has to be chosen twice as large as the willjar. It implies, that higher doped material is
preferentially used for smaller interpore distances and versa.
For a given lattice geometry the porosityas defined by Ed..6 determines the ratio of the

pore area to the whole area of a single unit cell:

J Apore
=" = 1.7
P Jps  Aunitcell (.7
For a square and a hexagonal pore arrangement the porogignigiiven as:
mr? 3mr? 2 m?
square p= —- hexagonalp= ——==—=—- 1.8
quare p 2 Xag p %aZ\/:_% /3@ (1.8)

Surfactant

A surfactant is necessary to avoid hydrogen bubbles stickirthe surface. Furthermore, it has
also some influence on the pore formation. In the experinwmtged out two different surfactants
were used: SDS (from SIGMA) and NCW-1002 (from WAKO). SDSaslism dodecy! sulfate
(C12H2504SNa), a common anionic surfactant normally used in housepaducts as well as
chemical industry. NCW-1002 is a trade name and it is an aggsolution with ten percent
polyoxyalkylene alkyl ether and of nonionic nature. In f@mwork it was shown that SDS is
well suited for etching of straight pores while NCW is used diameter-modulated pores. A
more detailed investigation of different surfactants caridund in Ref.27].

HF Consumption

In the divalent as well as in the tetravalent dissolutionitiéen (cf. Egs.1.2to 1.4), six fluor
atoms per dissolved silicon atom are required and thus HEerdration diminishes steadily. The
concentration loss can be estimated: For a typical samplestriaight pores of a diameter half
the lattice constant (porosity of 20% to 25%), an etched afe&i14 cnf, and a reservoir of
900 ml HF (5 wt%) the concentration drops by 0.1 wt% per 100@tching depth. So the con-
centration loss during the etching of several tens to a fewdted micrometers can be neglected.
To ensure reproducible etching conditions, however, a névsdlution should be prepared after
1000 um have been etched. Another possibility would be tosadje value ofps by this rough
approximation or by measuring the charges in the electrauiiti

The discussion of this issue has some importance becaued basHF concentration and
temperature the valuds is calculated and used as an external parameter in the gtphocess.
A lower than expected HF concentration means a smaller ldgs (Eq.1.5) and thus a higher
porosity (Eq1.6). The result would be pores with an increased diameter beriedsed length
compared to the expected morphology. The reverse is trua fagher than expected HF con-

2Assuming squared pores instead of circular ones chahyggsto 42 instead ofrr2.
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centration. Especially for modulated structures, wheablstand unstable pore etching processes
take turns, this can easily lead to a complete failure. euntlore, the optimization of the pore
shape is not reproducible when not carried out for an exaettgrmined concentration.

Current Burst Model

The model presented here is sufficient to describe the @tghiocess and the obtained results.
Nevertheless, this continuum-like theory is based on nszopical findings. A detailed descrip-
tion on an intrinsic time and length scale is given by the@ntrburst modelZ1, 2§].

In the SCR model it is assumed that the chemical reactiorepsas are homogeneously, i.e.
the current density = j (x,y,t) is macroscopically defined and remains more or less constant
in time and space. However, based on the different cheméeattions (Eqsl.2to 1.4) and the
experimentally observed dissolution valence of about 2@ fo 2.7 [21] it can be concluded
that locally — on a nanometer scale — different processesphkice successively. A sequence of
events (e.g. direct dissolution, oxidation, oxide dissohy surface passivation) is thereby called
a current burst. It has a certain probability to occur anckgethdent on the surface state as well as
on surrounding events in spacey) and time(t). A detailed presentation of this model is beyond
the scope of this work but it is required for a more profoundemtanding of pore formation in
silicon.

Stability

Concerning the stability of the etching process severahtpaare relevant. First, the etching
speed is affected by the electrolyte temperature. To avdidmogeneities during etching the
temperature has to be kept constant within 0.1 K. Anothelomant point is the fact that during
the pore etching HF-molecules are consumed and hydrogeroéiged. To avoid hydrogen
bubbles to stick at the surface the electrolyte needs toitvedsor pumped. In addition, some
surfactant should be added as mentioned earlier.

The consumption of HF-molecules can be neglected as lorfgeagtume of the electrolyte
is large compared to the dissolved volume of silicon. Howeings are different at the micro-
meter scale inside the pores. While a pore is growing, thbange of reactants with the HF-
basin at the front side of the sample becomes more and maetedf by diffusion processes.
A concentration gradient establishes between the porerhotind the opening of the pore at
the sample surface. Consequently, with a lower conceotrdtie critical current densityps
diminishes and the etching speed slows down. According td Bga decreasingpsresults in an
increasing porosity if the illumination intensity and thus the current densltis kept constant.
The pores grow larger in diameter and finally — 8pg < J — electropolishing sets in. To avoid
this situation a correction parameter is introduced foiilthmination intensity in dependence on
the pore depth. In that way, a uniform pore pattern with aspios of several hundreds to one
can be obtained.

After defining the starting conditions with a pattern of pargleation sites, the etching pro-
cess itself is self-stabilizing. The porosity is contrdlley the current density over the entire
etched surface. Hence, there is no direct control mechafasran individual pore. The self-
stabilizing effect is based on the fact that the HF concéntradetermines the etching speed
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Figure 1.5: SEM micrograph of a pore bot-
tom. While the tip of the pore has a smooth
electropolished surface the walls are covered
with a rough layer of microporous silicon (pic-
ture taken from RefZ8)]).

given by Jps In a situation where one pore is somewhat ahead of the swdirmgl ones, this
pore collects more charge carriers because of its enlarG&d Bowever, the excess of consumed
charge carriers decreases the concentration of the HFsipt¢ine. As a consequence, the etching
speed is reduced and the offset to neighboring pores is awaped. Analogous argument holds
for pores staying behind the surrounding ones. Becausésdettdback interaction the pore depth
is the same for all pores (Fify.4b).

Surface Roughness

The adjustment of the effective current density controblgdhe back side illumination is done
over the whole etched area. However, the local current teasithe tip of the pore is always
Jrsand decreases towards the pore walls. Consequently, tteerboft the pore is electropolished
and a very smooth surface is obtained (Ri®). In contrast, the pore walls exhibit a layer of
microporous silicon with a certain roughness. The reasothfe layer can be found in a kind of
post etching process. While at the outermost pore tip @potishing occurs the current drops
gradually along the pore wall and therefore the alreadyeetgiore walls are being post-etched.
Both, the divalent and the tetravalent dissolution of sii@s shown in Eq4..2to 1.4take place
simultaneously. This is experimentally confirmed by the faat the number of charge carriers
required for the dissolution of one silicon atom is about. 2Additionally, there is always a
certain amount of dark currents, e.g. charge carriers gabby tunneling processes, thermal
excitation, or avalanche breakdown. The morphology of tih@aoporous layer depends on the
applied voltage and illumination intensity as well as onithgture of the electrolyte, especially
on the added surfactants.

Limits

Naturally, the question arises what are the limits of thiscpss? It appears in Efl that any
width Wscr can be obtained just by the proper doping of the materialowlyl doped material,
large interpore distances and pore diameters can be adizg etching of pore diameters up to
100 um were reporte®]. For small interpore distances, highly doped substrateseqjuired.
The pore formation process then is limited by electricabkd®wn because the critical voltage
at which charge carriers are generated by electrical bmakdpproaches only a few volts. It
has to be considered that the local electric field strengtheapore bottom is increased due to
the curvature of the pore tip. In this case the field strengtignificantly higher than that for a
planar interface. This effect is most pronounced in the kimi@rpore distance region. The lower
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b)

Figure 1.6: Cross section SEM of a) pores with a diameter close to thepiote distance and b)
dying pores when the diameter is not big enough. The amouholes generated by electrical
breakdown is increased leading to corroded pore walls arsbpages growing perpendicular to
the main pore.

a)

limit for homogeneous pore formation as described by thegmed model is reached at a lattice
constant of about 500 nm.

The same arguments are true for the pore diameter. With adigpithg density and a given
lattice constant pores with diameters close to the interpstance are possible (Fig6a). The
limit for diameters that are small compared to the intergistance is determined by the local
breakdown voltage. If the pores are too small in diameterdbalting small radius of curvature
will locally boost the electrical field strength and unirtienal charge carrier generation can no
longer be prevented. Furthermore, charge carriers carsbytha region of the pore tip and post-
etch the pore walls. Therefore, small pores with diametemnly a few hundred nanometers or
even less can be grown, but the pore walls show a ragged andnifmnm surface (Figl.6b).
Mesopores grow resulting in sponge-like structures anddméinuum model discussed so far is
no longer valid any more.

A further limiting factor comes from the lifetime of the mirity charge carriers. In general,
their lifetime is limited by recombination processes. Raigde recombination is only of minor
impact because of the indirect band gap of silicon. Recoatigin at impurities or lattice defects
is minimized by the float zone process for wafer fabricati®his kind of recombination mech-
anism is called Shockley-Read-Hall recombination. In rstt intrinsic Auger recombination
cannot be prevented. With higher doping density — as negefsasmaller lattice constants —
the probability of energy transfer to a third carrier inges Thus, the minority carrier lifetime is
reduced and hence also their diffusion length which redtleegfficiencies of the charge carrier
generation by the back side illumination process.

Pores with Modulated Diameter

The presented photo-assisted electrochemical etchirggsas not only limited to the formation
of straight pores. As mentioned in Elg6 the porosity is given by the back side illumination
intensity. This dependence can be applied to alter the paraeader during the etching. Thus,
sinusoidally diameter-modulated pores are obtairgd). [ The formation of pores with sharp
kinks, however, requires an additional adaption of the S@Rhe applied potential. As shown
by Matthias et al. in Refd1], an increase of the voltage in the beginning of a new moutulat
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can be used to form pores with very small diameters. Durirggstiep, a certain amount of charge
carriers are generated by breakdown. After a tiny pore hasdd, this unstable regime is left

by decreasing the voltage again and the pore is widened dieitseter by an increased back side
illumination intensity. Since the formation of stronglyadieter-modulated pore is mandatory for
the fabrication of 3D photonic crystals, the underlying heeisms will be discussed in more

detail in chapters three and four.

1.3 Post Treatment of Macroporous Silicon

After the etching process in aqueous HF the silicon surfadg/dirogen-terminated. In ambient
atmosphere this surface coverage is not stable and aftex Boars an oxide layer forms. The
thickness of this layer is reported to be between ten andythimngstrom and remains stable.
Due to the humidity the surface bonds are saturated withdxytlirmolecules. The hydrogen-
terminated silicon surface is hydrophobic. In contrast,oaidized silicon surface and also a
surface terminated with Si—OH (silanol) groups is hydréphi

1.3.1 Oxidation

The ease of forming an oxide layer is one of the most valuatiegsties of silicon. Thermal
oxidation of silicon is typically performed at temperatifgetween 800°C and 1200°C, either
in a dry or wet atmosphere. In a dry oxidation process therenrient contains only oxygen.
The grown films are very uniform and denser than films growreaneet conditions (i.e. in the
presence of water). The growth rate of a dry oxide, howegemtuch slower than that for wet
oxidation.

The growth rates given in literature are mostly obtainedplanar surfaces. The oxidation
of curved surfaces on the other hand is — dependent on thestharof the pores — retarded
compared to flat interface condition32]. The reason is the strain induced during the growth of
the oxide layer. The volume of silicon dioxide is 2.25 timagkr than that of bulk silicon. Inside
a pore the grown silicon dioxide layer cannot relax in the savay as on a planar surface. This
additional induced strain significantly lowers the diffusiof oxygen through the silicon dioxide
layer towards the silicon interface where the oxide grovaltes place. Hence, also the growth
rate is reduced and the oxidation process — especially iick filicon oxide layers of several ten
to hundred nanometers — is retarded.

While for bulk silicon the maximum oxide thickness is lindtéo a few micrometers, macro-
porous silicon structures can be completely oxidizZg8].[ Due to the higher volume fraction of
silicon oxide the pore diameters are reduced and the sarefddognt.

1.3.2 Isotropic Etching

The thermal oxidation of silicon yields uniform oxide lagewith a thickness determined by
the oxidation conditions (atmosphere, temperature, tini#ide removal is performed in HF-
containing acids such as aqueous HF orsRHSince this process is selective between silicon and
silicon dioxide it can be used for isotropic etching of theques structures. The advantage of this
process compared to an isotropic etching in, e.g., a mixitiIF/HNGO; is the precise thickness
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Figure 1.7: Schematic representation of membrane fabrication: ThHesdtmacroporous silicon
(a) is oxidized (b). After the oxide is removed from the baideghe silicon is etched in KOH until
the pore bottoms are reached (c). The angle betwee1 @@ oriented surface and the remaining
(111) pore wall is 54.7°, defined by crystallography. Theaii dioxide can be removed with an
HF-dip and a porous membrane is obtained (d).

control: The amount of silicon removed by this procedureetetnined by the thickness of the
grown oxide layer. This allows for tuning the pore diamefégrathe etching.

Although this process seems to be straightforward, sonteaténs have to be kept in mind.
For thin oxide layers (short oxidation times) the oxide gitoepeed is very high. Hence, statistical
fluctuations during the growth can have undesired effeath i3 large deviations in the oxide
layer thickness. In the case of thick oxide layers the dotirigafactor is the induced stress.
Therefore, the possibility of damaging the macroporouscstire has to be taken into account.
An oxide layer thickness of 50 to 100 nm is an optimum valueiding both, inhomogeneity
and cracking. If thicker layers have to be removed it is rem@mded to split this procedure into
several sequential oxidation and oxide removal steps.

1.3.3 Anisotropic Etching

In alkaline etchants silicon is etched anisotropicallyemalolution of hydrogen (two Fmolecules
per dissolved Si-atom). During the etching the surface V& with Si—-OH and Si—H groups.
The ratio depends on pH-value and temperature. In this w@K Kvas used at a concentration
of 25wt%. The{100} planes and th¢110} planes are preferentially etched and the etch rate is
one to two orders of magnitude larger than that for {tié1} planes B4]. The reason for the
anisotropic etching in KOH is analogously to the anisotrogiivalent dissolution of silicon in
HF (cf. section Electrochemistry on pagg Instead of the fluor atoms the OH-groups are now
responsible for the weakening of the silicon backbonds dymlarizing effects.

Aside from an anisotropic pore etching the alkaline etchéngsed to fabricate membranes,
i.e. porous structures with both ends of the pores opened. mMiéans that the remaining silicon
from the back side up to the pore bottoms has to be removediefbne, a further property of
KOH is considered: The etch ratio between silicon and silicride can reach a factor of several
thousands and thus a silicon dioxide layer can be used aslastep. Based on this property the
porous structure is first oxidized for two hours at 900°C efftards, the oxide is removed from
the back side in NgF and the silicon is etched in KOH. When the pore bottoms aehed, the
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silicon oxide protects the porous structure from the KOHdarouple of minutes which gives
enough time to stop the process. Subsequently, the oxidehsd away in an HF-containing
solution and a macroporous membrane is obtained {F7y.

1.4 Alternative Methods to Fabricate Ordered Porous Structires

1.4.1 Top-down

Aside from the macroporous silicon material system theesfarther approaches to fabricate
ordered porous structures. At the lower end of the reachadre diameters in macroporous sili-
con follows the anodization of aluminum (Fig8a). Although a prestructuring of the aluminum
chips can be done, e.g. by nanoimprint lithograpB¥, B6], the pore growth is self-ordered in
a hexagonal arrangemer®7]. Using different acids (e.g. sulphuric, oxalic, or phospb acid)
and voltages (25 200V) the obtainable interpore distances can be varieddsstvb0 nm and
500 nm B8]. Thereby the voltage controls the interpore distance hagH-value of the acid is
responsible for the pore diameter.

This anodization process is not limited to the anodizatibaleminum. The anodic oxidation
of several other metals was reported, e.g. titani@8j, [zirconium (0], niobium [41], hafnium
[42], tungsten 3], zinc [44], tin [45], tantalum §6], and others. However, while two-dimensional
(2D) structures can be realized very well with the anodiratf metals the ability to modulate
the pore diameter and therefore to obtain real three-difbeals(3D) structures is still limited to
minor diameter modulations.

Especially for the preparation of 2D structures in a numlfenaterials reactive-ion etching
(RIE) is used. Dependent on the material that has to be e&lpedper etching plasma is gener-
ated. The etching process itself consists of two differesmtimanisms, the chemical reaction of the
plasma radicals with the material and a physical etchingtduen bombardment. Necessarily,
the material under consideration has to have a mask thateavritien with electron beam or
optical lithography.

Beside silicon, other semiconductors were electrochdiniesched, too. In 47] the pore
formation in germanium is shown for a couple of differentgraeters like doping type and den-
sity, crystal orientation, and etching solution. Furthere) there are efforts to etch pores in lll-V
semiconductors such as GaAs, GaP, and InP. In refered8parid [49] the morphology of the
pore formation is considered in detail and is compared withfindings from etching porous
silicon.

1.4.2 Bottom-up

3D structures can be also manufactured in bottom-up presess typical example is the self-
assembly of spherical particles to large-scale struct(Fes 1.80). Therefore, equally shaped
particles are dispersed in a liquid and during evaporatiey assemble themselves in a closely-
packed face centered cubic lattice, the opal. The drawbafckkés method are the shrinkage of
the particles during the drying process, local defects dumissing particles and a lack of long-
range order due to defects like grain boundaries. Nevedheremoulding of this opal structure
gives nice photonic crystals, the inverted opals (cf. se@id).
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Figure 1.8: a) Self-ordered aluminum oxide anodized in phosphoric fddgPOy). b) An ex-
ample for self-assembly of silica spheres with 855 nm diamen a silicon wafer (picture taken
from Ref. B0]). c) A so-called slanted-pore photonic crystal made bgatitaser writing in SU-8
photoresist (reproduced from Res]]).

A versatile approach of transferring a model to an SU-8 blegkoposed in Ref52]. SU-8
is a photoresist capable of sub-100 nm resolution. The rdathcalled holographic lithography
because it uses the interference of several (four in this)cem-coplanar laser beams (wavelength
A =355nm) to irradiate a 30 um thick layer of SU-8. The intenfigee pattern gives a localized
intensity distribution inside the photoresist. The paftthe photoresist that are highly exposed
are rendered insoluble whereas the unexposed parts camimicelly dissolved after baking the
structure. The interference pattern can be altered withrsiderable degree of freedom and
because of its translational symmetry it is reproducedlithede spatial dimensions.

In addition to this process or even as a stand-alone methect dser writing by multiphoton
polymerization was develope83, 54, 51]. Similar to the holographic lithography a photoresist
is illuminated with different intensities and after expasthe unexposed areas can be dissolved
(Fig.1.8c). In contrast to the parallel holographic lithography gass direct laser writing is a
serial writing process. A laser beam with an energy belowptihetopolymerization threshold
of the resist is used. By focusing the beam to a narrow spotigheé intensity may exceed
the threshold and photopolymerization takes place. Botthaaks, holographic lithography and
direct laser writing are able to produce arbitrarily shapBdstructures. However, one challenge
in this process is the compensation of shrinkage effé&&s Further processing steps have to be
performed to transfer the form into a material differentfrthe photoresist. This is necessary,
e.g., for photonic crystal applications where a high diglecontrast is required. Only recently it
was shown, that this process can also be used to directlppblgmerize a TiQ resist and thus
3D structures can be written directly into a material withightrefractive index as demanded in
photonic crystal application&).



Chapter 2

Macroporous Silicon in Materials
Science

Within the scope of this work the macroporous silicon matesystem was used for a number of
applications in the field of materials science. Therefoiféer@nt techniques and procedures were
used to achieve the required pore geometry or surface damdiHowever, since the main part
of this work is dedicated to the fabrication and utilizatiohmacroporous silicon as a photonic
device, this chapter should give a condensed survey of tis important findings.

2.1 Various Shapes of Macroporous Silicon

Macroporous silicon with its well defined pore shape is ofised as a template material. Samples
with straight pores and different aspect ratios were pegpand applied as a template to form
polymers filled inside the pore$T, 58] or as a microreactor array for oxidation experiments
[59].

For the membrane fabrication method presented in seti®Ba treatment in KOH is re-
quired to open the pore bottoms of the etched samples frofatleside. However, the macrop-

a) b) c)

Figure 2.1: SEM micrographs of macroporous silicon with 2 um interpostaghce in a square
pore arrangement. a) Cross sectional view of straight peitsincreased pore diameter at the
pore bottom. b) Released layer of straight pores. The gapeeet the porous layer and the
remaining bulk silicon at the bottom edge of the picture ¢atks the successful release of the
porous membrane. c) Bird’s eye view of the remaining bulkail surface after the macroporous
layer has been released. The sharp silicon spikes can bdéaigegtance as an imprint stamp.
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a)
Figure 2.2: SEM micrographs of macroporous silicon with 2 um interpaisgaghce in a square
pore arrangement. a) An array of oxidized macroporousosilitibes (bright spots) after partly
removing the silicon from the back side with KOH. On top ofsthirray a silicon dioxide tube
is shown. b) Bird's eye view onto a bottom edge of this samflae thickness of the tube’s
pore walls is about 100 nm and depends on the oxidation paeesnme, temperature, and at-

mosphere. c) Fully released silicon dioxide microtubesrageveral hours of etching in KOH.
The length of these tubes is 200 pm.

orous layer can be already released from the bulk silicommduhe etching process. Therefore,
the back side illumination intensity is strongly increassda factor of 2.5 over a length of 2 um
at the end of the etching process (Fdla). Now, neighboring pores are almost touching each
other and the whole macroporous layer can be easily sedamgta mechanical force from the
substrate or by an oxidation step followed by an HF-dip (Eif). Beside the released free-
standing macroporous silicon membrane the remaining hlidlos is of interest, too. As can be
seen in Fig2.1c the surface forms sharp spikes arranged in a regulardaitien by the initial
lattice geometry. Since silicon is a very hard materiak thicro ‘fakir pillow’ could be used as a
micrometer sized structuring tool, e.g. as a stamp for imipithography.

To a certain extent tubes and cylinders are the inversiorodg The easiest way for tube
preparation can be realized by partial oxidation of a shiggpre sample and a subsequent KOH
etching process. Depending on the macroporous silicotntesd prior to the oxidation, micro-
tubes with closed pore bottom (like a test tube) or open pot®in (like a straw) can be realized.
A back side view of closed SiOtubes partly released from the silicon is shown in Biga.

In order to get a high etch contrast between silicon andosilidioxide low concentrated KOH
(2wt%) at room temperature was used. The etch ratio betweesilicon (100 direction and
silicon dioxide exceeds a factor of 10000 : 1. This ensurescthimplete release of the hollow
silicon dioxide tubes from the silicon, even for tubes witgrhaspect ratios and thin pore walls
(Figs.2.2b and c). The length of the tubes is given by the length of tbleest pores. The inner and
outer diameter as well as the wall thickness are dependeeadmother and determined by the
initial pore diameter and the thickness of the grown silidaxide layer. A macroporous silicon
pore diameter of 1 um and a grown silicon dioxide layer with it thickness would result in an
outer tube diameter of 1.1 ifm

1The atomic volume of silicon is ZO%nd the molecular volume of silicon dioxide is 4§.ATherefore, 44.4 nm
silicon are consumed to grow a 100 nm thick silicon dioxidesta
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2.2 Surface Treatment and Replication with Atomic Layer Demsi-
tion

If silicon is used as a porous material with the feature ofrgdasurface-to-volume ratio, the
surface termination is an important property for applmasi, €.g. catalytic processes or gas sep-
aration due to adsorption of molecules at the surface. Eurtbre, macroporous silicon is often
used as a template material, because of the variably tushlalges that are possible with this
material system. In order to extend the advantages of mawap silicon to other materials the
treatment of macroporous silicon with atomic layer deposi{ALD) is explored in this section.

ALD belongs to the gas phase chemical processes and is anvement of the chemical
vapor deposition (CVD)§Q]. Usually, two different chemicals (herein after referteds precur-
sors) are used in an alternating sequence. In contrast to tG®DBhemical reaction in the ALD
process is self-limiting. Starting from a given surfacertration the first precursor is exposed to
the material. Because of the precursor design only one mieldayer can be bound to the sur-
face. The second precursor modifies the surface bonds in suitaple for a repeated exposure
with the first precursor and the next cycle can start. Thus|ayer thickness on a target material
can be precisely controlled by the number of cycles.

Due to the self-limiting reaction in the ALD process very faomal and precisely thickness-
controlled films can be grown over large areas. Typical filickinesses are in the range of a
fraction of one nanometer up to several hundred nanomeldsrange of materials that can be
used in ALD depends on the possibility to synthesize adeqoiacursors. A review of ALD is
given in Ref. p1] where the deposition of pure elements as well as compowmts as nitrides,
sulfides, or metal oxides is reported.

Within the scope of this work three different metal oxidesreveuccessfully deposited on
macroporous silicon samples: Zinc oxide (ZnO), hafniunxidie (HfO,), and titanium dioxide
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Figure 2.3: Scheme of the ALD process for the deposition of Jito a silicon surface. a) The
silicon surface is hydroxyl-terminated and exposed taiitan isopropoxide with R the rest group
(CsH7). b) Under abstraction of isopropanol the titanium isopsage molecule bonds to the
silicon surface. ¢) KO is the second precursor and hydrolyzes the remaining aligteh One
ALD cycle is complete. The surface is covered by a layer of;Ta@d the process can start again
with the first precursor.
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Figure 2.4: Cross section SEM micrographs of 3D modulated macroporitigsrs a) Bird’'s
eye view of an etched sample with 2 um interpore distance &nhddulations (30 um depth).
b) A single modulated pore with a minimum pore diameter ofi®rdand maximum pore diam-
eter of 1.6 um. c) After deposition of 1000 cycles of Fie pore walls are covered with an
approximately 100 nm thick layer of TiO

(TiO2). ZnO is a semiconductor with a direct band gap of 3.4 eV usddser diodes and light
emitting diodes, or as transparent electrode material. ;H§@ne of the materials that will be
most likely used in the future to replace silicon oxide asgasulator in field effect transistors.
As a high-k dielectric material Hf@is better suited for that purpose since the ongoing dowrescal
efforts require a decreased oxide layer thickness, toalligimiO, was chosen due to its impor-
tance as a photocatalytic and biodegradable mat&2ab[]. For the ALD process a commercial
reactor (Savannah100, Cambridge NanoTech Inc.) was usexngists of a sample chamber
which is evacuated during the deposition process and dewutsts for different precursors. The
exposure time is controlled via magnetic valves.

As an example, the deposition of Ti©n a macroporous silicon template is looked at in more
detail. Following the work of 4] titanium isopropoxide (Ti(OCH(CE),)4) and HO were used
as precursors. The titanium isopropoxide precursor replte hydroxyl group remaining on the
surface of the macroporous silicon under abstraction @frgmanol (GH;OH, Fig.2.3a). Subse-
quently, the remaining alcoholate is hydrolyzed witstHFig.2.3b). After complete hydrolysis,
the surface is hydroxyl-terminated again, allowing foreajed reaction (Fi@.3c). Every pre-
cursor pulse was 90 s long and between every pulse the chamalsepurged to remove excess
material and reaction by-products. The reactor tempeyatas 150°C.

A 3D modulated macroporous silicon sample (Rigla and b) is used for the procedure de-
scribed above. After 1000 cycles a 100 nm thick layer of ;Tas deposited (Fi@.4c). In
contrast to the deposition of films on flat surfaces, the esdsthad to diffuse into the porous
structure and therefore the exposure time had to be adapisdfficiently long exposure time
ensures homogeneous growth over the whole pore depth deertogeneous distribution across
all accessible surfaces. Although on the surface the titardioxide agglomerates into a grain
structure the thickness of the film is highly conformal witkfie pores. In particular, no difference
in thickness could be measured for the deposited layer diisteand the last pore modulation.
This means that the precursor exposure times were suffiegrisure a uniform deposition of
material along the pore wall and thus indicates a succegsfuith within the self-terminating
ALD reaction regime.
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Figure 2.5: An array of chains of hollow Ti@ micropearls is obtained after the silicon was
removed. a) Bottom view. The closed and Fi€bvered pore bottoms are visible b) Side view.
The pore modulation is replicated in modulated Fi€hains. c) One single sphere from such a
chain can be separated by applying mechanical force, egiltvasonic exposure.

The reason for the grain structure is explained as followssémably, the growth of a smooth
layer is hindered due to an initial island growth caused fydiwrface roughness of the macro-
porous silicon. The surface roughness of the macropordigsrsiand thus also the size of the
grains can be significantly reduced, e.g. by a short oxidaifcthe silicon structure followed by
a dip in 12.5wt% NHF prior to the ALD. Additionally, at those temperatures @16) polycrys-
talline anatase films of Ti@form. Adjusting the temperature in the ALD reactor to higlber
lower process temperatures would result in different atyshases of TiQ or amorphous TiQ)
respectively. For amorphous Ti@moother layers are obtained.

While thin coatings are well suited to change the surfacegnttes, thicker coatings can be
used to replicate the entire macroporous silicon strudtea new material. In the presented
case of TiQ the silicon host material can be removed in a KOH solutiorhauit affecting the
TiO,. The obtained structures exhibit an exact copy of the meeldilenacroporous silicon pores
(Fig.2.5a and b). These chains of connected hollow titanium dioxjafeeres are very uniform
in size and shape. The volume of one single sphere 2Fg) is two femtoliter and billions of
equally shaped copies can be obtained on a whole wafer. dgbte an example such single
spheres could be used as carriers for drug delivery withalgleefined volume.

Beside the possibility to form micrometer to sub-micrometzed microstructures and to
replicate them with the ALD process presented above, isis pbssible to achieve highly porous
network structures. These can be of interest for enhancedlytia reactions or cell culturing
applications, especially in 3065]. For this purpose it is necessary to establish a connection
between the pores prior to the ALD process. Using the sameilaied template as presented in
Fig.2.4a a connection in the lateral direction was achieved usiadgsthiropic etching procedure
described in sectioh.3.2 As a result, the pore is isotropically widened until neighibg pores
get connected to each other (F2g6a). The subsequent treatment with the described ALD process
and subsequent silicon dissolution in KOH results in higidyous network structures (Figs6b
and c). The shape of the original silicon scaffold struciarperfectly reproduced in Ti©with
only a few ten nanometers wall thickness. Likewise, theamgrfarea was increased by a factor of
two because now both sides of the Fi@all can be used for exposure or as reactant area. The
stability of this structure can be increased by deposititigjcker layer of TiQ and the handling
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Figure 2.6: SEM micrographs of a porous network structure. a) Crosdaseof the silicon
pores after the widening procedure. The gray parts are thaining silicon with sharp edges
(bright lines) and connected to each other. In the dark dheesilicon is completely removed and
therefore an opening to the neighboring pore is establisiidtr the replication of the silicon
structure highly porous Ti®network structures are obtained: b) Bird’s eye view whenm p&a
the top layer is removed. c) Closer look into the porous;$€affold structure.

is more convenient if only part of the silicon is dissolvedtisat the porous scaffold structures is
still connected to a solid base.

To summarize this chapter, the macroporous silicon mateygem offers a lot of freedom
in the design of ordered porous templates with a well defifeges. Especially the fabrication
of 3D modulated structures and the scalability of this psscghould be emphasized once again.
Additionally, a new method based on ALD was introduced t@emrdtthe versatility of the pore
morphologies into a number of other materials. The presgeatemic layer deposition process
offers several advantages for this purpose: First, beaaftseself-terminating deposition process
it is capable to cover porous materials with high aspecbsatihere material diffusion has to be
taken into account and a homogeneous coating is requiredn8gethe ALD process is scalable as
well and therefore this unique property of the macropordicos process is preserved. And third,
by choosing proper precursors many materials can be usdwiAltD going from nanometer
thick surface coatings to a replication of the entire strret



Chapter 3

Photonic Crystals

Macroporous silicon can be manufactured as a long-rangerexsidstructure with a variety of dif-
ferent shapes. In addition, silicon is a dielectric matemi¢h a large dielectric constant of about
twelve in the infrared region of light. These two points, itecise ordering and the large dielec-
tric contrast to air favors the application of ordered mporous silicon structures as photonic
crystals. In this chapter the concept of photonic crystdllshe introduced. It starts with a defini-
tion of the term photonic crystal and a short historical wiew. The theory section will provide
the necessary background for the theoretical descriptignhatonic crystal properties and their
interaction with electromagnetic waves.

3.1 Introduction

For the definition of the term photonic crystal an analogyh®known crystal lattices consisting
of atoms is often usedf]. In general, a crystal is a periodic arrangement of a basiicling
block, the unit cell. In solid-state physics the unit cellaofrystal consists of atoms. In contrast,
the unit cell of a photonic crystal is an arrangement of niaewith different dielectric constants.
This analogy can be also used to introduce the photonic bapd ¢n a solid-state crystal a
periodic lattice potentiaV/ (') is formed by the atoms and affects the propagation of elestro
If this potential is strong enough an energy gap forms in Wwhite propagation of electrons
is forbidden. Such materials are known as semiconductansthd case of photonic crystals
the lattice potential is given by a periodic arrangementieledtric material, i.e. by a periodic
dielectric functione (T). Once again — if the dielectric contrast is high enough —g@ngaps form
in which the propagation of photons is prohibited.

Photonic crystals are classified based on the dimensioreofpbriodicity. A layer-by-layer
structure of two different dielectric materials can be thiouof as a one-dimensional photonic
crystal. Accordingly, two- or three-dimensional photonigstals are obtained if the material is
periodically arranged in two and three dimensions, resgdgt(Fig.3.1).

The development of photonic crystals started with two imshelent publications in 1987.
Yablonovitch B8] suggested the possibility to inhibit the spontaneous simnsof light. Driven
by applications in the semiconductor industry that suppedectron-hole recombination he pro-

1A somewhat stricter definition is given by Yablonovitch B7], in which he restricts the term photonic crystal to
be used only for materials with a ‘*high index contrast and a02BD periodic structure’.
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1D 2D 3D

Figure 3.1: A photonic crystal represented schematically as a periadengement of material
with two different dielectric constants (symbolized byfelient colors) in one, two, and three
dimensions.

posed a dielectric structure, periodically modulateddmefractive index in all spatial dimensions.
Similar to the already known dielectric mirrors a periotjiadf half the wavelengthX/2) in any
direction would lead to an electromagnetic band gap arch@avavelengti . Finally, if an elec-
tronic transition, e.g. from a laser, falls within the efechagnetic band gap, then any form of
emission (spontaneous and stimulated) would be suppressed

The second publication came from Jol@®][ His train of thought was in parallel with the
strong localization of electrons in a disordered solid, $hecalled Anderson localizatior7().
He showed theoretically that in a disordered structure \aithigh dielectric contrast a strong
localization of photons can occur.

In the following the stage was set for the first crystal stites to be proposed and fabri-
cated with a complete photonic band gap in all directionshaftpn propagation. In 1990 Ho et
al. proposed the diamond lattice to be most promising for acB3tal with a large band gap
[72]. Based on their calculations they found also that theramisamplete photonic band gap in
structures with an fcc lattice, disproving experimentasavations published shortly before by
Yablonovitch et al. T3]. However, the group of Yablonovitch had already expergeincthe fabri-
cation and measurement of modulated dielectric structamdsso they published simultaneously
the experimental verification of a photonic band gap in theerdind lattice T1]. In Fig.3.2the

Figure 3.2: The Yablonovite. A block of ma-
terial is covered with a mask of triangularly ar-
ranged holes. Through each hole three pores
are drilled under an angle of 35.26° to the sur-
face normal and spread out 120° on the az-
imuth (picture taken from Ref7[L]).
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model of this first photonic band gap crystal is shown. It vedsitated by direct drilling of holes
into a dielectric material and worked at frequencies in therowave region.

3.2 Theory: Interaction of Light with Matter

Maxwell's equations, first formulated by James Clerk Maxtvirel1861, describe macroscopic
phenomena such as the propagation of light in a photoni¢atry® Sl units they are written as
follows:

O.D(Ft) = p (3.1)
0-B(Ft) = 0 (3.2)
OxE(rt) = —%@(?,t) (3.3)
OxHFL = %5(?,t)+f (3.4)

E andH represent the electric and magnetic field, respectively, efectromagnetic wave is
the electric displacement field afithe magnetic induction. The sources for the electric fiedd ar
the free chargep (Eq.3.1) while there is no source for the magnetic field (B¢). Furthermore,
changing magnetic fields contribute to electric fields 8. and temporally varying electric
fields as well as the current densityid to magnetic fields (E®.4).

For the present case of silicon as a linear and homogeneelectdic material the relation
between the vector field& andD as well asH and B can be simplified (as long as the field
strengths are small enough so that higher nonlinear termbeaeglected):

(Ft) = u()poH (7)) (3.5)
(F,t) = &(P)&E(F,1) (3.6)

O o

Thereby,u (T) ande (') are the magnetic permeability and the dielectric pernitijtiof the mate-

rial, respectively, wheregg ande are the according values of free space. It has to be mentioned
that this is only true as long as the dielectric permittivatyd the magnetic permeability are fre-
guency independent. Silicon in the frequency range usddsnttork can be seen as a linear and
homogeneous dielectric which justifies this assumption.

In the beginning the wave equation should be derived. Foirtteeaction between electro-
magnetic field and silicon some simplifications can be madhe. first assumption is the absence
of free chargep and electric current§, i.e. p =0 andj = 0. Furthermore, in the case of a
non-magnetic material like silicon the magnetic permeighbjl (T) can be taken as one. The curl
operator used on E§.4with D replaced by EcB.6 gives

[ % (ELD « A (?,t)) _ gD <D X E(?,t)) (3.7)
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and the terni x E (F,t) replaced by Eq®8.3and3.5results in:

2

O x (im x H (f’,t)> = —&olo o A (F,t) (3.8)

£ (F) o2
For the electric and magnetic fields the ansatz of harmoniesvés chosen whereby the time
dependency can be separated out:

HFt) = H(F)e'™ (3.9)
E E(F)e ' (3.10)

The partial second derivative of the time in BB gives an additional factor of w? and the
separation reduces Ej8to be dependent on the spatial coordinates only:

Ox (%mﬁ(r)) _ (E’)ZH(?) (3.11)

Thereby, the free space valugsand Ly were replaced by the speed of light in vacuamiue to
the relationc = 1/,/&[lo.

The wave equation EB.11is the so-called master equation (partial differential aiggun,
also referred to as Helmholtz equation) that completelgmeines the magnetic field (f). The
description for the electric fielf (F) can be derived from the magnetic field:

E(F)= <;> Ox H(P) (3.12)

wepe (T)

3.3 Calculation of Photonic Band Structures

The Eigenvalue Problem

The differential equation E@.11can be formulated as an eigenvalue problem with the hemnitia

operator=:
w

Ox (%mﬁ(r)) _ZH () = (E>2H(?) (3.13)
Solving it for a given photonic crystal structuedr) and a frequencyw will determine the al-
lowable modes: The eigenvectds(F) with their eigenvalue$w/c)?. Since periodic dielectric
structures are considered, the dielectric functgn) is periodic in space, i.es (T) = € <?+ F?)
whereR s a lattice vector of the periodic photonic crystal lattidéus, Bloch’s theorem can be
applied. This means that the solutibh(F) of Eq.3.13is periodic as well and can be expressed
as:

A (F) = Fg (F) = G, (1) €57 (3.14)
whereH (7') is characterized by a wave vectoin the first Brillouin zone (BZ) and a band index
n. The vectorial functioni; () is periodically in space:

O, (74 R) = G, (7) (3.15)
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with R a lattice vector in real space. Therefore, the magnetic ﬁle(lﬁ) as well as the reciprocal
of the dielectric function Le (F) are periodic and can be expressed as Fourier series:

?1?) - ZK@)éG* (3.16)
G

A =F,( = Y (é)é(m)'F (3.17)
g

with G a lattice vector of the reciprocal space. Substituting threesponding terms in E§.13
with the last two Eqs3.16and3.17gives an eigenvalue equation that is numerically solvaite
solutions are the eigen-angular frequencigs of HRn (r) and therefore the dispersion relation of
the eigenmodes — which is equal to the photonic band streuetis obtained74].

The presented approach based on the Fourier expansion dfetleetric function and the
magnetic field is called the plane wave expansion methoda lgoren wave vectok all frequen-
cies are found for which an electromagnetic wave can prdpabeough the photonic crystal. All
calculations of the dispersion relation of photonic crigstdiscussed in this thesis were carried
out with the software MIT photonic bands package that apjlie plane wave expansion method
[75]. In it the photonic crystal structure is defined by a unit cefreal space that is periodically
repeated based on a defined lattice.

Scalability

No fundamental length scale can be found in the derivaticdhetheoretical description and nu-
merical treatment of photonic crystal structures. The ambyt describing the dielectric structure
comes from the dielectric function(t) and its assumed periodicity. A photonic crystal structure
that is rescaled by a factay i.e. 7' = <, is described by a dielectric functicgi (F) = € (F/s).
With it, the master equation E8.11is transformed to:

' x [+ ST xH(F/9) ) = (5’>2H (7'/9) (3.18)

e(r'/s) c
with the curl operatof)’ = [1/s. The dielectric functiore (?’/s) is identical tog’ ('). Dividing
both sides with the scaling factsf the master equation for the rescaled problem is derived:

' <E, ;L?/)D’x A (r*/s)> (%A (3.19)

This is an equivalent description of E3j11with new moded’ (F') = H (F'/s) and new frequen-
ciesw' = w/s. That means, if a photonic band structure is calculated éertin photonic crystal
structure, then the solutions for all crystal structuresdest by a factos with respect to the calcu-
lated one are determined just by scaling the modes and fnetpseby the same factar To give

an example: A photonic crystal and a photonic crystal thawise as large as the first one have
the same dispersion relation. Only the frequency valuelseofiice as large structure are half the
values of the other structure. The same arguments hold arudifferent dielectric constants: If
two materials are used with a dielectric constant that idiffe a factos?, then the modes are the
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same for both photonic crystal structures and only the #aqu changes by a factoyd

Because of the scalability of the dispersion relation, thetpnic band structures are given
in dimensionless quantities with the lattice constardf the photonic crystal structure in real
space. The wave vectoksare given in units of the size of the reciprocal lattice ceitf@and the
frequencies are given in units ofi2/a.

3.4 The Photonic Band Gap

The development of photonic crystals has mainly been drietheir potential of possessing
photonic band gaps. These gaps are frequency ranges foh whi@lectromagnetic wave is
permitted to propagate, i.e. no eigenmode exists. The plwotoystal can be considered as an
‘optical isolator’. Furthermore, it is possible to intragudefects in such photonic band gaps
resulting in localized states.

3.4.1 Selected Designs with a Complete Photonic Band Gap iD3

Various structures and designs are known to form compleseopic band gaps in all three dimen-
sions. In contrast to the findings iid], an fcc lattice was later on proven to exhibit a complete
photonic band gap between the eighth and ninth b@eH Beside the Yablonovite that was al-
ready presented in the introduction of this chapter (see3R2p some other structures should be
mentioned shortly. Further investigations on the diamattice yielded a design called layer-
by-layer or woodpile structure (theory7T], experiment: 78] (photonic band gap at microwave
wavelengths) 79, 80] (photonic band gap at infrared wavelenghts)). It consi$tayers of rods
where every layer is rotated by 90° with respect to the forlager. Every second layer has its
rods aligned parallel but with an offset of half the lattiamstant. Therefore, this structure repeats
itself every four layers (Fig8.3a). With this design band gap widths of up to 2B#ere predicted
[77]. The inversion of this structure in germanium shows a baagaf 25% B1].

In a further development of the Yablonovite shown in Bi@a new class of so-called slanted-
pore photonic crystals has been proposed in R&#%gnd [83]. Starting from a mask (i.e. a two-
dimensional lattice), two to four pores per unit cell ardled under certain angles to the surface.
This design can have a complete photonic band gap of up to #5%irf rods in silicon. The
advantage of these structures is a large and robust band fyap makes them less susceptible
to fabrication tolerances. One of the design proposals ealized using the direct laser writing
process introduced in secti@ (see Figl.8c) [51]. However, the direct laser writing process is
carried out in SU-8 the refractive index of which is about arsl therefore the refractive index
contrast is too low to open a complete photonic band gap.

To overcome this problem the written structures have to béicaged in a high refractive
index material, for instance silicon. This is possible asdestrated in§4]: A woodpile structure
fabricated by direct laser writing in SU-8 is infiltrated wiBiO, in a chemical vapor deposition
(CVD) process. After the whole surface of the structure igeced, the SU-8 is removed with
RIE and an inverted replica of the original structure is otgd. In a second CVD process the

2The width of the photonic band gap is given as the ratio of iigthwin normalized frequencies to the center
frequency.
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Figure 3.3: 3D photonic crystal designs with a complete photonic barul ga) SEM cross
sectional view of the woodpile structure fabricated incsiti. The rods have a width of 1.2 um
and a spacing of 4.2 um (picture taken from Re#]]. b) The Hallite. First, a hexagonal pattern
is electrochemically etched into silicon. A second set aepds manufactured perpendicular to
the first one, penetrating each other.

originated cavities were filled again with Si and thus a egpbf the SU-8 structure is obtained.
In principle, this approach can be applied to any structotgsined by direct laser writing or
holographic laser lithography which opens up a variety tiédent designs that can be realized.

Further proposals closely related to slanted-pore photogstals are the Kielovite, the square
spiral and the Hallite. The Kielovite (named after the Gemroily Kiel) has been synthesized
using macroporous silicor8§]. It utilizes the property of macroporous silicon pore gtvhat
takes place preferentially i100) and(113) direction. Therefore, on f111} surface three equiv-
alent pores in113) direction grow. In contrast to the Yablonovite the porestdted by 29.5°
(determined by the angle between the crystal directiongjesurface normal instead of 35°. The
width of the photonic band gap was shown to be 8% and can bedsed up to 16% if the pores
are diameter-modulate@6).

Square spirals with up to 24% width of the photonic band garewweedicted by Toader and
John B7] and realized with direct laser writing by Seet et &8][ In contrast to the slanted pores,
these square spirals have additional bends of 90° in the plarmal to their growth direction.

Finally, the Hallite is a photonic crystal structure thai ¢ee realized within the macroporous
silicon process (Fig3.30). It consists of two sets of hexagonal arranged straightgthat are
orthogonally to each other. For the case of silicon with aireg a band gap of 25% is possible
[89]. The first set of pores is etched with the macroporous silietthing process. The second
set perpendicular to the first one is manufactured with adeduon beam so that they penetrate
the first set of pore<9Q].

Another route to photonic crystal structures has been taikethe self-assembly of spherical
objects (cf. sectiod.4). However, the assembly of monodisperse dielectric sghgives no com-
plete photonic band gap. Only the inversion of this strugttitat means low dielectric spheres in
a high dielectric matrix, possesses a complete 3D photamd lyap of 5- 15%, depending on
the infiltration material91]. Such crystals were fabricated with band gaps in the regidn5 pum
wavelength 92, 50].

The simple cubic lattice cannot be obtained via self-asgemiethods. Nevertheless, also
this structure can feature a complete photonic band gapel{%3] a scaffold-like structure and
a structure with overlapping air spheres were investigaidte latter one was also proposed to
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Figure 3.4: Size of the lowest photonic band gap in dependence on thediereeter for square
(a) and triangular (b) lattices af= 12. The pore radius and the frequency are given in units of
the lattice constard. The sizes were calculated with the MIT photonic bands pgekzb).

serve as 3D photonic crystal made of macroporous sili®dh [Its sophisticated fabrication is
the topic of sectiod.4.4below.

This listing is not complete and rather gives an idea of threatdity of pore geometries and
fabrication routes leading to photonic band gap structuAdthough models were shown with
large complete photonic band gaps in 3D, from an experirhpotat of view also the efforts and
costs for their fabrication have to be taken into accountpdrticular, the stability of the design
has to be considered and to which degree irregularitiesceethe photonic crystal properties, e.g.
the width of the photonic band gap.

In conclusion, large band gaps can be obtained with sermicion techniques because
also difficult design rules can be realized. However, thasctisscale-up these approaches are
very high. Therefore, the self-assembly seems to be a spldspite smaller band gaps and
less degree of freedom in the design of photonic band gaptstas. In a recent publication a
new route has been shown to obtain photonic crystals witmgptzie photonic band gap in the
visible region (still not realized so far) via self-assemnl85]. Among other approaches, photonic
crystals made of macroporous silicon are very promising.ti@mone hand they are compatible
with complementary metal oxide semiconductor (CMOS) psees and easily scalable. On the
other hand they offer sufficient freedom for the design oftphiz crystals as can be seen in the
case of the Hallite or the simple cubic geometry discusséidariollowing sections.

3.4.2 2D Photonic Crystals

Although a complete photonic band gap is mandatory for otlittg the emission of a dipole, not
every application requires a complete photonic band gapomtrast to 3D photonic crystals 2D
pore arrangements can only possess a photonic band gapiimptame direction. Nevertheless,
2D periodic structures including linear defects can be usegiide light as discussed in the next
section.

In the case of 2D photonic crystals it can be distinguished/é&en two polarization directions
of the electromagnetic wave with respect to the pore gegmthile in the transverse electric
(TE) mode the electric field oscillates perpendicular togbees, in the transverse magnetic (TM)
mode the electric field is parallel to the pore axis. Stricpeaking this is only true for 2D
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Figure 3.5: SEM pictures of defect structures realized in a 2D PC with>abenal lattice of
lattice constana= 1.5um. a) A single missing pore. b) A waveguide that can bendighe
sharply around corners and even split one beam in two partgL@0, 101]

structures with infinite extension in the direction of thegs i.e. the z-direction. Because only
then there is no dependence on the z-direction and the twonedcequations Eq8.3 and 3.4
are decoupled.

In Ref. [96] the square, triangular and honeycomb lattices are coregider the case of GaAs
with a dielectric constant of = 13. For individual polarization directions in every la#itype
photonic band gaps can be found. In contrast, the specialafasband gap for both polarization
directions is only fulfilled for the triangular arrangemepores in a dielectric matrix. However,
for the square lattice consisting of dielectric rods a catgphotonic band gap in 2D could be
found for a dielectric constant larger than 1293][

In Fig. 3.4 for the square and the triangular lattice the frequencyeaaighe lowest photonic
band gap in dependence on the pore radius is shown. Theat#&osl were performed with the
MIT photonic bands package (cf. secti®) for a dielectric constant of = 12, corresponding
to silicon in the infrared region. In the case of the squattck (Fig.3.4a) the photonic band
gaps for the TE (blue area) and TM (red area) polarizatiomoiccseparated frequency and pore
radii ranges. In a hexagonal lattice there is an overlap tf kemges resulting in a 2D complete
photonic band gap. The largest size of this complete photwnid gap can be obtained for a pore
radius ofr = 0.48a (with a the in-plane lattice constant) and is limited by the TM moald &%
around a mid-gap frequency afa/2mc = 0.485.

3.4.3 Defects in Photonic Crystals

Suppressing the propagation of electromagnetic wavesrtsigdrequencies is not the only ap-
plication of the photonic band gap. Introducing defectshim photonic crystal structure disrupts
the periodicity of the crystal and it is possible to creatéiaap states within the photonic band
gap P8]. By engineering the properties of these defect statebf tigupling to these states is
localized and can be manipulate?f].

Within the macroporous silicon material system defectslmnealized with an accordingly
designed mask: A single missing etch pit gives a point deféict. 3.52). An electromagnetic
wave package is localized at the location of a point defeittisfin resonance with the eigenfre-

guency of such a defect stateOp]. Because of the photonic band gap the wave package cannot

escape through the surrounding pores since no corresgpBitich mode exists in the photonic
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Figure 3.6: A photonic crystal structure with simple cubic geometry mad silicon (e = 11.7)

with overlapping air spheres (diameter= 1.21a). a) The photonic band structure reveals the
complete photonic band gap marked by the red bar. It has dwidd.8% with respect to the
center frequency ofva/2mc = 0.488 between the fifth and the sixth band (normalized frequen-
cies betweernwa/2mc = 0.476 andwa/2mc = 0.500). For the definition of the high symmetry
points in thek-space the reciprocal unit cell is also represented. b) Aalized 3D model of the
corresponding photonic crystal structure consisting ef 3 x 3 periods of the unit cell.

crystal. Consequently, the light is stored at the locatiba defect within the photonic band gap.
Combining several point defects to a line defect can thudeythe light sharply around corners
(Fig.3.50) or split it into two separate beams (F&5c).

Apart from guiding light on a defined path, defects within ghetonic band gap are used to
inhibit spontaneous emissiod(3. In 2D photonic crystals an additional confinement of light
in the third dimension is required, e.g. by total interndleetion. Thus, an optical cavity is
established and the photonic band gap controls which maseallawed or suppressed. With
this approach of microcavities in photonic crystals it isgble to construct thresholdless lasers
[104]. This concept was also extended into 3D photonic crys@tgawa et al. 105 produced a
defect layer within a woodpile structure (cf. sect®d.l) and introduced a light emitting material
(GalnAsP) at this position. Lodahl et al1q6] used quantum dots embedded in inverted opal
structures instead.

3.4.4 3D Simple Cubic Photonic Crystal

This section is dedicated to the design of a 3D photonic ahgstucture in a simple cubic geom-
etry. The theoretical treatment of this structure as wellrmsstruction how to realize the model
with the help of the macroporous silicon etching processpuished by Leonard in 20024].

The unit cell of this photonic crystal structure consistadflock of silicon with an inscribed air
sphere of a diameter 1.21 times the lattice constdnt= 0.605a). This implies that neighboring
spheres overlap each other (RBgob). The size of the complete photonic band gap is 4.8% around
the center frequency @ba/2mc = 0.488 as marked by the red bar in F&g6a. It has its minimum

at the X point in the fifth band and the maximum at the M pointia $ixth band.

For the experimental realization of this structure a stipngodulated pore shape is required
with a periodicity of the modulation equal to the lattice stamt. The cross section of a sample
with 2 um lattice constant is shown in the first row of F3gi. Such a pore shape can be obtained
by a modulation of the current and the voltage (Bi@e). Thereby, the most important part is
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Figure 3.7: Fabrication of a 3D photonic crystal structure in simpleicig@ometry within macro-
porous silicon. a) Cross sectional view of three-by-thremlutations. b) One single modulated
pore. ¢) In the beginning a new tiny pore is formed supportedharge carriers generated by
electric breakdown. d) After isotropically etching the sden(four times two hours oxidation at
900°C and subsequent oxide removal in /{fithe pores get connected to neighboring pores as
can be seen in this tilted view. e) The current-voltage @iagused for etching one modulation.

the formation of a tiny pore in the beginning of each moduolatjFig.3.7c). During this stage a
considerable amount of charge carriers is generated byrielbceakdown due to the increased
voltage and the small radius of curvature. A detailed dpson of the pore formation is given in
Ref. [31].

In order to match the design rules given in the model of oppileg air spheres (Fig.ab) the
pores require to get connected to each other not only in thengt direction but also in the lateral
dimension. For that purpose the isotropic etching proadr described in sectidn3.2 was
applied. Overall, four iterations of oxidizing the sampied hours at 900°C) and subsequently
removing the oxide in NiF (12.5 wt%) were carried out. In each step a silicon layerbafua
80 nm thickness was removed isotropically from the entirdase. Thus, neighboring pores got
connected to each other in the direction perpendicularecetbhing direction (cf. sectich2).
But there is still a certain amount of silicon left so that thieole structure remains stable. The
isotropically widened structure is shown in F&y7d. In this micrograph the sample was tilted
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Figure 3.8: Scheme of the main components of an FT-IR spectrometer: #arad light source
(IR, silicon carbide), a Michelson interferometer coriaigtof a potassium bromide (KBr) beam
splitter (BS), a fixed (M) and a position-controlled movabigror (mM). The sample (S), mea-
sured in transmission, can be rotated via a motor-driveatiost stage and the intensity is detected
with a mercury cadmium telluride (MCT) detector (D).

in such a way that the remaining silicon bars lying behind fttat layer are visible, too. As
reported by Matthias et al1Q7], the quality of the fabrication process and the obtainaatctires
could be improved up to the high demands necessary for picotoystal applications. For a
similar structure with a lattice constant @& 1.5um photonic stop bands were measured in the
(100) direction at wavelengths of about 3 um and 5 pm, respectively

3.5 Fourier Transform-Infrared Spectrometry

In the frame of this work a Fourier transform-infrared (FR)}bpectrometer (Bruker IFS 66/S) was
used to optically characterize the etched macroporoumsibamples in the mid-infrared region
of the electromagnetic spectrum. Basically, FT-IR spaw#ty is used to detect vibrational and
rotational modes of molecule4(g. Thus, it is sensitive on chemical bonding and composition
of solids, liquids, and gases.

In Fig.3.8 the main components of an FT-IR spectrometer are shown. iéosilcarbide
filament (also called glow bar) is used as a light source. g Is coupled into a Michelson-
interferometer with a position-controlled movable mirrdkfter passing the interferometer the
beam hits the sample. For the detection of the transmittemsity a mercury cadmium telluride
(MCT) detector (cooled with liquid nitrogen) is used whichgensitive in the near- and mid-
infrared region between 1um and 14 um wavelength. Addiligpnthe sample chamber was
expanded with a rotation stage that allows to manipulatedtagion of the sample with respect
to the y-axis (the axis normal to the plane of beam propaghtitn a modified version (Bruker
Hyperion) this setup can also be used to measure the samgfiection mode.

The measurement principle in an FT-IR spectrometer is basethe interference of two
beams. During a measurement the position of the movablemniirthe interferometer is altered
stepwise. For every position of the mirror the intensity mead by the detector is recorded. A
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helium-neon laser working at a wavelengthlof= 6328nm is coupled into the interferometer
as well and serves as a reference signal. Constructivdfargace of the two beams from the
interferometer arms occurs if the difference in the optjath length is a multiple of the wave-
length. Each arm of the interferometer is passed two timethéypeam. Thus, between two
interference maxima the mirror moved by half of the wavelkeraf the reference signal, i.e. by
ox = 3164nm. In this way, the mirror position is determined.

If the optical paths in the two arms of the interferometeridemtical in length, every wave-
length emitted by the IR-source interferes constructialyhe place of the detector. When the
movable mirror is deflected from this zero position the deigintensity for each wavelength fol-
lows a cosine function. The detector records the sum of tlemgities from all cosine functions
depending on the shii of the movable mirror. An intensity spectruifx) — the interferogram —
is obtained:

(X) \/_/ ) cog2mvx)dv (3.20)

Thereby,B is the bandwidth of the light sourcg the shift of the mirror position with respect to
the zero position, and = )\l the wavenumber. The integral can be expanded from minustinfin
to plus infinity if the finite bandwidth of the spectrum of the-source is put into a truncation
functionD (V) which is equal to one in the interval of the bandwidth and zerall other points:

00

\/%T / |(7)D () cog 2mix) i (3.21)

I (x) =
Via a fast Fourier transform algorithm the interferogréfm) is transformed intd(V), the spec-
trum of the system in dependence on the wavenurtiber

00

'(‘7):\/%1 / 1 (X)D () cog(27vx)dx (3.22)

If this spectrum is divided by a background spectrum, e.geatsum taken without a sample, the
transmission of the sample is obtained.

3.6 Summary

The demands in an absolute unique ordering are very high @roparous silicon is used as

a photonic device. In this chapter the successful applinadf macroporous silicon as cavity,

waveguide, and 3D photonic band gap material were preseredfar, however, the devices

feature the discussed photonic properties at wavelendglaslyc larger than 1.5 um — the figure

of merit for telecommunication applications. As implied tine section about the scalability of

photonic crystal structures (cf. secti8r8), this working wavelength can be realized if the lattice
constant is scaled accordingly.



38

Chapter 3. Photonic Crystals




Chapter 4

Etching Macroporous Silicon in the
Sub-Micrometer Range

Under applied aspects the properties of a photonic crystattare should match a wavelength
region used in the telecommunication industry. For thespart of data around the globe optical
fibers are used. In order to bridge large distances the aiientin the fibers has to be minimized.
An optimal window is found around a wavelength of 1.55 um, gbecalled ‘C band’ (C stands
for conventional, 1536- 1565nm). For larger wavelengths the infrared absorpticreises the

attenuation whereas in the smaller wavelength regime tlyéelRa scattering (attenuation is in-
versely proportional to the fourth power of the wavelengghnost pronounced.

Based on the 3D photonic crystal design shown in Bi§ an appropriate structure was
etched in macroporous silicon as described in se®idrl This structure with a lattice constant
a of 1.5 um shows stop bands in the region of 3 um wavelerifdfd]| Changing the position of
the photonic stop band from 3 um to 1.5 um for the same desig@msnnat the dimensions of
the crystal structure have to be changed by the same factaio & more precise: In order to
relate the center frequencygé/2rmc = 0.488) of the photonic crystal with the telecommunication
wavelengthA of 1.55 um the lattice constaathas to be chosen to tze= 0.488A = 0.756 um.
From the scalability of the Maxwell’s equations it resultattthe band structure calculation can
be adapted to arbitrary lattice constaais long as the value @fremains unchanged for the fre-
guency region under consideration (cf. secBa). The calculations in Fig.6a were done for
€ =11.7 which is equivalent to a refractive indexmf 3.42 corresponding to wavelengths larger
than six micrometers. When approaching the electronic bapdtA = 1.1 um the dielectric con-
stant of silicon changes considerably. For the case of Irbvavelength the dielectric constant
changes t& = 12.1 (according to a refractive index af= 3.48). As can be seen in Fig.1the
change in the dielectric constant has only a minor impactthacefore the assumptions above
hold true. In conclusion, in order to make macroporousailicompetitive for photonic crystal
device fabrication the lattice constant has to be reducéatitioe constants in the range of several
hundred nanometers. The etching process for structurbsavgiib-micrometer lattice constant as
well as the utilization of the obtained results as opticaficks are discussed in this chapter.
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Frequencies of the photonic
band gap (in units of wa/2nc)

€ 11.7 12.1

Minimum | 0.476 | 0.469
Maximum | 0.500 | 0.496
Center 0.488 | 0.482
Width 48% | 5.6%

Frequency [wa/2nrc]

Wave vector

Figure 4.1: Comparative analysis of the photonic band structure foddsgn of overlapping air
spheres (cf. sectio®i4.4). While a dielectric constant af = 11.7 corresponds to a wavelength
of several micrometers, the dielectric constant increagen approaching the electronic band
gap. At a wavelength of 1.55 um the dielectric constant hasighd toc = 12.1. In the table,
gap position and size are compared to each other for the tfferatit dielectric constants. The
band gap shifts slightly towards lower frequencies for tighér dielectric constant. Because of
the enhanced dielectric contrast the width of the band gaplarged.

4.1 Etching of Straight Pores

For the experiments presented in this chapter phosphopeddetype silicon wafers from Wacker
Siltronic AG oriented in(100 direction were used. The resistivity of the material was matty
0.1+ 0.013Qcm corresponding to a doping density of®%cm 3. The silicon was grown in
a float zone process and the wafers measured=3@um in thickness and 100 mm in diameter.
Rectangular pieces of 20 to 25 mm side length were cleavedfdlg wafer to fit into the etching
cell (cf. Fig.1.1). At the front side of the wafers a mask of KOH etch pits wasrazfiwith a
lattice constant oA = 700nm. The pores were arranged in a hexagonal symmetry.

The introduced simple cubic photonic crystal structurencate realized with a hexagonal
pore arrangement. However, at this point the etching behawithe sub-micrometer range is
studied and therefore the lattice geometry is of minor @der It could be even argued that a
hexagonal lattice is more advantageous since it has a hiylnemetry than a square lattice and
therefore also the pore etching should be more homogeneoustable.

The current-voltage characteristic measured between dimtgoat the wafer back side showed
a nonlinear behavior with a resistance in the range of sekdomhms to megaohms. Hence,
an ohmic back side contact had to be established prior tottdieng process. Therefore, the
following procedure was applied at the edge of each sampist, fwo small areas of the back
side were ground with fine abrasive paper. Then, a galliutitin eutectic (Alfa Aesar, gallium-
indium eutectic 99.99%, gallium : indium &: 24.5wt%) was applied and ground into the silicon
to provide a high conductivity contact. After this procegltine excess material was removed. In
order to test the quality of this process the resistancedsrithe two contacts was measured with
a common circuit analyzer. Resistance values less th&h\26re considered to be sufficient to
use the prepared sample in the etching process. Since tleht&ining etching solution corrodes
the gallium-indium contact it has to made sure that the atebell is clean and dry and that the
contacts are only created at the edge of the sample outgdee#iling rings (cf. FidL.1).
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a)

Figure 4.2: SEM micrographs of the cross section of macroporous silidim a lattice constant
of a=700nm and a pore diameter of a)=2 240nm and b) 2= 480nm. The total pore depth is
50 um for both samples. ¢) Homogeneous and stable pore goowtti be obtained over 100 um
depth and a mean pore diameter of 280 nm; even though a few giokraot propagate all the way
through the 100 pm.

At first, the etching of straight pores with different diamstand aspect ratios should be con-
sidered. In principal, the parameters obtained for theirgchf pores at larger lattice constants
can be transferred: The critical current denskty is dependent on HF concentration and tem-
perature of the etching solution. Unless otherwise notedHti concentration was 5wt% and the
temperature was kept constant at 10°C. The porgsftyr a given ratio of the pore radiugo the
lattice constan&is independent of the lattice constant (cf. E®, e.g. forr = 0.25a). Therefore,
the etching current densityremains at the same value, too (cf. Ed). The voltage was set to
V =2V. As a surfactant, SDS (0.1 mM) was added to the etchingisalu

With these preconditions straight pores of different pitieswere etched. Stable pore growth
over a depth of at least 50 um could be achieved for pore dambetween 240 nm (a = 0.17)
and 480 nmi(/a = 0.34) (Figs4.2a and b): This corresponds to porosity values of 11% and
43%, respectively. Pores with diameters out of this rangedd to stop growing or grew together.
Analyzing the cross section pictures of several pores gateralard deviation of 14% for the pore
diameter.

Pores with a length of up to 200 um were etched without a sagmifilack of pore uniformity.
That is equivalent to two-thirds of the wafer thickness am@mn aspect ratio of pore length to
pore diameter of about 700:1. In Fg2c a 100 um deep etched sample is shown. The pore
diameter is 28& 30nm corresponding to an aspect ratio of about 360: 1. Almesty pore is
completely etched and they are all of the same length. In tbgscsection picture (Fig.2c)
two missing pores could be identified separated by apprdein®0 pores in between. This
means that 99.99% (1 1/90%) of the pores have been etched. This value could be confirmed
statistically by measuring at different positions of thenpée. However, a few pores could be
found that differ by thirty percent of the mean pore diamegeg. the smallest diameter was
190 nm and the largest was 370 nm. This indicates the exesthmarameters that locally disturb
the self-stabilizing pore etching process. The influenceegtral parameters was explored more
in detail for modulated pore structures as presented ingRegection.

1n contrast to the discussion in the next sections, no manays layer can be seen on the sample walls. The
sample was stored under ambient atmosphere for a day anddraporous layer was oxidized. Prior to the SEM an
HF-dip was performed to lower the influence of statics. S&g #he microporous layer was removed.
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Figure 4.3: Modulation of the pore diameter of macroporous silicon véthattice constant of
700 nm. a) The applied current density profile consistindiode sections: An increasing current
density, a decreasing part and a part with constant curremsity. b) The cross section of a
sample etched with ten repetitions of the modulation profitarameters: HF concentration:
4.8 wt%, surfactant: NCW, temperature: 6°C. c) Wide rangenof the cross section reveals that
all pores are grown, also on larger scale.

T

4.2 Etching of Modulated Pores

Diameter-modulated pores can be obtained by a modulatithredfack side illumination intensity
(cf. sectior3.4.4). Additionally, the surfactant was changed from SDS to N@ALT mM) since
NCW was proven to be more suited for modulated pore growttkigmn4.3a the etching current
density is given for a single modulation. It consists of ghegections: In the increasing part
more charge carriers are provided and the pore is widenedimeter. The reverse is true for
the second part: During the decrease of the etching curnenpare shrinks in diameter since
less charge carriers are available. In the following caristarrrent part, time is given for the
system to recover into a steady state. In Bi@b the result is shown for ten repetitions of this
etching profile. The pores are sinusoidally shaped. Theain filoes not follow directly the applied
profile. As already observed for larger lattice constants itery smooth without sharp spikes
[109. The reason is the altered condition in the SCR. If the curi®increased charge carriers
are accumulated in the region of the pore tip. In order to goresthese additional charge carriers
the pore increases in diameter until an equilibrium is distadsd again between provided charges
and pore diameter. During this transition time, howeverreraharge carriers are present at the
pore tip than can be consumed. Thus, the focusing effecedb@R is lowered and therefore the
passivation of the pore walls is diminished. The defecttedes do not only react at the tip of the
pores but also in areas that were already etched before anpibth shape becomes smeared out.
Another important observation is, that the pores differiemteter and length. This was also
observed for the straight pores in the last section. Furibheg, these two parameters appear to be
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Figure 4.4: With the modulation profile shown

in Fig.4.3a 40 periods were etched. The dis-
order does not change and the correlation be-
tween mean pore diameter and pore length re-
mains unaffected by the increased depth.

connected: Pores with a larger mean diameter are alsoegdittionger than those with a smaller
diameter. Nevertheless, all pores were etched and they #f@wame dependencies between
diameter and length (Fig.3c).

The found set of parameters was also suited for the growtleeper pores. Instead of ten
modulations the given profile was repeated for 40 times @4#). Still, there are no pores which
stop growing or grow together. This emphasizes that therejgbrocess takes place in a stable
state within the applied parameters. Furthermore, theifidength between thicker and thinner
pores remains constant and therefore it is independentadvtrall pore length. Thus, it can be
concluded that this disorder is not caused by the etchingege Instead, an inherent property of
the material itself must cause this effect, as discusseukifiallowing section.

4.3 Influence of the Lithography

In the two previous sections the etching of straight andsgiitally shaped pores was presented.
Now, the observed behavior of the correlation between thie giameter and its length will be
discussed. Because this correlation is independent ofdreghape as well as the etched depth,
the conclusion is drawn that this disorder effect cannotreggnted by changing the parameters
in the etching process itself. Rather, this disorder mugshtaced by an inherent ordering pa-
rameter. Since the initial ordering is given by the KOH etih,fihis extrinsic parameter should
be considered more in detail in this section.

Fig.4.5shows a comparison of two hexagonal lattices with a latt@estant of 700 nm and
4 um, respectively. Thereby, the 4 um lattice belongs to egehaf wafers that has been shown to
yield perfectly aligned pores with equal diameters andtes¢cf. Fig. 1.4 on page 10 Although
the hexagonal arrangement of the etch pits is clearly @siblboth lattices, the 700 nm lattice
exhibits a higher degree of disorder. The parameters usetthdadefinition of disorder are the
area of the etch pits (defined by their side lengths) and thiilalition of the etch pits in the
plane. SEM micrographs of the surface were taken for theysisal To minimize the influence
of aberrations only a quadratic region in the center of th1$kctures was considered for the
analysis. Via setting a threshold the pictures were trangfd to binary images with one color
value for the etch pit areas and the second one for the urtktrlea. The image analysis of the
threshold picture gave a value for each etch pit area. Funthre, the absolute position of the
etch pit center was also determined. Statistical treatrobtite obtained data gave the values
presented in tablé. 1
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Figure 4.5: The lithographically defined hexagonal lattice for a l&t@onstant of a) 700 nm and
b) 4um. The comparison between the two lattices shows tleaf@ nm lattice suffers from a
significantly higher disorder of the etch pits regardingrtbi&ze and position.

Lattice constant 0.7 pm 4 um

Edge length U54+0.06pm=+13% 220+£0.06um =4+2.6%

Position Ax=Ay=15% AX=Ay=15%

Table 4.1: Comparison between the hexagonal lattice with 700 nm éattanstant and the one
with 4 um. The statistical analysis revealed that the ettlpgsitions possess the same standard
deviation while the deviation of the edge lengths in the #@dattice are comparatively higher.

Because the etch pits are etched into ¢h@0) oriented silicon by KOH it was assumed that
the etch pits have a quadratic shape. Thus, a value and arfartbe edge length of the etch
pits can be derived from the analysis of the etch pit area.afshe seen in table 1 the absolute
error of 60 nm for the edge lengths is the same for both latti€dis gives a comparatively higher
standard deviation of 13% for the 700 nm lattice comparedeodtpm lattice with a standard
deviation of 2.6%.

The second parameter under consideration was the posttithe @tch pit. Therefore, the
coordinates of the center of the areas were related to agtigridigned hexagonal lattice and
the deviation was calculated. Remarkably, it is the sanagivel error of 1.5% for each lateral
direction in both lattices. So it can be concluded that tlzsoa for the observed disorder is due
to the higher variation of the etch pit edge lengths in ther@iQattice.

In the following it should be argued in which way the initiatke pit conditions affect the pore
diameters. As revealed by the considerations above, thepittcliameter of the 700 nm lattice
shows a deviation of 13%. After lithographically defining ask the etch pits are anisotropically
etched with KOH. The angle between the wafer surface andbtimeeid {110} faces is 54.7° and
crystallographically defined. Thus, the visible etch pardeter from the top view is directly
related to the depth of the etch pit: An increased etch pindiar is related to a deeper etch pit
and vice versa. This can be seen in Biga. A cross section of a 700 nm sample is shown and
differently sized etch pits can be distinguished. As a tethutre is an offsef\zin depth between
smaller and larger pores.

The surface conditions also affect the form of the SCR, asmettically shown in Figd.6b. A
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Figure 4.6: Dependency of the etch pit diameter on its depth. a) Birdsswegw SEM micrograph
from the edge of a lithographically prepatterned wafer witld nm lattice constant. The two cut-
through etch pits in the front are of different diameter amtide possess different depths. b)
Schematic of the correlation between etch pit diameter amdhd The red line represents an
equipotential line in the SCR. Its form is adapted to therattesize of the etch pits.

silicon surface with differently sized etch pits (blackd)rtransfers this variation also to the form
of the SCR, represented by an equipotential line (red limeihe vicinity of the large etch pit the
SCR extends deeper into the silicon and thus more chargersaare collected. The smaller etch
pit is somewhat behind and collects less defect electronstutrately, the adaption of the SCR
ensures a stable pore growth despite the unequal etch @it Sihe pores regulate their diameter
in accordance with the amount of collected charge carrieng. etching speed is independent of
their diameter and thus the initial offset remains constant

Another effect related to this issue concerns the modulgtiofile. Since the pore etching
starts in different depths, the diameter modulation reppced also this offset. This can be seen
by carefully checking Figt.3b or Fig.4.4: A pore with a very large diameter next to a very small
pore forms its modulation maxima slightly deeper than theluhation maxima of the small pore.
The reason for this phenomenon is apparent: If the porasithanged during the etching then
this changes the pore diameter at the pore tip. However,dathetetch pit induced variations of
the etch front depth, the porosity change takes place iardifit depths.

The results presented in this section emphasize the impartaf a perfectly prepatterned
silicon surface. Although most of the pores are etched, #ialidlisorder in the etch pit lattice
propagates into the pore length and diameter. It acts asraestar instabilities and renders the
etching of precisely arranged and equally shaped poresssitfle. Thereby, the standard devi-
ation of 14% found for the pore diameters in secdahis comparable to the obtained standard
deviation of 13% for the etch pit edge lengths. This confirhes firoposed interaction between
etch pit and pore morphology. A detailed analysis, wherediftly sized etch pits were intro-
duced intentionally can be found in Ret1[q.

4.4 Etching of Strongly Modulated Pores

In section3.4.4the realization of a 3D photonic crystal structure with naparous silicon was
shown. In addition to the current modulation a strong mdibiaof the voltage is the crucial
factor to obtain a pore profile with sharp kinks (Fig@s/a and b). This design is necessary for
the subsequent pore widening process. The modulated pdtles \Wattice constant of 700 nm
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Figure 4.7: Cross section SEM micrographs of modulated macroporoicosiwith a lattice
constant ofa = 700nm. a) After oxidation and treatment in BHa highly porous slightly mod-
ulated pore structure is obtained. In the background theutatetl pore walls of the next row
can be seen. b) Modulated pores etched with a current deargityoltage profile directly trans-
ferred from two micrometer lattice constant with lengthaled by factor 07/2. The result is a
disordered pore growth with corroded pore walls.

presented so far offer a smooth sinusoidal shape only andaarguitable for the isotropic pore
widening process. In Fid..7a a smoothly modulated pore structure, e.g. as presenteg. h.8b,
was oxidized for two hours at 900°C and after that the oxigeravas removed in NiF. Still,

a slight modulation is visible. The black areas in the regiohthe thin pore walls denote that a
breakthrough towards neighboring pores was establishieds, The hexagonal pore arrangement
is clearly visible. The modulation intensity of the porerditer, however, is too weak for 3D
photonic crystal applications.

The modulation profile shown in Fi§.7e produced a well-shaped pore profile for a lattice
constant of 2um. As discussed in sectibd for straight pores, the current densities can be
transferred to arbitrary lattice constants. For a fidgeglthe porosity is preserved independently
from the lattice constant. This holds also true for a modwdgtorosity. Only the length scale of
the modulation has to be adapted to the new lattice consharihis particular case the lengths
of the profile in Fig3.7e were scaled by a factor3b to go from a lattice constant af= 2pum
toa= 700nm. The result (Figl.7b) is clearly different from the expected one: Although ghar
kinks are visible the pores tend to leave their preferredviralirection and the walls appear to
be corroded.

For a systematic study of how the different parameters infleeghe pore etching process an
asymmetric profile was applied (F4.8a). In contrast to the profile for sinusoidally modulated
pores (Fig4.3a), the increasing current density part is now longer witlpeet to the decreasing
one. Furthermore, a strong voltage modulation was appligfdasmaximum voltage of three volts
during the low current density part. Although the highertagé should increase the focusing
effect of the charge carriers to the pore tip, the resultiogeg still show a sinusoidal shape
(Fig.4.80).

In former works it has been observed that the choice of thiaaant has a strong influence
on the obtained pore shap#lfl, 109, 26, 27]. While straight pores are preferentially etched
with SDS (anionic surfactant), for the modulated ones NCWh{onic surfactant) is used (cf.
sectionl.?). Nevertheless, the modulated pore etching was also dastiewith SDS instead of
NCW. In Figs.4.8c and d the resulting pore shape is shown for a sample etcliecdwidentical
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Figure 4.8: For etching pores with sharp kinks, beside the current tdeaksio the applied voltage
has to be modulated. a) The current density and voltage @ffofila single pore modulation. b)
SEM cross section view of the resulting pores when NCW is @sedurfactant. c) The same
modulation profile etched with SDS as surfactant instead@f\Nexhibits a clearly different pore
shape. d) Magnified version of the pore modulation. Threferdift areas can be distinguished: A
bright area (bulk silicon), covered by a dark-gray film ofyiag thickness (microporous silicon),
and the pore presented by the dark area in the middle and botter.

modulation profilé® Fig.4.8d shows a magnified version of the SDS-etched pores. Thetbrigh
areas represent the remaining silicon. It is slightly matkd in its thickness comparable to the
NCW-etched sample in Fig.8. In addition, a layer is found covering the whole silicorrgoo
wall. It is of lower contrast and develops a sponge-like cdtite. Furthermore, it shows no
dependence on crystal orientation. Therefore, this lagatdcbe identified to be microporous
silicon. This could also be proved by luminescence measemésn The contour of this layer
forms a drop-shaped pore with a maximum diameter of 430 nmaaminimum diameter of
200 nm. While this kind of surface could be interesting farface chemistry because of the large
surface-to-volume ratio of the microporous layer, it is switable for photonic applications. The
effective dielectric constant of microporous silicon isismlerably lower and therefore only a low
dielectric contrast to the air-filled pore is establishetie Tefractive indexys of a microporous
silicon layer can be roughly approximated to:

ps = (Nsi— 1) (1— p) + 1 (4.1)

For a porosityp of 70% the microporous silicon layer has a refractive indieX.@ in contrast to

20nly the situation at the pore bottom is different: Whilefie ttase of NCW (Figt.8b) the etching was stopped
directly after the last modulation, for SDS a section of ¢anscurrent density and voltage was added.
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Figure 4.9: Comparison between straight pores etched in SDS and NCWarhples are 180 um
(SDS) and 200 pm (NCW) deep. For each sample a micrographakes from the top and the
bottom with a constant magnification of 10 000. In the case®® $eft sample) no difference
in pore diameter is observed between the top part and therbgtart. By contrast, a significant
deviation from a constant pore diameter can be seen for NCW.

bulk silicon withng; = 3.4 [112).

Pores in n-type silicon are etched in an HF containing etcf@ancurrent densities below
Jps under anodic bias. In the case of meso- and macroporousrsilie etched pore walls are
passivated due to the SCR. The formation of microporousosilihowever, is not explained via
a SCR but due to a quantum confinement eff&é}.[If particle movement is restricted in one or
more dimensions due to a potential wall, the energy of thegbaincreases. This is the definition
of quantum confinement. In microporous silicon, the renmginvalls have thicknesses of only
a few nanometers. As a result, the band gap energy increasgsaced to bulk silicon and an
additional energy barrier for the holes is establishechdfénergy of this barrier exceeds the bias-
dependent energy of the holes, the walls get depleted. Tleeyassivated and the etching stops
[24]. The size scale which marks the transition between uncestr charge carrier movement
and the presence of quantum confinement effects is the Bdiusraf an exciton. In crystalline
bulk silicon the Bohr radius of an exciton is about five nantamg 6].

With this short explanation of microporous silicon fornaaitithe question of the difference
between the two surfactants can be answered. For companismeamples with straight pores of
200 pm depth were grown: One with SDS added and the other vGiViFig.4.9). For SDS (left
image) the typical microporous layer is visible on the poedisv It has a constant thickness. Such
a layer is not visible in the case of NCW (right image). Conmpgithe pore diameter between
the beginning of the pores (top) and their end (bottom) reviat the pore diameter is constant
(0.75 um) in the case of SDS but changes from 1.16 um in thenbiegi to 0.98 um at the end in
the case of NCW. The reason for that is a post-etching of the walls due to dark currents. For
SDS, these dark currents are significantly low28][ A microporous layer forms and passivates
the pore walls. No further etching takes place. In an NCWaairig etchant the formation of a
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Figure 4.10: Three cross section SEM micrographs of three different &snpith the same
modulation profile applied. After five modulations the pooenfiation process was stopped. a)
Situation in the beginning of a new modulation period (miaimcurrent, maximum voltage). b)
Increasing current density and minimum voltage. c) Situatvhen the maximum current density
is reached.

microporous layer seems to be hindered or, rather, the pocoais layer is dissolved immediately
after the formation.

The following two assumptions could explain this phenonmerférstly, the higher dark cur-
rents in NCW lead to a higher porosity of the microporous tagecondly, the resulting smaller
pore walls are completely oxidized and removed in the HFaiamg etchant. This happens just
before the microporous layer is thick enough to passivaetre walls. In the case of SDS the
pore wall thicknesses of the micropores are higher due taarldark current density. The layer
can increase in thickness before it is completely dissol&ldarge carriers cannot (or only at a
strongly decreased rate) pass this layer. The dissolufittmeanicroporous layer is stopped or at
least the dissolution rate is significantly lowered so thapnost-etching induced pore widening
could be identified from the SEM micrographs.

This crude explanation was not further checked since alddtamivestigation of the surfactant
and its electrochemistry was not realized in the frame afWork. However, it could be learned
that the microporous layer visible in the SDS containindhatd can be seen as an intermediate
step to the etching in NCW. The microporous layer shows ttengted shape with sharp kinks.

In Fig.4.10the modulation of the last pore in an SDS containing etchaiainialyzed more
in detail. Three samples were etched with the modulatiofiilergiven in Fig.4.8a. The first
five modulations were etched completely. Afterwards, tleeess was stopped at three different
points during the sixth modulation. The first picture (Hd.0a) represents the condition in the
beginning of the pore formation. The voltage is at maximunilevthe current density is at min-
imum (depth of O um in Figd.8a). A small channel with only a few ten nanometers in diameter
forms, assisted by the high voltage that produces additicimarge carriers due to breakdown.
The pore walls of the last complete modulation are still freen a thick microporous layer.

A second picture (Figt.1(b) was taken at a depth of 0.2 um. The current density is isarga
to enlarge the diameter of the new pore. The voltage has @ih@d to its normal value to avoid
instabilities due to further generation of breakdown chargrriers. In contrast to the first pic-
ture, the fifth modulation is now completely covered with &rmporous layer like the preceding
modulations.

The third picture (Figd.1Qc) represents the situation at maximum current densitytfdefp
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~ Peak Diameter [um]
- Voltage |3V 4V
Minimum | 0.38 | 0.26
Maximum| 0.52 | 0.49

Ratio 1:1.37 | 1:1.91

c)

Figure 4.11: SEM cross section of modulated macropores etched with aedsed voltage. The
pore shape has a higher modulation amplitude but the poeescaroded due to the increased
voltage. a) Overview. b) Detailed view. c) In this table thedulation amplitude of the sample
etched with an increased voltage of 4 V maximum is comparddl tvé result in Fig4.8b for 3V
maximum voltage.

0.3um). The pore diameter has reached its maximum. Thehehgtvever, will be adjusted
during the last steps of the pore modulation while the ctmensity is decreased and the voltage
is raised to form a new pore at the bottom. The thickness ofrtieeoporous layer of the last
complete modulation has slightly increased once again.

While up to the last but one modulation the pore walls areadlyecovered with a microporous
layer, the last modulation does not show this feature. Taishe seen also in Figé8c and4.9
at the bottom of the pores. Since the local current densitieapore tip is alwaysps, the pore
bottom is electropolished and no microporous layer can baedo But immediately after the
formation of a new pore the preceding modulation is affeeted a microporous layer is formed.
In contrast to the straight pore formation in SDS (Big), the thickness of the microporous layer
changes with the modulation. This indicates an additioharge carrier transport beside that
of dark currents through the pore walls. In other words, thesvation of the pore wall is not
working properly. Charge carriers that are meant to be fedttis the pore tip can pass this region
and dissolve already etched areas. This effect is most prmea during the beginning of a new
pore formation process. Hence, the pore wall passivationbeaaccomplished with a higher
voltage at this point.

Therefore, the applied voltage was raised from three to falts in the beginning. The
minimum voltage of two volts remained unchanged (cf. Biga). Because the voltage decreases
linearly from four to two volts, the voltage is higher duritige first 0.2 um of the new pore
formation. As predicted by the considerations above thekttgss of the microporous layer could
be diminished. The obtained pore shape — already etched W biiitaining etching solution —is
shown in Fig4.11 In comparison to Figd.8b the ratio of minimum to maximum pore diameter
is increased from 1.4 to 1.9 (cf. Fi4.1l1lc). The pore walls, however, appear to be corroded
(Fig.4.11b). A further increase in the applied voltage amplified thiempomenon.

An increased voltage means an increase in the electricdldiedngth, too. In the case of the
small pores with only a few ten nanometers radius of cureattire local electric field strength
is significantly increased. Therefore, the threshold faregating charge carriers by tunneling
is lowered. During the time of increased voltage the charidritiating a local current burst is
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enhanced. This is visible in the diminishing diameter p&d modulation: Small side pores are
etched and corrode the pore walls.

To summarize this section, the etching of strongly diametedulated pores in highly doped
n-type silicon works close to physical limits. On the onedhan increased voltage is necessary
to etch a tiny pore in the beginning that can be widened aftets: On the other hand the high
doping density limits the increase of voltage due to the g of charge carriers by tunneling.
However, the doping density itself defines the width of thdRS(Dd is thus not freely adjustable.
The open question is, whether a change in the doping dermsitgignificantly improve the etching
conditions or not. Therefore, the next section is dealinthwhie space charge region and their
dependency on doping density and pore geometry.

4.5 Space Charge Region and Breakdown

In Eg.1.1the width of the SCR is dependent on voltage and doping derBiit the derivation

of this equation is only true for a planar silicon-electtelynterface. The presented case of small
pores with a radius of curvature of only some ten nanomesaygite different from that. Due to
the hemispherical-like bent pore tip the electric fieldsgth is locally increased and can exceed
the limit of electric breakdown. In silicon with a doping déty of Np = 8-10%cm 2 considered

in this chapter, this limit is reached at a breakdown eledteld strengthEpg = 5.7-10°V /cm.
Based on RefJ13) it can be calculated using the following approximation:

4.10°

Bod = 1 7/3.1g(No /1~ 10%)

(4.2)

where the doping densityp is taken in units of cm® andEpq in V/cm. The assumption of a
planar interface is not a valid approximation for small radlicurvature anymore. Therefore, this
section will discuss the relation between the applied geltahe doping density, the influence of
the pore tip geometry, and the resulting SCR.

The differential form of Gauss’ law in electrostatics foiirgelar medium is

AE(F) = PELQ 4.3)

with p (T) the free electric charge density= 11.9 the dielectric constant of silicon arsg that
of free space. The electric fiel(F) can be derived from the scalar electric potential figld):

E(r)=-0¢ (7 (4.4)
Thus, Eg4.3can be expressed as
__pM
A (F) = £t (4.5)

which is the Poisson equation with being the Laplace operator.

It is assumed that all dopants in the SCR are ionized. Thiseiso-called depletion approx-
imation and can be justified by the potential drop over the SER sectionl.2). That gives
p (F) = —eN for 0 <r < Wscr with e the elementary charge amdh the doping density. The
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lonized donor

Bulk silicon

Figure 4.12: Schematic cross section of the silicon-electrolyte iateefin spherical geometry.
The SCR ranges from the interface=f rp) until a depth ofr = ro + xq with rq the radius of
curvature.

first integration of Eg4.5 gives the electric field. In the case of a planar silicontetdyte inter-
face f =r) it has its maximum at the interface £ 0) and is linearly decreasing towards zero at
r =Wscr.

Integrating Eg4.5for a second time gives the potenti@a(r) which is proportional te?. The
bias applied between electrolyte and silicon drops oveStBR and thus the width of the SCR is
determined (cf. EdL.1).

To reproduce the conditions at the pore tip more precisaly4 b5 has to be solved for spher-

ical geometry:

¢<r>] _ & (4.6)

E&

Aq)(r)—ld [Zd

T r2dr | dr
The boundary conditions for the integration can be seengm12 The SCR ranges from=rg

tor =rg+Xg and the electric field and the applied voltage drop from maximatr = ro to zero at
r=ro+Xq,i.€.E(ro+X4) =0anaV (ro+Xg) = 0 [114. Integration fronr =rg+Xxgtor =rp+Xx

of Eqg.4.6gives the electric field in the SCR:

_ehb
- 3eg

E(r)

r2

(r0+xd)3 —I’] _ _d_dr (r) 4.7)

The relation between potential drop and width of the SCR taiobd by the second integration
over the same interval:

3
(r)= gg_l\; [—3(ro+xd)2+72(ro+xd) +r2 (4.8)

r

As written in sectiorl.2the effective voltage consists of the the built-in potdraifethe con-
tact, the applied voltage and the thermal voltagE/€). It is assumed that the voltage drop takes

. . . . 2
3The full Laplace operator in spherical coordinates= % 2128 + 15 55 sin6 & + 4 0‘972.
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place only over the SCR, i.e. fog <r <rg+Xg. Therefore, E4.8 simplifies to:

beeV 2 2
N = rO><g+3xd (4.9)

This cubic function can be solved with the formula of Cardghty. For the limit of a planar
interface (i.erg — «) Eq.4.9transforms to EqlL.1

In table4.2 certain values are listed that can be calculated with theepted equations. In the
first column the values for silicon with a resistivity ofcm are given. This material is known
to produce modulated shapes with strong kinks (cf. se&iém) and has been optimized during
a former doctoral thesi2p]. Analyzing the growth of strongly modulated pores revdateat
a tiny pore with a radiusg of about 100 nm is formed in the beginning and widened aftatsva
to obtain the desired shape. This ratiga = 0.05 is taken as the basis for the calculations in
table4.2 In the second column the material with a lattice constarntQ8fnm is presented. The
corresponding radius of curvature with the same ragj@ = 0.05 is thenrp = 35nm. During
the formation of the small pore the applied voltage Was 5V for a= 2um andv = 4V for
a= 700nm. The width of the flat SCR{I4L is calculated with Eql.1 For the calculations, the
voltage was corrected by the built-in potential of the sitieelectrolyte interface (0.5V).

Under the assumption of a flat interface the critical fielérsgth of electric breakdowBpqg
corresponds to a breakdown voItageVﬁj“, dependent only on the doping dendiy. vg'gt can
be calculated from Ed..7with r = rg andrg — oo

)

E— 4.10
ggoxd (4.10)

whereas€ = Epq andxy is replaced by the width of the SCR of a planar junction (E#).:

2
yfat _ EbgE€o

ot (4.11)

The derivations presented above for a spherical junctitndace an additional dependence
on the radius of curvatung. For a spherically curved interface a significantly smakl@ith of
the SCRWSR®"®js obtained. Therefore, the electric field strength inczeaand the breakdown
conditions are reached at a considerably lower breakdoviagey/,>>"*"®

In the case of the material with 2 um lattice constant the &tiom of a small pore takes place
at a voltage close to the breakdown volta8"®®= 5.29V of a spherical junction. This unstable
regime close to the breakdown voltage lasts only for a simog {cf. sectior8.4.4and Fig.3.7).
With increasing pore diameter and decreasing voltage egpaibe growth is ensured again.

A pore with the same radius of curvaturergt= 100 nm etched in the 700 nm material would
give aVbsj’hereof 3.98V. The reason for the lower breakdown voltage is tig@dni doping density.
However, this radius is too large for the purpose of stromgtydulated pore shapes and has to
be scaled-down tog = 35nm in the 700 nm material as mentioned above. Thus, thé&dveaa
voltage is further reduced ¥=""*"*= 2.05V due to the changed geometry (cf. second column in
table4.2).

The width of the SCR is the important number which charao¢srthe field conditions during

the formation of the pores. Especially the initial smallgor the beginning of a new modulation



54 Chapter 4. Etching Macroporous Silicon in the Sub-Micetan Range

optimized  material under WSR®'9a = 0258 W3Rk /a=0.258
material consideration atvV =4V atv;\/;ghefe

a[nm] 2000 700 700 700

Np [cm~3] 5.101% 8.10' 3.2.10 210

p [Qcm] 1 0.1 0.2 0.3
Epg [V/cm] 3.6-10° 5.7-10° 48.-10° 45.10°

V [V] 5 4 4 2.7
wliat [nm] 1088 240 380 380
vflat v 86.9 13.5 23.9 32,5

ro [nm] 100 35 35 35
ro/a 0.05 0.05 0.05 0.05
WP m] 516 129 181 181
WERere g 0.258 0.184 0.258 0.258
VEPrerey] 5.29 2.05 2.14 2.20

Table 4.2: Table of factors that determine the electric conditionshim ¥icinity of the pore tip.
The values for the discussed 700 nm lattice (second colurergampared to a material with 2 um
lattice constant (first column) which is known to possesseptly-shaped pore modulations. In
the last two columns values are calculated for an assumeerialatvhich has the same ratio
WSR3 like the 2 um material with the same ratigya. The doping densitip and the resistiv-
ity p are taken from Ref24]. For an applied voltag¥ the width of the SCRVIAL is calculated

with Eq.1.1 The breakdown voltage@! for a planar interface is derived from Ef11 WS
is the result of Ecg.9andV,?"*"the result of Eq4.8for anxy given by Eq4.7for E (1) = Epg.

is the crucial point for a strongly modulated pore shapehédptimized material of 2 um lattice
constant the width of the spherical curved SCR is 0.258 itswfithe lattice constant while it is
only 0.184 for the 700 nm lattice. This means that in the flai#se the expansion of the SCR into
the material is reduced. For the given doping denify= 8-10%cm 3 a voltage oV = 9.3V
would be necessary to enlarge the SCR accordingly.

According to Eq4.9the width of the SCR is dependent on the applied voltage anddping
density for a fixed radius of curvature. In the following itdssumed that a width of the SCR
equal to the conditions in the 2 pm material would be an optinhor the pore growth. Therefore,
in the last two columns of tabke2 two different scenarios for the same rafi§2*"%/a = 0.258
as in the 2 um lattice are discussed.

In the third column the voltage is setWo=4V. Thus, the required doping density for the case
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WERIEr®/3 — 0,258 is then calculated fp = 3.2 1016 cm 3. Despite the reduced doping density

the breakdown voltagésh"*"is still lower than the applied voltage. Thus it can be codetiithat

no smooth pore walls can be etched although the W&I*"%/a equals that of the 2 um sample.
This confirms also that the major impact is due to the pore gdgnand an appropriate adaption
of the doping density of the material has only a minor inflieean the breakdown voltage.

In the fourth column the doping density is determined forahithe applied voltage equals
the breakdown voltages!™®"® The result is that the maximum voltage that can be appliéid st
allowing stable pore growth is 2.7 V. The corresponding dgpuiensity necessary to fit the relation
WERT®/3 — 0,258 isNp = 2- 10%cm3. It should be mentioned once again, that the external
applied voltage is reduced by the built-in potential of 0.aM thus the voltage applied to the
interface has the same value\4¥"™" This calculation determined an optimum value for the
given problem. Namely, the problem was given as determiryeithd required form of the SCR
WERT®®/3 — 0,258 based on the findings for the 2 um lattice. Then the dopegity of the
material was calculated under the condition, that the edplbltageV is maximized. Thereby,
the maximum was defined by the breakdown volts'®"s

Although a further decrease of the doping density wouldertis limit for electric breakdown,
this is not a solution for the problem. In contrast to the fips, the walls resemble a cylindrical
interface and thus its SCR width is betwedfat andWS2"®" A lower doping density means
an increased width of the SCR. If the overlap of the SCRs frdjac&nt pores is too large, the
adaption to the pore tips is getting poor. Thus, single paregprevented from being etched and
the stable pore formation regime is left.

In conclusion of this section, the electric field conditionghe SCR are complex and have
to be considered carefully. The available material with pinig densityNp = 8- 10'®cm—3 and
a lattice constant oh = 700nm can be used for the growth of straight and slightly diem
modulated pores. For a strong modulation as necessary doBBhphotonic crystal structure
presented in sectidh4.4the application of the material is limited by a low breakdatreshold.
The small pore that initializes the growth of a new modulatielies on a certain amount of charge
carriers generated by breakdown proces8&k But still, a sufficiently high voltage is required
to adapt the SCR to the small pore tips. While this can befatim the case of the material with
a lattice constant of 2 um, for the higher doped 700 nm matiwéalimit is exceeded due to the
lower breakdown threshold. Furthermore it could be shotat,dn adaption of the doping density
can only slightly improve the conditions. The main impaahes from the geometry of the curved
pore tip. Nevertheless, an adaption of the doping densigalue ofNp = 2- 10 cm~2 would
be an optimum for a lattice constant of 700 nm. This is a redoaf the doping density by
a factor of four. This could improve the range of etchableepdiameters. Also the shape of
strongly modulated pores should appear smoother sincanbeara of charge carriers generated
by breakdown processes is reduced.

4.6 Photonic Stop Band at 1.5 um Wavelength

With the hexagonal pore arrangement and the obtained stiapedulated structures presented
so far a photonic crystal with a complete 3D photonic band gamot be realized (cf. sec-
tion3.4.4. However, the fabrication of structures that possessatiotstop bands in the mod-
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Figure 4.13: A photonic stop band at 1.5 um wavelength. a) The cross seofithe charac-
terized sample with ten modulations (only nine are visible) The FT-IR spectrum measured
in the direction of the etched pores. Two stop bands can ieglisshed at 1.5um and 2.7 um,
respectively.

ulation direction is possible. To show this property, a skemyth ten modulations was grown
(Fig.4.13). Thereby, the modulation length was tuned to form a sto lbaound 1.5 pm wave-
length (Fig4.13). A second peak indicating another stop band is locatednar@.7 um. Ad-
ditionally, also minor peaks between the stop band positamtur, especially when measured in
reflection. These are Fabry-Perot resonances due to neuléfiections at the different interfaces
of the photonic crystal and the remaining bulk silicon. Aadled discussion of these Fabry-Perot
resonances is given in Ret11].

4.7 Summary

This chapter discussed the possibility to shrink the lattonstant of macroporous silicon to
a range applicable for optical applications in the 1.55 umelength region and the limitations
involved in creating 3D structures. Straight pores couldtobed with large aspect ratios and thus
the realization of 2D photonic crystals is feasible. Theeobsd disorder in pore diameter and
length was proven to be caused by the lithographically définask. To circumvent this problem,
the lithography has to be improved in its accuracy. The dieviaf the etch pit positions and their
diameter should vary within only a few ten nanometers whicfeasible with today’s masking
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processes.

The etching of diameter-modulated structures was alscepted. A homogeneous pore
growth with a ratio of minimum to maximum diameter of 1: 2 wealized. Furthermore, optical
characterization of the samples emphasized the utilizatidhe obtained structures for photonic
crystal applications.

In comparison to former works the structures with 700 nimdattonstant cannot yet com-
pete with the lower doped material. There, diameter moutulatatios of 1:4 and even more
are possible, as shown for instance in chaptend sectio3.4.4 Especially the strong modu-
lation of the pore diameter is a limiting fact in the designstiuctures so far. Therefore, this
chapter dealt intensively with the SCR model and the eledirid conditions at the pore tip.
The phenomenological observations were corroborated layletions and a recommendation
for a properly doped material was given. An optimized matesiith proper doping density and
uniform mask will result in a higher homogeneity of the mammus samples.

Nevertheless, physical limitations in the etching prodessome more and more dominant
at this sub-micrometer size scale. Thus, a couple of otheanpeters have to be considered
carefully as well. For instance, the composition of the atttand especially the influence of type
and concentration of the surfactant need further invetitige. For reliable results the obvious
limitations due to lithography and doping should be solvest.fi
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Chapter 5

Photonic Crystals Beyond the Photonic
Band Gap

The photonic band gap is an important feature of a photogital As shown in sectioB.4it can

be used to design waveguides or to confine light and supppessasmeous emission. However, a
photonic band gap is not the only property of a photonic aty®ased on its dispersion relation
a couple of effects were proposed, suitable to affect theagation of light. Therefore, it is
necessary to calculate the complete dispersion relationnah only a path between points of
high symmetry. In the beginning of this chapter the deroratind analysis of such an extended
photonic band structure is shown for the example of a 2D ptiotorystal. This formalism is
then used to analyze a 3D modulated macroporous siliconlsaripr such a sample the pore
shape is derived from an as-etched sample and used for tdesbracture calculation. From the
analysis of the dispersion relation the refraction behavithe crystal will be discussed. Thereby,
special emphasis is given to the fact that negative refrads possible with the presented 3D
macroporous silicon structure.

5.1 Introduction
The dispersion relation of a photon in free space is given by
w=ck (5.2)

which relates the angular frequenay= 2nv of the photon with its wave vectdr= 271/A. The
slope of this linear dependence is the speed of lighin the presence of a periodic dielectric
structure the dispersion relation is modified due to thetdightter interaction.

For the characterization of a photonic crystal in terms ohatpnic band gap the dispersion
relation is calculated along a path between high symmetiytdn reciprocal space. This was
done for instance in Fi@.6. There, the eigenvalue problem (cf. sect® was solved for a
3D simple cubic crystal along a path of high symmetry pointhe most pronounced changes
in the dispersion relation are expected to happen in theitycof the edge of the BZ116].
Therefore, this procedure is sufficient for the exact deiteaition of size and position of photonic
band gaps. In the case of dispersion-related refractiongrhena in photonic crystals, however,
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Figure 5.1: a) Depiction of the hexagonal lattice with lattice constanpore radiug = 0.35a,
basis vectors; and d,, and the Wigner-Seitz cell. b) For the reciprocal latticéhwits basis
vectorsb; ande and the lattice constant2a the first Brillouin zone is inscribed and also the
high-symmetry point§” = (0,0), M = (0.5,0.5), and K= (2/3,1/3) in units of the reciprocal
basis vectors.

this depiction is incomplete. For the study of beam progagainside a photonic crystal the
knowledge of the shape of the entire dispersion surfacecessary.

5.1.1 The Complete Dispersion Relation of a 2D Hexagonal Late

In the following the procedure is presented which is usedetidvd the dispersion surfaces of
a given photonic crystal structure. For the sake of clari®Dahexagonal arrangement of air
cylinders in a silicon matrixg = 11.7) is taken as a model system.

The hexagonal lattice with a lattice constanin real space (Figh.1a) is described by the

basis vectors; anda,:
V31 V3 1
al_a<27§ ) 52—3- 27_5

For the calculation of the reciprocal lattice vectors adhinit vectords = (0,0,1) perpendic-
ular tod; andd, was chosen and therefore the volume results fvom d; - (& x d3) = —§a3.
The normalized reciprocal lattice vectdrsandb, then correspond to:

g, 2m(1 V3 g, _2m(l_v3
=3 \222 ) 273 \22 2

In Fig.5.1a comparison between real space and reciprocal space isshow

For the calculation of the complete dispersion relationetigenvalue problem E&.13has to
be solved for the entire first BZ. Exploiting the symmetry diexagon only one twelfth of the
area has to be calculated, e.g. a triangle circumscribetidopath along —M —K —T". The
obtained values are mirrored with— M as the mirror line and after that the whole segment is
rotated by 60° angles until the cell is completely describEdr the mirror translation and the
rotation the matricesyI and Tr were used, respectively:
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Figure 5.2: Depiction of the first four bands of the complete disperselation for the TM modes

of a hexagonal latticer (= 0.35a, € = 11.7). Every band is represented by a closed dispersion
surface. The frequency is color-coded and visible in théicadrdimension. Additionally, the
points of high symmetry are projected onto #yek, plane. These are in units &f andk, I' =

_ _ 1
(0,0), M= (05,0, and K= (05, ;1-).
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The usage of symmetry operations is important since it carinish the computational time
considerably.

About 26 reciprocal lattice points (herein after callkepoints) with equal distance to each
other were taken for the description of the whole recipraéatiice cell. For the visualization of
these data three axes are required: two for the componettie ofave vectok = (kx,ky) and
one for the frequency. A mesh was calculated using the adda&ipoints as supporting points
(Fig.5.2). The frequency is coded by the height of the mesh and additioa color-coding was
applied ranging from purple for low frequencies to red faghhfrequencies. For comparison,
in Fig.5.3 the photonic band structure for the same lattice is shownlae glot along a path
between the high symmetry points. The path is also plottelign5.2 as a projection on the
kx-ky plane.

5.1.2 Determination of Beam Propagation

With the help of such a dispersion surface plot the propagatirection inside the photonic crys-
tal can be determined. An electromagnetic wave in free spasa frequency and a propagation
direction. Thus it can be characterized by a wave velgter, The dispersion surface of such a
wave is given by its isotropic dispersion relation Bd. It is represented by a sphere with radius
Kireee When hitting a material interface with a certain refragtimdexn the wave is refracted in
accordance with the law of refraction. Thereby, two maglagiare conserved: The wave vector
component parallel to the interfakeand the energy.
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Figure 5.3: The photonic band structure depicted as a line plot alongtla lpetween the high
symmetry points in the hexagonal lattice. Only the TM modessiown. The pores have a
diameter of = 0.35ain a silicon matrix withe = 11.7. For this pore radius no complete photonic
band gap in 2D can be found (cf. Fi§.4 on page 3R

In the case of a photonic crystal, beam propagation insideitystal is only possible if the
wave from free space can couple to a Bloch wave in the photopstal. The Bloch waves are the
solutions of the eigenvalue problem and are represented/\k;@f/etvectoﬂ?pc inside the photonic
crystal.

For the purpose of clarity, the second and the fourth bandepeted separately in Fi.4
from the 3D plot above. The bands are looked at from the topa éside for the eye, additional
contour lines were inserted into this surface plot. Alonghsa contour the height and thus
the frequency is constant. It is called equi-frequency @an(EFC). The higher EFCs in the
second band offer a circular shape while with decreasirguéecy the form is altered to a more
hexagonal shape. In the fourth band the bending is revetsigth. frequencies are found around
the K point and the EFCs change to a star-like shape with loexedgymmetry.

In the scheme below the EFC plots the construction of the mapagation inside the pho-
tonic crystal is shown for a frequency afa/2mc = 0.285 andwa/2mc = 0.410, respectively.
The incident wave is characterized kyse under an angle of 40° and 30°, respectively. The cor-
responding EFC is a red circle with radilige. In free space, group veIocil@fgree and phase
velocity Viiee are identical:

W
k| [k|
The propagation direction is normal to the EFC and pointsrection of increasing frequencies.
Group velocityvg,ree and wave vectoRfree are parallel to each other.

The energy conservation demands that the wave from free sy@aconly couple to the cor-
responding photonic crystal EFC with the same frequenaypi@el by the blue contours. Fur-
thermore, the parallel component of the wave vedtarhas to be preserved. In this case the
interface is along th€ — M direction and the perpendicular solid line denotes thenitade of
the parallel componeiit,. The intersection of the construction line with the photaeriystal EFC
marks the solution of the refraction problem. At this pohe torresponding wave in the photonic
crystal is excited, labeled with the wave ve&pg. Beam propagation inside the photonic crystal

ES

¥y = g0 (K) = Vpn = (5.2)

1l
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Figure 5.4: Color-coded 2D band structure plots of the second and folivtband with addi-
tional equi-frequency contours for certain values. In th@osd band the contour with the smallest
diameter belongs to a frequency @é/2rmc = 0.34 and decreases with a decrement of 0.01 un-
til wa/2mc = 0.23. The situation is inverted in the fourth band: The lowestifiency contour is
found in the centercpa/2mc = 0.375) and the increment is 0.005 until the high frequencyaant

in the red area witlwa/2mc = 0.465 at the K point. From these EFC plots the beam propagation
inside the photonic crystal can be derived as shown in thersetbelow the EFC plots. The inci-
dent wave from free space is defined by the wave vdgtqrand the group velocit?gee. Under
conservation of energy and parallel momentum the waveesaiBloch wave inside the photonic
crystal characterized gy andvi’.
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is determined by the group veIocii‘ﬁC which is again directed perpendicular to the EFC towards
increasing frequencies.

From a geometrical point of view in all these consideratiasgcond solution exists. Namely,
there is a second intersection point of the constructiandiormal to the interface and the photonic
crystal EFC. A solution at this point would give a wave travglaway from the interface in the
direction of the incident beam. But such a wave has no phlysieaning since it would imply an
energy flow back to the sourc&17.

In this and also in the following EFC plots the group veloaitctors are not scaled accord-
ingly. The accurate length @gee is equal to one in this dimensionless description. This @oul
be a rather long arrow not suitable for presentation. Thenitade of the group velocities in the
photonic crystal can be derived numerically as the difféagroefficient of angular frequency
and wave vector.

5.1.3 Selected Effects Related to the Dispersion RelatiofBhotonic Crystals

With this construction guide at hand for the beam propagaitiside a photonic crystal, some
effects related to the dispersion relation and discussétemture should be mentioned shortly.

Superprism The superprism effect was one of the first effects observaghatonic crystals
that is not relying on the existence of a photonic band dd@[ The term ‘superprism’ was
introduced in a paper of Kosaka et al. in 19989. It is defined as a large deflection of the
refracted beam by only a slight change of the incidence arffhey measured a change in the
propagation direction of up to 90° for a change of incidenagle of only 12°. Band structure
calculations revealed, that a large anisotropy of the dispe surfaces is responsible for this
effect. Furthermore it was shown, that this effect is noya@pendent on the incidence angle but
also on slight changes in the incidence wavelength.

A comparable situation can be identified in the EFC plot in. big for the frequency of
wa/2mc = 0.410. If the incidence angle is diminished then the solid torson line moves to
the left. Only slight changes in the incidence anglésgf. are necessary to significantly change
the direction of#fy° due to the curvature of the EFC.

Self-Collimation In a nonlinear medium the diameter of a propagating pulseghf imtensity
can be reduced. This effect is called self-focusing and geddent on an intensity-induced
change of the refractive index. In photonic crystals a sineffect was observed 20. However,

in photonic crystals it is a linear effect not dependent anitttiensity but on the curvature of the
dispersion surfaces. In an area of the photonic band steuathiere the curvature of a dispersion
surface is constant, the light which impinges under difieengles propagates parallel inside the
photonic crystal. An example for an EFC curved in such a maoae be found in the second
band EFC plot in Figh.4. The EFCs close to the boarder of the first BZ possess flabsscti
around thd™ — M direction. Thus, beam propagation inside the photonistatydoes not change
in its direction when changing the incidence angle. Forhdljghigher frequencies the EFCs
become convex-shaped and so the beam is collimated.
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Negative Refraction The refraction of light is described by the law of refractioublished in
the beginning of the 17th century by Snell. When light passte/een two media with different
refractive indices, andny, it changes its direction according to the equation

ni sin6; = nysinB; (5.3)

with 6; and 6, being the angles of incidence and refracted propagatiepeively. Assuming
that one of the media has a negative index of refracticn Q), the light is refracted to the opposite
direction of the surface normal compared to the case ofipesifraction.

The field of negative refraction is strongly correlated wdtiaterial system called negative-
index material (NIM) that has a negative index of refractidfollowing the work of Veselago
in 1968 [L21], artificially created materials characterized by simudtausly negative permittivity
€ and permeabilityu would exhibit a negative index of refraction. With this néga index
of refraction in NIMs, phase and group velocity vectors patnopposite directions leading to
intriguing effects.

More than 30 years later Pendry proposed a flat lens that hdifraztion limit and is made
of a NIM. The first experimental evidence of negative refacin such a negative index ma-
terial was shown in Refl22]. Later on, the sub-diffraction resolved imaging was pohve.g.
Refs. [L23 124, 125, 126 as well as the capability to render objects invisitl@T, 128]. Another
approach to negative index materials is based on purelgaliad materials with an anisotropy
in the dielectric constant, e.g. Ref$2p, 13(0.. The disadvantage of NIMs is, however, a high
absorption loss since they are operated at frequencies iwasresonant behavior for the electric
as well as the magnetic field$31].

Negative refraction in photonic crystals has already beatized prior to the publications in
the field of NIMs. In the publication about the superprismeeffby Kosaka et al. in 1998 the
term negative refraction was already us&@lg]. While the phenomenological effect of negative
refraction is the same — namely the refraction of the beatmgsame side of the surface normal —
the underlying physics is quite different. NIMs are treatgthin the effective medium approach.
This means that the features used for the construction ofsNd much smaller than the wave-
length region of operation. In photonic crystals, the warmgth is comparable to the magnitude of
the periodicity of the photonic crystal. The origin of nagatrefraction is the anisotropic shape
of the EFC. A situation of negative refraction is represéritethe EFC plot in Fig5.4 for the
second band (left hand side): The group velocity ved?@?% andvgC point to opposite sides of
the surface normal. Thus, the refracted beam propagatdse@ame side of the surface normal
with respect to the incident beam. For comparison, the tlgisituation for the fourth band on
the right hand side shows a positive refracted beam.

The situation discussed in band two of B¢l represents a special case. For this particular
frequency the EFC of free space and that of the photonicalrgst nearly equally shaped. How-
ever, in contrast to the free space EFC the correspondingpmpicocrystal EFC has an inward
pointing group velocity vector. Thus, for all incident wawectorsksce the beam is refracted as
if the photonic crystal would be a homogeneous medium witbfi@active index equal to minus
one.

In addition to the EFC plot used for the derivation of the bgaapagation another method can
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a) b)

Figure 5.5: FDTD simulation in free space of the z-component of the atedield with a fre-
quency ofwa/2mc = 0.285. The field is represented by colors from blue for negatalees,
white for zero, and red for positive values of the electritfi@ he underlying gray area denotes a
block of silicon € = 11.7) and a 2D hexagonal photonic crystal structure, respagtirhe field
propagation from a finitely extended line source (a) and atmmurce (b) of the same frequency
are compared between bulk silicon and photonic crystal.egjative refraction results in a beam
refraction to the same side of the surface normal. b) Duedm#yative refraction the photonic
crystal can act as a lens with one focus point inside thealrgsid a second just after the crystal.

be applied, too. Since the propagation of an electromagmne&tve obeys the Maxwell equations,
it can be simulated for a given arrangement of dielectricemialt A finite-difference time-domain
(FDTD) algorithm was used to simulate the evolution of trecebmagnetic fields in space and
time [132. The results are compared for a block of silicon and a pHotorystal made of silicon
with a hexagonal pore arrangement as described above. .|8.Bghe beam propagation from a
finitely extended line source in the upper right corner is parad for these two silicon structures.
In both cases the light is refracted firstly at the interfaeéneen free space to structure and
secondly at the interface structure to free space. ThediiEleconstant of silicon i€s; = 11.7
and thus the beam is refracted according to Snell’s law wigtiractive index ohgj = 3.42. In the
case of the photonic crystal the beam is refracted as if themmabwould have a refractive index
of npc = —1. The beam is refracted negatively and propagates on the sai® of the surface
normal. For a second simulation the line source was replagedpoint source with a distance to
the surface of the structure of 0.32 times the height of thesire. Due to the negative refraction
in the photonic crystal the point source is imaged at the sippaide of the photonic crystal.
Thus, the hexagonal pore array works as a flat 1&88,[134)].

So far, the treatment of photonic crystal structures has beativated by a short survey of
selected effects related to the anisotropic nature of phiotrystal EFCs. They were explained
on an ideal model system of a 2D hexagonal lattice of air dglie in silicon. In contrast to
self-collimation and superprism effect the negative ifaa is a fundamental effect not relying
on a change of the incident wave vector. In the following, teaction properties of a 3D
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Figure 5.6: a) For the derivation of a model structure the cross sectimnograph is analyzed.
The pore geometry is described with ellipsoids and cylisgehose parameters are derived from
the yellow contours. b) In x- and y-direction the photonigstal is defined by its mask while
the z-direction is determined by the modulation. c) The eeit can be described as simple
tetragonal. It consists of a block of silicon with an ellipsand a cylinder inscribed.

macroporous silicon structure and in particular the nggatéfraction will be discussed more
in detail. A review about refraction properties of photoniystals in general can be found in
Ref.[116].

5.2 ‘Real’ 3D Photonic Crystal Structure

Most approaches towards refraction properties of photoryistals in literature are either purely
theoretically or the experimental realizations try to nirtieoretical models as good as possible.
In this work an alternative path is taken. Based on the aisabfsetched 3D macroporous silicon
samples, a model is derived that describes the pore mogphoWith this model the dispersion
relation is calculated and discussed. Thus, the refragifoperties of an as-etched photonic
crystal can be determined.

5.2.1 Derivation of the Model Structure

The origin of the following considerations is a stronglyrdieter-modulated macroporous silicon
sample with a lattice constant at= 2 um (Fig.5.6a). The definition of the coordinates is given in
Fig.5.68b: The x- and y-direction define the sample in the lateralatiibe, i.e. they are the lattice
vector directions of the square lattice. Perpendiculanégaiane defined by x and y is the etching
direction of the pores, denoted as the z-direction.

Due to the quadratic lattice the lattice constant in x- ardirgetion is identical:ay = ay. In
the z-direction the lattice constant is defined by the lergthf one modulation. In general, this
quantity can be different from the lattice constants defimgthe etch pitsa, = a, # a,. Similar
arguments hold true for the description of the pore morgioldVhile the shape is identical in x-
and y-direction, it is stretched or compressed in z-dioecti

For the calculation of the dispersion relation of such acstme the distribution of the di-
electric constant has to be determined. In the present basstt¢hed volume is described via an
ellipsoid and a cylinder. The ellipsoid has the same diamete- and y-direction ¢y = dy) and
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is therefore rotational symmetric. An additional cylindeith radiusry is introduced to make
sure that the pores are connected to each other in the ZidirecThis is necessary because a
description of the pore shape by an ellipsoid only may leaalddferent structure. For example,
the ellipsoids with a diametat, in the z-direction touch each other but do not open a connec-
tion of a certain diameter between the modulations. To suiamé#his paragraph, the problem
can be described as a simple tetragonal unit cell made obsilivith a rotationally symmetric
ellipsoid and a cylinder of air inscribed (Fig.6c). Thus, a model system for the derivation of
the e-distribution is obtained and can be used for the calculatiothe corresponding dispersion
relation.

5.2.2 Results of the Calculation

With the procedure described above an etched sample wasctdidzed and its dispersion relation
was calculated. From the analysis of the sample cross sdbgofollowing values were obtained
and used for the calculatioray = ay = 2um, a, = 2.1um, dy = dy = 1.57pm,d; = 1.75um,
andre = 0.18um. Exploiting the symmetries, the problem was reducesht eighth of the
simple tetragonal unit cell. The reciprocal lattice celaiso of simple tetragonal geometry with
the lengthsk, = ky # k; (Fig.5.7a). In contrast to the depiction of a 2D dispersion relat@an,
3D dispersion relation would need four dimensions: Threegtie wave vector and one for the
frequency. Without a loss of generality the analysis in thléofing is restricted to a plane in
the reciprocal space defined ky andk, with a fixed value ok, = 0. With this restriction the
analysis of the 3D crystal can be done similar to the prederdse of a 2D lattice which allows
for a clear presentation of the results.

In Fig.5.7a the photonic band structure is presented as a line ploteestypoints of high
symmetry within the plane under consideration. In Ehe Adirection band one and two and
band three and four are degenerated. Around the L point atieein — X direction these bands
split up. In Fig5.70 the EFCs of the fourth band are plotted. A rectangular gégnigclearly
visible. In the z-direction the lattice constant is larggrabdfactor of 1.05 than the lattice constant
in x- and y-direction. Because of this the reciprocal lattiector componerk; is shortened by
the same factor compared kg andk, which can be verified by calculating the reciprocal lattice
vectors. Thus, the side lengths of the plot also reprodusedtio. To avoid confusion it should
be highlighted that the size scale is determined only bydlteé constant, = ay = 2pm and
not bya,.

As emphasized in the introductory section of this chapter,rtegative refraction is a funda-
mental effect. Thus, the following discussion of this phmeaon is well suited to analyze the
beam propagation and the underlying physics from a theaitgtioint of view. Furthermore, the
results of this discussion provide the base for the expetiahaletermination of the refractive
properties of the structure under consideration.
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Figure 5.7: Results of the photonic band structure calculations wstiito thek,-k, plane at

ky = 0. The dielectric constant of silicon used for the calcolats &s; = 11.7 which corresponds
to wavelengths in the mid-infrared region of the electron&dig spectrum. The dielectric constant
of the background equals one. a) Depiction of a line plot ketwpoints of high symmetry
within the considered plane. Additionally, the reciprolatice is shown which is also of simple
tetragonal symmetry witky = ky # k;. b) As an example, the dispersion relation of the fourth
band is plotted including the EFCs and the symmetry pdints, L, and A.
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5.3 Discussion

Exemplarily, the fourth band is discussed more in dét&iue to the restriction to thig-k; plane
atky = 0 the EFC plots can be interpreted in the same way as presertteglintroduction of this
chapter. In Fig5.8two different situations are compared to each other. Thielémt wave can
be thought of coming from the bottom in this representatibmits the photonic crystal surface
which is along thd” — X direction. On the left hand side the wave incidents undexedfiangle
of 30° measured from the surface normal. The beam propagfdiawo different frequencies
is shown. For the frequenaya/2mc = 0.26 the beam is refracted under an angle of 3°. In a
material with isotropic dispersion this value would cop@sd to a refractive index af = 9.55.
For higher frequencies the EFCs of the fourth band are gettimaller in diameter. Furthermore,
their shape is all-convex. Waves coupling to these EFCsftra&cted negatively. In this particular
case for a frequency aba/2mc = 0.28 the refraction angle is63° and would correspond to a
refractive index oh = —0.56.

It has to be stressed that in the case of a photonic crystabistinguished between a group
and phase refractive index17]. The values of the refractive indices given here represent
effective refractive index of the photonic crystal as tharbevould possess in accordance with
the law of refraction (Eds.3). However, these effective indices determine only thedtioe of
the group velocitwgc. The magnitude of the group velocity, however, cannot benddfivith this
effective index since this would give velocities largerriliae speed of light1[35.

On the right hand side in Fi§.8the incidence angle is changed instead of the frequency. For
small incidence angles the incident beamwal/27ic = 0.27 encounters a nearly flat EFC. Thus,
the beam is refracted in direction of the surface normal.l&ger incidence angles the refraction
is caused by the strongly convex-shaped part of the EFC. @amlis refracted negatively again
with an effective refractive index af = —0.94.

Both scenarios in Fidh.8show — dependent on the parameters of the incident wave -ngeha
from positive to negative refraction. In the fixed angle caséncrease of 7.7% for the frequency
yields a change in the refraction angle of 65°. For the supmmpeffect as mentioned in the intro-
ductory sectiorb.1.3a large beam deflection should be based on a small changeiirctience
angle. This behavior can be found preferentially in areasrevthe EFC is strongly curved. For
instance, the fixed frequency case for an incidence anglé°ah4~ig.5.8 shows such a behavior.
Slight variations around this 40° angle result in a signiftadeflection of the refracted beam. A
change by only 6° from 40° to 46° in the incidence angle charige refracted beam angle from
—43° to the theoretical maximum 6f90°. In the opposite direction — namely at an incidence
angle of 34° — the refracted beam propagates under an angl@ @t Hence, a change of the
incidence angle by only 12° results in a change of the beapagation direction in the photonic
crystal of 73°. Thus, a high sensitivity of the propagatireaim with respect to the incidence
angle is obtained.

In contrast, the self-collimation within the analyzed 3Dofwimic crystal can be realized in
sections with a flat EFC. Especially the frequencywszf/2ric = 0.27 offers this potential. For
incidence angles of:23° around the surface normal the refracted beams insid@rbtonic
crystal would propagate parallel to each other. As can be ee¢he left hand side in Fi§.8for

1The bands one to three and five to seven are depicted in a &=figuae at the end of this chapter.
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Figure 5.8: Construction of the beam propagation inside the photonistal for selected wave

vectorskyee (red arrows) within the fourth band (cf. Fig.7). The group velocity is given by

the green arrows. In the photonic crystal the wave vectasrarked by blue arrows and the
beam propagation direction by dark yellow arrows. On theHehd side the construction for
two different frequenciesafa/2mc = 0.26 andwa/2mc = 0.28) for an incidence angle of 30°
is shown. While for the lower frequency the beam is refragiesitively under an angle of 3°,

for the higher frequency the beam is refracted negatively-62°. On the right hand side the
incidence angle is varied for a fixed frequencycgd/2mc = 0.27. For 10° incidence angle the
refracted beam propagates nearly perpendicular to thefdngewhile for 40° incidence angle
negative refraction occurs under an angle-df3°.

higher frequencies a focusing would take place due to theeseshaped EFCs whereas to lower
frequencies the EFCs become concave-shaped. A practigidatpn of this effect would be a
frequency-dependent dispersion compensator.

Another consequence for the beam propagation is shown irbBigs well. For higher fre-
guencies and larger incidence angles, respectively, thstration of the beam propagation as
described above gives no intersection point of the EFC wighconstruction line. The reason for
this is that the conservation of the parallel component efthve vector is not fulfilled anymore.
For instance, in the case afa/2rc = 0.27 no intersection of the black construction line with the
corresponding EFC can be found for angles larger than 46/ mkans that the incident wave
cannot couple to the crystal and total reflection occurs.

Wave Vectors, Velocities, and HandednessIn general, a wave package has three different
velocities: Phase velocitypn, group velocityVy, and energy velocitye. The group velocity
describes the propagation velocity of a wave package whéeenergy velocity describes the
propagation of the electromagnetic energy of the wave wisidescribed by the Poynting vector
S In the case of an infinite photonic crystal it has been shdwhgroup and energy velocity are
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equal to each other4].

The direction of the phase veIocﬁ?ﬁﬁ inside a photonic crystal is given by the wave ve&Qr
of the Bloch wave. In an isotropic lossless material witheladitric constant independent of the
frequency, group and phase velocity are equal (cf. equ&t)n Thus, also the Poynting vector
and the wave vector are parallel to each other and form ahightled system. In a photonic crys-
tal group and phase velocity are not necessarily paraliedth other. Thereby, the handedness is
defined by the scalar product of phase and group velocitywikiequivalent to the scalar prod-
uct of wave vector and Poynting vectdr35. In the refraction cases presented above (Bi9).
this scalar product is always less than zero. Hence, a&aftibd system is formed which means
that the electromagnetic fieldsandH and the wave vectdq{pC form a left-handed triplet. Re-
markably, the considerations above revealed that thénégfdedness does not necessarily imply
negative refraction. Despite the left-handedness peditdam refraction is possible, too.

The analysis of the directions of group and phase velocity Roynting vector and wave
vector, respectively, is essential for theoretical distuss. Since the seminal paper by Pendry
(Ref. [136]) a lot of discussion regarding the negative refractionmtsth In the case of a NIM
negative values of andu for the same frequencies define a left-handed system. It veagip
that this implies a negative index of refraction for thesgjfrenciesl37]. But things are different
in the case of a photonic crystal. As shown above, a leftadmhotonic crystal is not purely
negatively refracting. Contrarily, also right-handed famic crystals were shown to be able to
refract light negatively 133. The difference is that the above presented left-handedite a
photonic crystal has its origin in the dispersion relatiincontrast to the NIMs the material itself
has neither a negativenor . Therefore, left-handedness in photonic crystals can -d&es not
have to — lead to negative refraction of the propagating béamef. [138 all possible refraction
and handedness cases are discussed in a 2D square latticriplocoystal.

Another conclusion from the left-handedness can be drawe:phase of the wave moves in
a direction opposite to the group velocity and thereforeetiergy of the wave. This implies that
the peak of a wave package has to appear at the back side ¢fhehefed material before the
wave enters the material at the front side. Such a backwave gave rise to many discussions
whether negative refraction is possible at all and whetherprinciple of causality is preserved
(e.g. Refs.139 14(0 and the according comments and replies). In Rief1] the wave evolution
at the interface between free space and negative refragtintpnic crystal was analyzed with
FDTD simulations. It was shown that the wave is trapped atritezface for a certain time until
it propagates eventually in the negative direction in thetphic crystal.

Sub-wavelength Imaging Another term that is often associated with negative refsacand
therefore should be noted here shortly is imaging withosltgion restrictions. This feature was
first proposed in Ref136. With a conventional lens imaging is limited by diffraati@nd thus
dependent on the wavelength. A material with dielectric magnetic constant identical to minus
one —namely a NIM — can circumvent this limitation. This effes based on the amplification of
the exponentially decaying evanescent waves from an obtliest to the flat surface of a slab of
a NIM. Together with the propagating waves they can be uséorto an identical image of the
object behind the NIM.

In contrast, photonic crystals cannot be described by actfe medium approach as itis the
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case for the NIMs. Rather, they are characterized by thepedsion relation. In a very detailed
analysis Luo et al. 142 could show that the necessary amplification of evanescertsvcan
be achieved in photonic crystals, too. However, the demandstructural perfection and low
material absorption are very high.

However, in the present case the negative refraction willdel to characterize the manufac-
tured macroporous silicon samples in terms of their reifsadbehavior.

5.4 Summary

Beyond the photonic band gap other effects related to thpedisn relation of a photonic crystal
exist. To demonstrate this the complete photonic band tstreiavas calculated and analyzed
for a 3D macroporous silicon sample. In contrast to manyriteal publications the method
presented here is based on the shape of an as-etched gtammtlthus a more realistic scenario is
created. The analysis of the wave propagation revealedasslplity to use the photonic crystal
to refract light negatively. The dependence of this effecthe incidence parameters wavelength
and angle was analyzed in more detail. Thereby, espectalynfluence of the third dimension,
i.e. the modulated pore diameter in the etching directios eansidered as represented by the
wave vector componerk,. The restriction to a plane in the reciprocal lattice wkth= 0 has
been done for the sake of clarity and to reflect the experiah@ainditions discussed in the next
chapter. However, the presented discussion and argumentsf general meaning and can be
applied to othek-values and dispersion-related effects as well.
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Figure 5.9: In addition to the EFC plot of the fourth band in F&g7 the plots of the EFCs for
ky = 0 are shown for band one to three on the left hand side and fisevien on the right hand
side.



Chapter 6

Experimental Characterization of the
Refraction Properties

In this chapter the theoretical findings of the precedingptdrashall be experimentally tested and
confirmed. It was shown that the 3D macroporous silicon sarapber consideration features
some interesting effects like self-collimation and theesppsm effect. Both effects were shown
to rely on a negative beam refraction in the investigatedueacy range. The experimental ver-
ification of this phenomenon will reflect the discussed depecies of the beam refraction on
the parameters wavelength and incidence angle. Thus, filaetien properties of the photonic

crystal are experimentally characterized and will be dised and compared to theory.

6.1 Introduction

Similar to the realization of the first photonic band gap talgs(cf. sectior8.4) the first exper-
imental proof of negative refraction in photonic crystalassachieved in the microwave region
of the electromagnetic spectrum. Alumina rods arranged sguare symmetry were used to
show the beam shift induced by the negative refractidd[ and the imaging properties of a
flat lens L44). The concept was scaled towards the telecommunicatiorelaagth of 1.55 um
where negative refraction was shown in a 2D hexagonal plotoystal made of a I1l-V material
[145. Furthermore, the self-collimation and superprism pmeeaoa were shown experimentally
[146 119.

For the experimental proof of the refraction properties phatonic crystal device the elec-
tromagnetic wave in front of and after the photonic crystas o be characterized. In the mi-
crowave region this task is comparatively easier due to ¢hérng of the structures. There, the
self-collimated beam profile could be even measured insi@le erystal structure by mapping it
with an antennal47]. For 2D crystals the light refracted out of the plane can $duto map the
beam propagationl4g. Additionally to the field amplitude also the phase infotima has been
measured and thus the shape of the EFCs was deterniiagd [

For a 3D photonic crystals made of macroporous silicon asidiged here these methods are
not suitable. The fields cannot be measured with a probe imé¢hefield region because in a
3D crystal wave propagation takes place deep inside thetsteu The antenna approach is also
not practicable since the considered 3D crystal is not adadesfrom all sides and furthermore it
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Figure 6.1: Measurement idea of the experimental setup. a) Due to tipedi®n properties of
the photonic crystal a beam shift is induced in transmissidre incidence angle is positively
defined. For illustration, the beam propagation for twoetiéht frequencies is shown. The green
beam experiences positive refraction, the red one negeatfvaction. The corresponding beam
shifts are/Apr and Ang, respectively. Line of vision is the rotation axis (y-ditien). b) Refer-
ence measurement with the beam aligned to the center of thetdearea. The detector has an
edge length of one millimeter while the beam spot is apprexaty half a millimeter in diame-
ter. ¢) In a second measurement the beam is aligned to thetaleéelge and thus its intensity is
sensitive to the beam shift. The line of vision in b) and chidirection of the beam (z-direction).

would require a probe of only a few ten to hundred nanometarthe field mapping inside the
structure. Therefore, a different approach is taken hergit vas analyzed in the last chapter
the beam refraction inside the crystal is dependent on #euéncy and the angle of the inci-
dent beam. After crossing the photonic crystal layer therbisarefracted again and propagates
parallel to the incident beam. This behavior can be seendrsitinulated beam propagation in
Fig. 5.5 on page 6&nd also in Fig6.1a. Thereby, the refraction inside the photonic crystal is
stored in the beam shift between incident and outgoing beBine measurement of this beam
shift is necessary to characterize the refraction progerti herefore, the demands on an exper-
imental setup are an angular- and frequency-resolved marasat of the beam shift caused by
the photonic crystal.

6.2 Experimental Setup

The FT-IR spectrometer described in secBobis used for the optical characterization of the
photonic crystal. The sample is mounted on a rotation statietive x-y plane perpendicular to
the beam while the z-direction is equal to the beam directibime y-direction of the sample is
the rotation axis. Therefore, the incidence angle can bedvavithin the x-z plane by rotating the
sample which is in accordance with the analytical treatnretite last chapter.

The additionally required frequency dependence in the oreagent is an inherent property
of the FT-IR. A broad range of frequencies in the infraredam$mitted simultaneously through
the sample. However, the detection is not position semsitiherefore, the beam shift induced
by the photonic crystal is translated in an intensity chaagéhe place of the detector. This
is schematically described in Fig.1 In a) the beam shift for two different frequencies under
an incidence angle ofr is shown. The positively refracted green beam has a conipelyat
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lower shift than the negatively refracted red beam. b) Atdb&ector the intensity of the spot
is measured. Due to the beam shift the spot moves — dependahtedrequency — over the
detector area. Since the detector area is twice as largamedér as the beam spot, the whole
spot intensity is measured, even if the beam is shifted. lth&)measurement is repeated but
with an intentionally ‘misaligned’ beam. In fact, the lasirrar prior to the detector is adjusted in
a way that the unshifted beam (normal incidence) is aligoettié¢ detector edge. This could be
verified by an intensity measurement: At half intensity dmyf of the beam spot area is detected.
An important point to consider here is that the beam is onlyedan the x-direction. In contrast
to the measurement in b) the change of the beam position iscoomlated with an intensity
change. The second measurement in c¢) divided by the speotstained from the measurement
in b) then gives an intensity ratio and therefore a measutieedbeam shift.

During the measurements the sample chamber was flushed aggogs nitrogen. An addi-
tional idle time of 30 minutes was introduced after the chanvias opened to establish a nitrogen
atmosphere and remove absorbing species like hydrogehislway a stable background is de-
fined which is important if different frequency spectra dddee compared to each other.

The reproducibility of the angle adjustment of the motadizetation stage was also checked.
Therefore, a spectrum was taken at a certain angle. A segautism was taken after the stage
was rotated to a different angle and back to the originalearigy comparison of the two measured
spectra an error of less than one percent for the settingecdinigle was obtained. Thus, a stable
setup for comparing the frequency and angle of differenttspdo each other is achieved suitable
for the measurements presented in the following section.

6.3 Results and Discussions

The sample which was considered theoretically in the ptiagechapter consisted of a photonic
crystal layer with a thickness of 23 um according to elevenuhtions in the z-direction. After
the sample was fabricated the bulk silicon from the back side thinned. A layer of 192 um in
thickness remained for reasons of stability. The diamédténis circular back side-etched area is
eleven millimeter and defines the lateral extension of thratatic crystal in the x-y plane. Due
to the remaining silicon an additional beam shift causedhieysilicon is induced. For a given
incidence angle, however, this beam shift is constant athebiendent of the frequency as will be
proven later on in this section.

All measurements consist of 128 scans with a spectral résolaf 2 cn . The aperture stop
(cf. Fig3.5) set the beam waist to 0.5 mm. At first, the spectrum taken domal incidence is
discussed (Fig5.2). The most conspicuous thing is the stop band located bet®@cnt! and
980 cn1L. Thereby, the lower limit coincides with the band gap of the Mdetector which can be
seen in the gray background signal. Hence, its position haghameasurement uncertainty and is
not further considered. The upper limit corresponds to aelesgth of 10.2 pm. The position of
this stop band is compared to the calculated band strugiufigyi5.7a. The measurement normal
to the surface is equal to tiie- A direction. From the calculation a stop band can be seendastw
the normalized frequencigsa/2mc = 0.15 andwa/2mc = 0.18. The experimentally observed
upper limit of the stop band corresponds to a normalizeduigaqy ofwa/2mc = 0.2. Thereby,
the wavenumbev is related to the normalized frequen@ga/2rc via the lattice constarg which
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Figure 6.2: FT-IR spectrum of the sample under consideration measuraerunormal incidence,
i.e. in z-direction. Additionally, the background speatris shown which reveals that wavenum-
bers below 800 cm! cannot be taken into account due to the band gap of the detecto

is 2 um for the discussed sample:
va= wa/2rmc (6.1)

Thus, a shift towards higher frequencies can be expected the experimental data in compari-
son with the theoretical predictions. The origin of such stematic error is discussed later on in
this section.

The theoretically discussed fourth band lies within a fesgry range betweesna/2mc = 0.18
and wa/2mc = 0.32. This corresponds to wavenumbers of 900 trand 1600 cm?, respec-
tively. The transmission for the higher wavenumbers witthiis band oscillates around 40%
which means that a considerably large part is transmittelimihis range of frequencies. Hence
it can be concluded, that the coupling — at least for theseewagtors — is strong and the homo-
geneity of the photonic crystal is sufficient to not looseldrgest amount of transmitted intensity
in scattering processes. Subsequent to the frequenciessponding to the fourth band a de-
crease in transmittance can be seen in the spectrum. Thesanail the beam propagation in this
frequency range would involve many bands and several tefitdzeams would occur for a single
frequency.

Below, measurements are analyzed for the two cases coeditteoretically in the last chap-
ter, namely the fixed angle and the fixed frequency scenatie.range of applicable angles in the
fixed frequency case is restrictedt®0° for mainly two reasons: First, the measurement method
is limited to an overall beam shift af250 um coming from the relation between the diameter of
the beam spot and the detector size (cf. Bi@). Second, for incidence angles larger than 60°
an increased transmittance was detected coming from tlee patts of the beam that potentially
bypassed the sample.

Constant Angle In Fig.6.3the intensity ratio over the wavenumber is plotted for andece
angle of 30° and-30°. For an unshifted beam an intensity ratio of 0.5 wouldxXpeeted because
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Figure 6.3: The intensity ratio between half spot and full spot alignifen a fixed detector
alignment and an incidence angle of 30° (red curve)-aB@° (blue curve). The peaks are named
and the according coordinates are given beside the plot.

the beam detected at the detector edge has half the intehsity reference beam. The red curve
for the 30° angle shows a decrease in the intensity ratiortiswie two minimum peaks R1 and
R2. The corresponding detector alignment and the defingfathe incidence angler used for
this measurement are given in Figla and c, respectively. From that it can be expected that
for positively defined incidence angles the beam is shifteidod the detector field (i.e. in this
case over the left edge of the detector) if the effectiveaive index is negative or positive
with a value larger than one. In this way the intensity ratialécreased which is reproduced
by the measurement. A reference measurement was takerefopgfosite angle of30° (blue
curve) without changing the alignment between beam spotiatettor. As expected, the curve
shows a reversed shape which means that the beam is shiftatisothe center of the detector
area leading to the maxima B1 and B2. In both curves the sgifiehavior is reversed after the
second peak, which gives the peaks R3 and B3.

Qualitatively, the shape of the curve can be described iordance with the beam construc-
tion plot in Fig. 5.8 on page 7And the EFC plot in Fig5.7 on page 69For lower frequencies
the EFCs are concave-shaped and the effective refractilex ims is close to one. For higher
frequencies, e.g. the discussed frequenayaf2rc = 0.26, the beam is still refracted positively
but nearly perpendicular to the surface. Thug, increases towards higher frequencies and the
beam starts to shift out of the detector field. For even hififeguencieses goes to infinity and
changes it sign. Negative refraction occurs and leads tma lzeam shift until the conservation
of k, is not fulfilled anymore. The maximum beam shift correspatade second peak R2 (B2)
in the spectrum shown in Fi§.3. From the theoretical considerations of the fourth bandme c
pling is possible for wavenumbers larger than the positibthe peak R2 (B2). Contrarily, the
experiment shows an increase (red curve) in the intendity wdnich means that light is transmit-
ted and shifted back to the middle of the detector field (peBkdR vice versa for the blue curve
(peak B3). For the explanation of this behavior the couplinbgigher bands has to be considered
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as well. From the plot of the bands one to seven in @it can be seen that there is a certain
frequency overlap of the fourth band with other bands. Arialy the beam propagation direction
for frequencies larger thasa/2mc = 0.28 revealed, that the seventh band causes beam refraction
in an opposite direction as the fourth band. However, forrapete discussion of the origin of
the peaks R3 and B3, even higher bands have to be considadesireme several bands could
contribute to the refraction also the couple efficienciegelta be determined. In here, the analy-
sis should be restricted to lower bands which are more fal®ifar dispersion-related photonic
crystal applications.

From the derivation of the beam propagation in the fourtitdoamy one peak is expected in
the measurement. Instead, two peaks R1 and R2 (and B1 anedp2ctively) are observed which
both reflect the beam refraction behavior as derived fronthibery. The first peak is located at
¥ = 1500cnt?! (wa/2mc = 0.3) and the second one &t= 1550cnT?! (wa/2mc = 0.31). The
line plot of the band structure in Fi§.7 reveals that if” — Adirection band three and four are
degenerated while they are slightly separatdd-inX direction. This can be seen in the EFC plots
of these bands as well (Figa8and5.9): They are looking nearly the same in their shape but the
diameter of the EFCs ih — X direction of the third band are smaller compared to thetfoband.
Due to their similar shape the beam propagation behaviembkes that shown in Fi§.8 The
only difference is that due to their reduced size infthe X direction the same beam propagation
behavior takes place at slightly lower frequencies. Thesgrmentally observed difference of
50 cnT ! between the two peaks fits very well with an offsetuad/27c = 0.01 determined from
the geometrical construction. However, the absolute jposdf the peaks is shifted by a value of
0.02 to 0.03 towards higher frequencies in the experimempesed to the theory in agreement
with the observed shift of the band gap position. Since itasshown explicitly it should be
mentioned that coupling to other bands is not possible fisr flequency range and incidence
angle. Although the fifth to seventh band has a large frequewerlap with the third and fourth
band, no coupling to these bands is possible. In theseilstasthaped bands the conservation
of the momentum cannot be fulfilled for an angle of 30° sincaréhis no intersection of the
construction line with the corresponding EFC of the phatamystal.

So far, the measurement was only qualitatively discussemveder, from the measurement
of the intensity ratio a value for the beam shift can be apprated. The measured intensity
ratio is equal to the fraction of the circular beam area thatdtected when the beam is aligned
to the detector edge. A measured intensity ratio of 0.5 spmeds to a semicircle. This is the
case when the beam is not refracted, g. = 1. For all other intensity ratios the distance of the
circle center from the detector edge can be calculated. pistdel in Fig.6.4a the detected beam
fraction Aget is a segment of a circle (the beam spot) with radiugogether with the area of an
isosceles triangldy; it is equal to an arc of the circll.:

_ a2
Aarc = Adet+ A = 360 m (6.2)

The area of the triangle is
2
Agi = Ax-\/12 = (AX)2 = %sina 6.3)

With Eqgs.6.2and6.3the anglea can be calculated which belongs to a measured intensity rati
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Ax=coso,[
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Figure 6.4: Schematics of the beam shift calculation. a) The measutedsity ratio equals a
segment of a circle. From that the lateral beam shiftcan be calculated. b) The sample consists
of a photonic crystal layer with thicknesisc and a bulk silicon part with thicknesg;. From the
beam shift/Ax with respect to an unrefracted beam the refraction aogle€an be derived.

Ager. Finally, the beam shift\x is derived:

AX=r-cos(a/2) (6.4)

The peaks R2 and B2 in Fi§.3 occur at the same wavenumber but with different heights.
Thus it can be concluded that the beam alignment to the detedge was not perfect since
otherwise both peaks were centered around an intensityoffi.5. Hence, the center position is
setto 05-(0.18+ 0.73) = 0.455 which gives a corrected intensity ratio of 0.225 and Bfer R2
and B2, respectively. From the formulae above an angke ef127° anda = 233° is obtained,
respectively, and thus the beam shifis = 112 um in the according direction.

As mentioned in the beginning of this section the measuregpkaconsisted of the photonic
crystal layer and an additional bulk silicon part for stedaition. Both layers contribute to the
beam shift but the fraction induced by the bulk silicon carsbietracted and hence the beam shift
induced by the photonic crystal layer only is obtained (Bigb): At every interface the beam
obeys the law of refraction (cf. EF.3). Hence, the incident beam from free spage={ 1) under
an angleg; to the surface normal is refracted under an amgleinside the photonic crystal with
an effective refractive inder,.. After crossing the photonic crystal layer of thickneks the
beam displacement on the surface is

Thereby, the displacement is negative for negative réfi@astdices and vice versa. The refraction
at the interface between photonic crystal and bulk silisaomly dependent on the incidence angle
a; and independent of the photonic crystal layer:agig= npcSinape = Nsisindsi. After passing
the bulk silicon with thicknesdsj with a refractive index ofigj = 3.42 an additional displacement
is introduced which is always positive:
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The overall displacement between an unrefracted beam angfitacted one is given by the
difference of the displacemenritxy and Axpc+ AXsi whereasAxy = tana; - (dpc+dsi). Finally,
the beam shiftAx is obtained by multiplying the overall displacement witte tbosine of the
incidence angler;:

Ax=cosai - [Axg— (AXpe+ AXsi) ] (6.7)

From these considerations the beam shift induced by theiaiali bulk silicon layer can be
calculated to 72 um. The difference of 40 um to the experiaignobserved 112 um is caused
by the photonic crystal layer. The corresponding effectefeactive index is then determined
to npc = —0.61 or a refractive angle oft,c = —55° which clearly demonstrates the negative
refraction capabilities of the designed photonic cryskar an infinite small beam diameter and
an ideal photonic crystal the beam would be refracted-ad@° angle in maximum which would
lead to an infinite beam shift due to an effective refracthaeix ofn,c = —0.5. For the discussed
incidence angle and sample geometry the maximum refraatigie of the photonic crystal that
is still detectable is limited by the beam spot sizexfg = +-83°. This can be enhanced with the
setup if the thickness of the bulk silicon is further reduced

As mentioned above, a positive refractive index larger i@ also leads to a beam shift in
the same direction like the negative refraction. Howetsnmyiaximum in this direction is limited
to a shift of sin; - dyc for an effective refractive index that goes to infinity. Ihialf the thickness
of the photonic crystal layer for an incidence angle of 308, i11.5um in the case presented
here. For this positive refraction behavior, however, tearb is left-handed as discussed in the
preceding chapter. Hence, not only the negative refragifoperty of the 3D photonic crystal
was measured with this setup but also the positive refracti@ beam which forms a left-handed
system was shown.

Constant Frequency The second scenario that has been discussed in the pretieelimg chap-
ter is the constant frequency case (cf. Fig8 on page 71 Therefore, measurements are evalu-
ated that have been taken for angles between 0° and 60° wittd®width and only the intensity
ratio for a single wavenumber is discussed. In Bi§the results are presented for a wavenumber
of ¥ = 1500cnT!. Red crosses mark positive incidence angles while bluesesosiark negative
ones. For small angles nearly no change in the intensitg iatvisible. This means that the
beam shift induced by the bulk silicon for different incigenangles is fully compensated by an
opposite shift induced by the photonic crystal layer. Fatance, a variation of the incidence
angle between-10° and 10° gives nearly the same intensity ratio for evegleam this range.
The beam propagation is insensitive to deviations in thiglémce angle around 0° and therefore
the photonic crystal layer works as a refraction compemngatdhe bulk silicon layer.

For larger angles a large beam shift occurs due to the strongtoure of the EFC for these
incidence angles. The intensity ratio decreases for thiéy@mangles because the beam is shifted
out of the detector area. The increase in the measured ityteato for incidence angles larger
than 40° is explainable with coupling to higher bands. Treewlsion is similar to that for the
constant angle scenario with the difference that highed lmupling becomes possible due to
larger incidence angles at the same wavelength. Also thiawer is in accordance with the
theoretical analysis.
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Another point that can be verified with this measurementagitviation of the detector align-
ment from its optimum value. For normal incidence an intignsitio of 0.5 would be expected
for a beam spot that is aligned with its center exactly to #ector edge. Instead, the measured
one is 0.47. The deviation of 0.03 in the intensity ratio isieglent to a displacement of 11 um
or about 4% in relative units for the beam center with respethe detector edge. It has to be
stressed that the measurement error is considerably |arrd% for the beam shifts and angles
determined in the constant angle scenario above. The rdasdhis is that the measurements
were carried out for positive and additionally also for negeincidence angles and thus the error
in the alignment could be corrected. In the former sectioareected value of 0.455 was obtained
which is very close to the value of 0.47 derived from the measent in Fig6.5.

With the same detector alignment the beam shift was measoreégative incidence angles
as well. They are plotted with blue crosses in Big. The expected behavior of reversed inten-
sity ratio is obtained for angles smaller than an absoluteevaf 40°. A significant difference,
however, occurs for an angle ef50°. With respect to the deflection at 50°, for th&0° angle
an intensity ratio above the corrected half spot intensitiprof 0.47 would be expected. Instead,
the measured intensity ratio reveals a beam shift to the siigpdirection. The reason for that
are inhomogeneities introduced by higher band couplingrdier to show this the spectra taken
for different angles are compared to each other @&i§. Thus, the evolution of the refraction
peaks with the angle becomes more evident. It can be seewithaincreasing angle the char-
acteristic peaks which denote the strong beam shifts arengow lower wavenumbers. Up to
the second peak the curves for positive and negative incedangle proceed symmetrical to each
other. However, in the subsequent region of higher bandlz@uthis symmetry is lost which is
especially pronounced in the case of 40° and 50°. The origihi® effect cannot be assigned to
the alignment of the setup since the first two peaks (R1 anchBR&2 and B2, respectively) show
a perfect correlation between positive and negative imddengles. This is shown in the inset of
Fig.6.6. Merely, for the second peak deviations are visible for it @0°. While the coupling
within the third and fourth band agrees very well with theattetical predictions, the conditions
for higher frequencies and therefore for higher band cagplvere not further investigated.

Nevertheless, the strong beam deflection after the secaidoae be used for spectral widen-
ing of the beam. For example, at an incidence angle4° the intensity ratio changes from 0.68
at a wavenumber of 1504 cth to 0.25 at 1529 cm'. With Egs.6.2 to 6.7 the corresponding
beam shifts can be calculated. The difference between Iniftis & 172 um which means that
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Figure 6.6: Comparative plot of the measured intensity ratios in depeoé on the wavenumber
for angles with an absolute value between 10° and 60°. Red liienote positive angles while
blue lines denote negative ones. In the inset the evolutidgheopeak positions is shown for the
first two peaks R1, R2 and B1, B2, respectively.
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the beam position moves by 172 um when the wavenumber chémygesly 25cnt?. It has

to be stressed that this wavelength-dependent beam defiectimes only from the 23 um thick
photonic crystal layer. Due to the constant incidence aatge the beam shift induced by the
bulk silicon is constant and thus it is subtracted if theatéhce between two intensity ratios is
formed. In this particular case the 23 um thick photonic tadyseparates wavelengths between
6.65 um and 6.54 um on a width of 172 um. The crystal works assenprThereby, this width

is only dependent on the thickness of the photonic crystdirent on the distance to a plane of
observation.

A last remark shall be given to the constant frequency measemt. With the mapping of
different incidence angles as shown in B the EFC is redrawn in principle. Due to the fixed
frequency the incident wave vector has the same length f@angles. Thus, by changing the
incidence angle the wave vector passes over all points thatssociated with the corresponding
EFC of the photonic crystal. The measured intensity rati@hvgives the deflection of the beam
induced by the crystal is then correlated with the bendindpefEFC. In that manner, the form of
the EFC can be determined. However, this is only true as Igrigaan be ensured that only one
beam is excited which means that there is no coupling to atietions of the same EFC and also
no coupling to other bands for these incidence wave vectors.

Coupling An important point to determine the properties of a photal@eice is the coupling
efficiency. A wave from free space has to couple to a Bloch wawbe photonic crystal. In
general, the coupling depends on the symmetry of the waveplade wave has always even
symmetry with respect to its wave vectdi5J]. In contrast, Bloch modes can have even and odd
symmetry and therefore the transmission efficiencies goerd#ent on the coupling coefficients.

In the frame of this work no detailed study of the coupling @ase. For the experimental part
the coupling is only important for the measurement of trattechintensity. The determination of
the beam deflection is independent of the coupling since th@ydetector position with respect
to the transmitted beam was changed but not the paramettts imicident wave on the photonic
crystal. The transmitted intensities considered in theguiang analysis were between 10% and
40%. Therefore it can be concluded that coupling of the ealeraves to the photonic crystal is
sufficiently strong and that the observed effects are indlbgethe beam refraction caused by the
dispersion relation of the photonic crystabfl].

Comparison Between Theory and Experiment Although the accordance between the theo-
retical predictions derived in the preceding chapter amdetkperimental characterization of the
sample is excellent, some points should be mentioned ghbiit mark a difference between
experiment and theory. The first point to consider is thevd&dn of the model on which the
calculations are based on. Its parameters are based on SEfdgnaiphs of cleaved samples,
averaged over several modulations and pores. Every poreatthed sample has slight devia-
tions from this ideal structure and thus imperfections leaslcattering. Furthermore, the model
determines also the volume fractions of air and silicon engghotonic crystal. Deviations in this
number lead to a mean dielectric constant different frontliberetical one and thus the bands are
shifted towards higher frequencies for a higher air fractind vice versa. This deviation is also
meant to be the main component in the observed frequenast bsween theory and experiment.
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Another important part is that the incident beam in the expent has a finite diameter and is
not a parallel ray of light. This means that a light cone inggis on the sample rather than parallel
rays with a single incidence angle. Hence, even if the frequeesolution is very good in the
setup the angle resolution limits the sharpness of the pddiis behavior can be improved by a
pin hole in front of the sample. However, then also the nunabfecans has to be increased for
each measurement which requires an even more stable baokigro

A last point that should be mentioned is the finite size of thetpnic crystal. The calculations
were performed under the assumption of an infinite crystatgire. In the experiment the sample
was defined by thousands of modulations in the x- and y-dinediut only eleven modulations
in the z-direction. A systematic study of samples with a wagynumber of modulations has not
yet been performed. However, the eleven modulations cereidhere are in accordance with
photonic band gap measurements carried out on 3D cryst#istwelve modulations107] and
2D crystals with a variation of the pore rows between one anudl f152] which justifies the
treatment as an infinite structure.

6.4 Summary and Outlook

In this last chapter an experiment was designed which ishtapE#f measuring the refraction
properties of a photonic crystal. The dispersion propgiiea 3D structure were measured and
discussed and excellent agreement was found between tiretibal considerations from the pre-
ceding chapter and the experimentally measured data. Bespecial emphasize was brought
to the analysis of the third dimension, i.e. the modulateel @ithe macroporous silicon sample.
The theoretically predicted phenomenon of negative réfmaovas experimentally confirmed.
With negative refraction the freedom in the design of beanpagation devices can be enhanced.
Based on the refraction properties further applicationsevgdown to be feasible with this pho-
tonic crystal, e.g. angle-dispersion compensator or pafett. An advantage of the presented
method is that it can be applied in general for dispersidaited phenomena of photonic crystals.

The main conclusion that can be drawn from this chapter isfémicated 3D macroporous
silicon samples offer a quality high enough for photonicstay applications. The experimen-
tal setup itself proved its reliability. However, the sampihd beam alignment could be further
improved in the future. The established method is suitabtettfe optical characterization of
macroporous silicon samples in general and thus the trefttecture does not represent a design
optimized for a certain application. With the focus brougha certain effect the properties of the
photonic crystal can be optimized. For example, an increéfiee air fraction in the considered
structure would lead to bands that have less overlap witkrdtAnds and therefore the simultane-
ous coupling to several bands is prevented. In contrasfi@rase in the dielectric contrast, e.g.
if germanium is used instead of silicon, leads to larger E&@kso the corresponding EFC of the
incident wave would fit within the photonic crystal EFC. Tha#i-angle negative refraction can
be achieved which is a necessary precondition for the pezppsrfect lens applicationd 36].
Furthermore, the conservation of momentum can be used &ssather regions of the band
structure. For example, the considerations above can lsate for wave vectors, different
from zero or photonic crystal surfaces prepared along ay@metry directions. In that way the
response of the photonic crystal can be optimized for theired specifications.
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The subject-matter of this work was the fabrication and ati@rization of macroporous silicon.
Fabricated in a photo-assisted electrochemical etchingegss macroporous silicon is a flexi-
ble material system for the preparation of ordered poroustsires within two or even three
dimensions. That makes this material system interestingplications in materials science.
In combination with post treatment steps the shape of thenmahts well as the material itself
can be altered. This was shown in the second chapter of tlsés tirewhich the combination
of macroporous silicon and atomic layer deposition wasstigated. Due to the self-limiting
chemical reactions in atomic layer deposition, the entorps structure can be coated homo-
geneously. Furthermore, the replication into differenterials was proposed and proven using
the example of titanium dioxide. In result, this technigsi@ icompetitive method for fabricating
ordered porous structures — especially three-dimendgyoshbped ones — which are flexible in
their geometry and in the utilized material.

The main focus of the work was the application of macroposilison as a photonic crystal.
For applications in the field of telecommunication a devicewd work in a wavelength region
of 1.5 um. Based on earlier findings a 3D simple cubic arramgerof air spheres in silicon was
taken as a reference design. As emphasized in chapter felattite constant of the structure
has to be reduced to the sub-micrometer range to achieve#i®ioperating at a wavelength of
1.5 pm. The material at hand had a doping densityipf= 8- 10°cm~2 and a predefined lattice
with a periodicity of 700 nm. It was shown that the control&dhing of straight pores as well as
modulated pores is feasible with this material. Howevarafaplications as a 3D photonic crystal
the quality of the pore shape of the modulated samples hasitofdroved. In accordance with the
experimental observations due to the variation of certaimmeters two major factors could be
isolated which have to be optimized for a better sample tyudlin the one hand the importance
of a uniform lithography was pointed out. On the other haraedlectric conditions in the space
charge region were studied and discussed in detail. Thermajelusion that can be drawn from
this part of the work is that especially the etching of 3D sties with a lattice constant below
one micrometer is close to physical limits given by the reeglidoping density of the material
and the resulting breakdown conditions for small pore rdeliom the presented calculations an
optimized doping density oflp = 2-10%cm 3 could be derived for a material with a lattice
constant of 700 nm. Although the breakdown voltage in thisnaged material would still be
low, a considerable decrease in the corrosion of the porks wah be expected. Thus, it should
be possible to realize 3D photonic crystals with improvetioap capabilities compared to the
presented measurement of a photonic stop band in the etdingagion.

Beside the photonic band gap as an important property of toptwocrystal further effects
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related to the dispersion relation can be expected. A eéeltailvestigation of this topic was
given in the last two chapters. Thereby, both aspects, yhaad experiment, were considered
and compared to each other. In the theory chapter the negdssekground was introduced
to calculate and analyze the complete dispersion relatian ghotonic crystal. Especially for
effects based on the refraction properties of a photonistalyhe entire reciprocal space has to be
examined. For comparison with etched 3D macroporous gikamples a model was proposed to
describe the dielectric function of the crystals. The dal@d dispersion relation of a 3D structure
was analyzed and different effects were discussed. Incpéati the negative refraction could be
shown to be possible with the 3D macroporous silicon sampiieuconsideration. The proposed
process of characterizing the sample geometry and of edileglits dispersion relation is thereby
of general meaning since it can be applied for differentgtesjust by changing the description
of the pore geometry.

In the frame of this work the theory was closely coupled to ¢lperimental capabilities
which enabled the possibility to directly compare theaadtiand experimental results. There-
fore, an experiment was designed which can be used to meidsubeam shift induced by the
refraction in the photonic crystal layer. It was found ttre €xperimental characterization of the
macroporous silicon sample is in excellent agreement wightlheoretically predicted refraction
behavior. Evidence was given for the fundamental phenomehmegative refraction which is
possible in the presented 3D structure and also for othectsffelated to the dispersion relation
like beam shaping or prism-like spectral beam widening. rélng special attention should be
given to the fact that all the achievements in this work raty3®D photonic crystal structures
operating in the infrared region of the electromagneticspen.

Finally it can be concluded, that the material system mamays silicon is a promising can-
didate for the future integration of photonic technologa@sl devices in silicon.
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