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Abstract
In the present work, a standard large eddy simulation is combined with tracer particle seeding
simulations to investigate the different PIV bias errors introduced by intermittent particle
seeding and particle lag. The intermittency effect is caused by evaluating the velocity from
tracer particles with inertia in a region where streams mix with different seeding densities. This
effect, which is different from the vastly-discussed particle lag, is frequently observed in the
literature but scarcely addressed. Here, bias errors in the velocity are analysed in the framework
of a turbulent annular gaseous jet weakly confined by low-momentum co-flowing streams. The
errors are computed between the gaseous flow velocity, obtained directly from the simulation,
and the velocities estimated from synthetic PIV evaluations. Tracer particles with diameters of
0.037, 0.37 and 3.7 µm are introduced into the simulated flow through the jet only, intermediate
co-flowing stream only and through both regions. Results quantify the influence of
intermittency in the time-averaged velocities and Reynolds stresses when only one of the
streams is seeded, even when tracers fulfil the Stokes-number criterion. Additionally, the present
work proposes assessing unbiased velocity statistics from large eddy simulations, after
validation of biased seeded simulations with biased PIV measurements. The approach can
potentially be applied to a variety of flows and geometries, mitigating the bias errors.

Keywords: bias error, PIV error, particle lag, velocity slip, intermittent seeding, uncertainty

(Some figures may appear in colour only in the online journal)

1. Introduction

Particle image velocimetry (PIV) is a well established optical
measurement technique for fluid flow diagnostics (Raffel et al
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2018, Scharnowski and Kähler 2020). The general principle of
a dual-frame single-exposure planar PIV (Adrian 1991,Willert
and Gharib 1991) is briefly described as follows. First, the flow
is seeded with tracer particles and it is shortly twice illumin-
ated by a light sheet. The light scattered by the particles from
each illumination is recorded by a camera in different image
frames. Then, the particle image pair is divided into small
windows (called interrogation windows), and the local dis-
placement of the particle pattern inside each window is evalu-
ated based on the cross-correlation of the window pair. After-
wards, the image displacement is converted into a physical
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displacement using a calibration. Finally, the flow velocity
in each window pair is calculated dividing the computed dis-
placement by the known time interval between the two illu-
minations. The evaluation is repeated for all windows in the
particle image pair, producing a 2-component 2-dimension
velocity field.

One key aspect of the PIV measurement is the tracer
particle seeding because the technique relies on the indir-
ect determination of the fluid motion by the displacement
evaluation of tracer particle patterns. Therefore, the adop-
ted particles need to faithfully follow the local fluid motion
(without disturbing the flow and the fluid properties) and
the image seeding density should be uniform, at least to
some extent, in order to provide reliable measurements within
the desired accuracy (Melling 1997, Raffel et al 2018,
Scharnowski and Kähler 2020).

The discrepancies between fluid and tracer particle motion,
sometimes called ‘particle lag’ or ‘velocity slip’, are mainly
influenced by inertial, thermophoretic (combustion) and
Brownian (micro-flow) forces (Sung et al 1994, Stella et al
2001, Raffel et al 2018). The selection of suitable tracers
in practical situations can be achieved based on the Stokes
number (or a modified version of this number taking into
account other than inertial effects), which compares the
particle response time (related to the particle size and to the
difference between particle and fluid densities) with the char-
acteristic time scale of the flow. These issues have already
thoroughly been discussed by many researchers (e.g. Samimy
and Lele 1991, Melling 1997, Stella et al 2001, Bergthorson
and Dimotakis 2006, Picano et al 2011, Ragni et al 2011,
Williams et al 2015) and the reader is referred to these ref-
erences for further detail.

Nevertheless, even when errors in the velocity measure-
ment due to the particle lag can be neglected with respect to
the other sources of error, the undesired temporal and spatial
inhomogeneity of the image seeding density can result in very
few tracers inside a specific cross-correlation window, degrad-
ing a reliable evaluation of the local motion behaviour of this
fluid region. That includes not only a potential error in the
detection of the correct cross-correlation peak (because signal-
to-noise ratio decreases with image seeding density), but also
a bias error in the fluid motion towards the motion of these few
tracers because random sampling of flow velocity will not be
achieved.

Within this work the focus will be on this problem, which
is termed as ‘intermittent particle seeding’ (elsewhere some-
times called ‘conditional particle sampling’). The problem can
arise from an integrated effect of the particle lag (also for
particles with insignificant inertia), in the case of strong vor-
tices (Stanislas et al 2003), vicinity of wall regions (Kähler
et al 2012), turbomachinery flows (Wernet 2000), shocks in
supersonic flows (Ragni et al 2011) or flame fronts in combus-
tion (Battista et al 2011), to mention just few examples. The
inhomogeneity in the seeding concentration can also be a res-
ult of the selective seeding of parts of the flow (Melling 1997)
due to experimental constrains, for instance, seeded turbulent
jets issuing into an unseeded ambient (Rice et al 2015,Martins
et al 2020). In this case, as explained by Samimy and Wernet

(2000), since only the high-momentum jet is seeded and the
PIV measurements are computed based on tracer particles,
then conditional sampling will appear. This happens because,
if particles carried by a coherent structure that originated in
the jet stream are located in the mixing region at the time of
measurement, the velocities associated with that structure will
be taken into account. On the other hand, if a coherent struc-
ture that was originated from the outer jet region with low
momentum is located in the mixing region at the moment of
the measurement, the velocities associated with that structure
will not be accounted for in the PIV evaluation because the
structure does not contain tracer particles. The velocity values
from the latter coherent structure most probably are lower and
less dynamic than those from the jet. Therefore, the computed
statistics will be biased toward the characteristics of the high-
momentum seeded jet.

Generally, the statistical results are biased toward the
streammost seeded in the occurrence of inhomogeneous seed-
ing concentration (Dibble et al 1987), which can increase the
systematic uncertainty in the PIVmeasurements (Sciacchitano
2019). Particularly, the intermittent bias error is pronounced
with the velocity difference between seeded and unseeded
streams in the mixing region (Rice et al 2015). It is import-
ant to emphasize that the aforementioned errors due to inter-
mittent sampling are not restricted to PIV, but also affect
other seeding-based techniques (Samimy andWernet 2000, Li
et al 2007), such as laser Doppler velocimetry (McLaughlin
and Tiederman 1973, Birch and Dodson 1980, Dibble et al
1987, Fuchs et al 1994, Nobach 2015), Doppler global veloci-
metry (Smith 1998, Thurow et al 2008) and particle tracking
velocimetry (Li et al 2012). Although the intermittency in the
particle seeding has been extensively observed, quantitative
studies about its consequences in the PIV measurements are
hardly found in the literature (Kähler et al 2012, Rice et al
2015).

The objective of the present work is, therefore, to investig-
ate the potential bias error in PIVmeasurement statistics intro-
duced by locally intermittent particle seeding and particle lag.
Unbiased statistics can be assessed from large eddy simula-
tion computations after matching biased seeded simulations
with measurements. The approach, which can be potentially
applied to a variety of flows and geometries, is demonstrated
in a turbulent annular gaseous jet issued from the nozzle of
a standard burner (SpraySyn burner) into low-momentum co-
flowing streams under non-combusting conditions (isothermal
flow) (Schneider et al 2019, Martins et al 2020). To this
end, seeded large eddy simulations are performed to gener-
ate synthetic PIV fields. Nine seeding scenarios are investig-
ated, including three different tracer particle diameters with
selective flow seeding through the jet only, the intermediate
co-flowing stream only and through both regions.

The chosen SpraySyn burner is motivated by the valida-
tion necessity of simulated flows under non-combusting (focus
of the present work) and combusting conditions through the
burner using possibly biased PIV measurements due to select-
ive seeding of the jet only (Martins et al 2020). The low poros-
ity of the sintered matrix of this burner (SpraySyn serial num-
ber SSB- 2018-12) precludes seeding the co-flowing streams
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(Martins et al 2020). The PIV technique is employed due to
its capability to additionally work under hostile environments
of combusting flows, where most velocimetry techniques fail.
The burner is a recently-developed standard lab-scale device
for systematic investigations of particle formation from flame
spray pyrolysis (Schneider et al 2019). This process has
the potential to produce countless functional materials with
tunable characteristics (Strobel and Pratsinis 2007, Schulz
et al 2018). Nevertheless, a better understanding of prevailing
physical-chemical mechanisms linked to the particle forma-
tion is still needed (Schulz et al 2018). The knowledge is ulti-
mately acquired from experiments and validated simulations.
The best available flow field statistics can help to understand
the particle formation processes in the burner and hence this
work quantifies and mitigate possible bias errors in the meas-
ured velocity statistics due to intermittent particle seeding and
particle lag. We discuss the applicability and limitations of
assessing unbiased statistics from biased numerical simula-
tions that mimic the physics responsible for the bias effect on
the measurements.

2. Theoretical background

One of the critical sources of error in the velocity measure-
ments by PIV is the particle response time. The motion of
spherical tracer particles seeded in a viscous fluid described
in the work of Sung et al (1994) can be extended to account
for Brownian effects (Santiago et al 1998). The resulting gov-
erning equation of the general particle motion is given by

FPI = FSV +FPG +FFI +FFU +FT+FG+FC+FE+SRD ,
(1)

where the particle inertial force FPI is balanced by the Stokes
viscous force FSV, the pressure gradient force on the fluid FPG,
the fluid inertial force FFI, the unsteady fluid force FFU, the
thermophoretic force FT, the gravitational force FG, the cent-
rifugal forceFC, the electrostatic forceFE and a random source
SRD related to Brownian effects. The equation neglects colli-
sion against walls and between particles, due to the commonly
low particle concentration in PIV (Raffel et al 2018).

The above equation can be considerably simplified when
solid tracer particles are employed in gas-phase flows (fluid
density much lower than that of commonly-used particles)
under isothermal (without fluid density change) and macro-
scopic conditions. In this case, following Raffel et al (2018),
the particle inertial force is equilibrated by only the Stokes vis-
cous force according to the approximation

ρpπd3p
6

d
dt
Vp =−3πµdp [Vp−Vf] , (2)

where dp is the particle diameter, ρp is the particle density, µ is
the fluid viscosity,Vp is the particle velocity,Vf is the velocity
of the surrounding fluid and [Vp−Vf] is the velocity slip.

The step response of a tracer particle to a sudden accelera-
tion of surrounding fluid assumes the well-known exponential
solution

Vp = Vf

[
1− e

− t
τp

]
, (3)

where τ p stands for the particle relaxation time (sometimes
called particle response time)

τp =
ρp
18µ

d2p . (4)

For sub-micron tracer particles, the no-slip boundary condi-
tion assumption may fail. Therefore, corrections for the Stokes
viscous force (and consequently for the relaxation time) have
been proposed based on the Knudsen number (e.g. Sung et al
1994), defined as the ratio between the mean free path of the
fluid and the particle diameter.

To estimate the tracer particle tendency to follow the sur-
rounding fluid flow, the Stokes number can be employed. It is
defined as the ratio of the relaxation time of the tracer particle
to a characteristic time of the flow

St≡
τp
τf
, (5)

where the characteristic time scale of the flow τ f is often
inferred as a ratio of a representative length scale and a charac-
teristic velocity (Raffel et al 2018). Ideally, St should be much
lower than 1, but the scattered light from tracer particles also
depends on their diameter, therefore St< 0.1 is normally con-
sidered as good practice (Raffel et al 2018). For St below 0.2,
tracer particles are expected to closely track the flow velocity
gradients, with velocity slip errors below 2% (Samimy and
Lele 1991).

Usually, the characteristic time scale of the flow is assumed
to be the turnover time of large eddy structures (τℓ0) defined as

τf = τℓ0 ≡
ℓ0
Vℓ0

, (6)

where ℓ0 and Vℓ0 are the characteristic lengthscale and the
characteristic velocity of a large eddy, respectively.

For the present investigated turbulent jet flow, a character-
istic time of the flow at a few diameters downstream the jet
exit is crudely estimated assuming a characteristic lengthscale
equal to the jet nozzle outer diameter D0 and a characteristic
velocity equal to the jet bulk velocity V0. This characteristic
time is a reasonable scale for providing meaningful time-
averaged velocity and Reynolds stress measurements, since
the characteristic velocity is of the order of (2K/3)1/2, beingK
the turbulence kinetic energy, for fully turbulent flows at high
Reynolds number (Pope 2000). At the vicinity of the annu-
lar nozzle exit, an inner mixing region with strong flow recir-
culation is formed (Ko and Chan 1979). At this region, the
characteristic lengthscale of the flow is then proportional to
the slit of the annular nozzle, leading to the smallest char-
acteristic time of the annular jet flow. For downstream pos-
itions, the characteristic time of the flow increases since τf ∝
R0.5/Vc ∝ z2/(V0D0), beingVc the centreline velocity,R0.5 the
half-velocity width (radial position where the Vz = 0.5 Vc) and
z the axial position from the jet exit (Pope 2000). Nevertheless,
if high-accuracy of the smallest scale fluctuations is important
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(e.g. dissipation measurements), the Kolmogorov time scale
should be used instead, which is defined as

τη ≡
[ν
ϵ

]1/2
, (7)

where ν is the kinematic viscosity of the fluid and ε is the dis-
sipation rate of turbulence kinetic energy by viscous stresses.

Besides the ability of the particle tracer to track the fluid
flow, it is worth mentioning that the instantaneous velocity
measured by PIV, VPIV, is the volume average of the fluid
element velocity (estimated by the tracer particles) over the
interrogation box region V, which can be expressed by the fol-
lowing equation (Atkinson et al 2014)

VPIV ≈
ˆ

ωVf d−V≈
ˆ

ωVp d−V , (8)

where ω, to a first approximation, can be obtained by a top-hat
weighting function representing the interrogation box region
according to

ω =
1

∆Wx∆Wy∆Wz∆t
, (9)

where ∆Wx and ∆Wy are the dimensions of the interroga-
tion window, ∆Wz the light sheet thickness and ∆t the time
delay between light pulses. Therefore, the interrogation box
region acts as a low-pass filter of the spatial and temporal
gradients of the local velocity. This can cause relevant bias
errors in the velocity statistics, particularly for the higher-order
moments of the turbulent velocity fluctuations (Atkinson et al
2014). The best-practice PIV experimental design for fine spa-
tial resolution and accurate higher-order statistics in turbulent
flows should optimize the interrogation box dimensions so as
to resolve small-scale motions of about a few Kolmogorov
length scales (Elsinga andMarusic 2010), with the latter being
defined as

η ≡
[
ν3

ϵ

]1/4
. (10)

A thorough discussion about the spatial filtering effects in
the PIV measurements can be found elsewhere (Foucaut et al
2004, Atkinson et al 2014).

It should be clear from the above discussion that the
measured PIV velocity intrinsically carries errors from vari-
ous sources. Therefore, the measured velocity must always
include its uncertainty, characterizing the statistical dispersion
of the values that reasonably resembles the ‘true’ flow velocity
(GUM 2008). The standard uncertainty in the local velocity of
the time-averaged PIV fields, δV i, can be estimated as (GUM
2008, Sciacchitano 2019)

δVi =
√
δVi,A

2 + δVi,B
2 =

√[
σVi√
Neff

]2
+ δVi,B

2 , (11)

where δV i,A and δV i,B stand for type-A and type-B uncertain-
ties, respectively, of the ith component of the time-averaged
velocity vector, σVi is the standard deviation and Neff is
the local effective number of vectors (i.e. time-independent

samples).Neff can be estimated based on the integral time scale
as (Sciacchitano and Wieneke 2016)

Neff =
N∑

n
ρViVi(n∆t)

, (12)

where N is the amount of samples, ρViVi is the auto-correlation
coefficient, n is the time lag and ∆t is the sampling inter-
val. The auto-correlation coefficient equals one for n= 0
and decreases towards zero with increasing n. Note that, for
uncorrelated samples, ρViVi(n∆t) = 0 when n> 0 leading to∑

ρViVi(n∆t) = 1 and consequently Neff = N, whereas, for
correlated samples,

∑
ρViVi(n∆t)> 1 resulting in Neff < N.

The type-A uncertainty represents the random uncertainty
due to the finite number of samples. It includes the ran-
dom uncertainty of the instantaneous measurements as well
as the velocity fluctuations due to the stochastic nature of the
flow (Sciacchitano and Wieneke 2016). The type-B uncer-
tainty is evaluated by means other than the statistical analysis
of series of samples, usually using available knowledge, and
includes possible bias in the measurements. In practice, the
type-B uncertainties are generally neglected (Sciacchitano and
Wieneke 2016), but they can be estimated by comparing the
PIVmeasurements to analytical solutions, reliable simulations
or high-accuracy measurements preferably from a different
technique. The estimation of the type-B uncertainty provides
a more realistic standard uncertainty, because a lower bound
(related to the best accuracy of the measurement technique)
exists when the amount of independent samples tends to infin-
ity. In the present work, δV i,B≈ 0.02 pixel is assumed based
on the root-mean-square error of synthetic PIV fields with
constant displacement under optimum conditions (i.e. particle
image diameter of about 3 pixels, 5–15 particles per inter-
rogation window, no particle pair loss, no shear, no noise)
(Thielicke and Stamhuis 2014).

The standard uncertainty in the adimensional velocity,
δ (Vi/Vc), employed in radial self-similar profiles, is computed
by uncertainty propagation (GUM 2008, Sciacchitano 2019)
according to

δ
Vi
Vc

=

√[
∂

∂Vi

(
Vi
Vc

)
δVi

]2
+

[
∂

∂Vc

(
Vi
Vc

)
δVc

]2
=

√[
1
Vc

δVi

]2
+

[
Vi
V2
c
δVc

]2
, (13)

where δVc is the standard uncertainty in the centreline velo-
city.

The standard uncertainty in the Reynolds stress, δRij, can
be estimated as (Sciacchitano and Wieneke 2016)

δRij =

√√√√√σViσVj
√

1+ ρ 2
ViVj

Neff− 1

2

+
[
ρδVi,BδVj,BδVi,BδVj,B

]2
,

(14)

where ρViVj refers to the cross-correlation coefficient between
the velocity components V i and V j (−1⩽ ρViVj ⩽ 1) and
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Figure 1. (a) Top view picture of the nozzle outlet with dimensions, (b) schematic cross-sectional view of the SpraySyn-burner with an
example of selective particle seeding through the dispersion gas for PIV evaluation, and (c) characteristic regions of the flow field. Legend:
(1) inner mixing region, (2) jet merging region, (3) annular mixing region, (4) pilot merging region, (5) jet-pilot mixing region,
(6) fully-merged jet, (7) developed jet and (8) sheath region. (For interpretation of the colour in this figure, the reader is referred to the web
version of this article).

ρδVi,BδVj,B is the cross-correlation coefficient between the type-
B uncertainty components. The ρViVj coefficient is equal to
one for the Reynolds normal stresses and it is zero when the
velocity components are uncorrelated. Generally, the type-
B uncertainty components are uncorrelated for planar PIV
(ρδVi,BδVj,B = 0) (Sciacchitano and Wieneke 2016).

The expanded uncertainties are computed multiplying the
standard uncertainties by a coverage factor, λ, associated
with a confidence level and the local amount of independent
samples. The coverage factor is obtained from the t-student
distribution (GUM 2008). The reported uncertainties in the
present work refer to the expanded uncertainties with a con-
fidence level of 95% (i.e. λ= 1.96 for Neff ≳ 500).

3. SpraySyn burner and flow regions

The SpraySyn burner (figure 1) is a standard lab-scale spray-
flame burner for systematic experimental, numerical and ana-
lytical investigations of nanoparticle synthesis (Menser et al
2014, Schneider et al 2019). In the standard operation of
the SpraySyn burner, a central two-fluid nozzle atomizes
a liquid solution of precursor-solvent mixture by a high-
momentum dispersion gas of oxygen. The liquid is delivered
through a capillary at the center of the nozzle (red region in
figure 1), while dispersion gas (blue) flows through an annu-
lar region with inner diameter of 0.70 mm and outer diameter
of D0 = 1.50 mm. The flow is stabilized by a surrounding
laminar premixed flat fame from the reaction of a methane-
oxygen pilot gas (green) supported on a porous sintered mat-
rix with an outer diameter of 70 mm. A laminar coflow of
nitrogen in the outermost annular region is employed as an

inert sheath gas (yellow). The flow statistics are axisymmet-
ric. More details about the SpraySyn burner can be found in
the works of Schneider et al (2019) and Martins et al (2020).

In the present work, we simulate a non-reacting flow with
gas flow rates of 4 slm of dispersion gas (also termed jet gas),
7.5 slm of pilot gas, 120 slm of sheath gas, without any injec-
tion of precursor, under 1 atm and 293 K (identical to case 1
measured byMartins et al 2020). This leads to outlet bulk velo-
cities of 51.8 m s−1, 1.1 m s−1 and 0.6 m s−1 for the jet, pilot
and sheath gases, respectively.

The investigated flow field issued through the Spray-
Syn burner can be defined as a non-reacting, axisymmet-
ric, turbulent annular jet weakly confined by co-flowing
low-momentum streams (the ratio between pilot and jet velo-
cities is around 0.02). The flow can be divided along the jet
centreline sequentially intomerging zones, fully-merged zone,
and fully-developed zone, combining previous works in the
literature (Ko and Kwan 1976, Ko and Chan 1979, Martins
et al 2020). The inset on the right of figure 1 presents a sketch
with subdivisions of the flow field that will help discussing
the results. It is important to stress that the divisions are meant
to define regions with similar relevant characteristics, which
might persist in other regions. Therefore, the border limits sep-
arating different regions must be understood as approximated
locations. Close to the nozzle exit, the high-momentum annu-
lar jet flow is characterized by a merging region. Within this
region, the axis of the jet potential core (region with negli-
gible variation in the initial velocity) merges towards the jet
centreline. Due to the absence of a central issuing stream, an
inner mixing region is formedwith strong presence of vortices,
including a toroidal-like recirculation zone close to z= 0. The
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low-momentum pilot stream issuing through the porous mat-
rix also merges towards the jet centreline. Along the path, the
pilot stream encounters the main jet stream and then a vigor-
ous mixing occurs, characterizing the jet-pilot mixing region.
The presence of an outer annular wall at the nozzle inset gen-
erates an annular mixing region with intense flow recircula-
tion, mostly composed by pilot gas. The combined jet evolves
into a fully-merged jet region (with complete merging of the
jet and pilot streams) and then into a developed jet region
further downstream. From the fully merged zone onwards,
the maximum axial time-averaged velocity is observed on
the jet centreline and its value decays with the axial and
radial directions. In the fully-developed zone, the combined
jet exhibit self-similar characteristics (Pope 2000) and beha-
viour equivalent of that of a turbulent round jet (Ko and Kwan
1976, Martins et al 2020). At the rim of the combined jet, a
shear layer exists, promoting mixing between the combined
jet stream and the surrounding sheath gas.

4. Numerical setup and processing

The numerical simulation is based on the open-source libraries
of OpenFOAM-5.x (Weller et al 1998). The gaseous flow field
and the discrete seeding particles evolve within a cylindrical
domain with a diameter of 36D0 and an axial extent of 20D0

starting at the burner nozzle exit. The inlet flow rates of the
jet, pilot and sheath regions used in the simulation have been
described above (section 3). The solution of the gaseous flow
field, the discrete seeding particles, the data collection, the syn-
thetic PIV and the processing approach are described in the
following.

4.1. Eulerian solver for the gas-phase flow field

The gaseous flowfield is obtained by the solution of the incom-
pressible conservation equations of mass and momentum in
the context of large eddy simulation (LES). The cylindrical
simulation domain is discretized by a multiblock structure.
Around the centreline a Cartesian grid is used to avoid sin-
gularities, while the remaining domain is resolved by a cyl-
indrical grid. In total the domain is discretized by 1.7 million
grid cells, where mesh refinement is applied in the region close
to the jet exit to resolve the shear layers (leading to a minimum
cell size of 0.0053D0 in the shear layer on the jet exit plane).
The cell size is typically around 5 η, allowing the cell to resolve
80% of the turbulent kinetic energy on average, except in the
vicinity of the jet exit nozzle lip. The remaining turbulent sub-
grid fluctuations are modelled with the σ-model (Nicoud et al
2011) using a constant Cσ = 1.5.

The turbulent velocity field at the jet inlet boundary is gen-
erated in a separate, independent LES, because no velocity
measurements were available at the close vicinity of the nozzle
exit. The independent LES resolves an annular pipe flow with
the same inner and outer diameter as the jet nozzle on the exit
plane. In this simulation, the velocity fields are sampled each
time step on the nozzle exit plane and imposed at the jet inlet
boundary in the subsequent simulation of the SpraySyn burner.

Aside from the jet inlet, constant block velocity profiles are
applied at the pilot and sheath gas inlets. All remaining bound-
ary conditions are set as zero gradient, except for the pressure
at the outlet where a total pressure is imposed.

A second-order central-difference scheme is used for the
velocity computation, with a constant time step of 0.2 µs,
which ensures Courant numbers below 0.9 at all times. At the
end of each time step, a maximum final residual of 1× 10−10

is allowed for all fields.

4.2. Lagrangian solver for the seeding particles

A Lagrangian point approach is used to track the dispersion of
six separate and independent sets of seeding particles, which
are evolved by drag and gravitational forces. Potential inter-
actions among particles, shear-induced particle rotation and
alterations of the gaseous flowfield by the seeding are assumed
to be small and neglected. The six sets of particles have two
distinct origins, three are injected through the jet inlet (at ran-
dom locations on the inlet surface of the simulation domain)
and the other three through the pilot inlet. The inlet sheath
gas is always unseeded. Each of the three sets injected at one
inlet has a constant particle density of 3.9 g cm−3 and constant
particle diameters of 0.037, 0.37 and 3.7µm. The particles will
sometimes be referred along the text as ‘small’, ‘medium’ and
‘large’ particles, in allusion to their diameters. The medium-
sized tracer particles are expected to simulate the TiO2 seeds
(Kronos 2160) used in previous PIV measurements of our
group (Martins et al 2020). The particles are injected with a
flow rate of 2.0× 107 particles per second at the jet inlet and
3.8× 107 particles per second at the pilot inlet. These two flow
rates ensure that each particle represents the same mass of
fluid. This leads to an average instantaneous particle number
in the domain of around 4.6× 105 particles for the two sets
of smaller particles (0.037 and 0.37 µm) originating from the
jet (3.1× 105 for 3.7 µm) and 4.1× 106 particles in the two
sets of smaller particles with origin from the pilot (4.5× 106

for 3.7 µm). The total particle number varies depending on the
origin of the particle injection due to the different jet and pilot
mass flow rates as well as the particle size due to the different
particle inertia and initial velocities. The particle concentra-
tion in the PIV image will be provided in section 4.4, since
it depends not only on the particle concentration per volume,
but also on the light sheet thickness, the magnification and the
image resolution.

The estimated response times a few diameters downstream
the jet exit for the small, medium and large-sized particles
(equation (4)) are about 0.016, 1.6 and 1600 µs, respectively,
leading to Stokes numbers of St ≈ 0.0006, 0.06 and 6. It is
important to observe that a variation of one order of magnitude
in the particle diameter leads to a variation of two orders in
the particle response time and, therefore, in the Stokes number
(St ∝ τp ∝ d2p). From the Stokes number criterion, the present
small and medium-sized particles are expected to follow the
flow with fidelity.

Instantaneous tracer particle distributions from the LES
for the different particle diameters studied are presented in
figure 2. The figure indicates that all investigated particles
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Figure 2. Instantaneous tracer particle distributions from LES for particles with diameters of (a) 0.037, (b) 0.37 and (c) 3.7 µm seeded
through the pilot (left half) and jet gas (right half). Particles are coloured according to their axial velocity.

seeded through the pilot gas are sucked towards the high-
momentum jet for positions below 6.7D0 (pilot merging
region in figure 1(c)) and follow jet spreading for downstream
positions. The spatial distributions for tracer particles with dia-
meters of 0.037 and 0.37 µm are similar with negligible dif-
ferences from visual inspection of figure 2. All particles sizes
injected through the pilot gas (left halves in figure 2) have dif-
ficulties to enter in the annular mixing region (0.5≲ r/D0 ≲ 2
and z/D0 ≲ 0.7) and jet merging region (0⩽ r/D0 ≲ 0.5 and
z/D0 ≲ 2.7). The former region is dominated by a recirculat-
ing flow close to the wall, so only a small amount of particles
mixes with the gas while the latter is shielded at some extent
by the high-momentum jet flow, particularly the annular jet
core close to the nozzle. It is noticeable from the instantan-
eous plots that there are less particles when the large seeds
(with the greatest inertia) are used. The particle number dens-
ity decreases with axial and radial distances from the nozzle
exit, because of the jet dispersion and the radial inflow of
surrounding unseeded gas. Nevertheless, the particle number
density of small and medium-sized seeds can be considered
locally homogeneous inside the most part of the jet and pilot
streams. On the other hand, the particle distribution of the
large tracers shows inhomogeneities at the jet shear layer with
regions of particle clouds and others with a particle shortage.
This behaviour is expected from its Stokes number (St≫ 0.1).

4.3. LES data collection and processing

Including the initialization of the flow, the simulation evolved
for 150 ms (259 flow through times), which amounts to 12 180
CPUh on two Intel Xeon (E5-2680 v3) processors with a total
of 24 cores.

Statistics from the gaseous flow field are computed based
on collected data every time step for each LES cell. In total the

gaseous flow field is averaged for 120 ms, which corresponds
to 208 flow through times based on the jet bulk velocity. The
maximal relative change in the averaged Reynolds stresses on
the centreline is below 4% within the last third of the aver-
aging period. In addition to the time average, the flow field is
averaged along the circumferential direction to improve con-
vergence, exploiting the rotational symmetry of the setup.

Particle positions and their identification numbers of each
seeding particle set are recorded every 100th and 120th time
step within two 0.27D0-thick vertical volumes that are ortho-
gonal to each other and centred with diametral jet planes (i.e.
rz-planes). This leads to a 20 µs sampling period of pairs of
particle distributions with a 4 µs time delay between corres-
ponding recordings. The total amount of pairs of instantaneous
particle distributions for each simulated set is 3200.

4.4. Synthetic PIV generation and processing

Planar PIV fields of the turbulent jet flow issued through the
SpraySyn burner are computed from synthetic particle images
using the collected data from the seeded LES in aMonte Carlo
basis (Raffel et al 2018). For each pair of recorded seeded
LES time step, synthetic particle images mimicking a typ-
ical dual-frame CCD camera system are generated, accord-
ing to Raffel et al (2018). The centre location of each artifi-
cial particle at the first and second image frames (subsequent
single-exposure times) is given by its 3D recorded position
(x0,y0,z0) at the 100th and 120th LES time step, respectively.
In the present work, the image size is 512× 1024 pixels along
the horizontal and vertical direction, respectively, covering a
field of view of−4.9≲ r/D0 ≲ 4.9 and 0.7≲ z/D0 < 20. This
leads to a scaling conversion from physical to image space of
0.019D0/pixel. The maximum particle displacement for the
present time delay (dt= 4 µs) is about 9 pixels and the loss
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Figure 3. Instantaneous synthetic images of tracer particles for PIV evaluation. Generated seeds through (a) the jet only, (b) the pilot only
and (c) both regions.

of corresponding particles is below 3% between subsequent
exposures due to out-of-plane motion. The intensity distribu-
tion of each particle is approximated by a 2D Gaussian dis-
tribution with the standard deviation equal to one quarter of
the particle image diameter and the amplitude associated to
the depth position of the particle in relation to the centre of
the light sheet as follows

I(x ′,y ′) = Iz0 e
− 8

δ2τ
((x ′−x ′0 )

2+(y ′−y ′0 )
2)
, (15)

where x ′ and y ′ are image coordinates, x ′0 and y
′
0 are converted

particle centre locations on the image plane, δτ is the particle
image diameter and Iz0 the maximum intensity of each particle
given by

Iz0 = I0 e
− 8

∆Wz2
z2
, (16)

where I0 is the maximum light intensity in the centre of the
Gaussian light sheet,∆Wz is the light sheet thickness and z is
the particle depth distance from the centre of the light sheet.
In the present work, the image diameter of artificial particles
is 2.5 pixels and the light sheet thickness is 0.27D0. The max-
imum particle intensity is restricted to 1000 counts in the syn-
thetic 10-bit images generated here. The synthetic images sim-
ulate perfect recordings with no image noise or perspective
errors, in order to improve the velocity precision. The averaged
particle image density in the present setup is around 0.02–0.03
particles per pixel (ppp). Images of the particle distribution
from seeds injected simultaneously through the jet and pilot
regions are created joining the data collected from particles
being added though these distinct regions. Figure 3 presents
typical instantaneous synthetic particle images generated by
the aforementioned procedure.

The present synthetic PIV processing follows the clas-
sical operating rules for planar PIV (Raffel et al 2018,
Scharnowski and Kähler 2020). The selective seeding method
causes spatial inhomogeneity of the image seeding density
(figure 3). Therefore, instantaneous masks are used in order
to limit the velocity evaluation to regions with tracer particles.
The masks are generated by binarizing previously Gaussian-
smoothed instantaneous particle images. Velocity fields are
computed in PIVlab toolbox for Matlab (Thielicke and Stam-
huis 2014, Thielicke 2021) using an iterative multi-grid cross-
correlation approach including window deformation (Scarano
and Riethmuller 2000). The initial interrogation window size
of 64× 64 pixels is stepwise decreased along four cross-
correlation passes towards the final window size of 16× 16
pixels (all windows with 50% of overlap), leading to a final
vector space of 0.13D0 (i.e. about half of the annular slit width
of the nozzle). Vectors at grid locations outside the instant-
aneous mask are not computed. The sub-pixel resolution is
obtained by a three-point Gaussian fit of the cross-correlation
peak (Raffel et al 2018). The interpolation scheme for the
window displacement between passes is performed based on
the ‘Smoothn’ algorithm (Garcia 2010). After the final pass,
spurious vectors are removed, based on global vector displace-
ment limits and on the local standard deviation of the neigh-
bours (Westerweel and Scarano 2005), and not accounted for
computing the statistics. The statistics of each case is cal-
culated using 3200 velocity fields, which are averaged with
their mirrored fields with respect to the jet centreline for better
convergence. It is important to mention that the local amount
of time-independent vectors is much lower than 2× 3200 for
two reasons. First, the sampling interval of the LES data is
not long enough to guarantee completely uncorrelated vec-
tors everywhere, since the jet velocity decreases with axial
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Figure 4. (a) Time-averaged axial velocity field of the gas, with streamlines, computed by large eddy simulation at the PIV region.
Absolute error fields between time-averaged axial velocities computed by LES and those evaluated by synthetic PIV using tracer particles of
diameters of (b) 0.037 µm, (c) 0.37 µm and (d) 3.7 µm injected through the jet and pilot regions.

and radial directions (increasing the characteristic time scale).
Second, the amount of vectors changes locally, due to border
oscillation of the seeded jet flow (captured by the instantan-
eous mask). Therefore, the local effective number of vectors
for computing the expanded uncertainties is estimated based
on equation (12).

5. Results and discussion

Nine seeding cases are compared and discussed here. The
cases consist of simulated tracer particles with diameters of
0.037, 0.37 and 3.7 µm, denoted in the plots by the suffixes
‘s’ (small), ‘m’ (medium) and ‘l’ (large), respectively. The
particles are injected through the jet gas only (prefix ‘J’ in the
plots), pilot gas only (‘P’) or both (‘JP’). Velocity fields are
assessed directly in the standard LES (simulated gaseous flow)
and indirectly from PIV evaluation of synthetic images (PIV-
syn), i.e. cross-correlation of windows from artificial particle
image pairs. The adopted axes are drawn in figure 1. Time-
averaged velocity and Reynolds stress statistics are used to
discuss the bias errors arising from the use of particles for
inferring the gas velocity of the present isothermal turbulent
jet.

Figure 4 presents the time-averaged axial velocity field
from LES and the absolute error fields from the difference
between the LES velocity field non-dimensionalized by the
jet bulk velocity and those from synthetic PIV using tracer
particles introduced through the jet and dispersion gases
together. The comparison of the error fields shows mainly the
effect of particle lag on the velocity for the different tracer
particle sizes. The colorbar is set in logarithmic scale cover-
ing two orders of magnitude of error. White regions are loc-
ations where PIV evaluation is not possible due to the lack
of tracer particles, because no seeding was added through the
sheath gas. Error fields from small and medium particles are

alike with few differences in the inner mixing region (please
revisit figure 1(c) for flow regions). At this region the charac-
teristic lengthscale of the flow is expected to be of the order
of the slit of the annular nozzle (i.e. 0.27D0), leading to a
Stokes number at least four-fold greater than those estimated
in section 4. The two plots show negligible errors close to
the jet centreline and in the pilot merging region. The errors
are higher at the jet shear layer and they are the highest at
the annular mixing region. These errors are caused by the
presence of large instantaneous velocity gradients (much lar-
ger than gradients computed from the time-averaged velocity)
and lower particle-number density in these locations. Both
effects increase the velocity errors within the corresponding
PIV interrogation windows (Raffel et al 2018, Sciacchitano
2019). Regarding the large particles, their errors are generally
higher than those of the small and medium particles, except
for the pilot merging region. The latter region has negligible
velocity fluctuations and, therefore, particles of all sizes prop-
erly track the flow. The highest errors for the large particles are
observed close to the centreline region upstream the developed
jet zone and in the annular mixing region. The former is a con-
sequence of the high velocities and fluctuations that preclude
the reliable velocity estimations due to the particle inertia. On
top of that, at the bottom of the PIV field of view close to the
jet exit, the velocity error increases due to the loss of corres-
ponding particles in the PIV interrogation window pair. The
origin of such errors and their quantification will be discussed
in more detail when presenting the velocity profiles.

Figure 5(a) shows centreline profiles of time-averaged axial
velocity obtained from LES and synthetic PIV using tracer
particles with different diameters introduced through the jet
and pilot gases. For clarity, uncertainty bars are added on
every fourth velocity location for the medium-sized particles
only. PIV measurements performed by Martins et al (2020)
are included for comparison. They measured the gaseous
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Figure 5. Centreline profiles of (a) time-averaged axial velocity from standard LES, PIV measurements (Martins et al 2020) and synthetic
PIV using tracer particles with different diameters seeded through the jet and pilot regions, and (b) associated errors.

flow by seeding the jet only under similar conditions to
those of the present work, among a variety of other non-
combusting and combusting conditions. Although additional
measurements employing a hot-wire anemometry, which is
a particle-free point-wise velocimetry, have also been car-
ried out by these authors, the hot-wire measurements are
not reproduced here because the stationary single-wire sys-
tem used cannot distinguish velocity components and it is
prone to rectification, drop-out and cross-flow errors, as dis-
cussed by Panchapakesan and Lumley (1993). Correspond-
ing errors between velocities from PIV and LES are presen-
ted in figure 5(b). The LES centreline velocity profile starts
at zero, decreases towards a global minimum at z/D0 = 0.53
with Vz/V0 =−0.29, increases towards a global maximum
at z/D0 = 2.87 with Vz/V0 = 0.98 and then monotonically
decreases. The negative values are related to the inner recir-
culating region generated in annular jets (Ko and Chan 1979).
At the bottom of this region (0⩽ r/D0 ≲ 2.3 and z/D0 ≲ 1)
a strong recirculating toroidal vortex develops (Martins et al
2020). The maximum centreline velocity occurs when the jet
potential core merges towards the nozzle axis upstream of the
inner mixing region. The present centreline velocity asymp-
totes towards a decay proportional to z−1 for downstream pos-
itions z/D0 ≳ 5. This decay trend is in concordance with vast
literature (Panchapakesan and Lumley 1993, Boersma et al
1998, Pope 2000, Antoine et al 2001, Martins et al 2020).
Excellent agreement is observed among the LES flow pro-
file and those when small and medium particles are used,
indicating that these sub-micron particles track the gas motion
with fidelity. The greatest errors occur at z/D0 < 1.8. Besides
the aforementioned sources of error, this particular location
is more influenced (due to the larger velocity gradients and
smallest flow length scales) by spatial filtering imposed by
the cross-correlation window employed in the velocity eval-
uation (Foucaut et al 2004, Li et al 2007, Atkinson et al 2014,
Scharnowski and Kähler 2020) as well as the light sheet thick-
ness (Atkinson et al 2014, Raffel et al 2018), both around
0.27D0. In the velocity profile from synthetic PIV using large

particles, the averaged velocity peak is shifted approximately
1.7D0 further downstream compared to that of the stand-
ard LES profile. Therefore, the flow velocity is underestim-
ated at the region 1.3< z/D0 < 4 and it is overpredicted at
4.7< z/D0 < 16. The observed velocity slip is caused by the
particle inertia. The velocity slip behaviour was anticipated by
analysing the Stokes number, which is much larger than the
recommended limit of 0.1. The St of the largest tracer particles
under the present study is two orders of magnitude greater
than that of medium-sized particles, which tend to closely fol-
low the flow. All investigated profiles collide on top of each
other for axial positions above 16D0 (within variations below
2% of V0), indicating that the particles accurately track the
flow from this location onwards. This is a consequence of
the increase of the characteristic time scale of the gas flow
with the square of the axial distance from the jet exit, leading
to a much lower Stokes numbers at these downstream loca-
tions. This effect, related to the jet spreading, is well-known
and described in the literature (Pope 2000). While the LES
profile of axial velocity compares well with that from PIV
measurements (Martins et al 2020) for axial positions above
9D0, great discrepancies are observed for upstream locations.
The LES employs a turbulent flow from a straight annular pipe
as the jet inlet boundary (section 4), which seems to oversim-
plify the complex nozzle geometry leading to differences from
the actual flow discharged through the nozzle of the Spray-
Syn burner, as discussed in Martins et al (2020). Despite the
jet inlet discrepancies, normalized profiles of measurements
and simulations by self-similar variables are alike within the
developed region of the jet, as will be presented at the end of
this section. Centreline profiles of time-averaged axial velocity
from synthetic PIV seeding the jet only with small or medium
particles show equivalent behaviour to those when pilot and
jet streams are seeded together (differences of about 1% for
positions above 6D0) and, therefore, are not plotted for sake
of space.

Figure 6 presents radial profiles of time-averaged axial
velocity at selected distances from the jet exit for the same
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Figure 6. Radial profiles of (a) time-averaged axial velocity from standard LES and synthetic PIV using tracer particles with different
diameters seeded through the jet and pilot regions together, and (b) corresponding errors.

seeding configurations of figure 5. Uncertainty bars for the
medium-sized particle are included every second velocity
point. Overall, the differences between profiles from small
andmedium particles are negligible. Velocities estimated from
PIV are unable to detect the off-centred peak on the LES
radial profile at z/D0 = 2.7 (figure 6(a)), because of PIV spa-
tial filtering as the interrogation window size of 0.26D0 is
on the order of the slit width of the annular nozzle. In the
case of large particles, the particle lag effect deteriorates
even more the velocity estimate. Velocity values are under-
predicted around the jet center at z/D0 = 2.7 and overpredicted
at z/D0 = 5.3 (figure 6(b)). A third detrimental effect appears
for axial positions above 6.7D0, where the jet and pilot streams
are fully-merged. Upstream that location, the present flow
behaves as a seeded combined jet surrounded by an unseeded
sheath gas, roughly independent of the injection region of
seeding particles. For this type of flow, a noticeable inter-
mittency effect is present at the jet shear layer, where there
is a pronounced mixing between seeded and unseeded gases.
Figure 6(c) exemplifies the intermittency effect at z/D0 = 18.
Profiles of all particles are virtually the same considering the
uncertainty levels. The intermittency causes a clear positive
bias error on the nominal value of the velocity. The introduced
bias error is of the order of the computed uncertainty.

To better understand the intermittency effect, radial profiles
of time-averaged velocities at z/D0 = 5.3 are analysed, since
at this location, the axis of the jet core has already merged
with the jet centreline and the pilot gas is still present around
the jet flow. Figures 7(a) and 8(a) present radial profiles of
axial and radial velocity components, respectively, estimated
by synthetic PIV from medium-sized particles added through
the jet only, the pilot gas only and through both regions. Radial
profiles computed by LES are plotted for a gas flow reference.
Uncertainty bars for the synthetic PIV evaluations with the
jet only and the entire flow seeded are included every fourth
velocity point. The corresponding velocity errors between the
synthetic PIV evaluation using selective seeding (PIVsyn Jm
and PIVsyn Pm) with that seeding both streams (PIVsyn JPm)

are displayed in figures 7(b) and 8(b). From figures 7 and 8,
the intermittency effect becomes obvious when selective seed-
ing is adopted. Seeding the flow through the pilot gas only
underestimates the axial and radial velocities at 0⩽ r/D0 ≲ 1,
corresponding to regions around the jet centre. On the other
hand, seeding the flow through the jet gas only overestimates
both velocity components at 0.7≲ r/D0 ≲ 2, positions around
the shear layer. The latter bias is a consequence of the velo-
city evaluation from intermittent tracer particles (with inertia)
that are spread or are convected by coherent structures from
the high-momentum jet into the mixing region with entrained
unseeded fluid from the low-momentum pilot gas. For the
radial velocity when seeding exclusively the jet (figure 8(a)),
only positive values are observed, indicating that the neg-
ative radial velocities at the jet boundaries due to entrain-
ment cannot be captured. Different from the axial velocity,
the bias error in the radial velocity (figure 8(b)) is still above
the present uncertainty value at r/D0 = 2, where the PIV eval-
uation ends due to the jet boundary. It is worth mentioning
that PIV measurements of the time-averaged radial velocity
are challenging because the values are usually less than 2%
of the centreline axial velocity, therefore, close to the com-
monly reported uncertainty levels of the technique (Sciac-
chitano 2019). The nominal values of velocity computed by
PIV with a seeded jet surrounded by an unseeded environment
is always above those obtained with the entire flow seeded.
This finding has been already perceived in different particle-
based velocity measurement techniques by other researchers
(Birch and Dodson 1980, Dibble et al 1987, Rice et al 2015).
Overall, the lowest bias errors when only one region can be
seeded occur for seeding through the pilot gas only (average
bias error in the time-averaged axial velocity of about −3%
in the present work), instead of the jet gas only (average bias
error of about 9%). This somehow non-intuitive result is in
agreement with the literature (Dibble et al 1987). When the
entire flow is seeded, the intermittency effect vanishes and the
synthetic PIV profile coincides with that obtained by LES.
Identical results are observed for the small particles and are

11



Meas. Sci. Technol. 32 (2021) 104006 F J W A Martins et al

Figure 7. Radial profiles of (a) time-averaged axial velocity at z/D0 = 5.3 from standard LES and synthetic PIV using tracer particles
injected through the jet only, pilot only and both regions, and (b) corresponding errors.

Figure 8. Radial profiles at z/D0 = 5.3 of (a) time-averaged radial velocity from standard LES and synthetic PIV using tracer particles
injected through the jet only, pilot only and both regions, and (b) associated errors.

not plotted for sake of space. For the large particles, the inter-
mittency effect is combinedwith that of particle lag, increasing
the bias errors and extending the limits of the aforementioned
regions.

Figure 9 shows radial profiles of the Reynolds stress com-
ponents within the rz-plane obtained by the synthetic PIV
using different tracer particles added through the jet only, pilot
only and both regions. These profiles are compared with those
from the standard LES. Uncertainty bars are displayed every
second point for the PIV evaluation with both regions seeded.
The radial profiles of Reynolds stresses reflect the velocity
fluctuations and the different levels of shear in the turbulent
jet flow. In the jet shear layer region, large velocity gradients
create off-centred peaks in all Reynolds stresses, while, at the
jet centre, the velocity fluctuations are responsible for the large
values in the Reynolds normal stresses (figures 9(a) and (b)).

The spatial filtering associated with the interrogation box
region (equation (8)) of the present noiseless synthetic PIV has
a small effect on the time-averaged velocity at z/D0 ≳ 5. Nev-
ertheless, noticeable bias errors due to filtering are observed

when evaluating the Reynolds stress values of the simulated
gas flow at z/D0 = 5.3 by all synthetic PIV cases (figure 9).
Since the average core diameter of intense vortical struc-
tures in turbulent flows is found to be about 10η (Elsinga
and Marusic 2010), the interrogation window size and the
light sheet thickness of a PIV experiment should be optim-
ised to less than half of this length (Nyquist sampling theorem)
in order to properly resolve the turbulent fluctuations. The
Kolmogorov length scale of the present turbulent jet flow at
z/D0 = 5.3 computed by the LES σ-model (Nicoud et al 2011)
is η≈ 0.0085D0, leading to a relative window size of about
32 η and a light sheet thickness of around 36 η. Therefore,
the oversized interrogation box region attenuates the Reyn-
olds stress on average between −30% and −40% using suit-
able tracers (i.e. small and medium particles) at this axial loc-
ation. The filtering in the Reynolds stress is worst for large
particle tracers with greater Stokes numbers (green symbols in
figure 9). The spatial filtering behaviour is in agreement with
Atkinson et al (2014). They reported underestimated Reynolds
stresses by as much as −50% when spatial filtering velocity
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Figure 9. Radial profiles of the Reynolds normal stress along the (a) axial and (b) radial directions, and (c) Reynolds shear stress at
z/D0 = 5.3 from standard LES and synthetic PIV using small, medium and large seeds added through the jet only, pilot only and both
regions. (For interpretation of the colour in this figure, the reader is referred to the web version of this article).

Figure 10. Radial profiles of bias errors in the Reynolds stress
values at z/D0 = 5.3 between synthetic PIV using medium particles
injected through the jet only, pilot only and both regions.

fields obtained from direct numerical simulations of a tur-
bulent boundary layer at typical interrogation box sizes used
in PIV experiments. Interestingly, many PIV measurements
without optimized window sizes found in the literature show
lower attenuations of the expected Reynolds stress values than
those reported here due to the intrinsic measurement noise
that counterbalance the filtering effect (Foucaut et al 2004,
Atkinson et al 2014). A comprehensive analysis of the bias
error caused by the filtering effect is out of the scope of the
present paper.

As the jet evolves, the Kolmogorov length scale along the
centreline of the present turbulent jet simulation increases lin-
early with axial distance within the developed region. There-
fore, the interrogation box at the top of the investigation
domain becomes around the size of the intense vortical struc-
tures. The linear behaviour of the Kolmogorov length scale

in turbulent jets is in agreement with the literature (Boersma
et al 1998, Antoine et al 2001). The relative sizes of the 16-
pixel interrogation window and the relative light thickness at
z/D0 = 18 are around two-fold smaller than those at z/D0 = 5.3
with respect to the Kolmogorov scale. This leads to a less
than −20% attenuation of the Reynolds stresses evaluated at
z/D0 = 18 by the synthetic PIV using medium-sized particles
(as will be observed in figure 12).

The intermittency effect can be clearly recognized in
figure 9 when comparing the radial profiles of the Reynolds
stresses evaluated by synthetic PIV using particles with similar
sizes seeded through different inlet regions. Figure 10 presents
the errors between the Reynolds stress values evaluated using
selective seeding with medium-sized particles only, for bet-
ter visualization. For the investigated Reynolds stresses using
small and medium-sized tracers, the values are overpredicted
(on average between 10% and 20% considering the entire pro-
file) at 0.7≲ r/D0 ≲ 2 when seeding the flow through the jet
gas only and at 0⩽ r/D0 ≲ 0.7 when seeding the flow through
the pilot region only. The bias errors in the Reynolds stress
values for the large seeding particles are much higher and the
radial region extent where they occur are different due to a
combined effect of intermittency and particle lag. The increase
in the bias error for the second-order statistics due to intermit-
tency compared to that reported for the time-averaged velocity
has been previously recognized by other researchers (Birch
and Dodson 1980, Rice et al 2015). Even larger bias errors are
expected in combusting flows (higher instantaneous velocity
gradients and density variations) and for derived flow quantit-
ies such as turbulent fluxes and velocity gradients. Neverthe-
less, future investigation is necessary to confirm these expect-
ations.

Our attention is now turned to the self-similar behaviour of
the jet. For the present turbulent annular jet weakly confined by
a coflow, a self-similar behaviour of the radial profiles of the
time-averaged velocity is already observed for positions above
5D0 (with normalized root-mean-square deviations below
2%), which is closer to the jet exit compared to turbulent

13



Meas. Sci. Technol. 32 (2021) 104006 F J W A Martins et al

Figure 11. Self-similar radial profiles of time-averaged (a) axial and (b) radial velocity components from standard LES, synthetic PIV with
medium-sized particle tracers and literature data (Panchapakesan and Lumley 1993, Boersma et al 1998, Antoine et al 2001, Martins et al
2020).

jets without coflow (Martins et al 2020). The radial profiles
become self-similar when the velocity is normalized by the
local centreline velocity Vc, corrected by the velocity offset
Voffset due to the coflow (Antoine et al 2001), and the radial
coordinate is normalized by the local half-velocity width R0.5,
following Pope (2000). The velocity offset can be determined
based on the averaged streamwise velocity at the outermost
annular region. Figure 11 shows self-similar radial profiles at
z/D0 = 5.3 of time-averaged axial and radial velocity obtained
by standard LES and synthetic PIV using medium-sized tracer
particles, as well as measurements and numerical simula-
tions from the literature (Panchapakesan and Lumley 1993,
Boersma et al 1998, Antoine et al 2001, Martins et al 2020).
Uncertainty bars are added only on every second velocity loca-
tion of the synthetic PIV seeding through the jet only and both
regions in order to not overcrowd the graph. Panchapakesan
and Lumley (1993) measured velocity statistics of a turbu-
lent round free jet by a x-probe hot-wire anemometer mounted
on a moving shuttle, Boersma et al (1998) performed a direct
numerical simulation (DNS) of a low-turbulent round free jet,
Antoine et al (2001) reported statistics of a turbulent round jet
discharging into a co-flowing stream using laser-induced fluor-
escence combined with 2D laser Doppler velocimetry with the
entire flow seeded with tracer particles, while Martins et al
(2020) measured the PIV velocity of a seeded turbulent jet
issued through the SpraySyn-burner nozzle weakly confined
by unseeded co-flowing streams under the same flow condi-
tions simulated here. The velocity offset values used for nor-
malization are zero for Panchapakesan and Lumley (1993) and
Boersma et al (1998), 0.5 m s−1 for Antoine et al (2001), and
0.15 m s−1 for the standard LES, synthetic PIV and Martins
et al (2020). The measurements performed by Martins et al
(2020) have the potential to suffer from intermittency effect
in the mixing region due to the selective seeding of the jet
only, whereas the other measurements and DNS from the lit-
erature are expected to well represent the true velocity pro-
files. Indeed, from figure 11, excellent agreement is obtained
among the corresponding measured and simulated self-similar
radial profiles of axial and radial velocities, confirming the

expected bias behaviour. The bias error due to intermittency
for selectively seeding the jet only (PIVsyn Jm and Martins
et al 2020) is evident between 1.5≲ r/R0.5 ≲ 2.5 for the axial
velocity, reaching a maximum of about 5% of the centreline
velocity at r/R0.5 ≈ 2 (jet shear layer). The bias error trend in
the radial profile of time-averaged axial velocity is in agree-
ment with other researchers (Birch and Dodson 1980, Dibble
et al 1987). For the radial velocity component (figure 11(b)),
the bias error due to seeding the jet only is visible at further
radial locations (r/R0.5 ≳ 1). It is interesting to note that, due
to the normalization by the local centreline velocity of each
selective seeding case (which is overestimated by approxim-
ately 2% for the seeded jet and underestimated by the same
amount for the seeded pilot), the relative bias errors are slightly
reduced compared to those reported in figure 7.

For the present turbulent annular jet surrounded by co-
flowing streams, self-similar radial profiles of the Reynolds
stresses are found for axial positions above 30D0, considering
normalized root-mean-square deviations up to 15% (Martins
et al 2020). Figure 12 compares radial profiles of Reynolds
stresses normalized by self-similar variables from the present
LES and synthetic PIV seeding the jet only with medium
particles at z/D0 = 18 (the furthest axial position still reliable)
with those from the literature (Panchapakesan and Lumley
1993, Boersma et al 1998, Antoine et al 2001, Martins et al
2020). Although the normalized profiles from the LES and
synthetic PIV at z/D0 = 18 are not yet fully converged towards
self-similar profiles due to the insufficient distance from the
jet exit, profiles at further downstream positions are not trust-
worthy because they can be influenced by the close-by outlet
boundary of the simulated domain. For better visualization,
synthetic PIV curves when seeding the pilot only or the pilot
and jet regions concomitantly are not plotted because they are
indistinguishable due to the fully merged jet and pilot flows at
this location, as discussed previously (figure 2). The normal-
ized profiles of Reynolds stresses from the PIV measurements
performed by our group under similar conditions (Martins et al
2020) are taken around 20D0 above the jet exit, because it is
the closest axial position compared to the present profiles from
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Figure 12. Radial profiles of the Reynolds normal stress along the (a) axial and (b) radial directions, and (c) Reynolds shear stress
normalized by self-similar variables from standard LES, synthetic PIV with medium-sized particle tracers at z/D0 = 18 and from literature
data (Panchapakesan and Lumley 1993, Boersma et al 1998, Antoine et al 2001, Martins et al 2020).

the simulations. The normalized profiles of Reynolds stresses
computed from the synthetic PIV capture the intermittency
behaviour resulting from selective seeding measurements, as
can be observed by the excellent agreement with the profiles
from PIV measurements (Martins et al 2020). The synthetic
PIV data detaches from the measurements for r/R0.5 > 2 due
to the lower amount of independent vectors for converged stat-
istics. The effective number of vectors drops drastically to less
than one hundred at these locations, due to mainly the increase
of the characteristic time scale of the flow and the border oscil-
lation of the seeded jet flow (as discussed in section 4.4). It is
important to mention that other differences between corres-
ponding normalized PIV profiles from simulation and meas-
urement may exist because the latter profile is at a further
downstream position but still not in the self-similar region.

The Reynolds stress self-similar profiles are not expected
to be identical for different jets, contrarily from the time-
averaged self-similar profiles, because the former profiles
strongly depend on the initial conditions, boundaries and flow
history of each jet (George 1989, Boersma et al 1998, Martins
et al 2020). That explains the amplitude differences observed
among corresponding Reynolds stress profiles from the two
round free jets (Panchapakesan and Lumley 1993, Boersma
et al 1998), round jet with coflow (Antoine et al 2001) and the
annular jet issued through the SpraySyn burner (present work
and Martins et al 2020).

The agreement between simulation and experiment val-
idates our biased synthetic PIV in the self-similar region
(figures 11 and 12) and allows for assessing corresponding
unbiased profiles from the standard LES simulation. Generally
speaking, unbiased statistics can be estimated using biased
numerical simulations that match corresponding biased meas-
urements if those simulations are capable of emulating the
physics causing the bias effect on the measurements. Then,
unbiased corresponding statistics can be determined within
the matched domain. Here we demonstrate the approach to
the radial profiles of time-averaged velocities and Reynolds
stresses normalized by self-similar variables. In principle, the

approach can be extended, for example, for non-normalized
higher-order flow statistics in the entire 3D field if correspond-
ing statistics of interest are converged and agree with those
from the experiments. But further investigation in different
types of flows is required to corroborate this hypothesis. It
is important to stress that the extrapolation of the simulated
data beyond the measurement domain employed for valida-
tion as well as using the simulation to assess other flow quant-
ities not validated by measurements might deviate from the
true flow. The present approach can be potentially employed
in other geometries and flows, observing the applicability
limits.

Additionally to the aforementioned mitigation approach,
the bias error due to particle lag and intermittent particle
seeding might be attenuated in non-optimum measurements
using adaptive PIV algorithms (e.g. Lindken et al 2003,
Theunissen et al 2006, 2010, Yu and Xu 2016) or post-
processing correction of statistics (e.g. Dibble et al 1987). In
the adaptive PIV algorithms, the spatial locations of cross-
correlation windows, their size, their shape and the location
of the computed velocity vector can be optimised based on
the image seeding density and flow conditions; whilst, in
the post-processing correction, profiles can be transformed
based on conditional probability distributions of tracer particle
sampling, for example. Nevertheless, further investigation is
needed to confirm the advocated enhancement in the measure-
ments using such methods. Besides particle-based techniques,
other velocimetry approaches that do not rely on tracers might
be an alternative to suppress the intermittency effect, such as
hot-wire anemometer (e.g. Panchapakesan and Lumley 1993)
and filtered Rayleigh scattering (Miles and Lempert 1990, For-
key et al 1996, Doll et al 2017).

6. Conclusions

Temporal and spatial inhomogeneity of the image seeding
density can lead to the effect of intermittent particle seeding
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due to turbulent mixing of fluids with different particle con-
centrations and characteristic velocities. The effect is related
to the local evaluation of velocity from tracer particles with
inertia that are convected from locations with different velo-
cities than those at the measuring region, such as in strong
vortices, vicinity of walls, shocks, flame fronts and mixing
regions of selective seeding. The latter and its influence in the
PIV bias error is critically reported in the present work for
the case of a turbulent annular gaseous jet surrounded by low-
momentum co-flowing streams dispersed through a standard
burner (SpraySyn burner) under non-reacting environment.
The discussion of the intermittency effect and its difference
from particle lag is performed based on the time-averaged
velocities and Reynolds stresses from standard LES and from
synthetic PIV employing tracer particles with diameters of
0.037, 0.37 and 3.7 µm inserted into the flow through the jet
only, the pilot gas only and through both regions. The main
conclusions are summarized as follows.

• The well-known selection of tracer particles based on the
Stokes number below 0.1 is the first rule to be observed.
Particles with sub-micron size are appropriate as tracers
in the present jet flow and tend to accurately follow the
local fluid flow at homogeneous seeding density regions,
corroborating previous research studies. This particle size
is recommended when measuring gaseous flows with great
velocities or accelerations. The use of particles with few-
micron diameter incurs in negative and positive bias errors
in the present velocity statistics, and leads to an offset of the
axial velocity peak in the centreline profile, due to particle
lag.

• In the mixing seeded-unseeded regions when selective seed-
ing is employed, bias error in the fluid velocity towards
the tracer particle velocity occurs. The LES using tiny
sub-micron-size particles with low inertia (greatly fulfilling
Stokes-number criterion) seeded through the jet only leads
to higher averaged velocities than those of the gaseous flow
in the inner mixing region and around the jet boundary layer,
due to intermittency. In the developed jet region, when only
the turbulent jet gas is seeded, the bias errors are generally
insignificant in the jet centre, and increase towards the jet
shear layer. On the other hand, when only the co-flowing
low-momentum stream is seeded, the bias errors increase in
the jet centre and become insignificant away from the centre.

• Self-similar radial profiles of velocity statistics are used to
demonstrate that actual carefully-performed PIV measure-
ments of a seeded turbulent jet issuing into unseeded co-
flowing streams using sub-micron particles (Martins et al
2020) are biased at the jet shear layer. In their PIV meas-
urements, the bias error is of the order of the computed
uncertainty for the time-averaged axial velocity and Reyn-
olds stresses, and it is much higher for the time-averaged
radial velocity.

• Global seeding is always recommended with similar particle
number density in all streams. When this is not possible,
selective seeding of flow regions should be employed after
a sensibility study of the velocity bias error. For the present

LES case of a high-momentum jet weakly confined by a low-
momentum stream, the selective seeding of the co-flowing
stream only can lead to smaller bias errors in the radial pro-
files of time-averaged axial velocity at the jet boundaries
than seeding the jet only in the developed jet region.

• Particle lag and intermittent particle seeding yield local aver-
aged velocities that are not equal to the true averaged velo-
city of the fluid flow. The discrepancies can be higher in
combusting flows and for derived flow quantities, such as
Reynolds stresses, turbulent fluxes, and velocity gradients.
When these effects can not be avoided (i.e. by suitable
selection of tracer particles, homogeneous seeding density,
appropriate evaluation algorithm and post-processing), the
uncertainty associated with the bias error must be taken into
account for the analyses, in particular for a fair comparison
of measured data with numerical simulations.

• As a general rule, unbiased statistics can be assessed from
biased numerical simulations that model the physics gen-
erating the bias effect on the measurements. In the present
work, the approach is demonstrated for a PIV evaluation
of a seeded turbulent annular gaseous jet surrounded by
unseeded co-flowing streams. In this case, if the measured
PIV velocity biased due to selective seeding of the jet only
is reliably reproduced by the numerical simulations of the
tracer particles, the unbiased corresponding velocity statist-
ics can be estimated from the simulated gaseous flow. This
condition is satisfied here for radial profiles normalized by
self-similar variables, so unbiased time-averaged velocities
and Reynolds stresses are retrieved from biased particle-
based LES, which is confirmed comparing the biased and
unbiased profiles with the literature. The approach may
potentially be used to other flows and geometries, alleviating
the bias effects.
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