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Zusammenfassung


Abstract

Goal of this work is the investigation of the feasibility of compact photonic crystal-based spectroscopic gas sensors. The underlying working principle is based on the utilization of low group velocities in the photonic crystal from which an enhanced interaction of radiation and gas within the photonic crystal results. Using numerical methods, an appropriate interaction volume made of 2-dimensional macroporous silicon photonic crystals was developed. To ensure high transmission through the photonic crystal despite the utilization of low group velocity modes, two concepts to achieve efficient coupling of light were investigated. The concept entitled Anti-Reflection-layer (ARL), which was developed in this work and utilizes coupling via surface modes, allows transmission through the photonic crystal interaction volume of more than 90% while a more than 30-fold interaction enhancement is achieved. Experimental realization of macroporous silicon photonic crystal structures with various coupling schemes was demonstrated. The photo-electrochemical etching process was improved to achieve macroporous structures of more than 450 µm depth. Experimental realization of the ARL concept was achieved by etching trenches next to ordered macropore arrays for the first time. In addition, this method yields almost flat coupling interfaces for incoming and outgoing radiation and allows manual device dicing with sub-µm precision! First optical characterization of photonic crystal structures with and without ARL as well as transmission measurements through photonic crystal structures of more than 200 pore rows along the transmission direction were performed.
Figure 1: Background: depth markers produced by electrical breakdown pores during photo-electrochemical etching. Corner insets in the foreground: photo-electrochemically etched trenches in macroporous Si. Center inset: lithographically patterned 4 inch n-Si wafer ready for photo-electrochemical etching.
"He who has reached the point, 
where he no longer errs, 
has ceased to perform."

Max Planck

"Wer es einmal so weit gebracht hat, 
dass er nicht mehr irrt, 
der hat auch zu arbeiten aufgehört."

Max Planck
Chapter 1

Introduction and motivation

1.1 Electronic and photonic semiconductors

Since the realization of the first transistor [1] in 1947 electronic semiconductors have been extensively studied for about six decades and many of their properties are now well understood [2][3]. Figs.1.1a and b illustrate the dramatic progress in the field of electronic semiconductors during this period, comparing the first experimentally realized (point contact) transistor based on electronic semiconductors and a state-of-the-art microprocessor made up of millions of (field effect) transistors on an area of a few mm². One of the most interesting and probably the most important property of electronic semiconductors is the existence of a band structure for electrons and holes. This electronic band structure governs the behavior of electrons and holes in an electronic semiconductor by determining their allowed energy and momentum states.

Figure 1.1: Dramatic development with enormous impact: a) first transistor based on electronic semiconductors by Bardeen, Brittain and Shockley in 1947 [1] and b) modern state-of-the-art microprocessor (Intel Pentium 4®). c) First experimentally realized photonic crystal with 3D bang gap by Yablonovitch (1991) [4][d) Photonic Micropolis as envisioned by Joannopoulos et al. [5]. (Typical feature size given below the pictures.)
Introduction and motivation

The possibility to engineer the electronic band structure by, e.g., growing epitaxial alloys of different semiconductors like Ga$_{1-x}$In$_x$As or layered quantum well structures like Al$_x$Ga$_{1-x}$As/GaAs or simply by incorporating defect atoms such as phosphorus ($P$) and boron ($B$) in Si (doping), opened a wide field for both fundamental physics as well as applications in optics and electronics. In the field of fundamental physics, the discovery of the fractional quantum hall effect by Laughlin, Tsui and Stoermer was only enabled by the availability of highest quality GaAs/AlGaAs semiconductors. Among the countless applications, Si-based microprocessors and III-V semiconductor-based optical components such as semiconductor lasers and detectors are to be mentioned. Nowadays, electronic semiconductors are indispensable in our everyday life, controlling - in the form of integrated circuits - or functionalizing - in the form of optically active components - almost every electric and (opto)electronic device we use.

But only shortly before the end of the 20th century the optical counterpart of electronic semiconductors, the so-called photonic crystals (PhCs), were devoted a huge amount of attention by fundamental as well as applied researchers. The idea of PhCs was introduced to the scientific community independently by John [6] and Yablonovitch [7] in 1987 while studying different theoretical questions, namely the localization of light in disordered media and low threshold lasers, respectively. PhCs are structures consisting of periodic arrangements of dielectric materials with different refractive indices as shown in fig.1.2. As a consequence a photonic band structure (PhBS) arises. Analogous to the electronic band structure, the PhBS governs the propagation of light in the PhC by relating frequency $\omega$ and wavevector $\vec{k}$ of photons. Within the PhC photons of certain energy are allowed to travel along certain directions while for certain other directions and within certain frequency ranges - in the so-called photonic band gap (PhBG) - light propagation is forbidden. The PhBS can be tailored by choosing the dielectric materials and the way in which they are arranged. The analogue to doping in the electronic case can be achieved by disturbing the periodicity, e.g., by removing, adding or displacing dielectric material.

Keeping in mind the tremendous impact electronic semiconductors had in the 20th century and the fact that PhCs are their optical analogue - promising comparable potential for the manipulation of light - explains the enormous efforts recently put in understanding, fabricating and investigating PhCs. Figs.1.1c and d illustrate the anticipated development of PhCs by comparing the first experimentally realized PhC [4] with its currently envisioned further development, the Photonic Micropolis, being the equivalent to the electronic microprocessor.
1.2 'Classical' PhC research

The properties of PhCs studied so far are manifold due to their enormous potential for the manipulation of light. In the sector of fundamental research a lot of effort was put into finding structures with a complete PhBG, i.e., a PhBG for all spatial directions \[4\][8][9][10]. Furthermore the investigation of effects such as enhanced or suppressed emission of light in a PhC resulting from the modified photonic density of states (PhDOS) were focused on \[7][11\]. Another interesting field is the investigation of the unusual dispersive and refractive properties arising from the PhBS, such as, e.g., the superprism \[12\].

In the application sector the studies concentrated on using PhCs as potential components in optical circuits. PhC resonators were used as add/drop filters for signal injection/extraction \[13][14][15][16\], etc. PhC waveguides and beam splitters were anticipated to allow fabrication of very compact optical circuitry - even with incorporated functionality such as dispersion compensation or selectivity to different polarizations \[17][18][19][20\]. Lasers based on PhCs offer the advantage of low threshold current \[21\]. PhC-based switching devices are necessary for the realization of an optical transistor - the necessary prerequisite for an optical microprocessor.

While the above mentioned functionalities have been demonstrated in principle, the PhC components designed and fabricated so far still lack the required requirements to be used on an industrial application scale. The reasons for this are manifold. Besides the baisse in the high-tech market that limits the will of industry to invest more time and money into PhC research, PhC-based components for the optical industry face hard competition from already established techniques. The latter have grown mature, i.e., they can be fabricated with high quality for a reasonable price with currently well developed processes and they are capable to sufficiently fulfill almost all demands of today’s optics industry. In turn, the fabrication of PhC-based optical components for the technologically interesting wavelength range of 1.3 µm and 1.5 µm is still working at the limits of currently available production systems. This results in intolerably high deviations from the designed structure, thereby either ruining the functionality of the PhC device or disturbing other components in optical networks. As a consequence, nowadays PhCs have to seek their salvation in niche markets. One example to be mentioned here are the (hollow core) photonic crystal fibers by Russel et al. \[22\] - the only commercially successful application of PhCs so far. PhC fibers guide the light not by total internal reflection occurring at the interface of a high index core and a low index cladding layer but by PhBG mechanism. This enables PhC fibers to guide light of high intensities or at wavelengths not accessible with conventional fibers. Furthermore the dispersion of these fibers can be tailored and PhC fibers can be endlessly single mode \[23][24\].

1.3 PhC-based sensors

Last but not least, due to the still missing PhC-based killer application in the field of photonics, the use of PhCs for sensing applications has gained more and more attention during the last years. The shift of the resonance frequency of a microcavity’s defect state due to the change in refractive index contrast in a PhC structure after infiltration of liquids, gases or bio-molecules can be used as detection signal as investigated by the groups of Prof. Fauchet (Univ. Rochester,
USA) [25] and Prof. Scherer (Caltech, USA) [26]. In addition to such spectroscopic approaches, in the group of Prof. Pavesi (Univ. Trento, Italy) quantities such as the electrical conductivity or the photoluminescence intensity as a function of ambient gas concentration were investigated within the scope of a multi-parametric, porous silicon microcavity structure [27]. Likewise, in this work the applicability of PhCs outside the conventional optics field is investigated, namely the application of PhCs for the realization of compact gas sensor devices, as depicted in Fig. 1.3. The PhC based gas sensor concept represents a modification of a conventional spectroscopic gas sensor in which the intensity of light transmitted through an interaction volume for light and gas serves as signal from which the concentration of the gas can be derived. The difference consists in the type of interaction volume. While in conventional spectroscopic gas sensors the interaction volume is realized by, e.g., a glass tube, it is replaced by a PhC membrane in the PhC-based detection scheme.

For the realization of a PhC-based gas sensor some of the previously mentioned problems hindering the success of PhCs in optical circuits are no longer present. First, fabrication of PhC structures, e.g., by using the macroporous silicon material system, is easier because the wavelength range of interest covers the NIR/MIR spectral region. Along with it, the PhC feature size to be realized lies in the \( \mu \text{m} \)-range. This helps to keep relative fabrication deviations small. Second, the fact that the intended PhC-based gas sensor is an optical gas sensor makes it rather competitive with other types of gas sensors, such as metal-oxide gas sensors etc. Their functionality mainly depends on surface reactions and is therefore prone to contamination and depletion. In addition, these sensors lack broad range selectivity, as will be discussed in chapter 3.1. The unique characteristic
of the PhC-based gas sensor with conventional optical gas sensors originates from its expected compactness. As will be described in detail later, a reduction in size of the interaction volume on the order of one magnitude is expected for a PhC-based gas sensor as compared to a conventional spectroscopic gas sensor. And in contrast to the IT/optics industry that has shown considerable yearly growth rates ($\gtrsim 10\% \text{ per year}$) during the last decades but a drastic collapse in the last years, the market for sensors grows slowly but steadily with a few percent per year. In addition, there are many fields in which gas sensors are needed, a few of them are shown in fig. 1.4. Environmental monitoring is becoming more and more important along with industrial monitoring of processes involving gaseous substances or exhaust fumes. Furthermore, medical applications such as anesthesia and breathing systems as well as safety equipment such as fire detectors are becoming increasingly relevant. In the automotive sector not only exhaust fumes but potentially also the drivers blood alcohol level could be monitored to increase traffic safety.

1.3.1 Working principle of PhC-based gas sensors

Due to their photonic band structure PhCs offer different strategies to be used in sensing devices. One possibility is to use the spectral shift of a defect state or a band edge due to the change of refractive index contrast of the PhC when certain species, e.g., gas molecules, are present within a PhC. But for gases this approach is not optimally suited because their refractive indices are very similar to the refractive index of air and therefore the change in dielectric contrast and along with it the spectral shift of the frequency under study is rather small. As a consequence, although detection of the presence of certain species is possible, quantitative analysis is rather challenging. Another only recently discussed approach utilizes PhC fibers into which the gaseous species to be detected is infiltrated. As in the conventional spectroscopic detection scheme the absorption of light travelling along the gas filled fiber is measured. Due to the strong confinement of light within the PhC fiber and the tiny size of the PhC fiber, within this detection scheme compact spectroscopic gas sensors requiring only small interaction volumes can be realized (fiber length $\approx$ few cm, sensitivity $\approx$ a few ppb).

---

1 Infrared devices lead gas-sensors market: the Frost&Sullivan report values last year’s European gas sensors and analyzers market at USD 283.9 million. Infrared gas sensors accounted for USD 112.4 million, or 40% of total revenues. The demand for infrared sensors is expected to remain high as applications for the technology increase over the next few years, with revenues reaching USD 133.3 million in 2007. This represents a compound annual growth rate of 2.4% for the forecasted period. (from "Opto & Laser Europe", November 2001)
3 Volvo announced this feature as part of his "speed key" concept in August 2005.
The new - and patented [29] - approach taken in this work is based on the enhancement of the interaction between light and gas molecules within an appropriately designed PhC. The slope of a band in the PhBS corresponds to the group velocity \( v_g \) of light. As a consequence, for certain frequencies and along certain directions within a PhC the group velocity of light is as low as a few tenths of percent of the velocity of light in vacuum \( c_0 \) [30][31][19]. If the PhC is designed in a way that such a low \( v_g \) frequency coincides with a resonance frequency of the gas, typically a rotational-vibrational excitation, an enhanced interaction compared to gas molecules within a conventional interaction volume should be obtained. Such an enhancement of the interaction can be measured by comparing the absorption of light along a certain interaction length.

### 1.3.2 PhC-based gas sensors: connection to the outside world

For a PhC being used in an absorption measurement-based gas sensor light from a source, e.g., a thermal infrared (IR) emitter, has to be coupled into the PhC as well as coupled out from the PhC to reach the detector. This results in two major challenges.

First, in a semi-classical picture, for a photonic band with low \( v_g \) the corresponding refractive index \( n_{\text{eff}} \) is rather large according to \( n_{\text{eff}} = c_0/v_g \). This leads to very high reflection at the air/PhC interfaces as described by Fresnel’s equations.

Second, the incoming light, which has the form of a plane wave, has to couple to a low \( v_g \) Bloch mode in the PhC.

To allow efficient coupling of light to and from the PhC two taper concepts have been developed and investigated. It turned out that a semi-classical approach based on adiabatically adjusting the dielectric contrast between air and the PhC mode by appropriately distorting the PhC lattice does not lead to the desired enhanced coupling.

As a solution, a second concept was developed. This new concept entitled Anti-Reflection-Layer (ARL) is based on modifying the shape of the air/PhC interface by changing it from a corrugated surface - which usually results from cleaving a PhC structure along a row of pores - to a flat interface which is realized by leaving a layer of unstructured material of the dielectric matrix in front of the first pore row of the PhC. By choosing the correct thickness of this layer it is possible to drastically increase the transmission through a PhC structure suited for gas sensing up to about 95% in contrast to about 40% transmission through a conventionally terminated PhC gas sensor structure, as found in numerical simulations. It is shown that the underlying working principle is based on an interplay of diffraction at the grating formed by the outermost pore row of the PhC, surface states forming in the ARL and coupling of these surface states to the desired PhC Bloch mode. It should be mentioned here that this ARL is not an Anti-Reflection-Coating (ARC) in the form of a \( \lambda/4 \)-layer known from wave optics!

### 1.3.3 Fabrication of PhCs for gas sensors

The PhC structures are fabricated using the macroporous silicon material system. The possibility to choose the PhC geometry by lithography allows to incorporate the above mentioned taper concepts necessary to achieve high transmission through the structure. In addition, the possibility to produce almost perfect, large scale (\( \geq \text{cm}^2 \)) pore arrays with very high aspect ratios (\( \text{AR} \geq 150 \))
allows the realization of sufficiently large interaction volume for the light and the gas. The already established macroporous Si fabrication with typical pore depths of about $100 \ \mu m$ has successfully been improved to allow realization of macropore arrays - even with included ARL structures - with depths of up to $450 \ \mu m$.

### 1.4 Organization of the thesis

After this very general introduction to PhCs and the motivation for investigating PhC-based gas sensors, the remaining part of this thesis is structured as follows: in chapter 2 the main theoretical and experimental goals pursued in this work are summarized. Following in chapter 3 is a brief overview of currently used detectors for gas sensing - with emphasis on spectroscopic gas sensors - discussing their different working principles as well as related advantages and shortcomings. Furthermore, only recently suggested and implemented alternative approaches are introduced. In chapter 4 the theoretical and experimental methods relevant for this work are explained and discussed. The subsequent chapter 5 is devoted to the theoretical design of suitable photonic crystal structures to be used in gas sensors with emphasis on band structure and transmission requirements, preceded by a short section assessing the usefulness of the numerical methods described in 4. Chapter 6 treats the fabrication of photonic crystal structures for gas sensing based on macroporous silicon including two taper concepts developed in this work. The properties of these structures are investigated and compared to theory in chapter 7. Device integration of a spectroscopic PhC-based gas sensor is discussed in chapter 8. Chapter 9 summarizes the main issues treated in this thesis, followed by an outlook given in chapter 10. A list of abbreviations and symbols used throughout this thesis can be found in F at the very end.
Chapter 2

Goals of this work

The main goal of this thesis is to explore the potential of PhCs to be used in spectroscopic gas sensors and to design, fabricate and characterize appropriate PhC structures. The idea is to replace the interaction volume of light and gas in a conventional spectroscopic gas sensor by an appropriately designed PhC. Due to the expected enhanced interaction of light and gas within the PhC interaction volume resulting from the reduced group velocity for certain frequencies it should be possible to shrink the size of such a PhC-based spectroscopic gas sensor by more than an order of magnitude as compared to conventional spectroscopic gas sensors. The theoretical as well as experimental issues which have to be addressed are stated in the following part of this chapter.

2.1 Theory

The theoretical concerns are discussed in two stages. First, the design of the PhC-based interaction volume itself will be addressed. Second, the connection of the PhC interaction volume to the outside world will be investigated. The questions to be clarified are:

1. Which requirements does the photonic band structure of the PhC have to meet?

Taking into account

- that the wavelength region of interest is the mid-infrared (MIR) spectral region from about 3 µm to 20 µm and
- the dielectric contrast of 11.6 : 1 is given by the macroporous silicon material system used and
- ordered macropore arrays with lattice constants \( a \) ranging from 0.5 µm \( \leq a \leq 20 \) µm with pore radii \( r \) ranging from about 0.25\( a \leq 2r \leq 0.45a \) can be photo-electrochemically etched

set the boundary conditions for the design freedom for a PhC-based spectroscopic gas sensor, the following matters will be addressed:

(a) Which lattice geometry is appropriate?
(b) Which bands spectrally overlapping with the gas absorption frequency promise to have low group velocity $v_g$?

(c) Along which directions (in reciprocal as well as in real space) do these low $v_g$ appear and can they be easily accessed in terms of interface fabrication?

(d) Is a sufficient amount of the electric field of these low $v_g$ modes mainly concentrated within the pores of the macroporous Si and therefore allows interaction of the PhC mode and the gas?

(e) Which of these low $v_g$ bands allow - concerning their symmetry - coupling from an incoming and to an outgoing plane wave?

2. How can efficient coupling of incoming and outgoing plane waves, respectively, to the low $v_g$ PhC Bloch mode under consideration be achieved?

Two alternative taper concepts will be discussed:

(a) semi-classical adiabatic taper

(b) novel Anti-Reflection-Layer (ARL) approach.

2.2 Experiment

On the experimental side, the goal is to fabricate suitable structures for a PhC-based spectroscopic gas sensor and to eventually succeed in a proof-of-principle experiment showing the enhanced interaction of gas and light.

The different stages towards these goals are:

1. Fabrication of suitable PhC structures in the macroporous silicon material system. In particular

   (a) photo-electrochemical etching of deep ($d \gtrsim 450 \mu m$), parallel macropores

   (b) realization of the different taper concepts in the macroporous silicon material system.

2. Optical characterization of the fabricated PhC structures including

   (a) verification of the coupling enhancement achieved by the use of the ARL concept and comparison to theory

   (b) transmission measurements through the PhC structures

   (c) possibly verification of the enhanced interaction of light and gas within the PhC.

---

This ARL concept is not to be confused with conventional Anti-Reflection-Coatings (ARCs) widely used in optics to minimize the reflection at dielectric interfaces.
Chapter 3

State-of-the-art gas sensors

In this chapter a brief overview of currently used gas sensing concepts is given. The different detection principles are described and the advantages and shortcomings of each approach are pointed out. The first part concentrates on widely used conventional gas sensing schemes while the second part focuses on some recently developed approaches, suggested as future alternatives.

3.1 Conventional gas sensors

Table 3.1 gives an overview of widely used conventional gas sensor schemes. The first four methods rely on measuring the change of an electrical quantity of the sensor’s active material. This change is caused by adsorption or absorption of chemical species at the surface of the active material.

**Metal-oxide gas sensors:** One widely used class of gas sensors is based on metal-oxides (MO) as functional layers. For elevated temperatures the conductivity of these layers strongly depends on the adsorption of certain gases on their surface. By doping these layers with, e.g., Pd or Pt ($\approx 0.5\%$ wt), n-type conductivity is achieved. Adsorption of easily oxidizable gases like oxygen leads to a transfer of those electrons onto the oxygen atoms, resulting in a decrease of excess electrons in the SnO$_2$:Pt layer. This in turn leads to a decrease in conductivity which is finally used as the detection signal. Similarly, p-doped MO-layers are primarily used for the detection of easily reducible gases.

A major shortcoming of this scheme is its inherently low selectivity with respect to specific gases because any oxidizing gas will lead to a decrease in conductivity. Furthermore any reducing gas will in turn increase the number of electrons in the SiO$_2$:Pt layer and along with it the conductivity will be increased, resulting in erroneous detection. In addition, this type of sensor is also very sensitive to humidity.

**Solid electrolyte gas sensors:** Another widely used gas sensing scheme relies on solid electrolytes. It utilizes the property of certain ionic crystals, such as, e.g., ZrO$_2$, to allow current transport via ions at elevated temperatures. These sensors come in two principle designs: potentiometric and amperometric.

Underlying the working principle of the first - namely the potentiometric - design is the Nernst-equation $U = \frac{R_T}{4F} \ln \frac{p_1}{p_2}$, relating the measured voltage between two electrodes with the partial
Table 3.1: Overview of widely used conventional spectroscopic gas sensing methods.

<table>
<thead>
<tr>
<th>Detection method</th>
<th>Physical quantity (change)</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Impedance spectrometry</td>
<td>Conductivity $\Delta \sigma_e$</td>
<td>Metal-oxide sensors &amp; conducting polymer layers with interdigital electrodes</td>
</tr>
<tr>
<td>Amperometric</td>
<td>Current $\Delta I_e$</td>
<td>Clark-sensor (liquid oxygen)</td>
</tr>
<tr>
<td>Potentiometric</td>
<td>Voltage $\Delta U_e$</td>
<td>Lambda-probe (exhaust fumes)</td>
</tr>
<tr>
<td>Capacitive</td>
<td>Dielectric constant $\Delta C'$</td>
<td></td>
</tr>
<tr>
<td>Calorimetric</td>
<td>Adsorption heat $\Delta T_{Ads}$</td>
<td>Polymer membranes</td>
</tr>
<tr>
<td>Gravimetric</td>
<td>Mass $\Delta m$</td>
<td>Quartz Crystal Microbalance (QCM), Surface Acoustic Wave (SAW)</td>
</tr>
<tr>
<td>Optical</td>
<td>Absorption, reflection transmission, fluorescence</td>
<td>Optode</td>
</tr>
</tbody>
</table>

pressures $p_1$ and $p_2$ of the gas species in different spatial regions, $F_C$ being Faraday’s constant, $R_g$ the universal gas constant and $T$ the working temperature. The most prominent application of this scheme is currently the oxygen sensor based on zirconium-oxide doped with Yttrium ZrO$_2$:Y, the so called lambda-probe in automotive applications.

Recently Siemens [32] announced the development of mm-sized potentiometric gas sensors for ozone, CO$_2$, NO$_x$, etc., based on metal-oxides and polymers being fully compatible with standard CMOS processes.

In the second design - the amperometric scheme - gas detection is based on current measurement. The gas, e.g., oxygen, is reduced to O$_2^-$ at the cathode, e.g., made of Pt. The O$_2^-$ ions diffuse through a ZrO$_2$ layer and reach the anode where they are oxidized to elementary oxygen O$_2$. The current flow from the anode to the cathode is a measure of the oxygen concentration.

**Capacitive gas sensors:** Capacitive gas sensors measure variations of the capacitance $\Delta C$ due to either a change of the dielectric constant or a change in thickness of the active layer induced by the gaseous species to be detected. Especially in the case of thickness variations this type of sensor, like the conductometric approach, has a tendency to yield erroneous results because a the thickness change can be the result of, e.g., thermal or mechanical stress not related to the presence of gas.

**Calorimetric gas sensors:** Calorimetric gas sensors detect the change of temperature $\Delta T$ of the active surface layer, made of, e.g., poly-siloxane derivatives due to adsorption or a chemical reaction (pellistors) of the gas molecules at the surface layer.

Another shortcoming is the relatively large thermal mass and the resulting slow response time. While these two issues can in principle be eliminated by use of modern micro-technology processes to fabricate, e.g., very thin (< 1 µm) Si$_3$N$_4$ membranes with response times in the range of milliseconds, also for this detection scheme the major drawback lies in its low selectivity.

**Gravimetric gas sensors:** Gravimetric gas sensors come in two major designs, namely as a quartz crystal microbalance (QCM, also known as bulk acoustic wave (BAW) sensor) and as surface acoustic wave (SAW) detectors.
The QCM detection scheme is based on the Sauerbrey equation \( \Delta f \propto \frac{f_0^2}{A} \Delta m \) which states that the change in resonance frequency \( \Delta f \) of a thin quartz crystal covered with a gas sensitive layer is proportional to the additional mass \( \Delta m \) of the adsorbed gas atoms, \( f_0 \) being the resonance frequency of the uncovered quartz and \( A \) the area sensitive to the gas. State-of-the-art QCMs allow a detection limit in the parts-per-trillion (ppt) range.

SAW sensors consist of two electrode pairs, which are deposited with a certain distance from each other on a substrate. The region between the electrodes is coated with gas sensitive substances that allow adsorption of gas atoms. One electrode pair is used for the creation of a surface wave that travels along the gas sensitive region towards the other electrode pair, which is used to detect the amplitude and frequency of the incoming SAW. Gas atoms adsorbed in the region between the sender and detector electrodes change the phase and/or amplitude of the SAW resulting in a detectable signal. The lower detection limit for these SAW sensors lies in the range of a few ppb.

The gravimetric QCM and SAW detectors have the advantage of being rather sensitive, relatively cheap and have a fast response time. The remaining problem for these systems is their limited selectivity which depends on the availability of coating layers which only allow specific gases to adsorb. Such specific coatings do exist, but unfortunately only for very few gases.

### 3.1.1 Optical gas sensors

Each of the above schemes has its advantage, be it easy and cheap fabrication by standard micro-electronic or micro-mechanical processes, tiny size, or high operating temperature. But the major drawback of the above sensor schemes is their lack of broad range selectivity due to a lack of sensitive materials for every gas and/or due to crosstalk. In the following part of this section the structurally more complex but in their generality and selectivity outstanding properties of optical gas sensing schemes are discussed. There are a number of different detection mechanisms, used in optical gas sensors as can be seen in the last row of table 3.1.

Optical gas sensors offer a variety of advantages compared to the concepts described above. One important reason lies in the fact that the species used for detection - namely the photons - is of a fundamentally different nature compared to the species to be detected - namely the gas atoms/molecules. Compared to the other concepts described above the species used for detection does not influence the detection mechanism itself. Photons have no residual mass and carry no charge, so do neither influence charge- nor mass-based detection schemes. Furthermore, because IR spectroscopy-based sensors do not rely on catalytic or electrochemical reactions, they are not prone to depletion or contamination of the surface.

But the by far most important reason is the selectivity optically based detection schemes facilitate due to the very characteristic fingerprint most gases show in their IR absorption spectra, especially in the near- and mid-infrared spectral region from \( \approx 1.5 \mu m - 30 \mu m \). Interaction of electromagnetic (\( em \)) radiation with certain molecules leads to excitation of characteristic rotational-vibrational (\( ro-vib \)) states of the molecule. The frequency of these ro-vib states depends on the participating functional groups, i.e., on the atoms and the bonding of these atoms to their surrounding, see figure 3.1. The lineshape of such a ro-vib state is the superposition of the broader vibrational excitation on which very narrow lines originating from rotational states are superimposed. The
spectral distance $\tilde{\nu}_2$(Gas 1)$-\tilde{\nu}_1$(Gas 2) is inversely proportional to the momentum of inertia for rotation of the molecule around the corresponding axis, i.e., the heavier the involved groups, the closer are the corresponding ro-vib lines. The spectral distance of subsequent rotational states is given by twice the rotation constant $B$: $\Delta \tilde{\nu} = 2B$. In principle also electronic excitations of the gases could be used for detection in the visible spectral range ($\text{VIS}$). But in mixtures of gases the selectivity to a specific gas would not be guaranteed due to the possible overlap of lines of different gases due to their relatively large line width of $\approx 10^4 \text{cm}^{-1}$. In contrast, the ro-vib states in the NIR/MIR spectral regions have very narrow linewidths on the order of a few tenths of $\text{cm}^{-1}$ (e.g., $\Delta \tilde{\nu}(\text{CO})\approx 0.1 \text{ cm}^{-1}$) while the distances between the lines are on the order of a few $\text{cm}^{-1}$ (e.g., $\tilde{\nu}_2$(CO)$-\tilde{\nu}_1$(CO)$\approx 4 \text{ cm}^{-1}$). So the probability of overlap of characteristic lines of different gases is rather low, allowing for a high selectivity.

Furthermore, the sensitivity of optical gas detection schemes can be as high as a few ppb, provided that a sufficient interaction of the gas and the em radiation is achieved. Pure rotational states of molecules, corresponding to excitations in the MW spectral range, offer in principle the same advantages of narrow linewidths while having large spectral distance. But the fact that the working pressure should be below 1 mbar for achieving this resolution by avoiding line broadening due to the ambient pressure makes the practical application of this spectral region for ambient pressure gas sensors unattractive. Furthermore, in molecules that are heteroatomic but possess structural symmetry such as, e.g., benzene ($\text{C}_6\text{H}_6$) or carbon dioxide ($\text{CO}_2$), pure rotational states cannot be excited and can therefore not be used for detection.

The optical gas detection scheme used in this work is based on absorption and can be described by the Lambert-Beer law:

$$I(l_{\text{int}}, c) = I_0 e^{-\alpha(\tilde{\nu}) cl_{\text{int}}}$$ (3.1)

with $l_{\text{int}}$ being the interaction length, $I_0$ the transmitted intensity without gas in the interaction volume, $c$ the concentration of the gas and $\alpha(\tilde{\nu})$ the absorption coefficient of the gas. Measurement of the intensities $I_0$ and $I(l_{\text{int}})$ and knowledge of the interaction length $l_{\text{int}}$ and the absorption coefficient $\alpha(\tilde{\nu})$ enables the determination of the concentration $c$ of the gas. For the calculation of the absorption according to equation (3.1) one has to take into account that the total absorption depends on the overlap of the absorption line and the frequency dependent absorption coefficient $\alpha(\tilde{\nu})$ given by the oscillator strength $S = \int_{\tilde{\nu}_1}^{\tilde{\nu}_2} \alpha(\tilde{\nu}) d\tilde{\nu}$. 

<table>
<thead>
<tr>
<th>Group</th>
<th>$\tilde{\nu}$ (cm$^{-1}$)</th>
<th>Group</th>
<th>$\tilde{\nu}$ (cm$^{-1}$)</th>
<th>Group</th>
<th>$\tilde{\nu}$ (cm$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\equiv C\equiv$-H</td>
<td>3300</td>
<td>$\equiv C\equiv$-C</td>
<td>1650</td>
<td>$\equiv C\equiv$-H</td>
<td>700</td>
</tr>
<tr>
<td>$\equiv C\equiv$-H</td>
<td>3020</td>
<td>$\equiv C\equiv$-C</td>
<td>900</td>
<td>$\equiv C\equiv$-C</td>
<td>1100</td>
</tr>
<tr>
<td>$\equiv C\equiv$-C</td>
<td>2960</td>
<td>$\equiv C\equiv$-C</td>
<td>1700</td>
<td>$\equiv C\equiv$-C</td>
<td>1450</td>
</tr>
<tr>
<td>$\equiv C\equiv$-C</td>
<td>2050</td>
<td>$\equiv C\equiv$-C</td>
<td>3600</td>
<td>$\equiv C\equiv$-C</td>
<td>300</td>
</tr>
</tbody>
</table>

Figure 3.1: Typical resonance frequencies $\tilde{\nu}$ corresponding to stretching and bending modes in gas molecules [33].
3.2 Alternative concepts

In this section some only recently suggested approaches for gas sensors are briefly introduced. Their working principles are rather different, namely ionization current measurement using carbon nanotubes and IR absorption using a selective narrow-band thermal emitter and a special hollow core fiber, respectively. These approaches are not new concepts in terms of their underlying physical principles, i.e., these principles are also used in conventional state-of-the-art gas sensors. The novelty lies in the fact, that only recently developed fabrication methods and theoretical insight allow an advantageous realization of these structures.

3.2.1 Ionization gas sensors

Ionization gas sensors rely on the fact, that for a certain temperature and pressure any gas will be ionized at a certain voltage. This precisely measurable breakdown voltage provides the ionization fingerprint for a specific gas, enabling the identification of the gaseous species. Furthermore, from the discharge current the concentration of the gas can be determined.

Major shortcomings of conventional ionization gas sensors are their usually rather bulky size, high power consumption and high operating voltages. Utilization of the high electric fields produced at the sharp tips (curvature $\approx 15$ nm) of nano-scaled objects, e.g., multiwalled carbon nanotubes, already at relatively low voltages can overcome these problems and might enable compact, battery-powered and safe, i.e., low voltage devices [34]. The principle design of such a carbon nanotube-based ionization gas sensor is shown in fig. 3.2. The detector consists of two electrodes separated about 150 $\mu$m from each other. One electrode, the cathode, is a simple planar Al plate, the second electrode, the anode, consists of vertically aligned multiwalled carbon nanotubes. The separation is guaranteed by a glass insulator. With this design Modi et al. [34] were able to show a reduction of the applied external voltage necessary for breakdown by about 65% and a 6-fold increase in discharge current for air, reference being a comparable design with two planar Al electrodes. Furthermore they demonstrated selective as well as quantitative detection of He, Ar, air, N$_2$ and O$_2$. 

---

**Figure 3.2:** Ionization gas sensors based on multiwalled carbon nanotubes [34]. The high electric field at the tips of the carbon nanotubes results in lower externally applied voltages necessary for breakdown as well as increased discharge currents due to the high number of nanotubes, as compared to a conventional ionization gas sensor.
3.2 Alternative concepts

This approach fulfills the desired requirement of being a general detection scheme because any gas will being ionized at a certain voltage. The selectivity of this approach is quite good for the chemically rather different gases studied in [34]. Whether this approach also offers good selectivity for chemically more similar gases, e.g. alkane-based structures with only minor differences in their side groups, has to be investigated. Also the fabrication of this nanotube-based device might not be straightforward and therefore not suited for mass production of cheap, reliable sensors.

Another recently suggested approach related to ionization-based sensors is the utilization of nano-crystalline metal-oxides or noble metals. MoO$_3$ and Pt are attractive ion emitting materials while AlN and ZnO are potential electron emitting materials.

3.2.2 Frequency selective IR emitter/detector

By combining the properties of a dielectric PhC made of air pores in Si with a periodically perforated metal layer on top of the PhC it is possible to create a narrow-band IR emitter/detector as depicted in fig. 3.3. The dielectric PhC structure has a high density of states (DOS) for specific frequencies. Thus by heating the device the PhC serves as a reservoir for photons with a specific wavelength. These photons cannot escape through the top metal layer but instead excite surface plasmons at the metal interfaces which can couple to the air region above the metal utilizing the grating momentum provided by the periodically perforated metal layer. By this method a narrow-band IR emitter with enhanced emission/absorption for specific wavelengths, depending on the lattice constants and dielectric materials chosen, can be realized. The intensity of the spectrum emitted by this device is similar to a spectrum emitted by a black body with emissivity of less than 0.1 in all spectral ranges except for a narrow band around the desired frequency. In this spectral region the emissivity almost equals the emissivity of a black body.

The detection scheme itself is as follows: the emitting surface, i.e., the perforated metal layer, will be placed opposite to a mirror. After heating the PhC structure for some time (to typically $\approx 300^\circ$C) thermal equilibrium will be reached. If now a gas is brought into the space between the emitting surface and the mirror some of the radiation will be absorbed resulting in a decrease of the temperature of the heated PhC/metallic-layer system. This change in temperature serves as...
the detection signal.
Up to now only the modification of the emission spectrum of the PhC/perforated metallic layer system compared to a black body has been shown. Only recently application of this scheme in a working sensor has been reported. Because the measurement is based on detection of temperature changes the response time of such a detector is limited by its thermal mass and therefore rather slow.

3.2.3 PhC fiber-based spectroscopic gas sensor
A very recent approach concerning realization of novel spectroscopic gas sensors is also based on PhC structures [38] as shown in fig. 3.4. Charlton et al. [28] use hollow-core PhC fibers [39] made of cylindrical layers with different dielectric indices resulting in a PhBG. Gas is fed into the hollow core of the fiber and light resonant with an absorption frequency of the gas is fed in along the axis of the fiber. The PhC fiber is designed to have an omni-directional PhBG for the absorption frequency. This leads to multiple reflections of the light along its path through the PhC fiber resulting in a prolonged interaction path, similar to the situation in a White cell in which the increased interaction length is achieved by multiple beam folding using mirror optics.

This approach for gas analysis is similar to the method investigated in this work concerning the use of a PhC structure as interaction volume. But it only uses the concept of prolonging the interaction path length by multiple reflections. The concept of utilization of low group velocities is not applied.

But similar to the PhC concept studied in this thesis the PhC fiber approach promises realization of tiny interaction volumes (1.5 ml demonstrated) and along with it a fast response time (8 s demonstrated) of the system. Furthermore it is also a general concept, as the PhBG of the PhC fiber can easily be adjusted to match desired frequencies between 2-20 \( \mu \)m.

A major drawback of the design used by Charlton et al. for detection of ethyl chloride in the lower ppb range is the use of an expensive quantum cascade laser (QCL).
Chapter 4

Methods used in this thesis

4.1 Theoretical methods

In the first part of this chapter the analytical background underlying PhCs will be elucidated and the most important equations are derived. More profound treatments are, e.g., given in [5] and [40]. The second part deals with the numerical treatment of electrodynamics in PhC structures. Different numerical methods were used in this work to investigate various aspects of electrodynamics in PhCs, such as PhBS, field distributions, transmission through PhCs and absorption within the gas filled PhC pores.

4.1.1 Analytical treatment of photonic crystals

First, a relation between Maxwell's equations and PhCs is given, together with a few remarks on symmetry and scaling properties that will prove to be important for PhC-based spectroscopic gas sensors.

4.1.1.1 Maxwell’s equations in periodic dielectric media

The Master equation and the transversality requirement

The propagation of light in dielectric media is governed by the macroscopic Maxwell equations [41, 42] (in SI units)

\[ \nabla \cdot \vec{D} = \rho_{\text{free}} \]  
\[ \nabla \cdot \vec{B} = 0 \]  
\[ \nabla \times \vec{E} = -\frac{\partial \vec{B}}{\partial t} \]  
\[ \nabla \times \vec{H} = \frac{\partial \vec{D}}{\partial t} + \vec{j} \]

where \( \vec{E} \) and \( \vec{H} \) represent the electric and the magnetic field, \( \vec{D} \) and \( \vec{B} \) the displacement and magnetic induction, \( \rho_{\text{free}} \) and \( \vec{j} \) the free charge density and current density, respectively. For the further treatment linear, homogenous dielectrics, such as Si in the regime used in this work, with frequency independent dielectric constant \( \epsilon_{\text{Si}} \) and magnetic permeability \( \mu_{\text{Si}} \), are assumed:

\[ \vec{D} = \epsilon_0 \epsilon_{\text{Si}} \vec{E} \]  
\[ \vec{B} = \mu_0 \mu_{\text{Si}} \vec{H} \]
\( \mu_0 \) and \( \epsilon_0 \) being the free space values for the magnetic permeability and the permittivity, respectively.

For Si the magnetic permeability \( \mu \) is close to 1. In addition, no free charges and currents are present, i.e., \( \rho_{\text{free}} = j \equiv 0 \). Using these simplifications, the linear relations (4.5), (4.6) and Maxwell’s curl equations (4.3), (4.4) together with the ansatz of harmonic waves

\[
\begin{align*}
\vec{H}(\vec{r}, t) &= \vec{H}(\vec{r}) e^{-i\omega t} \\
\vec{E}(\vec{r}, t) &= \vec{E}(\vec{r}) e^{-i\omega t}
\end{align*}
\]

for the magnetic and electric fields, respectively, the time dependence can be separated out and after some algebra the so-called master equation for the magnetic field can be derived:

\[
\nabla \times \left( \frac{1}{\epsilon_{\text{Si}}(\vec{r})} \nabla \times \vec{H}(\vec{r}) \right) = \left( \frac{\omega}{c} \right)^2 \vec{H}(\vec{r}).
\]

By solving equation (4.9) for the frequencies \( \omega \) the PhBS \( \omega(\vec{k}) \) can be calculated. In addition, equation (4.9) determines the distribution of the magnetic field \( \vec{H}(\vec{r}) \) inside the photonic crystal which in turn is fully defined by \( \epsilon_{\text{Si}}(\vec{r}) \). The electric fields can be derived from the magnetic fields using the curl equation (4.3). Furthermore, the so-called transversality requirement has to be fulfilled. It follows from equation (4.2) and states that for a field distribution of the form \( \vec{H}(\vec{r}) = \vec{H}_0 e^{i\vec{k} \cdot \vec{r}} \) the relation

\[
\vec{H}_0 \cdot \vec{k} = 0
\]

must hold, i.e., the waves are transverse.

**The scaling law**  From the linearity of Maxwell’s equations, which were the starting point for the derivation of the master equation (4.9), follows that if the dielectric structure \( \epsilon(\vec{r}) \) making up the PhC is rescaled by a factor \( s \), i.e.,

\[
\epsilon'(\vec{r}) = \epsilon(\vec{r}/s) \quad \text{with} \quad \vec{r}' = s\vec{r}, \nabla' \rightarrow \nabla/s
\]

the frequencies of the PhBS and the field distributions are also rescaled according to

\[
\begin{align*}
\vec{H}'(\vec{r}) &= \vec{H}(\vec{r}/s) \\
\omega' &= \omega/s.
\end{align*}
\]

This property makes the use of PhCs in spectroscopic gas sensors rather interesting, because by simply changing the lattice constant of the PhC the PhBS can be shifted to specific resonance frequencies of various gases.

**Symmetry and coupling**  A 2D PhC, i.e., a PhC being periodic in the \( x-y \)-plane and extending infinitely along the \( z \)-direction as schematically depicted in fig.4.1a, has mirror symmetry with respect to the \( x-y \)-plane. The solutions to equation (4.9) can be separated into TE modes having field components \( \vec{E}_z = \vec{H}_x = \vec{H}_y = 0 \) and TM modes with field components \( \vec{E}_x = \vec{E}_y = \vec{H}_z = 0 \). This property can be utilized when designing a PhC to be used in a gas sensor. For example, the
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Figure 4.1: (a) Real and reciprocal space of a 2D PhC with hexagonal lattice symmetry. $\vec{a}_1$, $\vec{a}_2$ and $\vec{b}_1$, $\vec{b}_2$ represent the basis vectors in real and reciprocal space, respectively (for details see A.1.1). The highlighted green region represents the irreducible Brillouin zone (BZ) of the hexagonal lattice. (b) Photonic band structure of a PhC consisting of round air pores in Si ($\varepsilon_{\text{Si}} = 11.6$), arranged in a hexagonal lattice (calculation using MPB 4.1.2.1). Due to mirror symmetry of the structure with respect to the $x$-$y$-plane the modes in the PhBS split up into TE (red) and TM (blue). Due to their field symmetry, solid (dashed) lines allow (do not allow) coupling to plane waves. The dotted lines between and the M and the K points symbolize that no classification as coupling or non-coupling bands is made because each point corresponds to a different direction in real space (seen from the $\Gamma$ point).

TE polarized part of incoming, unpolarized light with a specific frequency could be used for the gas detection, while the TM polarization having the same frequency could be used as a reference signal, or vice versa.

To allow coupling of incoming plane waves to PhC modes, a symmetry requirement has to be fulfilled. The symmetry of the PhC mode under consideration has to match the symmetry of the incoming plane wave. Solid red and blue lines in fig.4.1b represent TE and TM modes, respectively, whose symmetry of the important field component $H_x$ and $E_z$, respectively, matches the symmetry of the impinging plane waves along the $\Gamma$M and $\Gamma$K directions. This will be treated in more detail in chapter 5. The dotted lines in fig.4.1b represent the normalized frequencies at the endpoint of different $k$-paths starting at the $\Gamma$ point and ending on the connector of M and K. The corresponding field patterns transform accordingly. Since the symmetry representations at the M and K points are different, namely $C_{3\nu}$ and $C_{2\nu}$, respectively, some bands keep their coupling property along $\Gamma$K as well as along $\Gamma$M (e.g., 1st TE and TM bands), while other bands couple only along either $\Gamma$M or $\Gamma$K (e.g., 2nd TM band, 3rd TM band).
The master equation as an eigenvalue problem  The master equation (4.9) can be rewritten in the form of an eigenvalue problem using the hermitian operator $\Theta$:

$$\Theta \vec{H}(\vec{r}) = \left( \frac{\omega}{c} \right)^2 \vec{H}(\vec{r})$$

(4.14)

$$\Theta \vec{H}(\vec{r}) = \nabla \times \left( \frac{1}{\epsilon(\vec{r})} \nabla \times \vec{H}(\vec{r}) \right)$$

(4.15)

From the Hermiticity of $\Theta$ it follows that its eigenvalues are real and that eigenmodes for different eigenvalues are orthogonal.

Bloch modes as solution to the master equation  From the periodicity of the PhC follows based on Bloch’s theorem, that the solutions to the master equation (4.9) have the form of so-called Bloch modes

$$\vec{H}_{n,\vec{k}}(\vec{r}) = e^{i\vec{k} \cdot \vec{r}} u_{n,\vec{k}}(\vec{r})$$

(4.16)

with $n$ being the band index, $\vec{k}$ the wavevector and $u_{n,\vec{k}}(\vec{r})$ a function having the periodicity of the underlying PhC lattice, i.e.,

$$u_{n,\vec{k}}(\vec{r} + \vec{R}) = u_{n,\vec{k}}(\vec{r})$$

with $\vec{R} = m_1 \vec{a}_1 + m_2 \vec{a}_2 + m_3 \vec{a}_3$ being a vector of the real space lattice, i.e., a linear combination of the real lattice basis vectors $\vec{a}_1, \vec{a}_2$ and $\vec{a}_3$ with integers $m_1, m_2$ and $m_3$.

To find the solution for the $\vec{H}_{n,\vec{k}}(\vec{r})$, the $u_{n,\vec{k}}(\vec{r})$ have to be determined. This can be done by inserting equation (4.16) into the master equation (4.9) yielding

$$\left( ik + \nabla \right) \times \frac{1}{\epsilon_{Si}(\vec{r})} \left[ \left( ik + \nabla \right) \times u_{n,\vec{k}}(\vec{r}) \right] = \left( \frac{\omega}{c} \right)^2 u_{n,\vec{k}}(\vec{r}).$$

(4.17)

Utilizing that the functions $\epsilon_{Si}(\vec{r})$ and $u_{n,\vec{k}}(\vec{r})$ are periodic, $\epsilon_{Si}(\vec{r})$ and $u_{n,\vec{k}}(\vec{r})$ can be expanded into Fourier series according to

$$\epsilon_{Si}(\vec{r}) = \sum_{\vec{G}} \zeta_{\vec{G}} e^{i\vec{G} \cdot \vec{r}}$$

(4.18)

$$u_{n,\vec{k}}(\vec{r}) = \sum_{\vec{G}} u_{n,\vec{k}}^{\vec{G}} e^{i\vec{G} \cdot \vec{r}}$$

(4.19)

with $\zeta_{\vec{G}}$ and $u_{n,\vec{k}}^{\vec{G}}$ being Fourier coefficients and $\vec{G} = m_1 \vec{b}_1 + m_2 \vec{b}_2 + m_3 \vec{b}_3$ a vector of the reciprocal lattice ($m_1, m_2, m_3$ integers). This leads to a system of equations in $\vec{k}$ space from which by comparison of the corresponding coefficients the solutions $\omega_{n,\vec{k}}$ and $\vec{H}_{n,\vec{k}}(\vec{r})$ for each $\vec{k}$ can be derived. But due to the generally complex structure of $\epsilon_{Si}$ in PhCs analytical solutions to the master equation can be found only for special cases as, e.g., 1D layer systems, so numerical methods have to be used.

4.1.2 Numerical treatment of photonic crystals  While in the preceding section an analytical treatment of electromagnetics in PhCs was given, this section describes different numerical schemes used in this work to find either the eigenvalues and eigenstates in a PhC or to calculate transmission through and absorption enhancement within a PhC.
4.1.2.1 Plane wave expansion (PWE)

For computing the band structures and electromagnetic modes of the PhCs the MIT Photonic Bands (MPB) package - a free program developed at the Massachusetts Institute of Technology (MIT) by Steven G. Johnson - was used in this work [43]. MPB calculates eigenstates and eigenmodes of periodic structures in reciprocal space based on equation (4.17) using a plane wave expansion method (PWE). The PhC structure is specified by defining a unit cell in real space which is then periodically repeated. For the expansion of the fields, i.e., for the expansion of the functions \( u_{n,k}^H(\vec{r}) \), the plane wave basis in equation (4.19) is used.

However, the periodic distribution of the dielectric \( \epsilon_{Si}(\vec{r}) \) is not expanded as described in equation (4.18) since for high dielectric contrasts (\( \Delta \epsilon = 11.6 \) in the macroporous Si material system) a very large number of terms in the expansion is necessary to sufficiently represent the dielectric distribution. On one hand this requires high computational power and memory and on the other hand - even with a high number of expansion terms - overshoots at the high contrast air/Si interfaces cannot be completely avoided.

A different approach drastically reducing the necessary computational power while still sufficiently representing the distribution of the dielectric materials is taken instead. When calculating equation (4.17) the following scheme is applied:

\[
\left( ik + \nabla \right) \times \ldots \ \text{IFFT} \ldots \ \tilde{\epsilon}_{Si}^{-1} \ldots \ \text{FFT} \ldots \ \left[ \left( ik + \nabla \right) \times \ldots \right] = \ldots
\]

(4.20)

First the curl in \( k \) space is computed and then transferred into real space by a Fast-Fourier-Transform (FFT). Now the inverse \( \tilde{\epsilon}_{Si}^{-1} \) of the dielectric function \( \epsilon_{Si} \) is multiplied in real space and then the whole equation is transferred back into \( k \) space by applying an inverse Fast-Fourier-Transform (IFFT) and again the curl is taken. The solutions to this set of equations obtained after using the above techniques are the normalized eigenfrequencies \( (\omega_{n,k}^H/a)/(2\pi c_0) \equiv a/\lambda \) and the distributions of the electric and magnetic fields in the infinite PhC. These are the stationary states because in the above derivation the time harmonic part has been separated out and therefore the temporal evolution of the fields is not accessible.

4.1.2.2 Finite-difference time-domain (FDTD)

In contrast to the PWE method which works in Fourier space, in the Finite-difference time-domain (FDTD) method the temporal evolution of electromagnetic fields in real space is calculated. For this purpose the differential Maxwell equations (4.1)-(4.4) are transformed into difference equations on a spatial and temporal grid. The temporal evolution from \( t \to t + \Delta t \) of the magnetic field can be derived from the right hand side of equation (4.3) by rewriting

\[
- \mu_0 \frac{\partial \vec{H}}{\partial t} = \lim_{\Delta t \to 0} \left( -\mu_0 \frac{\vec{H}(\vec{r}, t + \Delta t) - \vec{H}(\vec{r}, t)}{\Delta t} \right).
\]

(4.21)

The left hand side of the equation (4.3) relates this to the electric field \( \vec{E}(\vec{r}, t) \). By solving for \( \vec{H}(\vec{r}, t + \Delta t) \) it is possible to calculate the magnetic field after a time step \( \Delta t \) at the spatial point \( \vec{r} \) from the electric and magnetic fields \( \vec{E}(\vec{r}, t) \) and \( \vec{H}(\vec{r}, t) \), respectively, at time \( t \) using

\[
\lim_{\Delta t \to 0} \left( \vec{H}(\vec{r}, t + \Delta t) = -\nabla \times \vec{E}(\vec{r}, t) \frac{\Delta t}{\mu_0} + \vec{H}(\vec{r}, t) \right).
\]

(4.22)
As a rule of thumb the spatial grid size should be on the order of about $a/10 - a/20$ to ensure sufficient representation of the dielectric distribution while keeping the necessary amount of computational time bearable, $a$ being the lattice constant of the PhC. The choice of the grid depends on the geometry studied. For 3D problems a popular and proven choice is the so-called Yee-cube [44] having a discretization optimally adapted to Maxwell’s equations. This algorithm is called *leap frog* because it jumps in time from $\vec{H}$ at time $t$ to $\vec{E}$ at time $t + 0.5\Delta t$ to $\vec{H}$ at $t + \Delta t$, ... while using spatially centered differences for the field values [45].

For the 2D calculations performed in this work usually a square grid with a grid size of $a/16$ was used. For a regular hexagonal lattice employed as the interaction region of the PhC gas sensor a rectangular grid with side lengths of $\sqrt{3}a$ along $\Gamma M$ and $a$ along $\Gamma K$ directions is also a reasonable choice matching the symmetry of the underlying PhC lattice. For calculations with distorted hexagonal lattices or the ARL concept studied in this work rectangular unit cells in the different regions can also be used, but their size for optimal representation of the underlying structure is different. Therefore a square grid was chosen for the FDTD calculations.

To ensure stability of the FDTD algorithm the so called *Courant stability criterion* has to be fulfilled. It states that for a grid spacing of $Q_1$, $Q_2$, $Q_3$ the time step $\Delta t$ has to be chosen to fulfill

$$ (\Delta t)^2 < \frac{1}{Q_1^2} + \frac{1}{Q_2^2} + \frac{1}{Q_3^2} \quad (4.23) $$

where atomic units [1] are used for the length and time scales. Figuratively this means that only waves with temporal periods of $\Delta t$ having vacuum wave vectors $|\vec{k}| = 1/(c_0 t)$ larger than the vectors $k_{\text{max}} = 2\pi/(1/Q_1^2 + 1/Q_2^2 + 1/Q_3^2)$, that can just be represented on the grid, are considered. In the FDTD code employed for most of the 2D calculations in this work (CrystalWave®) a square grid of size $Q_1 = Q_2 = a_0/16$ ($a_0 = 4.2 \mu m$) was used and the time step $\Delta t$ was internally set to

$$ \Delta t = 0.99 T \frac{Q_1}{3 c_0}, \quad (4.24) $$

Comparison of equations (4.23) and (4.24) shows that the general Courant stability criterion is fulfilled. The time step in equation (4.24) is on the order of 0.5 fs for the parameters used. Thus by calculating $2^{17}$ time steps the evolution of the fields is studied for about 65 ps. In free space light travels in this time a distance of about 2 cm. In ordinary dielectrics with refractive index $n_{\text{mat}} \lesssim 4$ the covered distance is on the order of a few mm. These distances correspond to several hundred unit cells of the PhC studied in this work ($a \simeq \mu m$) therefore seeming to be sufficient to study light propagation in a PhC consisting of several ten by ten unit cells. But it has to be taken into account that here we are dealing with flat bands in the PhC band structure corresponding to group velocities of a few tenths to hundredths of $c_0$. Therefore it has to be carefully observed whether a steady state condition at the end of the calculation is really achieved. The limiting factor in the FDTD calculations performed with CrystalWave was the limited amount of useable memory ($< 2$GB) on a standard 32bit Windows®-based desktop PC (Pentium 4 processor) limiting the

\[ \text{When using the symbol a, we have } a_{1,2,3} \text{ in multiples of the Bohr radius } a_B = 5.3 \times 10^{-11} \text{ m; } \Delta t \text{ in multiples of the Bohr time } t_B = 2.4 \times 10^{-17} \text{ s.} \]

\[ \text{Commercially available software from PhotonDesign (www.photond.com)} \]

\[ \text{The number of time steps is practically limited by the amount of available computer memory.} \]
number of possible time steps to $2^{16}$-$2^{17}$ while still using an appropriate grid size.\footnote{Meanwhile PhotonDesign took one of our suggestions and develops a Linux®/Unix®-based version of CrystalWave to allow more computer memory to be used}

4.1.2.3 Finite element method (FEM)

Like the PW-based approach used by MPB, the Finite Element (FE) method operates in the frequency domain, i.e., only the stationary state is computed. The FE method is based on discretization of the Helmholtz equation on a, for 2D calculations typically triangular, grid. During the derivation of the Helmholtz equation the time harmonic part of the electromagnetic wave under study was separated and therefore no temporal evolution of the fields can be treated by the FE method. But it is still possible to vary the phase of the complex fields. As a rule of thumb the grid size $\Delta Q$ should be on the order of $\lambda_{\text{mat}}/5$-$\lambda_{\text{mat}}/10$, $\lambda_{\text{mat}}$ being the wavelength in the material, i.e., the vacuum wavelength divided by the refractive index of the material.

In FEM the solution is approximated as a superposition of functions $\vec{v}_j$. Each function is localized on a small tile of the FEM computational domain. The periodicity of the PhC structure is taken into account by using periodic boundary conditions. The transversality requirement is implemented by the choice of appropriate ansatz functions as well as explicit selection of divergence free solutions in the FEM algorithm. Expanding the $u_{n,k}^H(\vec{r})$ in the Bloch ansatz (4.16) into the localized functions $\vec{v}_j$ and substitution into the master equation (4.9) followed by a minimization of the residuum in each element leads to a system of $j = 1$...$N$ equations of the form

$$\int d\vec{r} \: \vec{v}_j \left\{ \left( \nabla + i\vec{k} \right) \times \left[ \frac{1}{\varepsilon_{\text{mat}}(\vec{r})} \left( \nabla + i\vec{k} \right) \times u_{n,k}^H \right] - \omega^2 u_{n,k}^H \right\} = 0. \quad (4.25)$$

This can be transformed into a matrix representation and numerically be solved by standard algorithms. Due to the locality of the FEM approach the matrices are only sparsely populated which makes the FEM approach relatively fast.

In this work two FEM codes were used. HelmPole was developed at the Konrad-Zuse-Zentrum für Informationstechnik (\textsc{Zib}) in Berlin, Germany. \textsc{Femlab} is a commercially available multiphysics simulation software. Both softwares are Linux®-based which makes it possible to take full advantage of the computational power (4 Opteron processors, 64bit) and RAM (16GB) of a workstation available at the University of Paderborn.

4.2 Experimental methods

4.2.1 Macroporous Si fabrication process

The constraints in vertical structuring of Si using conventional techniques like parallel plate reactive ion etching (RIE), inductively coupled plasma etching (RIE-ICP) or wet etching (e.g., using potassium hydroxide (KOH)), results from their limited selectivity. In those cases the etching not only takes place along the $z$-direction but also, even though slowly, in other directions. The etching method used in this work to produce ordered arrays of macropores in Si is based on a different principle, namely photo-electrochemical etching (PECE). This process is described below.

\textsc{Zib}5\footnote{www.zib.de}
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Fig. 4.2: a) Schematic plot of current density across the HF/Si interface for n-Si under no (purple), medium (blue) and strong (red) illumination. b) Unbiased HF/n-Si Schottky-like contact.

Following the model for macropore formation by Lehmann [46][47]. More comprehensive reviews of different pore regimes and pore formation mechanisms and alternative models in p-type and n-type Si can be found in [48], [49], [50] and [51].

4.2.1.1 Electrochemical dissolution of Si: the HF/n-Si contact

While Si is easily etched in aqueous alkaline solutions it is quite stable in most aqueous acids. However, hydrofluoric acid (HF) is an exception to this general observation. Fig. 4.2a shows the current density $j$ across the HF/n-Si interface vs. the applied voltage $V$ for different illumination conditions. In the regime of cathodic currents (I in fig. 4.2a) the Schottky-like HF/n-Si contact is forward biased. The current is determined by the majority charge carriers, i.e., the electrons - independent of the illumination state - and leads to the reduction of the $\text{H}^+$ ions in the acidic solution followed by formation of hydrogen ($\text{H}_2$).

The regime of anodic currents (II and III in fig. 4.2a) is the more interesting one. Fig. 4.2b shows the arrangement of the valence and conduction bands, respectively, within n-Si in contact with HF. When the semiconductor Si is brought into contact with the electrolyte HF the situation resembles a Schottky contact in which the rather conductive electrolyte represents the metal. The different chemical potentials of the aqueous HF and the Si will adapt. This leads to the formation of a Helmholtz double layer in the electrolyte and a surface charge resulting from the ionized donor atoms in the Si from which a depletion of majority charge carriers (electrons in n-Si) at the HF/Si interface follows. Due to the mobile ions in the electrolyte the width of the Helmholtz double layer is only a few nm while due to the stationary nature of the donors in Si the depletion region in n-Si is on the order of a few µm wide.

If no illumination is applied to the n-Si, a small (anodic) dark current resulting from thermally generated holes is observed (purple line fig. 4.2a). If the Si is strongly illuminated the HF/n-Si contact behaves like an HF/p-Si contact (red line in fig. 4.2a). An increase in applied voltage $V$ leads to an increase in current across the HF/Si interface. For anodic currents below the critical current density $j_{PS}$ and $V < V_{PS}$ (II in fig. 4.2a)
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divalent dissolution of Si occurs along with the formation of hydrogen. Here the etching current is limited by charge carrier supply from the Si electrode and porous Si is formed. A suggested reaction is

\[
\text{Si} + 4\text{HF}^- + h^+ \rightarrow \text{SiF}_6^{2-} + 2\text{HF} + \text{H}_2 + e^- \quad (4.26)
\]

with \(e^-\) and \(h^+\) denoting an electron and a hole in the Si \([49]\). In aqueous HF electrolytes the critical current density \(j_{PS}\) was experimentally found to only depend on electrolyte concentration \(c_{HF}\) (in weight %) and electrolyte temperature \(T_{HF}\) and can be described by

\[
j_{PS} = C c_{HF}^{3/2} e^{-E_a/(k_B T_{HF})} \quad (4.27)
\]

with \(C\) being a constant of 3300 A/cm\(^2\), \(E_a = 0.345\) eV and \(k_B\) being Boltzmann’s constant \([46]\). For anodic currents and \(V > V_{PS}\) (III in fig.4.2a) tetravalent dissolution of Si is observed. In a first step, under consumption of 4 holes, an anodic oxide is formed on the Si electrode:

\[
\text{Si} + 2\text{H}_2\text{O} + 4h^+ \rightarrow \text{SiO}_2 + 4h^+. \quad (4.28)
\]

In a second step this oxide is then chemically etched by the fluorine species HF, (HF)\(_2\) or HF\(_2^-\) in the electrolyte \([49]\)

\[
\text{SiO}_2 + 2\text{HF}_2^- + 2\text{HF} \rightarrow \text{SiF}_6^{2-} + 2\text{H}_2\text{O}. \quad (4.29)
\]

Here the current is limited by the chemical reaction rate during the removal of the SiO\(_2\). As a consequence the Si electrode is electropolished, i.e., all Si surface atoms are removed uniformly.

For medium illumination intensities the IV-curve of the HF/n-Si is similar to the blue curves in fig.4.2a. Here the current density \(j\) across the interface is below \(j_{PS}\). \(j\) is limited by charge supply from the Si electrode and therefore porous Si is formed.

The electronic holes necessary for the dissolution of Si at the HF/Si interface are created by illuminating the sample with light energy \(E_\nu = h\nu \geq E_g,\text{Si} = 1.1\) eV. Due to the high absorption of Si for the IR light used (\(\lambda \approx 880\) nm, \(\alpha \approx 10^2\) cm\(^{-1}\) \([49]\)) electron hole pairs are produced within the first few \(\mu\)m from the air/Si interface.

4.2.1.2 Formation of ordered macropores in n-type Si

For the formation of porous Si it is necessary that the current density across the HF/Si interface is smaller than \(j_{PS}\). According to the diameter \(d_{Pore}\) of the pores three regimes are distinguished: microporous Si with \(0\) nm \(\leq d_{Pore} \leq 2\) nm, mesoporous Si with \(2\) nm \(< d_{Pore} \leq 50\) nm and macroporous Si with \(50\) nm \(< d_{Pore}\). For p-Si \(j < j_{PS}\) can only be fulfilled for potentials \(V_{OCP} < V < V_{PS}\). For the n-Si used in this work \(j < j_{PS}\) can be achieved for potentials \(V_{OCP} < V\) by appropriate adjustment of the illumination. Stable macropore growth is possible for \(j < j_{PS}\) and \(V_{PS} < V\). The ratio \(j/j_{PS}\) only controls the average porosity \(p\) of the sample. The \(x-y\)-positions as well as the diameters of individual pores show a random distribution under the constraint of the average porosity being \(p = j/j_{PS}\). For conventional PhCs it is yet necessary to have a periodic, and not a random, distribution of materials with different dielectrics. To achieve

---

\(^{6}\)divalent (tetravalent) means that in the external electrical circuit 2 (4) electrons are necessary for the removal of one Si atom from the electrode.

\(^{7}\)Photonic band gaps as a characteristic of photonic crystals can also be observed for structures possessing only local order \([52]\) or quasicrystals \([53, 54]\)
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Figure 4.3: Lithographical prestructuring of a Si-wafer for subsequent photo-electrochemical etching.

this it is necessary to determine the sites at which the macropores should grow. This is done by lithographically defining a periodic pattern on top of the Si wafer and subsequent transfer of the pattern into the Si as shown in fig. 4.3. By this procedure, so-called etch-pits in the form of inverse pyramids are generated which serve as starting points for the subsequent pore growth. The porosity of such an ordered macropore array is given by

\[ p = \frac{j}{j_{PS}} = \frac{A_{\text{Pores}}}{A_{\text{Sample}}} \]  

(4.30)

with \( A_{\text{Pores}} \) being the total pore area and \( A_{\text{Sample}} \) the total HF/Si interface area. Fig. 4.4 schematically shows the principle of photo-electrochemically etching ordered macropore arrays. Electron-hole pairs are generated by appropriate illumination of the back of the n-Si wafer. Due to the anodic potential the electrons are sucked away into the voltage source while the holes diffuse through the wafer towards the HF/Si interface where a space charge region (SCR) has formed. To ensure that the holes can reach the HF/Si interface high quality float-zone Si has to be used in which the diffusion length of the holes is on the order of the thickness of the Si wafer. The shape of the SCR follows the physical shape at the interface and is therefore curved. Because the electric field lines are perpendicular to the HF/Si interface the electronic holes that come into the vicinity of the pore tips are focused onto the pore tips where they promote the dissolution of Si. The width \( x_{\text{SCR}} \) of the SCR depends on the applied anodic voltage and can be described by

\[ x_{\text{SCR}} = \sqrt{\frac{2\epsilon_0\epsilon_S V_{\text{eff}}}{qN_D}} \]  

(4.31)

where \( \epsilon_0 \) is the free space permittivity, \( \epsilon_S \) is the dielectric constant of Si, \( N_D \) the doping density of Si and \( V_{\text{eff}} = V_{\text{bi}} - V - k_B T/e \) is the effective potential difference between the electrolyte and the Si anode. \( V_{\text{bi}} \approx 0.5 \) V represents the built-in potential of the contact, \( V \) the applied external potential \( (k_B T \approx 25 \text{ meV at room temperature}) \). The applied anodic bias has to be chosen high enough such that all of the incoming electronic holes are focused onto the pore tips and none of them penetrate into the Si wall remaining between two pores. If this condition is fulfilled the pore walls are passivated against dissolution.

The porosity of such an ordered array of macropores with radius \( r_{\text{Pore}} \), e.g., arranged in a hexagonal lattice with lattice constant \( a \), can be expressed as

\[ p_{\text{hex}} = \frac{2\pi}{\sqrt{3}} \left( \frac{r_{\text{Pore}}}{a} \right)^2 \]  

(4.32)
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Figure 4.4: Formation of ordered macropores by photo-electrochemical etching of n-Si under backside illumination using an anodic potential.

The growth speed of the pores along the [100] direction in the model of Lehmann only depends on the temperature $T_{HF}$ and the concentration $c_{HF}$ of the electrolyte and can be described by

$$v_{100} = \frac{j_{PS} n_{val} q N_{Si}}{\bar{N}_{Si}}$$

with $N_{Si}$ being the particle density of Si ($5 \times 10^{22} \text{cm}^{-3}$) and $n_{val} \approx 2.6$ the dissolution valence for the dissolution process, i.e., the number of electrons supplied by the external circuit needed for the dissolution of 1 Si atom [46].

4.2.2 Characterization

4.2.2.1 Optical Characterization by FTIR spectroscopy

Fourier-transform infrared (FTIR) spectroscopy is based on the interference of two beams within a Michelson interferometer as shown in fig. 4.5a.

Radiation from a light source with spectrum $I(\nu)$, e.g., a heated SiC rod (GloBar), is split up into two beams by a beamsplitter. One beam is reflected back by a fixed mirror while the second beam is reflected back by a mirror moving with constant speed $v$. After having passed the beamsplitter a second time the now parallel beams interfere on a detector. By changing the position of the moveable mirror by $\Delta x = vt$ the difference in optical path $\Delta l$ of the two beams becomes $\Delta l = 2\Delta x$. For radiation from the light source of wavelength $\lambda$ constructive interference on the detector can be observed for $\Delta l = m\lambda$ while destructive interference results
for $\Delta l = (m + 1/2)\lambda$ with integer $m$. The detector signal $S(t)$, the so-called interferogram, contains all the information of the incident spectrum $I(\nu)$. The spectrum $I(\nu)$ can be obtained from $S(t)$ by a Fourier transformation (usually in the form of a FFT performed by the computer controlling the spectrometer). The dynamic of the FTIR spectrometer is about 50 dB.

During this work a Bruker IFS 66 FTIR spectrometer was used for transmission and reflection measurements. The latter were made using a Hyperion IR microscope connected to an external port of the FTIR spectrometer. To measure the reflectance over a spectral range from about 1.5-20 $\mu$m mirrors are used in the microscope optics instead of expensive lenses for the IR spectral range, as shown in fig. 4.5b. The use of Cassé-grain type optic leads to an opening angle of about 15° and 30° for the two available objectives, respectively. Two moveable, perpendicular slits allow selection of the sample area under investigation. A polarizer in the microscope is used to switch between TE and TM measurements. Depending on the spectral range under investigation CaF and a KBr beamsplitters were used, respectively, for VIS and IR, together with a halogen lamp or a Globar. A liquid nitrogen cooled Mercury-Cadmium-Telluride (MCT) detector was used.

4.2.2.2 Optical Characterization using a QCL

Transmission measurements through a macroporous Si PhC consisting of several hundred pore rows is a challenging task [55]. The emitted power of a thermal emitter, e.g., a GloBar is rather low in the IR ($\lesssim$ mW/(mm$^2$ sterad) at $\approx$ 1000 K in the spectral range from 9.5-10.5 $\mu$m). In addition the loss due to scattering at possibly rough pore walls was also not known. A quantum cascade laser [56] can be used to counteract the first factor. The used setup is shown in fig. 4.6. A pulsed (pulse length 50 ns) QCL emitting at a center wavelength of 10.34 $\mu$m with a repetition frequency of 9.9 kHz served as high intensity light source. Tuning of the wavelength is achieved by the increase in temperature of the QCL during the pulse. A photovoltaic Mercury-Cadmium-Zinc-Telluride detector cooled by a Peltier element was used. The signal from this fast detector is synchronized to the laser repetition frequency and directly read by a digital oscilloscope. Due to the high output power of the QCL and the sensitive detector a 50 dB dynamic is achieved. Plane and curved gold mirrors are used for focusing and guiding the laser beam. Key features of this setup are the two mirror objectives. Together with the first pinhole that limits the laser beam diameter to a size of 300 $\mu$m, a focal spot size of about 70 $\mu$m on the sample surface can be
4.2 Experimental methods

Figure 4.6: Quantum cascade laser setup available at the Fraunhofer Institute for Physical Measurement Techniques (FhG IPM) in Freiburg, Germany.

Achieved, giving good control of where the light is coupled into the PhC and from where it is detected on the output side. The position of the coupling spots can be verified by an eyepiece. Since a QCL naturally emits in TM polarization, the laser itself has to be turned by 90° around the beam axis to perform measurements in TE polarization.

4.2.2.3 Surface characterization by AFM

Atomic force microscopy (AFM), also known as scanning force microscopy (SFM), is a powerful tool to examine surfaces as well as tiny objects located on substrate materials. In this work AFM was used to characterize the surfaces obtained by PECE trenches. From the three widespread operational modes, namely non-contact mode, contact mode and tapping mode, the latter was chosen. Its working principle is depicted in fig. 4.78. A tiny tip, that is attached to a cantilever, is scanned across the surface under investigation. In the tapping mode the cantilever oscillates at a frequency close to its resonance frequency with amplitudes of several 10 nm. The tip is positioned slightly above the sample surface so that it touches the surface only for a small moment during its oscillation. To detect the tiny deflection caused by tip/surface interactions laser light is reflected off from the backside of the cantilever to a photodiode array. The deflection of the laser spot on the detector is used as measurement signal. Compared to the other two mentioned operating modes, tapping mode offers the advantages to allow high lateral resolution while interacting only very faint (forces of a few pN between tip and sample are sufficient) with the sample under investigation.

8Scheme in parts supplied by D. Zschech, MPI MSP Halle
Figure 4.7: Working principle of an atomic force microscope (AFM). A cantilever is used to probe the surface of a sample. The position of light deflected from the cantilever is detected.
Chapter 5

Design of photonic crystal gas sensors

In this chapter the theoretical background for the realization of a PhC-based spectroscopic gas sensor is investigated. Starting from the basic requirements such a PhC should fulfill, the design of the PhC employed as interaction volume is developed. Thereafter, a strategy for the connection of the PhC interaction volume to the outside world is investigated.

5.1 Software used in this work: overview and rating

At this point a few words about the strengths and weaknesses of the described numerical methods concerning the actual design of a PhC-based spectroscopic gas sensor should be said. Table 5.1 summarizes the different numerical schemes used in this work and their capabilities as well as the available hardware, the latter being one of the limiting factors in Windows®-based FDTD schemes.

In this work the free MIT Photonic Bands (MPB) software was used for bandstructure and group velocity calculations as well as field distribution computations. Because the used PWE method assumes infinite structures it does not allow transmission calculations. In principle it can be used for simulations of finite structures but this requires the use of supercells with unfavorable concomitants such as backfolding of bands at the Brillouin zone boundaries making the analysis of the results rather complicated if not even impossible within reasonable time. Its execution not only on standard desktop PCs but on a new, fast Linux®-based 4-processor (Opteron) computer at the University Paderborn with 16GB RAM allows efficient simulations of many different structures.

The commercially available and only recently developed FDTD code CrystalWave was used to simulate transmission through PhC structures with and without tapers (distorted hexagonal lattices and ARL, see 5.4.1 and 5.4.2). While it offers a convenient graphical user interface its main disadvantage lies in the fact, that it was only available as a 32bit Windows®-based program. This limits the amount of addressable memory to < 2GB leading to problems when calculating transmission for frequencies having a low $v_g$. While CrystalWave’s algorithm can in principle handle 3D structures, its practical use is miniscule since 2GB are not enough to sufficiently represent the structures and perform numerical simulations, especially not when it comes to high aspect ratio structures. Furthermore, it is not possible to (numerically) access, store or postprocess data like field distributions, etc. The photonic structures can be specified using the graphical user interface or by scripts. The evaluation of the simulation results has unfortunately to be done man-
Table 5.1: Overview of different numerical methods for PhC calculations used in this work. († finite structures by employing supercells. ‡ MPB uses a modified approach, see 4.1.2.1. ∗ in principle the PhBS can be calculated using FDTD, but the necessary software package was not available. ⋆ group velocity can be derived using $\vec{v}_g = \frac{\partial \omega}{\partial \vec{k}}$)

<table>
<thead>
<tr>
<th>available software</th>
<th>PWE</th>
<th>FDTD</th>
<th>FEM</th>
</tr>
</thead>
<tbody>
<tr>
<td>operating system</td>
<td>Linux®</td>
<td>Windows®</td>
<td>Linux®</td>
</tr>
<tr>
<td>available hardware</td>
<td>Pentium 4, 2GB RAM (MPI MSP Halle)</td>
<td>Pentium 4, 2GB RAM (MPI MSP Halle)</td>
<td>Pentium 4, 2GB RAM (MPI MSP Halle)</td>
</tr>
<tr>
<td></td>
<td>4 x Opteron, 16GB RAM (Univ. Paderborn)</td>
<td>4 x Opteron, 16GB RAM (Univ. Paderborn)</td>
<td></td>
</tr>
<tr>
<td>structure size</td>
<td>infinite †</td>
<td>finite</td>
<td>finite</td>
</tr>
<tr>
<td>structure representation</td>
<td>plane wave expansion ‡</td>
<td>space/time grid</td>
<td>space grid</td>
</tr>
<tr>
<td>solution type</td>
<td>stationary</td>
<td>temporal evolution</td>
<td>stationary</td>
</tr>
<tr>
<td>computational speed</td>
<td>fast</td>
<td>slow</td>
<td>medium</td>
</tr>
<tr>
<td>structure generation</td>
<td>script</td>
<td>script</td>
<td>script</td>
</tr>
<tr>
<td>result evaluation</td>
<td>script</td>
<td>manual</td>
<td>script</td>
</tr>
<tr>
<td>PhBS*</td>
<td>+</td>
<td>− *</td>
<td>+</td>
</tr>
<tr>
<td>Transmission</td>
<td>−</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Availability</td>
<td>MPI MSP &amp; Univ.Pb</td>
<td>MPI MSP &amp; Univ.Pb</td>
<td>Univ.Pb</td>
</tr>
</tbody>
</table>

usually. Absorption calculations are not possible because it is not possible to use complex dielectric constants. To avoid artefacts from unwanted reflections at the boundary of the computational domain perfectly matched layer (PML) boundary conditions are applied. The choice of the PML parameters however is a subject to itself.

HelmPole and FEMLAB (together with FEMLAB’s electrodynamics package) are both FEM-based programs running under Linux® on a fast multiprocessor (4 x Opteron) computer with 16GB RAM at the university Paderborn. Only this powerful computer allows reliable simulations of transmission through large PhCs with and without taper concepts (distorted hexagonal lattice and ARL in this work, see 5.4.1 and 5.4.2). In addition, FEMLAB offers full access to all computed quantities (field distributions, transmission, ...) and offers a nice graphical user interface. PML boundary conditions are also used in this scheme. Furthermore, FEMLAB offers the possibility to simulate semi-infinite PhCs, i.e., PhCs being finite along the propagation direction and infinite along the perpendicular direction, by using periodic boundary conditions. Simulations as well as the analysis of the results can be controlled by scripts, making it rather fast and convenient. In addition, complex dielectric constants can be used. This allows estimation of the expected absorption enhancement. PhBS can also be calculated, but the necessary effort is quite high. This is the reason why MPB was used for this purpose throughout this work.

The above discussion might bring up the impression that FEM schemes are superior to FDTD approaches. But FDTD is the only of the used numerical methods that allows observation of the temporal development of electromagnetic fields. Furthermore, to avoid misinterpretation of results due to numerical artefacts it is important to verify them using different numerical schemes, e.g., FEM and FDTD.
5.2 Basic requirements for a PhC gas sensor

5.2.1 Working principle

The working principle underlying a PhC-based spectroscopic gas sensor is the enhancement of the interaction amongst radiation and gas molecules, as already described in section 1.3.1. This enhancement can be achieved by prolonging the interaction time \( t_{\text{int}} = \frac{l_{\text{int}}}{v_g} \) between radiation and gas, given by the fraction of interaction length \( l_{\text{int}} \) and the group velocity \( v_g \). In a PhC this can be obtained by utilizing the possibility of achieving very low \( v_g \) for certain frequencies \( \omega \) in the PhBS. The slope of a band in the PhBS corresponds to the group velocity of light \( v_g \):

\[
\vec{v}_g = \frac{\partial \omega_{\text{norm}}}{\partial \vec{k}}
\]  

(5.1)

with \( \omega_{\text{norm}} \) being the normalized frequency and \( \vec{k} \) the wavevector. From this it follows that wherever photonic bands are flat, the group velocity of light is small. The lowest so far experimentally reported group velocities are on the order of a few tenths of percent of the speed of light in vacuum \( c_0 \) [57][58][31].

The interaction of radiation and gas molecules can be described by the Lambert-Beer law of absorption (3.1):

\[
I(l_{\text{int}}) = I_0 e^{-\alpha(\tilde{\nu})c l_{\text{int}}}
\]

It states that the intensity \( I(l_{\text{int}}) \) after interaction of light and gas along an interaction path of length \( l_{\text{int}} \) is given by the transmitted intensity \( I_0 \) measured without gas being present times an exponential decay determined by the absorption constant \( \alpha(\tilde{\nu}) \) of the gas, the concentration of the gas \( c \) and \( l_{\text{int}} \). In a PhC, the effective interaction length \( l_{\text{int}, \text{eff}} \) to achieve the same absolute absorption should be smaller by the enhanced absorption that can be achieved due to the low \( v_g \) and therefore would be expected to be only a few percent of the conventional interaction length \( l_{\text{int}} \).

But additionally it has to be taken into account that the distribution of the electric field - which mediates the interaction of light and gas - is different for a plane wave as it exists within a conventional interaction volume compared to a Bloch mode in a PhC. Because some of the energy of the incoming plane wave will be stored in the dielectric host material of the PhC and the interaction of light and gas takes place in the pores of the PhC structure, the overall expected enhancement will be smaller compared to what is expected from the \( v_g \) argument alone.

From the working principle of a PhC-based spectroscopic gas sensor described above, it follows that the following requirements have to be met by the band structure of the PhC:

1. **Resonance condition**: A part of a band having small slope has to spectrally overlap with the absorption frequency of the gas.

2. **Interaction condition**: The portion of the electric field of the mode located within the pores of the PhC has to be as large as possible.

3. **Symmetry condition**: The symmetry of the band has to allow coupling to impinging and outgoing plane waves.
5.3 Design of the photonic band structure

5.3.1 Spectral range

The spectral region typically used for spectroscopic gas detection is the infrared. This is because the gases of interest show characteristic fingerprints in the NIR/MIR wavelength range from about 1.5 μm - 30 μm, arising from rotational-vibrational excitations of the gas molecules. As a consequence, a PhC for the IR spectral region has to be designed. This can be achieved using the macroporous silicon material system. The fabrication technique described in section 4.2.1 allows the realization of PhCs consisting of air macropores in a Si matrix. The lattice constant of such a PhC can be chosen between 500 nm up to about 20 μm [49]. While the choice of the lattice constant allows a crude selection of the wavelength range of the PhC, fine tuning of the band structure can be achieved by changing the diameter \( d_{\text{pore}} = 2r \) of the pores during fabrication using the PECE process described in 4.2.1, \( r \) being the radius of the pores.

In the following we will focus on the spectral region between 3 μm - 11 μm where prominent absorption lines of typical gases as shown in tab. 5.2 exist. A PhC to be used for SF₆ detection will be designed. Due to the scale invariance of the master equation (4.9) these results can be used to design a PhC for the detection of other gases such as, e.g., ethanol or methane, by simply applying equations (4.11) – (4.13).

<table>
<thead>
<tr>
<th>Gas</th>
<th>Formula</th>
<th>Absorption wavenumber (cm⁻¹)</th>
<th>Absorption wavelength (μm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ethanol</td>
<td>C₂H₅OH</td>
<td>2940</td>
<td>3.4</td>
</tr>
<tr>
<td>Sulfur-hexafluoride</td>
<td>SF₆</td>
<td>948</td>
<td>10.55</td>
</tr>
<tr>
<td>Carbon monoxide</td>
<td>CO</td>
<td>2200</td>
<td>4.5</td>
</tr>
<tr>
<td>Carbon dioxide</td>
<td>CO₂</td>
<td>2350</td>
<td>4.2</td>
</tr>
<tr>
<td>Methane</td>
<td>CH₄</td>
<td>3000</td>
<td>3.4</td>
</tr>
<tr>
<td>Nitrogen monoxide</td>
<td>NO</td>
<td>1820</td>
<td>5.5</td>
</tr>
<tr>
<td>Nitrogen dioxide</td>
<td>NO₂</td>
<td>2250</td>
<td>4.4</td>
</tr>
</tbody>
</table>

Table 5.2: Prominent absorption lines for common gases in the NIR/MIR.

<table>
<thead>
<tr>
<th>( r/a = 0.25 - 0.45 )</th>
<th>( \Gamma \text{M} )</th>
<th>( \Gamma \text{K} )</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>air band</td>
<td>norm. freq.</td>
</tr>
<tr>
<td>1st TE PhBG</td>
<td>B03</td>
<td>0.239 - 0.494</td>
</tr>
<tr>
<td>1st TM PhBG</td>
<td>B04</td>
<td>0.298 - 0.199</td>
</tr>
<tr>
<td>2nd TM PhBG</td>
<td>B04</td>
<td>0.346 - 0.500</td>
</tr>
</tbody>
</table>

Table 5.3: Fine tuning of the spectral position (in normalized frequencies \( \omega a / (2\pi c) \)) of the upper band edge of the PhBG for a hexagonal lattice of air pores in Si as well as the number of the band. The lower (upper) spectral position of the air band corresponds to \( r/a = 0.25 \) (\( r/a = 0.45 \)). (Bands that do not couple to incoming plane waves, see 5.3.3 are already accounted for.)
5.3 Design of the photonic band structure

5.3.2 Resonance and interaction condition

Flat bands in a PhBS are, e.g., found at the edges of the PhBG. In addition, the upper band edge of the first PhBG is usually called the air band. This is due to the fact, that for this band most of the electric field energy is located in regions of the PhC having the lower refractive index \( n_{\text{air}} \approx 1 < 3.4 = n_{\text{Si}} \). From this argument follows that the above mentioned interaction condition is very likely to be fulfilled by the upper edge of the PhBS. This is verified in the next section (5.3.3) using the 2nd TE band and the 3rd TM band along \( \Gamma K \) whose electric field components are shown in fig.5.1.

Furthermore, the band edges are spectrally rather isolated, i.e., below (above) the air (dielectric) band there is no other band. This has the advantage that light with a specific frequency impinging onto the PhC does not have the possibility to couple to various other modes with the same frequency as the desired mode. This would lead to a decrease of the amount of energy coupled to the desired gas sensing mode.

Calculations of the band structure of hexagonal and square lattice 2D PhCs based on the macro-porous Si material system show, that the spectral position of the first band gap occurs at wavelengths \( \lambda \approx 2a \) with \( a \) being the used lattice constant. Based on these arguments and the availability and experience in fabrication of hexagonally arranged macropore arrays in n-Si by PECE, a lattice constant of \( a = 4.2 \, \mu m \) is chosen for the realization of the PhC. Other lattice geometries such as square lattice or hexagonal lattices with 1 and 3 atom bases (i.e., additional pores) have also been considered. But none of them showed distinct advantages compared to the hexagonal PhC lattice. In contrast, introduction of basis atoms into the hexagonal lattice leads to a more complex PhBS. Especially the field distributions of the Bloch modes are becoming very different from plane waves, thereby aggravating coupling to and from the PhC structure. For the ARL concept’s functionality an appropriate PhC termination is necessary to allow coupling to the involved surface states. While this PhC termination is already existing along the \( \Gamma M \) direction in the hexagonal lattice, in the case of the square lattice the appropriate surface termination would have to be realized by either shifting the position or by changing the diameter of every second pore in the outermost pore row [59][60]. The latter is not possible in the macro-porous Si material system and the first would be similar to the PhC termination using a hexagonal lattice.

To enable a high number of gas molecules being present within the PhC pores, \( d_{\text{Pore}} \) should be as large as possible. This means the porosity of the structure, see equation (4.32), should be as high as possible. Stable macro-pore growth within Lehmann’s model and the experimental setup used in this work is possible up to values of \( r/a \approx 0.42 \). Larger pore diameters can be obtained by repeated thermal oxidation of the PECE Si and a subsequent HF-Dip. But it has to be taken into account, that higher porosities lead to less mechanical stability, a property worsening the handling of such a sample in the lab and not desired for a PhC to be used in a robust gas sensor. Therefore an upper limit of 0.45 for the \( r/a \) ratio is chosen. The minimum \( r/a \) ratio for PEC growth of hexagonally ordered macropores is on the order of 0.25. The spectral position of the upper band edge can be fine tuned as shown in tab.5.3.

For a lattice constant of the PhC of \( a = 4.2 \, \mu m \) the SF\(_6\) absorption wavelength of 10.55 \( \mu m \) corresponds to a normalized frequency of \( \omega_{\text{norm, SF6}} = 0.398 \). From tab.5.3 it can be seen, that a spectral overlap of the upper band edge of the PhBG with \( \omega_{\text{norm, SF6}} \) can be achieved by choosing the appropriate, practically realizable, \( r/a \) ratio (except for the first TM PhBG along \( \Gamma K \) direc-
Figure 5.1: Coupling condition for plane waves (PW) and PhC Bloch modes. The mirror symmetry of the \( H_z \) (\( E_z \)) components of the impinging TE (TM) modes has to be fulfilled by the PhC mode under consideration along the direction of incidence (\( \Gamma K \) in the picture, represented by the black dashed arrow). The 3rd TM mode and the 2nd TE mode fulfill this symmetry condition (marked by the green frame), while the 2nd TM and the 3rd TE mode are anti-symmetric.

5.3.3 Coupling condition

Besides the necessary spectral overlap of a flat photonic band and the gas absorption line, the symmetry of the PhC Bloch mode under consideration has to allow coupling of incoming plane waves and will be investigated in this section.

The naturally given directions in a hexagonal 2D PhC are the high symmetry directions \( \Gamma K \) and \( \Gamma M \). Incoming plane waves with TE (TM) polarization have mirror symmetry of the \( z \)-component of their magnetic (electric) field with respect to a plane defined by their \( \vec{k} \)-vector and the pore axis. A PhC mode to which these incoming plane waves should couple, has to fulfill the same symmetry requirement. The situation is depicted in fig.5.1. The mirror symmetry of the PhC mode along \( \Gamma K \) direction is only fulfilled for the 3rd TM and the 2nd TE band. The 2nd TM and the 3rd TE band cannot couple to a plane wave because the corresponding PhC mode is anti-symmetric under such a mirror inversion.

Furthermore, from the field distribution of the \( E_x \) and \( E_y \) components of the 2nd TE band, it follows that a considerable fraction of the electric energy is located within the pores, as required by the above stated interaction condition. Calculation of the time-averaged electric field energy density \( D_{\text{pwr}} = \epsilon_{\text{air}} |\vec{E}|^2 \) yields that for the 2nd TE band along \( \Gamma K \) and \( r/a = 0.385 \) a fraction of about 41% of the electric energy in the whole unit cell is located within the air pore (MPB).
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5.3.4 PhC interaction volume design: tuning and robustness

From an application point of view two further issues concerning the design of the PhC interaction volume have to be addressed: tuning to compensate, e.g., for fabrication tolerances and robustness, i.e., stability under operating conditions.

5.3.4.1 Tuning of PhC gas sensors

Although the macroporous Si fabrication process can be reasonably well controlled, minor deviations from the designed $r/a$ ratio can occur. In a worst case scenario a too large $r/a$ ratio would lead to a loss of spectral overlap of the gas absorption frequency $\omega_{\text{abs}}$ and the flat photonic band intended to be used for gas detection (TEB02K). This can in part be compensated by rotating the PhC structure around an axis parallel to the pores as shown in fig. 5.2. Such a rotation on the order of a few degrees leads to a spectral red-shift of the PhBS on the order of 1%. The allocation of the magnetic and electric fields within the PhC changes, too, but they keep their characteristic symmetry and intensity distributions. As a result the spectrally red-shifted mode can still be used for gas detection. However, from fig. 5.2a it is also obvious, that the slope of the band increases by a factor of 5 and 10 for rotation of $5^\circ$ and $10^\circ$, respectively. As a consequence the enhancement due to low $v_g$ is reduced. While this is explicitly demonstrated for the TEB02K flat band in fig. 5.2a, this tuning can be used for all the potential gas sensing points given in tab. 5.4.
5.3.4.2 Robustness of PhC gas sensors

To avoid condensation of, e.g., water on the pore walls the PhC gas sensor has to be heated to about 60°C during operation. This leads to a change $\Delta n_{Si}$ of the refractive index of the Si matrix material as well as a change in the atomic lattice constant of the Si $a_{Si}$.

The second effect is negligible in the temperature range of interest due to the very small thermal expansion coefficient of Si $\Delta a_{Si}(T) \approx 2 \times 10^{-6}$ K$^{-1}$. Even a temperature change of $\approx 3000$ K would lead to a red-shift of the bands under consideration on the order of 0.1% as derived from PhBS calculations\(^1\). The change in refractive index due to temperature changes is larger. With the thermo-optical coefficient of Si $\Delta n_{Si}(T) \approx 2 \times 10^{-4}$ K$^{-1}$ the refractive index of Si in the IR $n_{Si} = 3.4$ changes by about 12% for a temperature change of 100 K. This leads to a shift of the PhBS on the order of 1%. This number has to taken into account when designing a PhC interaction volume for operation at elevated temperatures.

When discussing the versatility of the PhC-based spectroscopic gas sensor concept the chemical stability of the macroporous Si membrane against aggressive/corrosive gases has to be investigated. One possibility to achieve this is to coat the pore walls. Depending on its thickness $d_{coat}$ and its refractive index $n_{coat}$ the coating will influence the PhBS and therefore the functionality of the sensor. SiN could be used as such a coating material. It is chemically inert and would in addition increase the mechanical stability of the membrane structure. The refractive index of SiN, e.g., deposited by low pressure chemical vapor deposition (LP-CVD) depends on the SiN composition. A typical value is $n_{SiN} \approx 2$. With this and typical thicknesses of SiN coatings on the order of 20 nm the shift in PhBS can be calculated to be on the order of about 1%. For the design of a PhC interaction volume to be used in a PhC-based spectroscopic gas sensor device this has to be taken into account.

In summary it is found that external parameters like operating temperature, angle of incidence and eventually applied coatings do have an influence on the PhBS of the interaction volume PhC. However, knowledge of these effects as well as the final operating conditions do allow compensation.

### 5.3.5 PhC interaction volume design: results

For the design of a PhC interaction volume to be used for detection of SF$_6$ at an absorption wavelength of 10.55 µm the following conclusions can be drawn:

- a 2D PhC made of hexagonally arranged macropores in Si with a lattice constant of $a = 4.2$ µm will be used
- In principle four PhC bands fulfill the necessary prerequisites. They are summarized in tab.5.4 below:

---

\(^1\)The melting point of Si is far below this temperature at about 1450°C
5.4 Transmission through a PhC gas sensor

<table>
<thead>
<tr>
<th>Acronym</th>
<th>$\vec{k}$-direction</th>
<th>Polarization</th>
<th>Band</th>
<th>$\vec{k}$-point</th>
<th>r/a ratio</th>
<th>$D_{pwr}$ in pores (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TEB03M</td>
<td>$\Gamma M$</td>
<td>TE</td>
<td>3</td>
<td>M</td>
<td>0.33</td>
<td>11</td>
</tr>
<tr>
<td>TMB04M</td>
<td>$\Gamma M$</td>
<td>TM</td>
<td>4</td>
<td>M</td>
<td>0.34</td>
<td>9</td>
</tr>
<tr>
<td>TEB02K</td>
<td>$\Gamma K$</td>
<td>TE</td>
<td>2</td>
<td>$\approx 0.92 \Gamma K$</td>
<td>0.385</td>
<td>41</td>
</tr>
<tr>
<td>TMB03K</td>
<td>$\Gamma K$</td>
<td>TM</td>
<td>3</td>
<td>K</td>
<td>0.43</td>
<td>21</td>
</tr>
</tbody>
</table>

Table 5.4: Overview of PhC modes fulfilling the necessary prerequisites to be used for gas sensing. The last column gives fraction of the time-averaged electric field energy density ($D_{pwr} = \epsilon_{air} |\vec{E}|^2$) located within the pore.

The investigations below concerning the effective connection of the PhC interaction volume to the outside world will exemplarily be performed concentrating on TEB02K and TMB03K. This is done for clarity of presentation and because the energy within the pores is highest for these two bands. The results derived can in principle be transferred to the other bands (TEB03M, TMB04M) of interest.

5.4 Transmission through a PhC gas sensor

After having designed the PhC interaction volume for the intended gas sensor, the connection to the outside world, i.e., incoming and outgoing radiation, has to be investigated. To achieve high sensitivity of the sensor as well as a good signal-to-noise ratio, as much of the incoming/outgoing light as possible should be coupled to/from the PhC gas sensing mode.

While coupling issues from ridge waveguides and optical fibers to PhC waveguides have been extensively studied due to their potential for application in optical circuits [61][62][63], coupling of light to bulk PhC modes was only addressed occasionally in literature [64]. Unfortunately, the strategies based on changing the local porosity used in those publications cannot be applied to the macroporous Si material system due to its very different etching process compared to dry etching techniques like RIE or ICP used in those publications [65].

In the following sections, two coupling strategies of light to bulk PhCs realizable with the macroporous Si material system will be discussed, of which the first one is based on a semi-classical adiabatic taper approach and the second one is a new concept developed in this work, entitled Anti-Reflection-Layer (ARL).

5.4.1 Semi-classical approach: adiabatic taper

Since the intended PhC-based gas sensor is supposed to operate in transmission, efficient coupling of the light between the surrounding air and the PhC has to be achieved. When coupling light across dielectric interfaces the three main issues to be addressed are phase matching, mode matching and impedance matching. The reflection coefficient is sensitive to the phases of the fields in the two dielectrics. While in air the phase fronts of incoming/outgoing plane waves...

---

Footnote: Macroporous Si remains the material system of choice for the realization of a PhC interaction volume for a spectroscopic gas sensor, though, because with RIE/ICP the necessary aspect ratios $\gg 100$ cannot be achieved.
are planes, their shape might be rather complicated in PhCs where Bloch modes exist. Mode matching concerns the overlap of the fields of the incoming and outgoing waves in the interfacial plane. The worst case of mode mismatch is illustrated by the existence of non-coupling bands, as discussed in [5.3.3]. The coupling coefficient

$$\eta \propto \frac{\int_{A_{\text{int}}} dA \ E_{\text{air}}(\vec{r}) E_{n,k}^*(\vec{r})}{\int_{A_{\text{int}}} dA \ E_{\text{air}}(\vec{r}) E_{\text{air}}^*(\vec{r}) \int_{A_{\text{int}}} dA \ E_{n,k}(\vec{r}) E_{n,k}^*(\vec{r})}$$

(5.2)

is proportional to the overlap of the electromagnetic fields $E_{\text{air}}(\vec{r})$ in air and $E_{n,k}(\vec{r})$ in the PhC at the interface with area $A_{\text{int}}$. Due to the different nature of plane waves as they exist in air and Bloch modes within the PhC, it is not possible to increase the coupling efficiency by manipulating the above quantities. But one possibility to improve the coupling of radiation energy between air and a PhC mode might consist in matching of the impedance. The impedance mismatch between air and a dielectric medium is given by $1/n_{\text{mat}}$ with $n_{\text{mat}}$ the refractive index of the dielectric. In a PhC $n_{\text{mat}}$ is given by the inverse of the slope of the photonic band under consideration for a certain frequency. The working principle of the intended PhC gas sensor is based on utilization of low group velocity $v_g$. From classical optics it is known that the dispersion in homogenous media with a refractive index of $n_{\text{mat}}$ is given by $\omega = c_0 |\vec{k}|/n_{\text{mat}}$. From this the group velocity $|\vec{v}_g| = |\partial \omega / \partial \vec{k}| = c_0 / n_{\text{mat}}$ can be derived. At an interface of two dielectrics, e.g., air and glass, the amount $R$ of light being reflected at this interface is described by Fresnel’s equations. For perpendicular incidence relative to the surface, i.e., $\alpha = 0^\circ$, they can be written as

$$R(\alpha = 0^\circ) = \left| \frac{n_{\text{air}} - n_{\text{mat}}}{n_{\text{air}} + n_{\text{mat}}} \right|^2.$$  

(5.3)
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Figure 5.4: Concept of an adiabatic taper for a bulk PhC. a) The idea is to couple to a steep part of the mode intended to be used for gas detection (TEB02K) and then transfer the energy adiabatically to the flat portion of the band. (Only the solid lines couple to plane waves, compare 5.3). Red: PhBS of the distorted hex. lattice. Blue: PhBS of an undistorted hex. lattice along ΓK projected onto the ΓK1 path of the distorted hex. lattice. b) To achieve spectral overlap of the steep part and the flat part, the mode has to be shifted on the frequency scale. This is achieved by distorting the PhC lattice along ΓK. The real space and the reciprocal space lattices of such a PhC are shown, \( \vec{a}_1', \vec{a}_2' \) and \( \vec{b}_1', \vec{b}_2' \) being the respective basis vectors (for details see A.1.2). The area highlighted in green represents the irreducible Brillouin zone.

Based on equation (5.3) fig.5.3 shows the reflection and transmission through a dielectric slab in air. The transmission decreases drastically with increasing refractive index of the dielectric. For a glass plate with \( n_{\text{mat}} = 1.5 \) the total transmission is about 92% while for a bulk Si slab with \( n_{\text{mat}} = n_{\text{Si}} = 3.4 \) the total transmission is only on the order 50% of the incoming light.

For the flat band intended for use in the gas detection scheme with a low group velocity \( v_g \ll c_0/100 \) and a corresponding, high effective refractive index \( n_{\text{eff}} \gg 100 \), the expected transmission through the PhC structure at the gas absorption frequency would be negligible, resulting in a non-functional device.

The first approach to overcome this challenge is based on the following idea: as the reflection is relatively low for interfaces with small difference in refractive index \( \Delta n = n_1 - n_2 \), impinging light should first be coupled to a relatively steep part of the gas sensing band where \( n_{\text{eff}} \) is relatively small. Once the energy is in the band it could be transferred into the intended gas sensing mode by adiabatically shifting the PhBS. This principle shown in fig.5.4a where the point labelled Detection is the one to be used for gas detection, while the point labelled Coupling should be used for the efficient coupling of an impinging plane wave.

The shift of the PhBS is achieved by an appropriate distortion of the originally hexagonal PhC lattice, shown in fig.5.4b. As a consequence of the distortion the symmetry of the real and the
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Figure 5.5: Scheme of a PhC gas sensor device incorporating an adiabatic taper. The lattice constant along the direction of distortion \( a_t \) is smoothly changed in the taper region from the value for optimum coupling \( a_c \) to the value \( a_0 \) optimal for gas sensing.

Reciprocal space lattices are reduced. Their point groups change from \( C_{6\nu} \) to \( C_{2\nu} \). The originally 3 high symmetry points \( \Gamma, M \) and \( K \) of the undistorted lattice are replaced by the 5 new high symmetry points \( \Gamma_1, K_1, M_1, K_2 \) and \( M_2 \). Furthermore it has to be taken into account that the length of the paths along the high symmetry directions is different in the undistorted and the distorted lattices. So for the purpose of comparing the PhBS an appropriate projection has to be made (similar to the projection of the PhBS of a 2D hexagonal PhC onto the PhBS of a, e.g., W1 waveguide when discussing guiding by a PhC waveguide [65]). The adiabatic transfer of the energy should be accomplished by smoothly changing the lattice constant of the PhC from the optimum lattice constant for coupling to the lattice constant for sensing, as shown in fig 5.5. In the coupling region, the lattice constant \( a_c \) along the direction of distortion is chosen to allow the lowest possible \( v_g \). In the taper region the lattice constant \( a_t \) is then smoothly changed to the value optimal for gas detection, \( a_0 \).

To find the optimal \( a_c \) the group velocity as a function of distortion was calculated (using MPB). It was found that for the 2nd TE band along the \( \Gamma K_1 \) direction a distortion of about 8% yields the steepest slope corresponding to \( v_g \approx c_0/3 \) for this band at the absorption wavelength of SF6, i.e., the distance of the pores should be \( 1.08a_0 \) along the \( \Gamma K_1 \) direction while it remains \( a_0 \) along the \( \Gamma M \) direction.

The realization of such PhCs made of macroporous Si with a distorted hexagonal lattice, which (to the knowledge of the author) was never published before, will be discussed in section 6.

The above described coupling approach using an adiabatic PhC taper was so far based on arguments from classical optics, namely adiabatic matching of refractive indices at interfaces, in connection with the interpretation of the slope of a PhC band as the inverse effective refractive index for that mode. The results derived from appropriate calculations of the PhBS using a plane wave expansion method (MPB) seem to be promising to allow high increased transmission through these structures. However, as explained in section 4.1 this computational method does not yield transmission through PhC structures. Transmission was now calculated using FDTD as well as FEM software. Numerous FDTD calculations were performed in which both, the smoothness, i.e., the rate of adaption from \( a_c \) to \( a_0 \), as well as the type of transition, i.e., a linear, exponential, quadratic and square-root-like change in lattice constant along \( \Gamma K_1 \), were investigated.

As a surprise it was found that the better the taper, i.e., the smoother the transition from the coupling lattice constant \( a_c \) to the detection lattice constant \( a_0 \) was chosen, the worse was the transmission.

The reason is that not only the different refractive indices \( n_{air} \) in air and \( n_{eff} \) in the PhC have to be matched. Much more important is an appropriate adjustment of the very different field distributions - a plane wave in air vs. a Bloch mode in the PhC. This is shown in fig 5.6, where
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the contributions of different plane waves to the TEB02K Bloch mode are depicted. The $H$ field for a TE polarized mode in a 2D PhC has the form of a Bloch mode and can therefore be written as

$$\vec{H}_{z,n,\vec{k}}(x,y) = e^{ik_y y} u_{n,\vec{k}}(x,y) \quad (5.4)$$

assuming $\vec{k} = (0, k_y, 0)$, i.e., considering wave propagation along $\Gamma K_1 \parallel y$. Due to its periodicity $u_{n,\vec{k}}(x,y)$ can be expanded into plane waves according to

$$u_{n,\vec{k}}(x,y) = \sum_{l,m} a_{l,m} e^{i(l\vec{b}_1 + m\vec{b}_2) \cdot (x,y)} \quad (5.5)$$

where the $a_{l,m}$ are the complex Fourier coefficients, $\vec{b}_1$, $\vec{b}_2$ the basis vectors of the reciprocal lattice, $l,m$ integer numbers and $x, y$ the real space coordinates. Applying a Fourier transformation to the field distribution of the $H_z$ field of TEB02K (depicted in fig.5.1) the plane wave contributions $|a_{l,m}|^2$ were calculated and are plotted in fig.5.6. The zeroth order, i.e., the plane wave component $(l, m) = (0, 0)$ contributes only weakly to the field distribution, while higher order components dominate, thus aggravating coupling to incoming plane waves.

5.4.1.1 Adiabatic PhC taper: conclusions

The above results point out two major facts:

First, physical intuition together with proven approaches from classical optics have to be carefully reconsidered when applying them to PhCs. Simple matching of the (effective) refractive indices by distorting the lattice adiabatically, does not lead to the expected enhancement in transmission.

Second, for the realization of a PhC-based gas sensing device utilizing low group velocity, a new method to increase coupling of plane waves to PhC modes has to be found and later implemented. This is discussed in the next section.
5.4.2 Novel concept: Anti-Reflection-Layer (ARL)

Since the simple transfer of knowledge from wave optics to PhCs does not result in the envisioned enhanced transmission, a new method had to be found. The solution developed in this work - termed Anti-Reflection-Layer (ARL) - is schematically shown in fig. 5.7.

Typically the air/PhC interface has a corrugated surface as depicted in fig. 5.7a, resulting from cleaving the PhC sample which breaks along a direction of high porosity, i.e., usually through the centers of pores along a high symmetry direction.

In the ARL scheme proposed, the air/PhC interface is modified by introducing a layer of thickness $t_{\text{ARL}}$ of the PhC matrix material between the outermost PhC pore row and air. This minor modification of the interface has drastic consequences on the coupling - and hence the transmission through the PhC, even at frequencies, where the PhC bands are flat. Detailed results and an explaining hypothesis concerning the ARL concept are given further below.

At this point it has to be mentioned that this ARL concept is different from the well known Anti-Reflection-Coating (ARC) extensively used in classical optics to minimize reflection at dielectric interfaces, e.g., eyeglasses, depicted in fig. 5.7c. The optimal ARC has a thickness of

$$t_{\text{ARC}} = \frac{\lambda}{4n_{\text{ARC}}} \quad (5.6)$$

and is ideally made of a material with refractive index

$$n_{\text{ARC}} = \sqrt{n_1 n_3} \quad (5.7)$$

$n_1$ and $n_3$ being the refractive indices of the dielectric materials constituting the uncoated interface. In the case of a flat band in a PhC with effective refractive index $n_{\text{eff}} \to \infty$ this concept would be impossible to implement. Furthermore, practical realization of such a coating would be challenging because the surface to which it should be applied is not plane but corrugated.

Interpreting the scheme depicted in fig. 5.7b in terms of a classical ARC with $n_{\text{ARC}} = n_{\text{Si}} = 3.4$ would yield an optimal ARC thickness of $t_{\text{ARC}} = 776 \text{ nm}$ using equation (5.6) for a wavelength $\lambda = 10.55 \mu\text{m}$ (SF$_6$ absorption line).

By numerical simulations using FDTD as well as FEM codes it is found, that the transmission through a PhC strongly depends on its surface termination. Fig. 5.8a shows the transmission...
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**Figure 5.8:**

(a) Transmission $T$ through a PhC as a function of the thickness of the ARL (in units of the lattice constant $a_0$) for the TEB02K mode. The vertical dotted lines mark the optimum thickness of a classical ARC made of Si-based on (5.6). (b) Scheme for lateral confinement: by using a 2nd PhC with a PhBG spectrally overlapping with the frequency of TEB02K next to the interaction volume PhC. Light leaving the latter is back reflected.

Through a hexagonal PhC for the TEB02K mode ($r/a = 0.385$). For the TEB02K mode the transmission increases up to about 76% from only about 38% with standard surface termination. Similar results are obtained for the TMB03K mode. The optimal thickness of the ARL $t_{ARL}$ is found to be $0.57-0.6a_0$. This value is very different from the above derived optimal thickness of an ARC of 776 nm corresponding to $t_{ARC} = 0.18a_0$ for the lattice constant $a_0 = 4.2 \mu m$ considered here. This shows that the ARL concept is fundamentally different from the classical ARC approach.

In the FDTD calculations PML boundaries are used. At the interface between the PhC and the boundary of the calculation region parallel to the direction of transmission this leads to loss of light energy. To investigate the influence of this effect, lateral confinement ($lc$) was introduced by adding a PhC ($lc$-PhC) whose PhBG lies in the spectral region of the transmitted light on each side of the interaction volume PhC. Now, light reaching the boundary of the interaction volume PhC is not damped away by the PML, but reflected back into the interaction volume PhC by the $lc$-PhC as shown in fig.5.8b and fig.6.6. The parameter used to control the position of the PhBG - and thereby the backreflection - of the (also hexagonal) $lc$-PhC was the lattice constant $a_{lc}$. The other possible parameter, namely the ratio $r_{lc}/a_{lc}$, cannot be changed independently in the macroporous Si material system, because the porosity $p$ (4.32) achieved by PECE will be the same in all regions of the sample. By choosing an appropriate lattice constant $a_{lc} = 0.7a_0$ for the $lc$-PhC the transmission can be increased further by about a factor of 2. This has to be taken into account when assessing the transmission calculations. The calculated transmission using FDTD is usually lower than the real one, see also section 4.1 but the results give at least a good impression of what is to be expected.
5.4.2.1 ARL concept: robustness

Non-perpendicular incidence As shown in section 5.3.4.1, fine tuning of the spectral overlap of the gas absorption line and the flat PhC mode can be achieved by rotation of the PhC around the pore axes. This corresponds to a non-perpendicular angle of incidence \( \alpha \) with respect to the normal of the air/PhC interface. The ARL concept has also proven robust in this case, as shown in fig. 5.9 where results from numerical simulations using an FEM code for the TMB03K mode tuned for the 9.46 \( \mu \)m ethanol absorption line are plotted. Even for relatively high incidence angles of \( \alpha = 5^\circ \) and \( \alpha = 10^\circ \) the transmission is with 81\% and 60\%, respectively, still higher as compared to a corresponding PhC without ARL (\( \approx 40\% \)).

Proximity effect As discussed later in section 6.4, practical realization of the ARL by conventional means, such as sawing or laser cutting of the porous structure after the PECE process, cannot be achieved with respect to precision and surface quality. Therefore an approach of fabricating the ARL during the PECE of the macropore array was developed and is described in [6.4.2]. A characteristic of the PECE process has to be considered. The local porosity depends on the local concentration of electronic holes at the HF/Si interface. The electronic holes are homogeneously generated at the backside of the Si wafer and diffuse through the wafer and therefore a homogeneous hole concentration is achieved at least several \( \mu \)m before the HF/Si interface. This homogeneous distribution of electronic holes is then changed by the space charge region present at the HF/Si interface that focuses the electronic holes onto the pore tips. If the pores are arranged in a regular pattern, each pore will obtain an equal amount of electronic holes and hence adjacent pores have the same diameter. But if this regular pattern is disturbed, as it is the case in the ARL design, the situation changes.

The ARL is realized by PECE a trench next to the last row of pores of the interaction volume.
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Figure 5.10: Robustness of the ARL concept: a) influence of deviations of the pore diameter from the desired diameter for fixed ARL width (left) and compensation of the PECE proximity effect by changing the ARL thickness (right). b) Geometrical situation at the PhC/ARL interface during PECE. The yellow regions represent the unit cells used for the calculation of the porosity in the transition region from bulk PhC and ARL.

PhC as depicted in fig. 5.10. While the porosity in the bulk PhC region \( p_{\text{hex}} \) is given by equation (4.32), the porosity in the ARL region is given by

\[
p_{\text{ARL},t} = \left( \frac{1}{2} \pi r_0^2 + a_0^2 \sqrt{3} t_t \right) / a_0^2 \sqrt{3} (t_{\text{ARL}} + t_t) \]

\[
= p_{\text{hex}} \left( \frac{1}{t_{\text{ARL}} + t_t} \left( \frac{1}{4} + \frac{t_t}{p_{\text{hex}}} \right) \right) \]  

(5.9)

with \( a_0 \) being the lattice constant of the bulk PhC, \( r_0 \) the radius of the pores in the bulk PhC, \( t_{\text{ARL}} \) and \( t_t \) the thickness of the ARL and the trench (in units of \( a_0 \)), respectively. Equal porosity in both regions is achieved for \( p_{\text{hex}} = p_{\text{ARL},t} \), i.e., for

\[
t_t = p_{\text{hex}} t_{\text{ARL}} - 0.25 \left( 1 - p_{\text{hex}} \right). \]

(5.10)

This design rule has to be considered when developing a lithographical mask for the prestructuring of the n-Si wafer as described in 4.2.1. But although equation (5.10) yields equal \textit{global} porosity within a unit cell, the symmetry at the boundary of bulk PhC and ARL is strongly disturbed (\( C_{6v} \) within the bulk PhC \( \leftrightarrow C_{2v} \) at the PhC/ARL interface). This leads to different \textit{local} porosities within a unit cell resulting in a slight deviation in pore shape from ideally round pores. In addition, experimental results show a slight deviation of the diameter \( 2r_1 \) of the last row of pores as compared to the diameter \( 2r_0 \) in the bulk PhC as depicted in fig. 5.10b. This is what is called the \textit{proximity effect (PE)} in this work (experimental results are presented in section 5.4.2.1). Similar effects have already been observed in a less pronounced form in terms of long-wavelength
birefringence \[66\][55] in 2D macroporous Si PhCs and during investigations of point defects \[67\]. The influence of smaller/larger pores at the ARL boundary on the transmission is shown in the left graph of fig.\[5.10a\]. The transmission strongly decreases for deviations \((r_0/a_0)/(r_1/a_0)\) of the \(r/a\)-ratio of the last row of pores of more than 2.5%. But this can be compensated by changing the thickness of the ARL layer as shown in the right graph of fig.\[5.10a\] for deviations of the radius \(r_1\) of 2.5% and 5%.

### 5.4.2.2 ARL concept: working principle

The numerical simulations above have shown that the ARL concept is capable of considerably increasing the transmission through PhC structures. In the remainder of this section a physical model explaining the working principle of the ARL concept is suggested. It is based on coupling the incoming radiation to a surface mode resulting from the non-conventional air/ARL/PhC interface, succeeded by coupling the surface mode to the desired PhC gas sensing mode. Crucial points in this scheme are the surface grating constituted of the air holes next to the ARL and the fact that we are dealing with a finite PhC structure, i.e., the translational symmetry of infinite PhC structure is reduced 3.

ARL and surface states  At this point it should be mentioned that at the interfaces of bulk, i.e., unstructured dielectric materials usually no surface states, i.e., modes located at and confined to the interface exist because of the absence of a restricting mechanism 4. In dielectric PhC structures, however, surface modes can exist in the frequency region of PhBGs. Because light within this spectral region cannot propagate in the PhC such modes can be confined to the surface \[5\][70][71][69][72][73]. The non-conventional PhC termination resulting from the ARL leads to the existence of surface states in the ARL. Their spectral position depends on the thickness \(t_{ARL}\) of the ARL. By changing \(t_{ARL}\) a surface mode can be tailored to spectrally overlap with the desired gas sensing bulk PhC mode, a necessary prerequisite for subsequent mutual coupling. Surface modes are confined to the interface region. As a consequence their wavevector component perpendicular to the interface is zero 5.

\[6\]Only recently comparable schemes were used to explain transmission of light through sub-wavelength apertures in thin metal foils \[68\] as well as beaming and enhanced coupling phenomena for PhC waveguides \[60\][59]. However, the ARL concept in this work was developed independently.

\[7\]At air/metal interfaces surface modes are well known and called surface plasmon polaritons (SPP). The confinement to the surface is due to the finite conductivity of the metal. \[69\]

\[8\]This will be important when discussing coupling to incoming radiation and the PhC mode in the next
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Figure 5.12: Working principle of the ARL concept. Light impinging from air enters the ARL and is diffracted at the ARL/PhC interface, thereby gaining a wavevector component parallel to the surface ($k_\parallel$). This allows coupling to the surface mode in the ARL. Since the surface mode and the desired PhC mode spectrally overlap and have, in addition, very similar field distributions mutual coupling among them is possible.

For the calculation of the dispersion of the surface modes the full, finite PhC structure and not only one unit cell along the transmission direction (ΓK in our case) has to be used. In addition when periodic boundary conditions (supercell method [69]) are employed along the transmission direction, e.g., using MPB, relatively large air regions on the order of the width of the PhC structure itself on both sides of the PhC have to be used to prevent coupling of the surface modes of neighboring PhCs through the intermediate air region [72]. Numerical simulations show that the spectral position of the surface modes also slightly depends on the size of the supercell used. However, the results shown in fig. 5.13 can be considered to be close to the true spectral position of the surface modes because a variation of the size of the supercell - which is restricted by the available computer hardware - shows that the shift of the spectral position of the surface state is below a few percent. Due to the ARL numerous surface states exist. In fig. 5.13 for clarity only the surface states close to the target frequency of the gas sensor are shown. They were calculated using FL because this software allows to specify a target frequency around which bands should be calculated. Using MPB is not favorable here because due to the size of the supercell numerous backfolded bands have to be computed which is time consuming and produces a rather confusing PhBS in which reliable identification of the interesting surface states is almost impossible. The model used for the surface dispersion calculations using FL is shown in fig. 5.11.

The spectral position of the surface modes depends on the surface termination of the PhC structure, i.e., on the thickness $t_{\text{ARL}}$ of the ARL. Their dispersion is flat indicating their low group velocity along ΓM.

Coupling of light to a PhC using surface modes The key, that allows coupling of the incoming radiative modes in air to the surface mode in the ARL is the periodic modulation of the ARL/PhC interface, leading to diffraction of the incoming radiation. By this mechanism the incoming light with $|k_\parallel| = 0$ acquires a wavevector component $k_\parallel$ parallel to the surface and can...
Figure 5.13: PhBS for the 1D BZ to be considered in the ARL concept. The PhBS shown in fig. 5.1a is folded at the new BZ boundary $|M'| = 0.5|M|$ (red lines). The red lines indicate the TE bands of the infinite PhC projected onto the $\Gamma M'$ direction. Solid, dashed and dotted lines indicate that the projected band originates from the $\Gamma M$, MK and $\Gamma K$ direction, respectively. For clarity, the bulk TEB02K mode intended to be used for gas sensing is highlighted in blue. The spectral position of the gas absorption line is given by the solid magenta line. In addition the dispersion of the relevant surface modes (black lines) close to the gas sensor target frequency at $a/\lambda = 0.405$ is shown. (Surface modes calculated using FEMLAB and the structure shown in fig. 5.11 by D. Pergande, Univ. Paderborn.)

couple to the surface mode, compare fig. 5.12.

When considering transmission through a finite PhC structure the unit cell used to describe the system is no longer the regular hexagonal lattice shown in fig. 4.1a but a one dimensional unit cell has to be used. The finite PhC structure possesses translational invariance only along the air/PhC interface ($\Gamma M$ direction in our case) with a basis vector $\vec{a}_{int} = a_0 \sqrt{3}$ and a corresponding reciprocal basis vector $\vec{b}_{int} = \frac{2\pi}{a_0 \sqrt{3}}$. The length of the BZ in $\Gamma M$ direction for the conventional hexagonal unit cell is $|M| = \frac{2\pi}{a_0 \sqrt{3}}$ while it is $|M'| := |\vec{b}_{int}| = \frac{\pi}{a_0 \sqrt{3}} = \frac{|M|}{2}$ in the finite PhC case. This has to be taken into account when comparing the PhBS of the infinite PhC used in the gas detection region and the situation of the finite PhC used for transmission considerations and is shown in fig. 5.13. As derived in [A.2] light with $\frac{a}{\lambda} > 0.17$ impinging onto the ARL/PhC interface experiences Bragg diffraction. The $k$-vector of the PhC surface grating along $\Gamma M$ is $\frac{1}{\sqrt{3} a} \frac{2\pi}{a} = 2 |M'|$. This means that light diffracted into the first order can couple to the surface modes at the $\Gamma$ point which lies above the light line, see fig. 5.13. Due to the flat dispersion of the surface modes along $\Gamma M'$ this light can be regarded as stored in the surface mode, slowly.
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Figure 5.14: Field distributions of $H_z$ for the surface mode (top left) and the desired PhC mode (top right). The arrow marks the $\Gamma K$ direction. The field distributions look very similar and therefore allow easy coupling between the two modes, as shown in the bottom picture where a surface mode coupling to the desired PhC mode is shown. (Calculations assisted by D. Pergande, Univ. Paderborn).

moving along the air/ARL interface.

Since for the finite PhC no periodicity along the direction perpendicular to the interface exists, as a consequence no dispersion relation along this direction exists. One has to consider the PhBS of the infinite PhC projected onto the 1D Brillouin zone of the finite PhC. This is shown in fig.5.13. The solid red lines depict the PhBS of the infinite PhC along $\Gamma M$ folded back onto the $\Gamma M'$ direction of the finite PhC. Because $\Gamma M$ and $\Gamma M'$ are parallel and $\Gamma M$ is twice as long as $\Gamma M'$, projecting here simply means to mirror the PhBS of the infinite PhC at $0.5\Gamma M$. For the other high symmetry directions $MK$ and $\Gamma K$ the corresponding PhBS has to be projected onto the $\Gamma M'$ direction by taking the wavevector component of $MK$ and $\Gamma K$ parallel to the $\Gamma M'$ direction, respectively. This is depicted by the dashed and dotted red lines in fig.5.13. The dotted blue line highlights the TEB02K mode intended to be used for gas detection. Also the light line along $\Gamma K$ projected on $\Gamma M'$ is plotted because the PhC-based gas sensor is designed to operate in transmission along $\Gamma K$.

In fig.5.13 the spectral overlap of the gas absorption frequency, TEB02K and the surface states for $t_{ARL} = 0.57a$ is obvious.

In addition, the field distributions of the surface mode and the desired PhC mode (TEB02K) shown in the upper part of fig.5.14 look very similar. Therefore easy coupling between the two modes is possible, as depicted in the lower part of fig.5.14 where a surface mode coupling to a PhC mode is shown.

Finally, fig.5.15 shows the distribution of the $H_z$ component of the magnetic field (left) and for transmission through a PhC structure designed for sensing of SF$_6$. The high amount of energy stored in the surface mode in the ARL is clearly visible.

On the output side the same mechanism is used for the coupling of the light transmitted through the PhC to air, where it can then be detected by a sensor.

However, a flaw comes along with the ARL concept. As a consequence of utilizing a surface state to couple impinging radiation to the desired PhC mode, information about the original wavevector $\vec{k}$ is lost after coupling to the surface mode. Light stored in the surface mode can couple to any Bloch mode having the same frequency (i.e., energy) and suitable field distribution and $\vec{k}$. One of these modes is the TEB02K mode intended to be used for gas detection, but energy transferred to other modes results in reduced transmission. For the PhC-based gas sensor design discussed
Figure 5.15: Distribution of $H_z$ in a macroporous Si PhC structure designed for SF$_6$ detection. High fields can be seen in the ARL region, indicating the storage of energy in the surface mode. The asymmetry in the distributions stems from the asymmetric grid created by CW. Furthermore, the effect of the additional PhCs on each side of the central PhC responsible for lateral confinement discussed in 5.4.2 is clearly visible (brighter regions left and right). The dashed red arrow marks the direction of transmission. (CW calculation, round air holes in Si, $t_{\text{ARL}} = 0.57a$, $r/a = 0.385$, $2^{17}$ time steps, $\text{grid} = \frac{a}{16}$, TE polarization, $a = 4.2 \, \mu m$, $a/\lambda = 0.398$)

here, there is one TE band (TEB02M) along the $\Gamma M$ direction to which energy could be lost$^5$. However, the field distribution of the surface mode is more similar to the TEB02K mode than to the TEB02M band. Furthermore, light lost to directions other than the intended transmission direction, can be partially retrieved by using the lateral confinement concept discussed in 5.4.2 and fig.5.8.

5.4.2.3 ARL concept: conclusions

A new$^7$ concept to drastically enhance transmission through bulk PhCs - entitled ARL - was developed. Numerical simulations using different methods (FDTD, FEM) show an increase in transmission of more than a factor of 2, even for flat bands. Furthermore the ARL concept has proven stable under variation of incidence angle and it also allows to compensate for the proximity effect occurring during fabrication of the PECE 2D macroporous Si-based PhCs. A physical model to explain the working principle of the ARL concept was developed and discussed.

5.4.3 PhC gas sensor: absorption enhancement

After having designed the PhC-based interaction volume for light and gas in section 5.3.5 and a successful connection of this interaction volume to the outside world by using the ARL concept in

$^5$The TM bands along $\Gamma M$ and $\Gamma K$ directions located at the same frequency have the wrong polarization to couple strongly to the surface mode.

$^7$The existence of surface modes in PhC structures was known for about a decade, but their application to enhance coupling and transmission through PhC structures is conceptually new and has only recently been published, e.g., in [59].
section 5.4.2, the effect of the expected enhancement in gas/light interaction has to be investigated. For this purpose it is necessary to have a software that allows calculations using a complex dielectric constant to account for the absorption of the gas within the pores. Using FEMLAB both the transmission through a PhC interaction volume with ARL and the corresponding absorption enhancement can be calculated, as shown in fig.5.16. The absorption enhancement (AE) is calculated by comparing the transmission through a conventional interaction volume filled with gas to the transmission through a PhC-based interaction volume of the same size. For the given parameters an AE on the order of 30 is achieved while still allowing very high transmission of about 97% through the (low $v_g$) structure.

### 5.4.4 PhC gas sensor: design results

In this chapter the design for a PhC-based spectroscopic gas sensor was developed. Three major points were successfully investigated:

First, the interaction volume was designed for a PhC-based spectroscopic gas sensor tuned to SF$_6$ detection. A macroporous Si PhC with a hexagonal lattice with $a = 4.2 \, \mu m$ and an $r/a = 0.385$ are the parameters to be used. Tunability and robustness under expected operating conditions of the design were numerically shown.

Second, efficient coupling of impinging/outgoing radiation to/from the desired PhC Bloch mode was achieved using the novel ARL concept. The optimal ARL thickness was numerically determined to be $t_{ARL} = 0.57a$ for the purpose described above using FDTD and FEM schemes. The robustness of the ARL concept under non-perpendicular incidence as well as compensation of the PECE proximity effect has been shown.

Third, the expected absorption enhancement was numerically determined to be on the order of about 30 while still achieving very high transmission (> 90%).

In the next chapter the practical realization of structures having the above parameters will be discussed.
Chapter 6

Fabrication of PhC gas sensor structures

For the fabrication of the PhC gas sensor structures the macroporous Si material system was chosen. After a brief description of the state-of-the-art of this fabrication process at the onset of this work the further development necessary for the realization of PhC gas sensor structures is presented in the subsequent section. These developments are essentially etching of deep ($\geq 450 \mu m$), parallel pores, realization of the different taper concepts discussed in chapter 5 and aspects of device integration.

6.1 Why macroporous Si?

For PhCs in the IR spectral region the dielectric materials used for their realization have to be transparent, i.e., have negligible absorption in that wavelength range. Furthermore it must be possible to periodically structure these materials on an appropriate length scale, i.e., on the order of a few $\mu m$. Si fulfills both requirements. As a semiconductor with an electronic band gap of 1.1 eV it is transparent from the FIR spectral region down to a wavelength of $\lambda = 1.1 \mu m$. Furthermore, Si is the dominating material in today’s microelectronics industry and a lot of experience and methods for Si structuring exist. Unfortunately, these conventional methods are well suited for lateral structuring, i.e., features in the x-y-plane, but allow only rather shallow vertical

Figure 6.1: (a) p-type macroporous Si Kielovite structure [74]; (b) Si Lincoln-Log structure [75]; (c) [110] and [111] facets of a Si inverse opal structure [76]; (d) porous Si membrane [77].
features to be realized. For PhCs, however, it is necessary to realize high aspect ratio structures in Si along the vertical, i.e., along the z-direction.

Several techniques to realize PhC structures in Si have been developed and some results are shown in fig. 6.1. The structure in fig. 6.1a is called Kielovite, named after the German city in which it was invented and realized by photo-electrochemically etching pores into [111] oriented p-type silicon [74]. Unfortunately this pore growth regime is not very stable resulting in limited structuring along the vertical direction.

Another possibility for structuring of Si along the z-axis is the so-called Lincoln-Log structure shown in fig. 6.1b fabricated by Lin et. al [75]. In this layer-by-layer approach the structure is fabricated by depositing a layer of SiO$_2$, subsequent lithographical pattern definition, dry etching of the defined trenches, followed by infiltration of poly-crystalline Si into the trenches. By repeating this procedure a 3D PhC can be obtained. But due to the time consuming nature of this approach ($\approx 2...4$ weeks per layer) the largest so far realized Lincoln Log possessed only 4 repetitions of the unit cell along the z-direction.

Another technique, that manages to get along without complex and costly lithography steps, is based on self-organization of colloidal particles and subsequent infiltration of the structure with Si followed by removal of the colloids, as shown in fig. 6.1c [76]. While such structures can in principle be built having several dozens of unit cells in the vertical direction, their major shortcoming is the relatively high defect concentration resulting from the fabrication process. The structure shown in 6.1d was produced by using conventional semiconductor processing techniques. After patterning the Si by dry etching the sacrificial layer underneath was removed resulting in a free standing Si membrane with an incorporated W1 PhC waveguide. The fabrication of such a structure is rather straightforward but its disadvantages are mechanical instability and only low achievable aspect ratios.

Unfortunately, the above described methods cannot be used for the realization of a PhC-based gas sensor because the interaction volume realizable with the above procedures is too small, mainly due to the limits in vertical structuring depth. A method that allows Si structuring in the $x$-$y$-plane as well as along the vertical $z$-direction is the macroporous Si fabrication process, demonstrated by Lehmann and Föll [47][46], which is described in the following section.

![Figure 6.2](image_url) **Figure 6.2:** SEM micrographs of defect structures in a hexagonal lattice of air pores in Si. **a)** Point defect or cavity. **b), c)** Straight and bent linear defects. **d)** Y-branch.


6.2 Macroporous Si for PhCs: state-of-the-art in 2002

Fabrication of macroporous Si structures to realize bulk 2D PhCs has been a well established technique at the Max Planck Institute of Microstructure Physics (MPI MSP) in Halle at the beginning of the PhC gas sensor project in 2002. It was shown that an aspect ratio of \( \approx 20 \) is sufficient to treat the macroporous structures as real 2D PhCs, i.e., the extension along the \( z \)-direction parallel to the pores does not have a significant influence on the PhBS. For the lattice constants typically used so far ranging from 0.5-1.5 \( \mu m \) a pore depth of less than 100 \( \mu m \) was therefore sufficient. The structures were typically characterized by IR reflection measurements perpendicular to the pores. The interfaces for the optical measurements were realized by cleaving the macropore arrays along either \( \Gamma K \) or \( \Gamma M \) directions, which in turn were oriented along the Si [110] directions. The incorporation of single point and W1 line defects in hexagonal macropore arrays had been realized. Furthermore, in a cooperation with the group of H. van Driel in Toronto it was shown that it is possible to measure transmission through a PhC consisting of up to about 180 pore rows. This catwalk of macropores had been realized by post-processing the PECE macropore array using lithography and a subsequent dry etching process \[78\]. A few examples of the above described structures are given in fig 6.2.

6.3 PECE of deep pore arrays

For realization of macroporous Si structures to be used as the interaction volume in PhC-based gas sensors, structures with aspect ratios as high as possible should be used. An IR light source to be used in a PhC-based gas sensor should be broadband and cheap. This excludes the use of, e.g., QCLs, light emitting diodes (LED) or lead-salt-lasers. Therefore the likely IR light source will be a simple thermal emitter. Radiation coming from such a thermal emitter is rather divergent. To couple an appreciable amount of it into the PhC - even with the help of some optical elements - the macroporous structure should be as high as possible.

The physical limit for the maximum pore depth is given by the thickness of standard 4-6 inch diameter Si wafers (\( \approx 525 \mu m \)) minus the absorption length of the (IR) light used to create the electronic holes for the PECE process (a few \( \mu m \)). Deeper pores could in principle be realized by using standard Si wafers with a thickness of about 700 \( \mu m \). But taking into account fabrication time and cost issues, an increase in pore depth is not attractive because for standard PECE conditions using HF with a concentration of 5wt% and temperatures around 10\( ^\circ \)C typical etch times of 10-16 hours are necessary to etch 400-450 \( \mu m \) deep macropores. For pores with a depth of 700 \( \mu m \) the etching time would be on the order of 24-30 hours. Furthermore, the quality of thick Si wafers concerning electronic hole lifetime in the material is a critical issue when it comes to PECE of deep pores.

The functionality of the PhC interaction volume in a spectroscopic gas sensor depends on the PhC’s band structure. The PhBS in turn depends on the distribution of the dielectric material. For the fabrication of the macroporous Si structures this means that deep macropores with parallel walls and smooth pore surfaces have to be etched. While the pore walls can be smoothened after the PECE by growth of thermal oxide and a subsequent HF-dip, the parallel shape of the pores has to be realized already during the PECE process.
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![Image of a deep pore array with a scale of 30 µm](image)

Figure 6.3: PECE of deep macropore arrays. a) Electrical breakdown pores used as depth markers. b) $c_a$ (bottom) and $c_b$ (top) in the Lehmann model for some surfactants used in this work as a function of temperature. NIS1: non-ionic surfactant very similar to the one used by Lehmann, NIS2: new non-ionic surfactant, AIS: anionic surfactant, MAIS (MNIS): Mix of anionic and non-ionic surfactants, dominated by anionic and non-ionic surfactant, respectively.

The empirical model of Lehmann\[49\] underlying the software controlling the PECE process is based on a 2nd order polynomial relation between the pore depth $l_{pore}$ and growth time $t_l$ necessary to achieve this depth according to

$$t_l = c_a l_{pore} + c_b l_{pore}^2$$  \hspace{1cm} (6.1)

with parameters $c_a$ and $c_b$ to be determined from the experiment.

Using Lehmann’s values for $c_a$ and $c_b$, significant deviations of sometimes more than 20% - depending on the detailed PECE parameters - of the measured pore depth compared to the desired pore depth were found. The effect was more pronounced for deep macropores with $l_{pore} > 150$ µm. In addition it was found that the deviation strongly depends on the type of surfactant added to the electrolyte.

To determine the parameters $c_a$ and $c_b$ relevant for the PECE of deep macropores in this work, depth markers were set during the PECE process by suddenly increasing the externally applied voltage by 20 V for 1 min\[1\]. This leads to the formation of sharp features as shown in fig.6.3a. Their positions along the macropore have been determined using SEM and were then related to the instance of time during PECE when the increased voltage was applied. A least-square-fit using (6.1) to this data yields the parameters $c_a$ and $c_b$ shown in fig.6.3b.

Addition of surfactants to the electrolyte is necessary to avoid formation of gas ($H_2$) bubbles on the surface of the sample which would prevent HF exchange between the HF reservoir and

\[1\]Depth markers produced by this technique allow a much more precise determination of the marker’s position along the pore axis than utilization of conventional depth markers realized by diameter variations of the macropores. It was verified that these unconventional depth markers do not significantly alter the PECE process and therefore yield the same results as in case of diameter modulated macropores.
the macropores, thereby leading to inhomogeneous etching. Two types of surfactants were used: anionic and non-ionic. The concentrations of the surfactants in the electrolyte were chosen to allow stable macropore growth\(^2\). Addition of anionic surfactant \((\text{AIS})\) of concentration \(c_{\text{AIS}}\) leads to slower pore growth than expected while addition of non-ionic surfactant \((\text{NIS}_1, \text{NIS}_2)\) of concentrations \(c_{\text{NIS},1}\) and \(c_{\text{NIS},2}\) results in deeper pores than anticipated. The increase in growth speed was less pronounced for NIS1. The surfactant NIS1 is similar to the one originally used by Lehmann et al., but due to environmental concerns no longer available. To ensure the applicability of the concepts developed in this work for potential large scale production of macroporous Si-based PhC gas sensors investigation of the PECE process using the nowadays available successor of NIS1, namely NIS2, was necessary.

Furthermore it can be seen in fig.6.3b that in the case of a mixture of non-ionic \((\text{MNIS})\) and anionic \((\text{MAIS})\) surfactants added to the electrolyte the dominant species, i.e., the species being present with the higher effective concentration, determines the behavior of the pore growth speed. While the values for \(c_a\) are similar for all kinds of surfactants, there is a striking difference in the values for \(c_b\) for (mainly) non-ionic and (mainly) anionic surfactants. Grüning related the meaning of the coefficient \(c_a\) to the inverse of the initial growth speed of the macropore and \(c_b\) to the inverse of the diffusion constant \(D_{\text{HF}}\) of the HF molecules within the macropores [80]. The data derived in this work is not in agreement with her findings because one would expect an increase in HF diffusion with increasing temperature. For the \(c_b\) of the anionic surfactants the opposite is found while for the \(c_b\) of the non-ionic surfactants no temperature dependence of the \(c_b\) is found. Furthermore, within the model of Grüning, dark currents lead to an additional reduction in pore growth speed. Dark currents arise from HF consumption along the pore wall, i.e., Si etching, at the pore wall/HF (not the pore tip/HF) interface and are on the order of a few \(\mu\text{A/cm}^{-2}\). As a consequence the HF concentration along the pore is further reduced and the growth speed according to (4.33) is reduced and the pore walls are no longer parallel but wedged. This effect becomes important especially for deep pores with large surface area. Based on this model, the faster (slower) etching using non-ionic (anionic) surfactant corresponds to lower (higher) dark currents for the non-ionic surfactant. However, experiments show that the dark currents are higher for the non-ionic surfactant [79]. The lower dark current in the case of anionic surfactant could be explained by an increase in surface potential at the HF/Si interface due to the presence of the anionic species at this interface, thereby aggravating the tunneling of electrons from the electrolyte into the Si. Another observation is that the pore diameter is usually significantly smaller \((\gtrsim 25\%)\) than the desired one when using anionic surfactants. From the slower growth rate for anionic surfactants mentioned above one would however expect a larger pore diameter. This is a hint towards a change in the valence \(n_{\text{val}}\) (compare (4.33)) depending on the type of surfactant used. The observed different behaviors of the anionic and the non-ionic surfactants is not due to changes of the pH-value of the electrolyte depending on the surfactant used, because all the surfactants had approximately the same pH-value of 7-7.5.

Grüning did not specify which/what kind of surfactant and in which concentration was used for her investigations. In addition her goal was to model the PECE behavior using HF concentration and temperature. The influence of different surfactants was neither included in her model nor in

\(^2\)Stable macropore growth could not be achieved with cationic surfactants [79].

\(^3\)SLS: Sodium dodecyl sulfate, \(\text{C}_{12}\text{H}_{25}\text{NaO}_{4}\text{S}, c_{\text{AIS}} = 0.1\text{ mM}\)

\(^4\)\(c_{\text{NIS},1} = c_{\text{NIS},2} = 1\text{ ml}/90\text{ l HF (5-7wt%)}\)
her experimental investigations. All this shows that the processes at the Si/HF interface are rather complex. A detailed study taking into account all relevant microscopic processes, especially the chemical reactions at the interface, has not been undertaken so far and is far beyond the scope of this work. The main result of this section is the determination of the coefficients \( c_a \) and \( c_b \) in (6.1) shown in fig. 6.3b for the etching parameters relevant for this work because they allow growth of macropores with the desired depth. Fig. 6.4 shows an SEM micrograph of 390 \( \mu \)m deep macropores with a relative difference of the pore diameters on top and bottom of the sample \( \Delta(2r) := \frac{2r_{top} - 2r_{bottom}}{2r_{top}} \) of only 0.2%.

6.4 Realization of PhC tapers in the macroporous Si material system

6.4.1 Adiabatic PhC Taper

As the PECE of macropores in n-type Si provides the freedom to define the pore pattern geometry by lithography, the adiabatic taper concept described in [5.4,1] was implemented by combining regular hexagonally arranged pores together with pores arranged in a distorted hexagonal lattice. An SEM micrograph of the situation is shown in fig. 6.5. The green region exhibits pores arranged in a regular hexagonal pattern. This region is intended to be used for gas detection. The regions highlighted in red have pores arranged in distorted hexagonal lattices and are intended to be used for coupling incoming light either along \( \Gamma K_1 \) or \( \Gamma M_2 \) directions. In these regions the hexagonal lattice is distorted along the coupling direction (\( \Gamma K_1 \) and \( \Gamma M_2 \), respectively, as shown in fig. 5.4b). The taper shown is rather abrupt, consisting of only one intermediate step of one pore row (framed by the dotted line) with lattice constant \( a_t \) between the coupling lattice constant \( a_c \) and \( a_0 = 4.2 \mu \)m.

Within all regions and also at the interfaces between coupling and detection regions macropore
6.4.2 Anti-Reflection-Layer: PECE of deep trenches

The above described realization of an adiabatic PhC taper by distortion of the hexagonal lattice is similar to PECE of perfectly ordered macropore arrays in terms of etching pores next to pores - with a minor change in symmetry and interpore distances.

For the realization of the ARL during PECE it was necessary to go a step further. A trench has to be etched next to an ordered array of macropores, within a distance of less than one lattice constant of the ordered pore array. Such a procedure disturbs the PECE process by far more than the adiabatic taper scheme. The approach and the results are presented in the following part of this chapter.

Keeping in mind the design rule of constant porosity within a unit cell stated in 5.4.2.1, the ARL layer can be realized by lithographically defining a trench to be etched next to the last row of pores of the interaction volume as schematically depicted in fig. 6.6a. The thickness $t_{\text{ARL}}$ of the remaining ARL - as defined in the theoretical design in section 5.4.2 - is given by the distance of the edge of the trench and the center of the adjacent pores as shown in fig. 6.6b. By lithography the $x$-$y$-positions of the pores and the trench are fixed. But the width of the etched trench depends on the $r/a$ ratio chosen during PECE according to

$$t_t = \frac{\pi \left( \frac{r}{a} \right)^2 (2t_{\text{ARL}} - 0.5)}{\sqrt{3} - 2\pi \left( \frac{r}{a} \right)^2}$$

with the symbols used in fig. 6.6a. As a consequence the intended $r/a$ ratio necessary for spectral overlap of the PhC gas sensing mode with the gas absorption frequency has to be taken into account when defining the position of the trench on the lithography mask. Because the above arguments are based on simple geometric considerations and the assumption of a homogenous distribution of charge carriers it is not expected that the desired ARL thickness is precisely achieved.

Figure 6.5: Realization of the adiabatic PhC taper during PECE. The green region shows the macropores arranged in a regular hexagonal pattern while the red regions having distorted hexagonal lattices are used for coupling. The blue region is a dummy incorporated to maintain average macropore porosity throughout the sample. Only the lower right part of the actual (square shaped) device is shown. The output sides (left for $\Gamma K_1$ and top for $\Gamma M_2$) of the (square shaped) device is designed in the same way. The dotted lines frame the taper step used.
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Figure 6.6: Realization of the ARL during PECE. a) Design principle b) SEM micrographs of the etch pits for the macropores and the trenches in a Si wafer. Left: overview. Right: zoom revealing ARLs with different thicknesses. The yellow and blue circles mark a region with smaller lattice constant for the lateral confinement discussed in 5.4.2 and markers allowing distinction of the individual devices on the wafer, respectively.

after PECE. For this purpose a series of ARLs with different thicknesses around the desired optimal $t_{ARL}$ has to be implemented on the lithography mask.

It should be mentioned that PECE of trenches has been published before by Barillaro et al.\cite{81,82}. However, the trenches etched by Barillaro et al. were parallel to each other, i.e., they etched trenches next to trenches where the symmetry in the vicinity of each trench was the same, namely $C_{2v}$. In contrast in the design developed in this work, a plane trench faces a corrugated boundary made up by the adjacent air pores. For this reason it can be expected that stable growth of the trenches facing the macropores is harder to achieve and deserves investigation. Furthermore, while using comparable lattice constants of about 4-6 $\mu m$, the depth of the published trenches is limited to about 30 $\mu m$, corresponding to relative low aspect ratios below 10. For comparison, the goal in this work is to achieve macropores and trenches with an aspect ratio $\gtrsim$ 150.

Fig. 6.7 depicts successfully etched, 450 $\mu m$ deep trenches next to arrays of hexagonally arranged macropores. Both, the macropores as well as the trenches grow stable. However, an increase in roughness of the ARL surface is observed with increasing depth. This issue is discussed in 7.1. Due to the observance of the before stated design rules, stable trench-next-to-macropores-growth could be achieved by using PECE parameters comparable to the parameter set used for the fabrication of pure macropore arrays.

However, it is clear that constant porosity in the bulk PhC and the ARL/trench regions is a necessary but not sufficient prerequisite to achieve stable macropore/trench growth. If the system is disturbed too much by, e.g., creating too thick ARLs with $t_{ARL} \gtrsim 10 \mu m$ the PECE process becomes unstable. As a result dying of trenches or branching of pores and trenches is observed as shown in fig. 6.8.

\cite{83}Christophersen et al. also report on the growth of deep trenches using PECE. But they did not lithographically define trenches to be etched but were investigating Si dissolution and underetching at the edge of a large masked area. Their trenches were only several 10 $\mu m$ deep and the shape was strongly wedged.
Fabrication of PhC gas sensor structures

Figure 6.7: Deep trenches next to macropores realized by PECE (SEM micrographs). a) Lithographically prestructured n-Si wafer (top view). b) Trench and adjacent macropore array after PECE. c) Side view of the cleaving edge through the macropore array. d) Side view of the cleaving edge perpendicular to the trench. (trench highlighted by the red dotted line) e) Side view of the cleaving edge parallel to the trench. (The broken trench surface at the bottom is a consequence of cleaving.)

PECE of trenches, which was originally investigated to enable highly efficient coupling to macroporous Si PhC structures, opens the possibility to realize additional interesting structures. Figs. 6.9a and d show how PECE trenches next to macropore arrays can be used to precisely define thin

Figure 6.8: Trench etched next to a macropore array. The nominal thickness of the ARL is $t_{ARL} = 1a$, resulting in unstable PECE conditions which in turn lead to branching and dying of pores and trenches.
6.5 Fabrication of macroporous Si membranes

As shown in fig. 1.3, a macroporous Si membrane through which the gas can flow is needed for the realization of a PhC-based spectroscopic gas sensor. For this purpose the bulk Si remaining below the PECE pores has to be removed. Several approaches have been investigated in the framework of this thesis.

Conventional approach: wet etching using KOH/TMAH and SiO\textsubscript{2} passivation layer: The remaining Si below the macropores can be removed by wet etching from the wafer backside using
KOH, as depicted in fig. 6.10a. To prevent the porous structure also being etched the pore walls have to be passivated by a KOH resistant layer. Typically a thermal oxide of 100-200 nm thickness is used. But the selectivity of KOH with respect to Si and SiO$_2$ is only on the order of 150-200:1 [49]. This makes large scale (≈cm$^2$) fabrication of macroporous membranes a difficult task. To increase the selectivity and thereby the reproducibility of this process other wet etchants such as EDP or TMAH could be used. The etch contrast for Si and SiO$_2$ of TMAH (25% wt) at 60°C amounts to more than 15000. However, the Si etch rate of TMAH is about 2.5 times lower compared to KOH of the same concentration and temperature, resulting in increased fabrication time.

**Wet etching using KOH/TMAH and alternative passivation layers:** The disadvantage of some alternative wet etchants is their high toxicity and their complex handling compared to KOH. Therefore in this work the approach of alternative passivation layers was investigated. One possibility is to use SiN deposited by low pressure chemical vapor deposition (LP-CVD) which increases the etch contrast by almost a factor of 1000 [49]. Although it was possible to deposit about 50 nm thick SiN layers even in about 350 µm deep macropores and use it as etch stop, it turned out that SiN has strong absorption in the wavelength region of interest (≈ 10 µm). Another possibility is to infiltrate the pores by polymers that are KOH resistant using the wetting method developed by Steinhart et al. [85]. The drawback of this method is that the polymer layer is not completely closed so that KOH can penetrate through the polymer layer and etch away the pore walls.

**Wet etching using HF and thermal oxidation:** An alternative method for the fabrication of macroporous Si membranes is shown in fig. 6.10b. The bottom part of the macropores is widened during PECE. Subsequent repetition of thermal oxide growth and HF-dip cycles leads to the connection of the widened bottom part of the pores and finally to the release of the membrane structure. The main advantage of his approach is that large scale (≈cm$^2$) membrane formation can be achieved relatively well controlled. The widening of the pores during the oxide growth/HF-dip cycles has to be taken into account during PECE with respect to the desired pore diameter.

**In-situ membrane fabrication during PECE:** Within the framework of this thesis a third membrane fabrication method was developed. It allows in-situ realization of macroporous Si membranes and is depicted in fig. 6.11. The porosity for a hexagonal array of macropores is given by (4.32). From this it follows that a porosity of 100% (corresponding to removal of all Si atoms in a certain
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etch depth) is achieved for \( r/a \geq 0.525 \). By choosing the corresponding etch current density according to (4.30), overlap of neighboring macropores can be achieved and a macroporous Si membrane is formed. However, the PECE process is not in a stable regime for such extreme conditions. As a consequence the bottom part of the pores does not grow as nicely as in the stable PECE regime. This can be seen in the larger inset of fig. 6.11 where an SEM micrograph of the bottom of a membrane fabricated in-situ at the end of PECE is shown. The pore ends are rather brittle and Si fragments cover parts of the membrane. They can be easily removed by mechanical treatment (e.g., scraping) and/or blowing with pressurized air or nitrogen. The smaller inset shows a photograph of a macroporous Si membrane with 2 cm diameter fabricated by this technique. This method offers the advantage, that no complex post-PECE process steps are necessary for membrane fabrication. Furthermore, large-scale (\( \approx \text{cm}^2 \)) membrane fabrication is possible. For typical wafer sizes of 6 or 8 inch diameter, however, this method might not be applicable, since the necessary power supplies and illumination apparatus able to deliver the required high currents are no off-the-shelf components.

**Figure 6.11:** In-situ macroporous Si membrane fabrication by drastically widening the pores during the last phase of PECE, shown here for pores with various diameter modulations (the numbers give the increase in pore diameter). The larger SEM inset shows the bottom of the porous membrane fabricated with this process. The smaller inset is a photograph of a membrane fabricated using this process.
Chapter 7

Characterization of photonic crystal gas sensor structures

7.1 Characterization of the PECE ARL surface

Prior to optical PhC/ARL measurements, the quality of the PECE trenches and the ARL, respectively, was investigated using SEM and AFM as shown in fig 7.1. Already from the SEM micrographs taken at different etch depths an increase in roughness with etch depth can be seen. This increase is more pronounced for the thicker ARL. The AFM micrographs taken allow quantification of this observation. The average surface roughness \( r_s \) of the upper part of the trench for the device with \( t_{ARL} = 0.6 \mu m \) is rather smooth with a value of \( r_s = 100 \) nm. But with increasing growth depth, \( r_s \) increases reaching a value of \( r_s = 165 \) nm in about 350 \( \mu m \) depth. Taking into account that the surface roughness for low, tolerable scattering of incident light of wavelength \( \lambda \) at dielectric interfaces should be below \( \approx \lambda/20 \), the optical quality of the ARL achieved during the PECE should be sufficient for wavelengths around \( \lambda \approx 10 \mu m \).

A closer look onto the SEM micrographs of the device with \( t_{ARL} = 1.0 \mu m \) reveals the emergence of small holes with diameters on the order of 500 nm after a growth depth of about 30 \( \mu m \). As these holes do not show up in the device with \( t_{ARL} = 0.6 \mu m \) it can be concluded that a transition between stable and unstable growth of PECE trenches next to macropores occurs if the ARL is chosen too thick. Both effects, the increase in \( r_s \) with growth depth and the instability of the PECE process for thick ARL layers, can be understood by looking at fig 7.2 where the equipotential surfaces for the PhC/ARL geometries used are schematically shown. When homogeneously distributed electronic holes created by illumination at the back of the Si wafer approach the growth front, they are focussed onto the pore tips and the bottom of the trench, respectively, by the gradient of the potential. In the case of the thick ARL with \( t_{ARL} = 1 \mu m \), a region with only small potential gradient exists. Here only weak focussing of holes onto either the pore tips or the trench is achieved, resulting in an instable PECE process.

---

\( ^1 \) given as root-mean-square (rms) of the surface profile
Figure 7.1: SEM and AFM micrographs of PECE ARLs with different thicknesses ($t_{ARL} \approx 0.6a$, $t_{ARL} \approx 1.0a$), taken at different growth depths $z$. Increase of surface roughness with increasing ARL thickness as well as growth depth can be observed. Red arrows mark the pore growth direction, i.e., the $z$ axis. The peaks/valleys perpendicular to the $z$-axis in the AFM micrographs are measurement artefacts due to external shock events and the very rugged part at the bottom of the pores is due to cleaving of the sample, i.e., these effects do not relate to the PECE. AFM performed on a $35 \times 35 \ \mu m^2$ area. ($r/a = 0.38, a = 4.2 \ \mu m, l_{pore} = 410 \ \mu m$)
The increase in surface roughness of the ARL is a consequence of the disturbed potential distribution. At the beginning of pore growth the pore and trench locations are determined by lithography. But the asymmetric potential leads to a slightly inhomogeneous consumption of electronic holes. As a consequence, the pore/trench shapes and positions gradually change with increasing depth. In regions where the pores are close to the ARL, the latter will be a little thicker than designed while in regions where the pores are further away from the ARL, the ARL can consume more electronic holes during growth and therefore will become a little bit thinner than intended. That the pores next to the ARL influence the ARL’s surface morphology is also confirmed by the observation that the lateral distance of the vertical stripes on the surface of the ARL is on the order of $\sqrt{3}a$, i.e., the lattice constant along $\Gamma M$ direction. This tendency to form a wavy, not perfectly flat surface with vertical texture was observed for all implemented ARL thicknesses $0.5a \leq t_{ARL} \leq 1.1a$, being more pronounced for thicker ARLs. Also changes in PECE parameters such as temperature $5^\circ C \leq T_{HF} \leq 13^\circ C$, electrolyte concentration $5\% \leq c_{HF} \leq 7\%$, applied external voltage $1.5 \, V \leq V \leq 3.5 \, V$, voltage ramps as well as anionic and non-ionic surfactant added to the HF electrolyte did not lead to a suppression of surface roughness.

From all these observations it can be concluded that the surface morphology of the ARL is related to its neighborhood, i.e., the pores next to it. To verify this, a series of parallel trenches could be implemented on a future lithography mask. PECE and subsequent investigation of these comb structures should reveal flat trench surfaces. To exclude the influence of crystallographic orientation of the trenches relative to the Si crystal axes, such comb structures should be implemented under several angels relative to, e.g., the Si [110] axis. Due to time and financial constraints such investigations could not be performed within the framework of this thesis. But looking at the reports of Barillaro et al. [81][82], influence of crystal orientation is unlikely and the surfaces of trenches in comb structures are flat, supporting the argument that the morphology of the trenches next to pores investigated in this work is due to the disturbed space charge region.
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7.2.1 Intrinsic macroporous Si absorption

The intended PhC-based spectroscopic gas sensor is based on the measurement of the reduced transmission through the PhC structure in case of presence of an absorbing gas. As a consequence, in spectral regions where the (macroporous) Si itself shows absorption, gas detection is not possible. While it is clear that Si as a semiconductor with a PhBG of 1.1 eV is strongly absorbing for wavelengths shorter than about 1.1 µm and is usually considered transparent in the NIR/MIR, some additional effects have to be taken into account. First, Si phonons are a possible source of unwanted absorption. Strong multiphonon absorption occurs at about 1118 cm$^{-1}$ with a FWHM of about 50 cm$^{-1}$ (300 K) due to two transverse optic and one transverse acoustic phonon. This is close to the ethanol absorption line at 1060 cm$^{-1}$ and might reduce the performance of a PhC-based ethanol sensor, and is depicted in fig. 7.4. While this Si phonon absorption is strong and therefore well known, Si exhibits many more, weaker phonon absorption peaks that play an important role only when considering transmission through thick ($\geq$ 5 mm) Si pieces. This is shown in fig.7.3 where the transmission through a 4 mm long, bulk n-Si piece was measured by IR spectroscopy. The piece originates from a prestructured Si wafer normally used for PECE of macroporous Si PhCs. For wavelengths longer than about 6.5 µm transmission is strongly reduced by phonon absorption, especially at wavelengths around 6.9 µm, 7.7 µm, 9 µm, 11.4 µm, 12.3 µm and 13.6 µm. Hence, a macroporous Si-based spectroscopic gas sensor is not suitable for detection of gases having absorption lines close to the above wavelengths. However, for shorter
wavelengths than 6.5 μm macroporous Si PhCs are well suited for gas detection.

Second, effects due to the increased surface area of a macroporous Si sample as compared to a bulk Si piece have to be considered. An ideal Si surface is hydrogen (H) terminated. This may not necessarily be true for macroporous Si samples after PECE due to, e.g., influences of the surfactant added to the electrolyte. In addition, when stored in air, a native oxide begins to grow on the Si surface. In fig. 7.4 it can be seen that the absorption due to SiO$_2$ is spectrally close to the absorption line of ethanol. This absorption can be reduced by an HF dip, so a PhC-based ethanol sensor is still feasible if the pore walls are, e.g., covered with passivating layers that prevent the formation of native oxide. For pores with a depth of several hundred μm, IR transmission measurements along the pores showed that the time necessary to remove the native oxide from the pore walls is on the order of several hours. Typically the samples were exposed to HF with a concentration of 5-10% (wt.) for 8-12 hours. This is in strong contrast to macropores with a depth of only about 100 μm where a HF dip of typically 10-30 minutes is sufficient to remove the native oxide from the pore walls for pores with comparable diameters. Another important issue for transmission measurements through macroporous structures is the residues that might remain in the pores after taking the macroporous samples out of the HF. Simple drying using a nitrogen gun only removes the superficial liquids. Transmission measurements through such structures exhibit strong absorption features due to, e.g., water. Our experiments showed that heating of the samples at about 100-150°C for 2 min is sufficient to remove the aqueous residues from the pores. However, water vapor in the surrounding air tends to condense back into the pores. As a consequence, an HF dip followed by an annealing step is therefore strongly recommended right before IR measurements of the macroporous structures to yield meaningful results. The HF
dip shows a much weaker influence on the Si-OH absorption line. This is not an critical issue, however, because it lies far enough away from the ethanol absorption.

An attractive material for coating of the pore walls is Teflon since it is chemically inert, can withstand temperatures of more than 100°C and could be infiltrated using the wetting process developed by Steinhart et al.[85]. The transmission through a 550μm thick Teflon foil (divided by a factor of 100 for scaling reasons) is shown in fig.[7.4] in green.

The strong impact of the increased surface area of the macroporous Si can be estimated from fig.7.4. Taking the parameters of the sample measured in fig.7.4 (hexagonal lattice, \(a = 4.2\ \mu m\), \(r/a = 0.385\), 4 nm native oxide thickness on each pore Si surface) it follows that in the transmission measurement parallel to the pores the native oxide covers about 0.5% of the unit cell (and hence the total sample) area. Taking into account the pore depth of 400μm this corresponds to transmission through bulk native oxide with a thickness of about 2μm. In the case of transmission perpendicular to the pores along the ΓK direction through the intended PhC interaction volume of about 1 cm length, light has to travel through about 20μm native oxide. From the exponential decrease of transmission following from Lambert’s law it is obvious that no light would reach the far end of the PhC gas sensor interaction volume. As a consequence, native oxide on the pore walls has to be avoided to achieve a functional macroporous Si ethanol gas sensor.

### 7.2.2 PhC structures without taper

Since in the beginning of this work only standard samples, i.e., samples without any taper, were available, first optical experiments were performed on conventionally cleaved PhCs. Despite the difficulty to achieve two, parallel cleaving edges, only a few mm apart routinely, the sample under investigation showed coupling interfaces to promise successful transmission measurements. To avoid absorption due to oxides (1085 cm\(^{-1}\)) close to the QCL wavelength (976 cm\(^{-1}\)) an HF dip before the experiment is mandatory\(^2\). To further increase the chance of measuring transmission through the 5 mm long sample (in ΓK direction), an \(r/a = 0.345\) was chosen. For this porosity the QCL emission lies in the steep part of the band intended to be used for gas sensing and not in the flat, low \(v_g\) part. The pore depth was on the order of 380μm, leaving a 145μm thick bulk Si substrate below. With the pinholes and focussing mirrors of the QCL setup described in 4.2.2.2 the beam coming from the QCL could be well focussed onto the center of the macropore region. To determine the transmission, first the coupling losses have been estimated, based on transmission/reflection measurement through the Si substrate below the pores. The transmission and reflection through the bulk Si substrate were measured to be 15% and 20%, respectively. These values are much lower than the theoretically expected values based on Fresnel’s equations of 55% and 45%, respectively, and are a consequence of roughness of the cleaving edge and screening effects of the pinholes. The loss due to coupling can therefore be estimated to be about 55% (or 3.5 dB) for the reflected light. In the following the same coupling loss is assumed for light transmitted through the porous region. Now, transmission through the macroporous PhC was measured and found to be 0.1% as shown in fig.7.5. After annealing the sample for 30 s to 350°C and measuring the transmission again, the latter was determined to be 0.3%. The increase in transmission is due to desorption and driving out of aqueous residues from the pores. From the above values the loss in the PhC region can be estimated to be on the order of 3.7 dB/mm.

\(^2\)Strong oxide absorption will reappear after several hours of storage in air[49].
Figure 7.5: Transmission through conventionally terminated PhC using a QCL. The pore depth was measured to be 380 µm (below pores: 145 µm bulk Si substrate).

However, it has to be taken into account that this large value does not only describe the true losses due to the PhC, but also accounts for the light lost to the substrate. In several experiments it was found, that light coupled to the porous PhC region tends to leak into the substrate and is therefore lost for detection at the output side of the PhC in the porous region. This could be quantified by comparing this experiment with transmission through a comparable membrane PhC. Unfortunately, such a sample could not be successfully prepared during this work.

7.2.3 Adiabatic PhC Taper

Although the adiabatic PhC taper concept developed in 5.4.1 using PhBS calculations and physical intuition later turned out in FDTD simulations not to increase the transmission through a PhC, its optical properties can still be explored by reflection measurements. The working principle underlying adiabatic PhC taper is based on distortion of a regular hexagonal lattice. FTIR reflection measurements on a macroporous Si sample with air pores arranged in a distorted hexagonal lattice (distortion 21%) are shown in fig.7.6. The measured spectral position of the first two PhBGs reasonably well matches the calculated normalized frequencies. Furthermore, the high reflection resulting from non-coupling bands is clearly visible, indicating the good quality of the sample.

7.2.4 Optical properties of ARL PhC structures

7.2.4.1 PhC with ARL: IR reflectance

In 5.4.2 a concept entitled ARL was developed to increase transmission through PhC structures even in spectral regions where the bands are flat. This is achieved by increasing the coupling
efficiency of plane waves impinging on the PhC interface to the desired PhC modes by utilizing a surface mode in the ARL. This increase in coupling efficiency leads to a decrease in reflection for that specific wavelength. In fig. 7.7 the reflectance for a macroporous Si PhC with a conventional, i.e., corrugated air/PhC interface and an ARL interface is presented. The left graph shows the results of FDTD calculations, the right graph depicts the results obtained by IR reflection measurements. Introduction of the ARL layer leads to dips in the reflectance spectrum at 809 cm$^{-1}$ and 1008 cm$^{-1}$ as a result of newly created surface modes. The interesting feature here is the reduction in reflectance at the air band edge since this is the low $v_g$ mode intended to be used for gas detection. One could now speculate that introduction of the ARL simply shifts the whole PhBS towards longer wavelengths. As a result, the frequency intended to be used for gas detection would no longer lie at the edge of the air band but above. This would also lead to a reduced reflectance. The advent of the reduced reflectance at 809 cm$^{-1}$ contradicts this hypothesis since no comparable feature is seen neither in the FDTD calculation nor in the IR experiment for the conventionally terminated PhC. Another remarkable feature is the fact that for the ARL terminated sample reflectance dips within the PhBG appear. This is also a typical surface state related feature reported for non-conventionally terminated PhCs [5]. The modes created as a result of disturbance of the ideal PhC symmetry cannot couple to air due to the dielectric contrast at the air/ARL interface and they can also not escape into the PhC due the broad PhBG of the ideal PhC. As a result defect states within the PhBG are created and the surface states are localized within the ARL.

In addition to IR reflection, ARL samples were also characterized using IR transmission. Both, broadband IR measurements using an FTIR microscope as well as narrow bandwidth spectral
characterization using a QCL have been performed.

### 7.2.4.2 PhC with ARL: QCL transmission

Fig. 7.8 shows the transmission measured through a thin macroporous Si sample with a QCL ($\lambda_{QCL} = 4.46$ µm). The sample was a membrane structure with a pore height of about 380 µm. To avoid light passing by on any side of the sample, it was mounted on a pinhole with diameter of 100 µm. The transmission through that pinhole without a sample mounted to it served as reference signal and is plotted as a solid black line in Fig. 7.8. The y-axis states the detector signal (in V). The x-axis is given in time units. This is due to the fact that spectral tuning of the QCL is achieved by the temperature change while the QCL is heated during the applied power-on pulse. For this QCL the time span of about 250 ns corresponds to a shift of the spectral emission of about 1 nm, i.e., a true narrow band experiment is performed here. The peak transmission for TE and TM polarization, normalized to the reference signal, are 17% and 7%, respectively, corresponding to losses of 96 dB/mm and 144 dB/mm, respectively. Qualitatively this agrees well with the reflection of this sample (inset in Fig. 7.8) measured with an FTIR microscope. At the position of the QCL line the reflection for the TM polarization is higher than for the TE polarization. The high values for the losses are a consequence of the fact that the transmission was measured in the extreme high frequency range of $a/\lambda = 0.94$. In addition to coupling losses at the air/ARL interfaces\(^3\) and losses due to PhC structure imperfectnesses, coupling of light from the PhC to air modes is very possible since the operating frequency lies far above the light line of the PhC. While

\(^3\)With the setup used for this experiment it was not possible to determine the reflection at the air/ARL interface. Therefore no estimation of the coupling loss can be given.
7.2 Optical characterization of PhC gas sensor structures

Figure 7.8: IR transmission measured along ΓK using a QCL with $\lambda_{QCL} = 4.46 \, \mu m$. The sample (membrane with height 380 $\mu m$, width $\approx 2 \, mm$), about 80 $\mu m$ thick along ΓK direction with an ARL of thickness $t_{ARL} \approx 0.55a$, (corresponding to 39 pore rows, $a = 4.2 \, \mu m$) was put on a pinhole (diameter 100 $\mu m$). The inset graph shows IR reflection performed on the same sample using the FTIR microscope. The inset photograph shows the sample mounted on the pinhole.

these losses to air modes probably contribute most to the total loss, this loss channel is not existing for modes lying below the light cone, such as the modes intended to be used for gas detection.

7.2.4.3 PhC with ARL: IR transmission

Broadband transmission measurements were performed using an IR microscope connected to an FTIR spectrometer. Since spectrally resolved, broadband IR transmission through long ($\geq 1000$ pore rows/unit cells) PhCs has not been demonstrated in the macroporous Si material system up to now. PhC samples with ARL having different thickness along the (ΓK) transmission direction were fabricated by PECE. Figs. 7.9 and 7.10 compare the reflection and transmission through macroporous Si membranes with pore depths of about 380 $\mu m$. Transmission was measured by mounting the PhC sample (about 2 mm wide) on a pinhole with 100 $\mu m$ diameter to ensure all of the detected light passed the macroporous sample. Both, the reflectance as well as the transmission spectra clearly show the onset of the PhBG at about 1050 cm$^{-1}$ (black arrow in figs.7.9 and 7.10). Furthermore, for almost each dip in reflectance a peak in transmission can be found (grey arrows in figs.7.9 and 7.10). Their relative shift is due to sample inhomogeneities since the measurement spots for transmission and reflectance have not been the same.

In the fundamental band the mode profile of the corresponding Bloch mode is very similar to a plane wave for TE as well as TM polarization. In addition, the slope of the TE and TM bands

\[ \text{to the author's best knowledge} \]
Figure 7.9: Reflectance (top) and transmission (bottom) for TE and TM polarization, respectively, for a macroporous Si sample having 121 pore rows along ΓK direction and ARL with nominal thickness $t_{\text{ARL}} = 0.58\alpha$. The onset of the PhBG is clearly visible (black arrow). Spectral regions of high transmission correspond to low reflection and vice versa (grey arrows). The slight spectral misfit results from sample inhomogeneities, i.e., the spot used for transmission measurements was different from the spot used for reflection measurements.

is comparable ($\Delta n_{\text{TE,TM}}^{\text{eff}} \approx 0.2$). As a result one would expect comparable transmission. The observed difference in transmission is probably due to sample imperfections or effects of the ARL. In the long wavelength limit the transmission is on the order of about 40% for the shorter sample with 121 pore rows and about 30% for the longer sample (249 pore rows). This corresponds to losses of about 66 dB/mm and 88 dB/mm.

While a dip in reflectance in the spectral region of the PhBG can be explained by surface states due to the ARL, the observed transmission at about 1400 cm$^{-1}$ is not evident, since there are no photonic bands that enable transmission within the PhBG. The reason for the observed effect might be overlap of the surface modes at the two ARL interfaces. As can be seen in fig. 5.14, ARL/PhC surface mode spatially extends over several pore rows into the PhC structure. For short structures this can lead to direct coupling of the two surface modes at opposite interfaces without any mediating photonic bands. For higher frequencies beyond the fundamental PhBG the transmission through the longer sample is about one order of magnitude smaller compared to the transmission through the short sample ($\approx 3\%$), corresponding to huge losses of about 255 db/mm for the short sample. There are two possible reasons. Higher frequencies are closer to the light cone. Therefore, the loss increases drastically with sample length.

Another source of loss, to which higher frequencies are more sensitive, is surface roughness. Although from SEM and AFM images the surface roughness can be estimated to be on the order of 10-40 nm and therefore small compared to the wavelength used (several µm), it might still be a source of Rayleigh scattering. And since Rayleigh scattering scales with the fourth power of
the light frequency, loss increases drastically for higher frequencies. Fig. 7.11 shows the calculated transmission as a function of the number of pore rows. For the transmission an exponential decay of the form \( T = T_0 \exp(-\alpha_s N_{PR}) \) is assumed where \( \alpha_s \) is the scattering loss per pore row and \( N_{PR} \) is the number of pore rows. For losses of 1% per pore row, the transmission signal is reduced to 50% and 10%, respectively, after only 70 and 227 pore rows, respectively. Assuming \( \alpha_s = 0.1\% \), 3 dB and 10 dB damping are reached after 691 and 2300 pore rows, respectively. From this approximation follows, that it should be possible to measure transmission through macroporous Si PhC structures of the intended length of about 1 cm (corresponding to 2380 pore rows along \( \Gamma K \) with \( a = 4.2 \, \mu m \)) - presumed scattering is the only source of loss and \( \alpha_s \leq 0.1\% \) for the frequency of interest.

From the transmission measurements shown in figs. 7.9 and 7.10, \( \alpha_s \) for some frequencies can be estimated. For the three frequencies given in tab. 7.1, the average of the transmission measured for TE and TM polarization was calculated\(^1\). Assuming exponential decay of the transmitted intensity according to \( T_{121P_R} = T_0 \exp(-121\alpha_s) \) and \( T_{249P_R} = T_0 \exp(-249\alpha_s) \), the scattering loss per pore row \( \alpha_s \) was calculated and is also given in tab. 7.1.

Close to the long wavelength limit (625 cm\(^{-1}\)) where \( \lambda \) is 8 times larger than the lattice pitch (2 \( \mu m \)), the situation resembles transmission through bulk Si. From Fresnel’s equations the expected transmission is \( T \approx 50\% \). This is close to the measured value of 48% for the shorter

---

\(^1\)The transmission for the frequencies considered were comparable for the TE and TM polarizations. Therefore the average transmission was used.
The measured transmission of only 32% through the longer sample, however, indicates that the long wavelength approximation is not totally valid, i.e., the porous structure has a significant influence on the transmission. Since the dispersion in this frequency range is not heavily influenced by PhC bandstructure effects, it can be concluded that the influence on the transmission originates from the pores itself, e.g., the pore wall roughness, and not from their periodic arrangement. Below the first PhBG (625 cm$^{-1}$ and 750 cm$^{-1}$), $\alpha_s$ is on the order of a few tenths of a percent. In the spectral region of the PhC-based gas sensor at about 2000 cm$^{-1}$, the parameter describing the scattering loss is found to be $\alpha_s = 1.3\%$ from the data in figs. 7.9 and 7.10. It has to be taken into account, however, that for such high frequencies PhBS effects also play an important role concerning transmission and reflection. Studies dealing with the influence of surface roughness are currently being performed. Fig. 7.12a shows a rather rough surface of a macropore after PECE. Such a high roughness is a consequence of non-optimal PECE parameters.

![Assumed scattering loss per pore row](image)

**Table 7.1:** Scattering loss per pore row derived from the data in figs. 7.9 and 7.10. The averaged transmission $(T_{TE} + T_{TM})/2$ of both polarizations was used and scattering is assumed to be the only source of loss.

<table>
<thead>
<tr>
<th></th>
<th>Transmission at $625$ cm$^{-1}$</th>
<th>Transmission at $750$ cm$^{-1}$</th>
<th>Transmission at $2000$ cm$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>121 pore rows</td>
<td>(48.0±5)%</td>
<td>(35.0±5)%</td>
<td>(1.6±0.5)%</td>
</tr>
<tr>
<td>249 pore rows</td>
<td>(32.0±5)%</td>
<td>(27.5±5)%</td>
<td>(0.3±0.5)%</td>
</tr>
<tr>
<td>$\alpha_s$</td>
<td>(0.3±0.04)%</td>
<td>(0.2±0.03)%</td>
<td>(1.3±1.1)%</td>
</tr>
</tbody>
</table>

**Figure 7.11:** Transmission as a function of the number of pore rows for different values of scattering loss per pore row. The horizontal black dashed and dotted lines represent 3 dB and 10 dB attenuation, respectively. The colored numbers show after how many pore rows the corresponding attenuation is reached.
as well as the used surfactant. However, the roughness can be reduced by appropriate post-PECE treatment such as, e.g., a KOH dip, as shown in fig. 7.12b. In principle it should be possible to achieve atomically flat surfaces by choice of appropriate surface treatment. Currently several wet etchants including diluted hydroxides such as NaOH, KOH, combinations of alcohols and HF as well as organic species are investigated.

At this point the determination of the exact \( r/a \)-ratio of PhC structures with ARL should be discussed as it is not straightforward. Usually the porosity of the PECE sample can be obtained by comparing reflectance/transmission spectra of bulk PhCs with numerical simulations of the PhBS. Introduction of the ARL however leads to numerous and strong modifications of the PhC spectra. In addition, now not only the \( r/a \)-ratio determines the PhC's spectrum but also the thickness of the ARL. Therefore, a wide parameter space exists that aggravates the exact determination of the characteristic parameters of the sample. The values given in this work usually are based on information gathered from various sources such as optical characterization, SEM and nominal PECE parameters. Currently different strategies concerning the characterization of PhCs with ARL are discussed within our group. One possibility probably consists in getting the samples \( r/a \)-ratio from transmission measurements parallel to the pores. After this parameter is fixed, the actual ARL thickness could be determined by comparing the measured spectra to numerical simulations. A second approach concerns the incorporation of marker/reference structure into each PhC with ARL device. The \( r/a \)-ratio could also be derived from the resonance frequency of, e.g., an incorporated point defect, somewhere at a boundary of the PhC gas sensor structure.

\( ^6 \) Using other surfactants and optimized PECE conditions the pore wall roughness is typically much lower. The high roughness shown here was chosen for instructive reasons.

\( ^7 \) Cleaving of the macroporous sample and determination of the spectral properties at such a conventional interface seem to be the most straightforward approach. However, as discussed before, cleaving of deep macro pore arrays usually leads to very rough coupling edges and as a consequence insufficient measurement signals.
Chapter 8
PhC gas sensor: device integration

The macroporous Si PhC studied in the previous sections is supposed to replace the conventional interaction volume in a spectroscopic gas sensor. The integration of such a macroporous Si PhC in an actual device is discussed in this section. From fig. 1.3 the topics to be addressed are obvious. First, a suitable light source has to be chosen. Next, efficient coupling of light to and from the PhC has to be realized. The outgoing radiation has finally to be measured by an appropriate detector.

8.1 Choice of the IR light source

For the intended spectral operating range (NIR/MIR) several kinds of light sources are conceivable. The source with the highest spectral output power and the narrowest line width to date is a QCL. In addition, the radiation leaving a QCL is spatially narrow and already polarized. However, due to its sophisticated design and fabrication (epitaxy of several hundred layers with exact composition and thickness), a QCL is by far too expensive (≥ several 10,000 US$ per device) for application in widely used sensor systems. Furthermore, due to its narrow line width, the use of a QCL imposes rather stringent requirements to be met by the PhC structure, thereby limiting fabrication tolerances. Usage of an LED would reduce this constraint to some extent. But the emitted spectral power of an LED is significantly smaller than that of a QCL leading to an inferior signal to noise ratio. For the realization of cheap sensor systems a simple thermal emitter with a spectrum similar to a black body is the most likely choice for a light source. However, the spectral output power is rather small. The emitted radiation is not polarized. This necessitates the use of polarizers in a PhC gas sensor device since the PhC interaction volume is designed to work at a specific wavelength and for a specific polarization. While such a polarizer decreases the usable spectral power further, the light with the other polarization could be used as a reference signal.

8.2 Coupling of radiation to and from the PhC

Since the most likely kind of light source to be used in a PhC based spectroscopic gas sensor is a thermal emitter, one challenge is to couple its rather divergent light to the PhC. This is especially tricky because the size of the coupling interface is on the order of 10 mm wide and
only 300-450 µm high. Several focussing setups have been simulated and some are shown in fig. 8.1 together with measured transmission through bulk Si pieces. The maximum transmission achieved was on the order of 30% using a lens and mirrors, respectively (fig. 8.1b and d). However, due to its simplicity and the still reasonable transmission of 18%, direct coupling of light leaving the thermal emitter in close vicinity to the PhC and collecting the light right after the PhC as shown in fig. 8.1b is also an interesting design scheme.

8.3 Device dicing: realization of optically high grade interfaces

To use a PhC as the interaction volume in a spectroscopic gas sensor, light impinging from air has to be coupled to certain Bloch modes in the PhC. This coupling takes place at the air/PhC interfaces. Because the equipment necessary for the microstructuring process of macroporous Si structures developed by Ottow et al. that would in principle also have allowed the fabrication of appropriate air/PhC interfaces was no longer available, various other fabrication strategies for the realization of conventional as well as ARL interfaces have been investigated and are discussed in the following.

Figure 8.1: Device integration: various schemes investigated concerning the coupling of thermal emitter, PhC and detector. The numbers below the figures give the transmission measured through bulk Si pieces of about 1x1x0.5 cm³ size. (Simulations performed at PhG IPM, Freiburg)

Figure 8.2: SEM micrographs of Air/PhC interfaces obtained by different dicing techniques. (a) Cleaving of deep macro pores, (b) sawing using a rotating diamond disc, (c), (d) cutting using a fs laser and (e) RIE/ICP.
8.3.1 Cleaving

Typically an air/PhC interface as shown in fig. 5.7a is realized by inscribing the PECE macroporous Si sample along a high symmetry direction like ΓK or ΓM with a diamond scribe for a few mm and subsequent cleaving using, e.g., tweezers. This procedure works fine if the ratio of the length of the pores $l_{\text{pore}}$ to the thickness of the remaining bulk Si under the pores $t_{\text{Wafer}} - l_{\text{pore}}$ fulfills $l_{\text{pore}}/(t_{\text{Wafer}} - l_{\text{pore}}) \lesssim 1/4$, i.e., pores with a length of about 100 $\mu$m in a approximately 500 $\mu$m thick wafer. In this case the Si crystal lattice underneath the macropores guides the rupture along the [110] direction. Because during lithography the high symmetry directions of the PhC have been chosen to be parallel to the [110] direction, together this leads to a cleaving edge running through the region of highest porosity, i.e., the center of the macropores, along a high symmetry direction. However, if the ratio $l_{\text{pore}}/(t_{\text{Wafer}} - l_{\text{pore}}) \gtrsim 0.5$, the above procedure usually leads to very rough and arbitrarily rugged surfaces as shown in fig. 8.2a. In this case the high symmetry directions of the highly porous PhC structure compete with the relatively thin bulk Si region below the pores in guiding the rupture. Usually this results in rough surfaces leading to a high amount of scattering of the incoming light and therefore a bad coupling at the air/PhC interface as shown in fig. 8.2a.

8.3.2 Sawing

A widely used method to separate, e.g., different electronic devices fabricated on a Si wafer is sawing using a rotating disc whose cutting edge is tipped with diamond pieces. While this is a suitable technique for cutting through bulk materials, it reaches its limits when applied to porous materials. The jittery rotation of the disc leads to an irregular break away of the pores as shown in fig. 8.2b. Furthermore, the precise alignment of the rotating disc relative to the intended cut imposes a challenge. Based on the ARL design developed in section 5.4.2 resulting in a optimal thickness of the bulk Si forming the ARL of about 700 nm for a hexagonal lattice with $a = 4.2 \mu$m and 500 $\mu$m deep pores, a vertical tilt of less than 0.1° leads to the desired ARL thickness at the top of the pores but to 0 nm thickness at the bottom of the pores, i.e., the ARL is non-existing in this region. Another practical problem consists in the lateral precision achievable with typically used disc saws which lies in the range of $\mu$m. However from numerical simulations it follows that the ARL thickness has to be precise within $\pm 200$ nm.

8.3.3 Laser cutting

Cutting of various materials using high power lasers, e.g., CO$_2$-lasers in mechanical engineering to cut through metals, is nowadays a well established technique. Due to the high power applied to the material high amounts of thermally induced mechanical stress build up along the cutting edge. Application of this technique to macroporous Si structures would therefore lead to a rough, optically low grade air/PhC interface due to destruction of the pores along the cut resulting from high, thermally induced, stress. To avoid build up of thermal stress the feasibility of cutting using a femto second laser was investigated. A Ti:Sapphire laser system with an emission power between 70-150 mW at 780 nm wavelength with pulse durations ranging from 50-150 fs and 1 kHz repetition frequency was used to cut both bulk Si as well as macroporous Si samples. The laser beam was focused onto the
sample using a microscope objective and the sample was mounted onto an \( x-y-z-\Theta \) stage below the objective, allowing lateral drive velocities between 0.5-1 mm per minute.\(^1\)

While bulk, i.e., non-porous Si can be laser cut with flat, shiny, optically high grade edges as shown in the lower part of fig.8.2d, this approach does not yield the desired results for porous structures as can be seen in the upper part of fig.8.2d and fig.8.2c. One reason for this was the insufficient lateral alignment precision of the cutting edge relative to the pores. This challenge could be solved by equipping the system with optical components having higher magnification to allow precise alignment of the cutting edge relative to the micrometer sized pores. A more severe limitation of this technique turned out to be the vertical profile of the laser beam. Along the \( z \)-axis the intensity distribution is approximately Gaussian. As a result the vertical profile of the laser cut will not be straight but curved. For the ARL this means that its thickness \( t_{\text{ARL}} \) is not homogeneous along the \( z \)-direction, either resulting in reduced performance or even in cutting through the outermost pore row(s) of the air/PhC interface at certain depths.\(^2\)

As a second approach polishing using the fs laser was investigated. For this purpose a fast, crude cut approximately at the desired position of the ARL was made using the fs laser. Now the fs laser beam was slowly brought closer to the resulting cutting edge and moved along the cutting edge to polish it, i.e., to make it smoother. Unfortunately this approach did also not yield the desired flat, optically high grade interfaces.

Furthermore, this technique which is not based on off-the-shelf components is relatively expensive (several hundred EUR/hour while one cut of about a mm takes between several minutes up to several ten minutes, depending on the parameters chosen).

### 8.3.4 RIE etching

As another approach to realize high grade air/PhC interfaces RIE was investigated together with the FhG IPM in Freiburg which contributed lithography and etching facilities. The Bosch process - a method developed for deep Si etching - was used. After PECE fabrication of the macropore array, the pores were covered with Al and in a subsequent lithography step a mask defining the boundaries of the various gas sensor devices was applied. After that the Al was opened and the RIE of the macropore array was realized. The result is shown in fig.8.2e. While this method could in principle be used to realize nice corrugated PhC interfaces, it proved insufficient to fabricate the ARL. The main obstacle is again the necessary, but not achievable, lateral alignment precision.

### 8.3.5 PECE of the ARL

From the discussion of the preceeding sections 8.3.1, 8.3.2, 8.3.3 and 8.3.4 it is obvious that device dicing after fabrication of the macropore array is not the method of choice for the realization of PhC interaction volumes, no matter whether with or without ARL.

The fabrication of the ARL layer during the PECE process described in section 6.4.2 not only

\(^1\)The fs laser cutting experiments have independently been performed at the Fraunhofer Institute for Applied Physics (FhG IAP) in Jena and at the Laser Zentrum Hannover (LZH) associated with Micreon company, Hannover.

\(^2\)An improvement in vertical beam quality could be achieved using the systems sold by Synova (http://www.synova.ch). Index guiding of the laser beam injected into a fluid jet is used for confinement along the \( z \)-direction.
allows the realization of the ARL concept developed to achieve high transmission through the PhC. It also simplifies device dicing.

A deep trench ($\gtrsim 350 \mu m$) etched into the initially massive Si wafer has a higher porosity than the surrounding macropore array. If now force is applied next to the trench, e.g., by a pair of tweezers, the trench - which was aligned in the [110] direction of the Si during lithography - neatly guides the rupture and an optically high grade air/PhC interface defined by the ARL is achieved. This simple yet powerful concept of PECE trenches is the key concept and a major step towards macroporous Si-based PhC spectroscopic gas sensors because on one hand it allows the realization of the ARL and on the other hand it enables easy access to physically handy devices with sub-micron precision, as shown in fig.8.3.
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Summary

The goal of this work was to study the feasibility of PhC-based spectroscopic gas sensors. Both, the theoretical design as well as the fabrication of appropriate structures utilizing the macroporous Si material system were successfully demonstrated and first optical characterizations were carried out.

In a PhC-based spectroscopic gas sensor a macroporous Si membrane is to replace the conventional interaction volume. Utilizing the possibility to design the bandstructure of the PhC to exhibit low group velocity of light allows to enhance the interaction between the gas flowing through the pores and the light transmitted perpendicular to the macropores. As consequences, either the size of the interaction volume of the gas sensor could be reduced while maintaining the same sensitivity as a conventional spectroscopic gas sensor or by maintaining the size of the interaction volume the sensitivity could be increased by the enhancement factor. For this purpose the macroporous Si PhC is designed in such a way that a mode having low group velocity $v_g$ spectrally overlaps with an absorption frequency of the gas to be detected. If, in addition, a large part of the electric field of that PhC mode is located within the pores and the symmetry of the Bloch mode allows coupling to plane waves, the interaction of light and gas within the PhC membrane is enhanced. Due to the linearity of Maxwell’s equations the PhC-based spectroscopic gas sensor concept is scalable. Using the macroporous Si material system gas absorption lines in the NIR and MIR spectral ranges are accessible. The design of a PhC-based gas sensor was discussed using SF$_6$ and ethanol as an example.

First, the interaction volume was appropriately designed. Starting from a hexagonal array of air pores embedded in a Si matrix four promising bands (TEB02K, TMB03K, TEB03M, TMB04M) useful for gas detection were identified. During the further design steps in this work focus was put on the bands TEB02K and TMB03K because among the four promising gas sensing bands they have the highest amount of energy stored in the pore region (41% and 21%, respectively). Fine tuning ($\Delta \lambda \pm 100$ nm) of the developed interaction volume design, e.g., to compensate for minor fabrication tolerances, is possible by rotating the PhC structure by a few degrees ($< 10^\circ$) around an axis parallel to the macropores. The design is furthermore robust concerning typical temperature changes ($\Delta T < 100^\circ$).

Next, strategies to achieve efficient coupling of incoming and outgoing radiation to the PhC interaction volume were investigated. This is necessary because due to the low group velocity of the mode under study, high reflection at the air/PhC interfaces is expected. The first approach was
based on adiabatic adjustment of the effective refractive index by distorting the hexagonal lattice. While this taper strategy looks reasonable from bandstructure arguments and physical intuition, it was shown by FDTD and FEM simulations to worsen coupling. As reason for this the large portion of higher order contributions of the Bloch mode under consideration was identified. As an alternative, a concept entitled Anti-Reflection-Layer\(^1\) was developed. It utilizes surface modes created by non-conventional termination of the PhC surface to couple incoming and outgoing radiation to the desired Bloch mode. In numerical simulations it was shown that by using the ARL concept the transmission through the PhC structure could be drastically increased, even in a spectral region where the photonic bands are flat. The robustness of this design under rotation \((T > 60\% \text{ even for incidence angles of } 10^\circ)\) was demonstrated. The enhancement factor was determined to be on the order of 30.

The so far theoretically studied and numerically simulated structures were then fabricated using the macroporous Si material system. By exposing lithographically prestructured n-Si wafers to aqueous HF electrolytes, it is possible to grow ordered, macroporous structures by applying an appropriate external potential and illumination of the wafer from the backside. The already well established growth of about 100 µm deep macro pores was extended to achieve high quality macroporous structures with a depth of more than 400 µm. Effects of surfactants added to the electrolyte were investigated. Furthermore, growth of distorted hexagonal lattices of air pores in Si was shown. In addition, the growth of trenches next to ordered arrays of macro pores was successfully demonstrated. This is a major achievement since it allows in-situ realization of the ARL concept during photo-electrochemical etching, i.e., no postprocessing of the samples is necessary. In addition, this technique allows the realization of almost flat coupling interfaces of the PhC structure, a necessary prerequisite for minimal scattering loss of incoming and outgoing light. Furthermore, the in-situ trench etching allows device dicing with sub-micron precision.

The observed increased roughness and texture on the ARL coupling interface was explained by looking at the potential gradients in the vicinity of the ordered macropore/ARL interface within the framework of the space charge region model.

First experiments concerning the optical characterizations were performed. Although up to now no transmission through large (cm scale) devices could be achieved, reflection measurements show the predicted formation of surface states due to the ARL and reduced reflection for the corresponding frequencies. Polarization dependent transmission through sub-mm scale PhC structures was however demonstrated using FTIR spectrometry as well as a QCL setup. As likely sources of loss phonon absorption and scattering due to pore wall roughness were identified. Other sources of loss such as imperfections of the PhC structure itself (e.g., variations in pore position and/or pore diameter) are currently under investigation.

In the last part the integration of the PhC interaction volume into a complete gas sensor device was considered. Although direct coupling of a thermal emitter to the sample and then to the detector yields the lowest transmission (18%), the simplicity of this design makes it rather attractive.

\(^{1}\)Not to be confused with the classical Anti-Reflection-Coating known from wave optics to reduce reflection at dielectric interfaces.
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Conclusion and outlook

The experimental proof-of-principle of a PhC-based spectroscopic gas sensor by measuring the enhanced absorption and the enhanced interaction of light and gas, respectively, has not yet been demonstrated. However, after the design and the progress in fabrication techniques developed in this thesis a demonstrator seems to be within reach. The challenge consists in the achievement of transmission through PhC structures of several mm length. Currently, the roughness of the pore wall surfaces is suspected to be the major reason for high scattering losses. Investigation of this topic and reduction of the surface roughness by either changes in the PECE parameters or, e.g., wet chemical postprocessing, is currently being performed.

The chances of such a new type of spectroscopic gas sensor to make its way to a commercial product are promising. However, to bring the fabrication from laboratory to industrial production scale will take some more time, money and manpower. Recent developments indicate that phonic crystal structures might find their application first in sensing schemes and not so much in optics, as was envisioned when this field emerged.

Further developments of the design suggested so far might concern alternative or improved coupling schemes, different from the ARL concept. Vertical confinement of light in the PhC structure could be achieved and optimized by using index guiding along the $z$-direction as depicted in fig.10.1a. Macropores with increased diameter in their top and bottom part and a central part used for gas detection are a possible realization. In case it turns out that transmission of light through several hundred or thousand unit cells of a PhC structure is not realizable, a reflection-based PhC gas sensor shown in fig.10.1b might be an alternative. Here the total interaction would be limited by the penetration depth of light into the PhC structure. This would then have to be

![Figure 10.1: Alternative PhC-based gas sensor schemes: a) Transmission-based with vertical light confinement by index guiding due to lower $n_{eff}$ above and below the detection region. b) Reflection-based.](image)

---
(over)compensated by the enhancement factor. Another option to avoid problems arising from transmission through very large bulk PhC volumes is to use PhC waveguide structures. Light transmission through PhC waveguides of several hundred lattice constants has been demonstrated. In addition it is possible to tailor its dispersion properties to realize low group velocities. The interaction with the gas in the surrounding pores could be achieved by the parts of the guided mode that penetrate into the surrounding pores. Closely packed waveguides could therefore be almost as effective as a bulk PhC. Such structures could in principle also be realized in the macroporous Si material system and are compatible with the ARL concept, promising efficient coupling as well as precise and easy device fabrication.

In principle, other material systems such as, e.g., opals, could also be explored since they can also be produced on a macroscopic scale. Due to their inherently 3-dimensional nature their photonic band structure might offer promising bands for gas sensing with additional interesting properties.
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Miscellaneous

A.1 Lattices

In this section important vectors etc. used in this work are given.

A.1.1 The hexagonal lattice

The basis vectors $\vec{a}_1, \vec{a}_2$ for a regular hexagonal lattice with lattice constant $a$ can be chosen as

$$\vec{a}_1 = \left( \frac{a\sqrt{3}}{2}, \frac{a}{2} \right), \quad \vec{a}_2 = \left( \frac{a\sqrt{3}}{2}, -\frac{a}{2} \right). \quad (A.1)$$

The corresponding basis vectors of the reciprocal lattice are

$$\vec{b}_1 = \frac{2\pi}{\sqrt{3}a} \left( 1, \sqrt{3} \right), \quad \vec{b}_2 = \frac{2\pi}{\sqrt{3}a} \left( 1, -\sqrt{3} \right). \quad (A.2)$$

The coordinates of the high symmetry points $\vec{\Gamma}, \vec{M}, \vec{K}$ in reciprocal space coordinates, i.e., in multiples of $\vec{b}_1$ and $\vec{b}_2$ are

$$\vec{\Gamma} = (0,0), \quad \vec{M} = (0,0.5), \quad \vec{K} = \left( -\frac{1}{3}, \frac{1}{3} \right). \quad (A.3)$$

A.1.2 The distorted hexagonal lattice

The basis vectors $\vec{a}'_1, \vec{a}'_2$ for a distorted hexagonal lattice with lattice constants $a_x$ and $a_y$ along the $\Gamma M_2$ and the $\Gamma K_1$ directions with the distortion expressed in terms of a factor $f := a_y/a_x$ can be chosen as

$$\vec{a}'_1 = \left( \frac{a_x\sqrt{3}}{2}, \frac{a_y\sqrt{3}}{2} \right), \quad \vec{a}'_2 = \left( \frac{a_x\sqrt{3}}{2}, -\frac{a_y\sqrt{3}}{2} \right) \quad (A.4)$$

The corresponding basis vectors of the reciprocal lattice are

$$\vec{b}'_1 = \frac{2\pi}{\sqrt{3}} \left( \frac{1}{a_x}, \frac{\sqrt{3}}{a_y} \right), \quad \vec{b}'_2 = \frac{2\pi}{\sqrt{3}} \left( \frac{1}{a_x}, -\frac{\sqrt{3}}{a_y} \right) \quad (A.5)$$
The coordinates of the high symmetry points \( \vec{\Gamma}, \vec{K}_1, \vec{M}_1, \vec{K}_2, \vec{M}_2 \) in reciprocal space coordinates, i.e., in multiples of \( \vec{b}'_1 \) and \( \vec{b}'_2 \) are

\[
\vec{\Gamma} = (0,0), \quad \vec{K}_1 = (-\beta', \beta'), \quad \vec{M}_1 = (0,0.5), \quad \vec{K}_2 = (1-\delta', \delta'), \quad \vec{M}_2 = (0.5,0.5) \quad (A.6)
\]

with

\[
\beta' = \frac{3 + f_2}{12} \quad \text{and} \quad \delta' = \frac{9 - f_3}{12}. \quad (A.7)
\]

### A.2 Bragg diffraction at PhC interfaces

Light of wavelength \( \lambda \) impinging onto a dielectric/PhC interface as depicted in fig. 5.7a sees a periodically structured surface and therefore Bragg diffraction may occur, if the relation

\[
k_{\text{inc.}} + k_{\text{diff.}} = m k_{\text{surf}} \quad (A.8)
\]

is fulfilled. Here \( k_{\text{inc.}} \) and \( k_{\text{diff.}} \) are the wavevector components parallel to the interface for a wave with wavevector \( \vec{k}_{\text{inc}} \) incident under an angle \( \alpha_{\text{inc}} \) and a diffracted wave with wavevector \( \vec{k}_{\text{diff}} \) reflected under an angle \( \alpha_{\text{diff}} \) (the angles measured with respect to the surface normal) and \( m \) is an integer number. The components parallel to the interface can be expressed as

\[
k_{\text{inc.}} = \frac{2\pi n}{\lambda} \sin(\alpha_{\text{inc}}) \quad (A.9)
\]
\[
k_{\text{diff.}} = \frac{2\pi n}{\lambda} \sin(\alpha_{\text{diff}}) \quad (A.10)
\]

with \( n \) being the refractive index of the dielectric medium. For a hexagonal PhC the surface grating vectors along \( \Gamma K \) and \( \Gamma M \) are \( k_{\text{surf.}}_{\Gamma K} = \frac{2\pi n}{a} \) and \( k_{\text{surf.}}_{\Gamma M} = \frac{2\pi n}{a\sqrt{3}} \) with \( a \) the lattice constant of the PhC. Together with (A.8), (A.9) and (A.10) the frequency range in which Bragg diffraction can occur can be calculated as a function of the incidence angle. For the limiting cases of incidence perpendicular \( (\alpha_{\text{inc}} = 0^\circ) \) and parallel \( (\alpha_{\text{inc}} = 90^\circ) \) to the interface Bragg diffraction can occur for normalized frequencies given in table A.1.

<table>
<thead>
<tr>
<th>( \alpha_{\text{inc}} )</th>
<th>( \Gamma K )</th>
<th>( \Gamma M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 0^\circ )</td>
<td>( \frac{1}{n} \leq \left( \frac{a}{\lambda} \right) &lt; \infty )</td>
<td>( \frac{1}{n\sqrt{3}} \leq \left( \frac{a}{\lambda} \right) &lt; \infty )</td>
</tr>
<tr>
<td>( 90^\circ )</td>
<td>( \frac{1}{2n} \leq \left( \frac{a}{\lambda} \right) &lt; \frac{1}{n} )</td>
<td>( \frac{1}{2n\sqrt{3}} \leq \left( \frac{a}{\lambda} \right) &lt; \frac{1}{n\sqrt{3}} )</td>
</tr>
</tbody>
</table>

**Table A.1:** Normalized frequencies for which Bragg diffraction at a hexagonal PhC interface can occur.
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Abbreviations and symbols

1D, 2D, 3D : 1-, 2-, 3-dimensional
∇ : Nabla-operator
ΔaSi : change of the atomic lattice constant of bulk Si, e.g., due to a temperature change
α, αinc : angle of incidence (relative to surface normal)
αdiff : angle of diffraction (relative to surface normal)
αs : scattering loss per pore row
αTIR, Si/air : angle at which total internal reflection occurs at a plane Si/air interface
α(˜ν) : absorption coefficient of gases
a : lattice constant of a PhC
a0 : lattice constant of the PhC in the region used for detection
aB : Bohr radius 5.3 × 10^{-11} m
ac : lattice constant of the PhC optimal for coupling (in the adiabatic taper approach)
AE : absorption enhancement due to a PhC interaction volume compared to light/gas interaction in free space
AFM : Atomic Force Microscopy
ai : basis vector of the real space lattice along the interface of the finite PhC
aL : lattice constant of a PhC used to achieve lateral confinement
at : lattice constant of the PhC in the taper region (in the adiabatic taper approach)
APores : area of the pores in a porous Si sample
AR : aspect ratio
ARC : Anti-Reflection-Coating
ARL : Anti-Reflection-Layer
ASample : total area of the HF/Si interface
aSi : atomic lattice constant of bulk Si
B : magnetic induction
BAW : bulk acoustic wave
bi : basis vector of the reciprocal lattice along the interface of the finite PhC
b1, b2, b3 : basis vectors of the reciprocal space lattice of a hexagonal PhC (with high symmetry points Γ, M and K)
b′1, b′2, b′3 : basis vectors of the reciprocal space lattice of a distorted, originally hexagonal PhC (with high symmetry points Γ, K1, M1, K2 and M2)
BZ : Brillouin zone (the Wigner-Seitz-cell in reciprocal space)
ΔC : change of capacitance
Abbreviations and symbols

$c_0$ : speed of light in free space
c : concentration of the gas under study
c_a, c_b : empirical constants used to relate growth time and macropore depth in Lehmann’s model
c_{HF} : HF concentration of the electrolyte (in weight %)
CH_4 : methane (gas)
c_{HF,tip} : HF concentration of the electrolyte (in weight %) at the pore tip
CO, CO_2 : carbon monoxide, carbon dioxide (gases)
c_{AIS}, c_{NIS,1}, c_{NIS,2} : concentration of non-ionic, original anionic and new anionic surfactant added to the HF electrolyte
$\Delta \epsilon$ : change of dielectric constant of a material
$\vec{D}$ : dielectric displacement
$\Delta I_e$ : change in electric current
$\Delta n$ : dielectric contrast $n_1 - n_2$
$\Delta s_{R2}$ : additional optical path light travels in the ARL
d_{coat} : thickness of a coating layer on the pore walls
$D_{HF}$ : diffusion coefficient of HF ($\approx 10^{-5}$ cm$^2$s$^{-1}$), independent of HF concentration for $2\% \leq c_{HF} \leq 10\%$
d_{Pore} : diameter of the pores
d_{Porewall} : thickness of the remaining pore walls between macropores
$\epsilon_{air}$ : dielectric constant of air
$\epsilon_0$ : dielectric constant of free space
$\epsilon_{mat}$ : dielectric constant of a dielectric material
$\epsilon_{Si}$ : dielectric constant of Si
e : exponential function
e^− : electron
$\vec{E}$ : electric field
$\vec{E}_{air}(\vec{r}), \vec{E}_{n,k}(\vec{r})$ : electric fields in air and in a PhC, respectively
e_m : electro-magnetic
C_2H_5OH : ethanol (gas)
$F_C$ : Faraday’s constant
FDTD : Finite-difference time-domain
FEM : numerical scheme based on finite elements
FFT : Fast-Fourier-Transformation
FL : FEMLAB (FEM software for multiphysics modelling)
FTIR : Fourier-transform infrared spectroscopy
$\vec{G}$ : reciprocal lattice vector
h^+ : electronic hole
$\vec{H}$ : magnetic field
H : hydrogen
HF : hydrofluoric acid
HP : HelmPole (FEM software developed at ZIB, www.zib.de)
ICP : inductively coupled plasma etching
IFFT : Inverse Fast-Fourier-Transformation
$I_0$ : transmitted intensity without gas being present in the detection volume
$I(\nu)$ : spectrum of light, e.g., of a GloBar
$I(l_{int})$ : transmitted intensity after interaction of light and gas along a path of length $l_{int}$
IR, NIR, MIR, FIR : infrared, near infrared, medium infrared and far infrared spectral regions, respectively
j : current density across the sample during PECE
$j_{PS}$ : current density at which electropolishing of Si occurs
$k$ : wavevector
$k_B$ : Boltzmann’s constant
$k_{\text{inc}}, k_{\text{inc.}}$: wavevector of a wave incident onto a PhC and its parallel component, respectively
$k_{\text{surf}}$: wavevector contribution of a grating
$k_{\text{surf.}\Gamma K}, k_{\text{surf.}\Gamma M}$: wavevector contribution of the PhC surface grating along \( \Gamma K \) and \( \Gamma M \) directions, respectively
$\lambda_{\text{mat}}$: wavelength in a material
$\lambda_{\text{vac}}$: wavelength in free space
$l_{\text{int}}$: real interaction length between light and gas
$l_{\text{int. eff}}$: effective interaction length between light and gas
$l_c$: lateral confinement
$LED$: light emitting diode
$l_{\text{pore}}$: length of a pore
$LP-CVD$: low pressure chemical vapor deposition
$\Delta m$: change of mass
$\mu_0$: magnetic permeability of free space
$\mu_{\text{Si}}$: magnetic permeability of Si
$m_1, m_2, m_3$: integer numbers
$M'$: edge point of the BZ for the finite PhC
$MIT$: Massachusetts Institute of Technology
$MPB$: MIT Photonic Bands (free software for computation of eigenstates and eigenfrequencies of PhCs)
$MO$: metal-oxide
$MPI MSP$: Max Planck Institute of Microstructure Physics, Halle, Germany
$\Delta n_{\text{Si}}$: change of the refractive index of Si \( n_{\text{Si}} \)
$\eta$: coupling coefficient at dielectric interfaces
$\nu$: frequency of light \([s^{-1}]\)
$\tilde{\nu}_j$: localized function in FEM scheme
$n$: band index in (photonic) band structures
$n_{\text{air}}$: refractive index of air
$n_{\text{ARC}}$: refractive index of an Anti-Reflection-Coating (ARC)
$n_{\text{coat}}$: refractive index of a coating layer, e.g., on the pore walls
$N_D$: doping density \([cm^{-3}]\)
$n_{\text{mat}}$: refractive index of a dielectric material
$n_{\text{Si}}$: refractive index of Si
$NO, NO_2$: nitrogen monoxide, nitrogen dioxide (gases)
$N_{PR}$: number of pore rows
$N_{\text{Si}}$: atomic density of Si
$n_{\text{val}}$: dissolution valence
$\omega$: angular frequency \(2\pi \nu\) of light with frequency \(\nu\)
$\omega_{\text{abs}}$: absorption frequency of a gas molecule
$\omega_{\text{norm}}$: normalized frequency \((\omega\nu)/(2\pi c)\) commonly used in PhBS diagrams
$\omega_{\text{norm SF6}}$: normalized absorption frequency of SF$_6$
$\Psi_{n, k} (\vec{r})$: Bloch state
$p$: porosity of a porous Si sample
$p_{\text{ARL.t}}$: porosity in the region close to the ARL
$PEC(E)$: photo-electrochemical (etching)
$PhBG$: photonic band gap
Abbreviations and symbols

PhBS  : photonic band structure  
PhC   : photonic crystal  
PhDOS : photonic density of states  
\( p_{\text{hex}} \) : porosity of a ordered, hexagonal macropore array  
PML   : perfectly matched layer boundary conditions in FDTD and FEM  
PW    : plane wave  
PWE    : plane wave expansion  
\( \Delta Q \) : size of spatial grid in FDTD or FE numerical calculations  
\( q \) : elementary charge \((1.602 \times 10^{-19} \text{ C})\)  
\( Q_{1}, Q_{2}, Q_{3} \) : spatial grid size in FDTD calculation  
QCL   : Quantum Cascade Laser  
QCM   : quartz crystal microbalance  
\( \Delta R_{e} \) : change in electrical resistance  
\( \rho_{\text{free}} \) : free charges in Maxwell’s equations  
r    : radius of a macropore  
R    : reflection at dielectric interface  
\( R(\alpha = 0^\circ) \) : reflection at dielectric interface according to Fresnel’s equation for perpendicular incidence  
RIE   : reactive ion etching  
\( \vec{R} \) : vector specifying a lattice site of the real space lattice  
r_{0} : radius of a macropore in the bulk PhC region  
r_{2D} : vector \((x,y)\) in real space  
r_{3D} : vector \((x,y,z)\) in real space  
\( R_{g} \) : universal gas constant  
r_{e} : pore radius in a PhC used for lateral confinement  
rms  : root-mean-square  
r_{\text{Pore}} : radius of macropores  
r_{s} : surface roughness, given as the rms value  
ro-vib : rotational-vibrational (excitation of a molecule)  
\( \Delta \sigma_{e} \) : change in electrical conductivity  
s    : factor used for rescaling PhCs  
\( S(t) \) : intensity at the detector in FTIR spectroscopy  
\( SF_{6} \) : sulfur-hexafluoride (gas)  
SAW   : surface acoustic wave  
SNR   : signal-to-noise ratio  
SPP   : surface plasmon polariton  
\( \Delta t \) : time step in FDTD calculations  
\( \Delta T_{\text{Ads}} \) : change in temperature due to adsorption  
\( \Delta T_{\text{React}} \) : change in temperature due to a chemical reaction  
\( \Theta \vec{H}(\vec{r}) \) : Hermitian Operator in the PhC master equation  
t    : time  
\( t_{B} \) : Bohr time \(2.4 \times 10^{-17} \text{ s}\)  
\( t_{\text{ARC}} \) : thickness of a conventional Anti-Reflection-Coating (ARC)  
\( t_{\text{ARL}} \) : thickness of the Anti-Reflection-Layer (ARL) developed in this work  
\( T_{\text{HF}} \) : temperature of the electrolyte  
\( t_{\text{int}} \) : interaction time of radiation and gas  
\( t_{l} \) : time required for PECE macropores of depth \( l_{\text{pore}} \)  
\( t_{t} \) : thickness of the trenches in the PECE process  
\( t_{\text{Wafer}} \) : thickness of a (Si) wafer  
\( \Delta U_{e} \) : change in electric potential
UPb, Univ. Pb: University of Paderborn
\( u_{n,k}(\vec{r}) \): periodic part of the Bloch state
\( \tilde{\nu} \): wavenumber (cm\(^{-1}\))
\( \nu \): speed of the moveable mirror in a Michelson interferometer
\( V \): external voltage applied during the photo-electrochemical etching of Si
\( V_{\text{bi}} \): built-in potential for the HF/Si contact
\( V_{\text{eff}} \): effective potential at the HF/Si interface
\( V_{\text{PS}} \): voltage at which \( j_{\text{PS}} \) occurs
\( v_{g} \): group velocity
\( VIS \): visible spectral range
\( V_{\text{OCP}} \): zero current potential
\( v_{100} \): speed of macropore growth along [100]-direction in Si
\( W_{\text{I}} \): line defect consisting of 1 row of omitted pores in a hexagonal pore array (e.g., o realize a PhC waveguide)
\( x_{\text{SCR}} \): width of the space charge region at the HF/Si interface
\( \Delta Z_{e} \): change of impedance
\( Z_{\text{IB}} \): Konrad-Zuse-Zentrum für Informationstechnik, Berlin, Germany; www.zib.de
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