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Preface

The purpose of this thesis is to illuminate several aspects regarding the synthesis of silicon
nanowires, their electrical properties, and the fabrication of a first device made thereof.
Following an introductory survey of important results in silicon nanowire research, Chapter
1 deals with silicon nanowire growth from an experimental point of view. After a detailed
description of the experimental setup, the wafer preparation, and the growth procedure,
experimental results concerning the epitaxial growth of silicon nanowires with gold are
presented. Gold is presently the standard catalyst material for silicon nanowire growth.
Yet, serious concerns exist, whether silicon nanowires grown with gold as catalyst can ever
become compatible with existing electronics fabrication technology. Therefore, replacing
gold by an alternative catalyst material is of great importance. In the second half of Chapter
1 we present silicon nanowire growth results using different catalyst materials: palladium,
iron, dysprosium, bismuth, indium, and aluminum.

The three chapters following thereupon each addresses a fundamental silicon nanowire
growth issue. Chapter 2 is devoted to the diameter dependence of the silicon nanowire
growth velocity. Since the silicon nanowire length is usually controlled by adjusting the
growth time, a knowledge of the factors that determine the growth velocity is crucial.
Concerning the diameter dependence of the growth velocity, seemingly contradictory ob-
servations were made by different groups. Considering the steady state supersaturation of
the catalyst droplet we will derive a model that conclusively explains the differences in the
observed behavior. Furthermore, our model links the pressure dependence of the growth
velocity to the diameter dependence of the growth velocity; an insight that might be use-
ful for an optimization of the growth conditions. Focus of Chapter 3 is on the diameter
increase at the nanowire base that can be observed for nanowires grown via the vapor-
liquid-solid mechanism on a solid substrate. An explanation for this phenomenon is given
in terms of a model that takes the shape of the catalyst droplet into account. In addition,
the influence of the line tension on the nanowire morphology is discussed. Chapter 4 deals
with the crystallographic growth direction of silicon nanowires, a parameter that is of great
importance especially in view of the technical applicability of epitaxially grown silicon
nanowires. Experimental results presented in this chapter indicate a diameter-dependent
change of the growth direction. We will propose a possible explanation for this growth
direction change by taking the interplay of the surface and interface tensions of silicon
nanowires into account.

After these partially theoretical considerations with regard to the nanowire morphol-
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ogy, the electrical properties of silicon nanowires will be subject of Chapter 5. In the
beginning of this chapter we will derive a model for the dependence of the charge carrier
density of a silicon nanowire on the density of interface traps and interface charges located
at the Si/SiO2 interface. Subsequently, temperature-dependent electrical measurements of
both p-doped and n-doped silicon nanowires are presented and discussed in detail. It will
be seen that indeed the influence of interface traps and interface charges on the electrical
properties can not be neglected. To some degree, the electrical characterization described in
Chapter 5 may be seen as a preparatory work for Chapter 6. Having electronic applications
of silicon nanowires in mind, the fabrication of a silicon nanowire field-effect transistor is
naturally the first step. In this context, epitaxially grown silicon nanowires offer the deci-
sive advantage that, owing to the vertical arrangement of the nanowires, a transistor gate
can be wrapped around the silicon nanowire. In Chapter 6 we will present a process flow
for the fabrication of an array of vertical surround-gate field-effect transistors out of epi-
taxially grown silicon nanowires. The feasibility of the fabrication process and the basic
functionality of the devices is at last demonstrated by an electrical characterization of such
an array of silicon nanowire surround-gate field-effect transistors.

For the convenience of the reader, magnified versions of all graphs are reproduced in
the appendix.

iii



Contents

Preface ii

Introduction and Survey 1
I.1 Vapor-Liquid-Solid Growth Mechanism . . . . . . . . . . . . . . . . . . 1
I.2 Different Growth Methods . . . . . . . . . . . . . . . . . . . . . . . . . 4
I.3 Silicon Nanowire Heterostructures . . . . . . . . . . . . . . . . . . . . . 7
I.4 Doping and Electrical Properties . . . . . . . . . . . . . . . . . . . . . . 8

1 Silicon Nanowire Growth 11
1.1 Wafer Preparation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
1.2 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.3 Catalyst Deposition and Annealing . . . . . . . . . . . . . . . . . . . . . 13
1.4 Experimental Results Using Gold as Catalyst . . . . . . . . . . . . . . . 15
1.5 Using other Catalysts than Gold . . . . . . . . . . . . . . . . . . . . . . 17

1.5.1 Palladium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
1.5.2 Iron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.5.3 Dysprosium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.5.4 Bismuth . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
1.5.5 Indium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
1.5.6 Aluminum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

1.6 Conclusions of Chapter 1 . . . . . . . . . . . . . . . . . . . . . . . . . . 24

2 Diameter Dependence of the Growth Velocity 25
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2 Definitions and Experimental Results . . . . . . . . . . . . . . . . . . . 27
2.3 Theoretical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4 Conclusions of Chapter 2 . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3 Expansion of the Nanowire Base and the Influence of the Line Tension 36
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
3.2 Surface Thermodynamics . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Quasi-static Growth Model . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.4 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

iv



3.5 Conclusions of Chapter 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 Diameter Dependence of the Growth Direction 46
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
4.3 Theoretical Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.4 Conclusions of Chapter 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 52

5 Electrical Characterization of Silicon Nanowires 53
5.1 Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

5.1.1 Metal-Semiconductor Contacts . . . . . . . . . . . . . . . . . . . 53
5.1.2 Silicon/Silicon Dioxide Interface . . . . . . . . . . . . . . . . . . 57

5.2 Array of n-Doped Nanowires . . . . . . . . . . . . . . . . . . . . . . . . 63
5.2.1 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
5.2.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 65

5.3 Array of p-Doped Nanowires . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3.1 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.3.2 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . 71

5.4 Conclusions of Chapter 5 . . . . . . . . . . . . . . . . . . . . . . . . . . 75

6 Vertical Surround-Gate Field-Effect Transistor 77
6.1 Theory and Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

6.1.1 MOS Capacitor . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
6.1.2 VS-FET Simulation . . . . . . . . . . . . . . . . . . . . . . . . 80

6.2 Experimental . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2.1 Nanowire Growth . . . . . . . . . . . . . . . . . . . . . . . . . . 82
6.2.2 VS-FET Manufacturing . . . . . . . . . . . . . . . . . . . . . . 83

6.3 Results and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
6.4 Conclusions of Chapter 6 . . . . . . . . . . . . . . . . . . . . . . . . . . 86

Summary 87

Bibliography 91

Appendix 103

Acknowledgement 130

v



Introduction and Survey

Recently, silicon nanowires experienced a considerable increase in attention, with the num-
ber of publications in this field doubling about every two years. This renewed interest in
silicon nanowires is so much the more a noteworthy fact as the first report on artificial
silicon fiber growth by Treuting and Arnold [Tre57] dates back to almost five decades ago.
Moreover it is most remarkable that their result concerning the crystallographic growth di-
rection of the silicon filamentary crystals, called whiskers at that time, is still valid, even for
most of the silicon nanowires synthesized nowadays. However, before going deeper into
the subject, it shall be plainly stated here that a silicon wire is defined as a rod-like silicon
structure having a length that considerably exceeds its diameter. Silicon wires with diam-
eters in the nanometer range will be referred to as silicon nanowires. These definitions,
though not applied too strictly, will be adopted throughout this thesis.

In the early years of silicon wire research, the growth mechanism leading to the unidi-
rectional silicon wire growth was still under discussion, when in 1964, R. S. Wagner and W.
C. Ellis [Wag64a] in a pioneering publication proposed the vapor-liquid-solid (VLS) mech-
anism of crystal growth. At least for the growth of silicon wires and nanowires, where it is
still the most prominent synthesis technique, the validity of the vapor-liquid-solid growth
mechanism is widely accepted. The validity range of the vapor-liquid-solid mechanism is
astonishingly broad, as wires with diameters from a few nanometers up to a few hundred
micrometers can be synthesized via the vapor-liquid-solid growth mechanism. Although
this mechanism applies to a much broader range of synthesis methods, it will be discussed
exemplarily on the basis of the chemical vapor deposition of silicon wires using silane as
precursor gas and gold as catalyst.

I.1 Vapor-Liquid-Solid Growth Mechanism

It has been observed experimentally, that the addition of a catalyst metal, like gold for ex-
ample, strongly enhances the growth of silicon wires. As schematically shown in Fig.I.1(a),
silicon wires grown with the help of gold usually exhibit a Au/Si alloy particle at their tip,
and it is this Au/Si alloy particle that plays the central part in the model of Wagner and
Ellis. The Au/Si phase diagram, displayed in Fig. I.1(b), is of the simple eutectic type;
dominated by a low temperature eutectic point at 363 ◦C [Mas90a]. Hence at temperatures
above the eutectic temperature the Au/Si alloy particle transforms into a liquid droplet of a
composition that approximately corresponds to the silicon rich branch of the Au/Si phase
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SiH4
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Figure I.1: (a) Schematic depicting the vapor-liquid-solid nanowire growth. (b) Au-Si phase dia-
gram [Mas90a], see also Fig. A.1.

diagram, shown in Fig. I.1(b). During growth, silicon is supplied via the gaseous silicon
precursor, silane. The silane molecules from the vapor phase are adsorbed on the droplet
surface and cracked into silicon and hydrogen [Hog36].

SiH4 → Si + 2 H2 . (I.1)

After the incorporation of the silicon atoms, resulting from the chemical reaction at
the droplet surface, the silicon atoms diffuse through the droplet to the liquid-solid inter-
face, separating the metal alloy droplet from the silicon wire. Under growth conditions,
the silicon concentration in the droplet is higher than the equilibrium concentration at this
temperature, which is equivalent to a silicon chemical potential in the liquid µl that ex-
ceeds the chemical potential of the silicon nanowire µs. The droplet is then said to be
supersaturated, where

∆µ = µl − µs . (I.1)

defines the silicon supersaturation ∆µ [Giv87a]. The supersaturation of the Au/Si alloy
droplet represents the driving force for the growth of the silicon wire.

Thus the vapor-liquid-solid mechanism of silicon wire growth basically consists of
three steps: first, the adsorption and cracking of the gaseous silicon precursor, provid-
ing atomic silicon for the growth, followed by the incorporation of silicon atoms into the
droplet; second, the diffusion of the silicon atoms through the droplet; and third, the con-
densation of silicon onto the silicon wire at the liquid-solid interface. The question, which
of these three steps effectively determines the silicon wire growth rate was controversially
discussed. It was only agreed upon that the diffusion step can not be rate determining,
since the diffusion through the liquid alloy droplet is simply too fast [Giv87b]. Concerning
the other two steps, Bootsma and Gassen [Boo71] favored step one, whereas Givargizov
[Giv87b] took the opinion that the condensation of silicon onto the nanowire at the liquid-
silicon interface is rate determining. Concerning this discussion, it must however be clear
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that under steady state growth conditions the incorporation rate has to equal the conden-
sation rate, which requires some kind of interaction between both processes. Thus they
can not be dealt as independent processes, and a discussion whether in general one step
or the other is rate determining over-simplifies the problem. A general description, there-
fore, has to consider both processes, such that a situation where in fact one process is rate
determining can be discussed as a special limit of the general solution.

One somehow related issue in this context is the radius dependence of the growth veloc-
ity. Considering the surface contribution of the energy of the droplet, the chemical potential
of the silicon wire is rendered by an additional radius-dependent term. This is usually re-
ferred to as the Gibbs-Thomson effect. As a consequence, also the supersaturation of the
droplet, defined in equation (I.1), becomes radius-dependent. Since the supersaturation
is the driving force for the silicon wire growth, this implies a radius dependence of the
growth velocity. However, here things start to become more complex, as some silicon wire
growth experiments indicate an increase of the growth velocity with increasing wire ra-
dius [Giv75], whereas others [Wey78, Neb05] show a decrease of the growth velocity with
increasing radius. How this riddle can be solved will be subject of Chapter 2, where we
present a model considering the interplay of the incorporation and the condensation step
under steady state conditions. We will see that both steps can not be dealt independently
of each other, and that it is indeed the interplay of both steps that determines the growth
velocity.

In the vapor-liquid-solid growth mechanism, the properties of the droplet surface play
an important role for the unidirectionality of the silicon wire growth. In general, the droplet
surface is assumed to be ideally rough, such that all the impinging vapor molecules are cap-
tured. At least for silane as vapor phase silicon source, the adsorption and cracking effi-
ciency of the Au/Si droplet surface is significantly higher than the adsorption and cracking
efficiency of the pure silicon surface. This important property of the droplet surface, i.e.
the high adsorption and cracking efficiency, is usually referred to as the catalytic ability of
the Au/Si droplet. However, as pointed out by Givargizov [Giv87b], speaking of catalytic
ability is somehow misleading in this context, as it does not imply a catalysis of the silane
reaction in a chemical sense. The so-called catalytic ability of the droplet more relates
to the high sticking coefficient of the droplet with respect to the precursor gas [Wag65].
By measuring the axial and radial wire growth rates, Bootsma and Gassen [Boo71] could
determine that under their growth conditions, the adsorption and cracking efficiency of the
droplet is roughly three orders of magnitude higher than the corresponding efficiency of
the silicon surface. To conclude, the high adsorption and cracking efficiency of the Au/Si
droplet surface, compared to the corresponding efficiency of the silicon surface, leads to
the growth of silicon wires with almost constant radius.

Taking wire growth via the vapor-liquid-solid mechanism into account, it becomes
immediately clear that the radius r of the wire is directly related to the radius R of the
droplet. Considering the situation where a droplet in thermal equilibrium is sitting on top
of a cylindrical silicon rod, additionally assuming a flat interface, the radius r of the wire
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is determined by the droplet radius R

r = R

√
1−

(σls
σl

)2
[Neb03]. (I.1)

Here σls and σl denote the liquid-solid interface tension and the liquid surface tension
σl of the droplet. Thus the radius of the Au/Si catalyst droplet is larger than the radius
of the wire, which was taken to be constant for now. This however, does not hold for
the initial growth stage of silicon wires, grown epitaxially on a silicon substrate. They
exhibit a strong expansion in the region where the wire is attached to the substrate (see e.g.
[Wag67]). As pointed out by Givargizov [Giv87c], this expansion, however, is not related
to an overgrowth of the silicon wire caused by a direct deposition of silicon atoms on the
nanowire flanks. As discussed in detail in Chapter 3, this phenomenon can be explained
by a change of the droplet shape in the initial growth stage [Shc90, Neb96, Sch05c].

Silicon wires synthesized using gold as catalyst are in general single crystalline, al-
though sometimes crystallographic defects like stacking faults or dislocations are observed
[Wag67]. Experimental results indicate that the crystallographic growth direction of silicon
nanowires grown with gold is diameter dependent [Wu04a, Sch05a]. For large diameters,
greater than about 50 nm, the nanowires tend to grow in a <111> direction. This is, by the
way, the most often reported silicon wire growth direction. In addition to the<111> direc-
tion also the <110> and <112> growth directions are observed, especially for diameters
smaller than about 50 nm. The diameter dependence of the growth direction is discussed
in detail in Chapter 4, where also a model for this direction change is proposed.

I.2 Growth Methods and Catalyst Materials

Several methods for the synthesis of silicon nanowires have been established in the last
fifty years. These methods mainly differ with respect to the catalyst material used and with
respect to the means by which the silicon is supplied. Concerning the silicon supply, the
most popular method seems to be the chemical vapor deposition (CVD) using a gaseous
silicon precursor like silane, SiH4 [Boo71, Wes97a, Wes97b], silicon tetrachloride, SiCl4
[Wag64a, Giv71, Hoc05], or silicon diiodide, SiI2 [Gre61, Wag61]. Also disilane, Si2H6

[Han06], is sometimes used; especially if low pressure growth conditions are desired. In
order to enhance the effectiveness of the chemical vapor deposition at low temperatures
for example, a plasma might be used to pre-crack the silicon precursor and to facilitate
thereby the growth of the silicon nanowires [Hof03, Zen03]. Also strong electric fields
were shown to influence the growth of silicon nanowires [Che03, Eng05]. Another promi-
nent synthesis approach is based on the thermal evaporation of silicon monoxide, SiO. At
elevated temperatures SiO decomposes at the silicon nanowire tip into Si and SiO2, lead-
ing to the formation of silicon nanowires that are usually covered by a thick silicon oxide
shell. Concerning silicon nanowire growth via SiO decomposition, both growth via the
vapor-liquid-solid mechanism [Kol04] as well as catalyst-free growth [Zha99] has been
reported in literature. Other silicon nanowire synthesis methods mostly rely on the direct
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evaporation of silicon. This can either be achieved with the help of a molecular beam epi-
taxy (MBE) system [Sch04, Fuh05], by simple thermal evaporation [Fen00], or by means
of laser ablation [Mor98, Bar02].

Regarding the catalyst materials, a large number of different materials has been tested
for their ability to catalyze silicon wire growth. Figure I.2 displays a table of the elements
that have been tested so far, giving also the corresponding literature references. The el-
ements in green framed boxes are reported to promote silicon wire growth, whereas the
elements in red framed boxes have been tested unsuccessfully. Concerning the elements in
blue framed boxes, the reports in literature are somewhat controversal.

RhSr Y Zr Nb Mo Tc Ru
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N O

Si

B

P S

As Se

Hg Tl PoW Re Ir

Ce Pr Nd Pm Sm Eu Tb Ho Er Tm Yb
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...

Figure I.2: Table of elements tested with regard to their ability of catalyzing silicon nanowire
growth; green box: successful, red boxes: unsuccessful, blue boxes: controversal reports

Besides gold, the first elements that were reported as catalyst materials for silicon wire
growth are the elements nickel, copper, palladium, silver, and platinum [Wag64a]. The
resulting silicon wires, synthesized at temperatures between 850 ◦C and 1050 ◦C in a CVD
process using SiCl4, show large similarities with the wires obtained with gold as catalyst.
They are almost constant in diameter and exhibit a globular catalyst particle at their tip. In
addition, they are single crystalline and mostly <111> oriented. The main disadvantage
of these catalysts is, however, that a low temperature vapor-liquid-solid growth, like in
case of gold, is not possible for the above mentioned metals. The melting points of the
corresponding metal/Si alloys are in all cases above 800 ◦C.

Other possible catalyst materials for the chemical vapor deposition of silicon nanowires
are the group III elements indium and gallium. The Ga/Si and In/Si phase diagrams are
very similar. Both are of the simple eutectic type, with a eutectic point at very low temper-
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atures of 30 ◦C and 157 ◦C, respectively. So from this point of view it is not too astonish-
ing that silicon nanowire growth experiments using gallium or indium as catalyst provide
similar results [Giv71]. Although a vapor-liquid-solid growth of silicon nanowires using
gallium or indium is possible, it appears to be more difficult than for nickel, copper, or
the precious metals. Moreover, the wires grown at high temperatures using gallium and
indium are strongly tapered [Giv71]. This might be related to the loss of the catalyst ma-
terial during growth, either by incorporation of the catalyst material into the silicon wire
or by loss through a volatile reaction product. Another explanation for the tapering is pro-
vided by Nebolsin et al. [Neb03]. According to their model, a stable vapor-liquid-solid
growth of nanowires having a constant diameter requires that the surface tension of the
liquid droplet, σl, is greater than σs/

√
2; with σs being the silicon surface tension. This

criterion for the growth of cylindrical silicon nanowires is not met by gallium and indium,
which might be a possible explanation for the tapering of the wires. A different route for
the synthesis of silicon nanowires using gallium as catalyst was followed by Sunkara et al.
[Sun01], who demonstrated the synthesis of polycrystalline silicon nanowires by a plasma
enhanced chemical vapor deposition (PECVD) process. To this end, 700 W of microwave
power and a substrate temperature around 450 ◦C were applied to a gallium covered silicon
substrate in hydrogen atmosphere. With the help of the hydrogen plasma, volatile silicon
compounds were produced, which served as vapor phase source for the growth of the sili-
con nanowires. Silicon nanowires of higher crystalline quality were produced in a similar
PECVD process by Sharma et al. [Sha04] at slightly higher temperatures (550 ◦C), with
the only difference that silane was used as vapor phase silicon source.

Similar to gallium and indium, the Zn/Si phase diagram exhibits a single eutectic point
at moderate temperature (420 ◦C). According to Yu et al. [Yu00], who report on silicon
nanowire growth with zinc as catalyst, a vapor-liquid-solid growth using diluted silane
(5% in Ar) is possible at temperatures between 450 ◦C and 500 ◦C. Silicon nanowires
with diameters down to 10 nm could be produced this way. They found two types of
nanowires: <111> and <112> oriented ones, both of them single crystalline, with few
crystallographic defects.

One of the most promising elements for vapor-liquid-solid silicon nanowire growth
seems to be aluminum. The Al/Si phase diagram shows the closest similarities with the
Au/Si phase diagram. It exhibits a single eutectic point at a temperature and a silicon
concentration comparable to the eutectic point of the Au/Si phase diagram. However,
only little is reported on the growth of silicon nanowires with the help of aluminum. Our
own results, presented in Section 1.5 indicate that silicon nanowires grown with the help
of aluminum tend to be stronger facetted and tapered than nanowires grown with gold as
catalyst. However, recent results show that the tapering of the wire can be strongly reduced
by optimizing the growth parameters. The resulting wires obtained with aluminum as
catalyst are in general single crystalline with few crystallographic defects.

An element which seems to work well, though at extremely high temperatures, is iron.
The lowest melting point of the Fe/Si phase diagram is at 1207 ◦C, and correspondingly
high temperatures have to be applied for a vapor-liquid-solid silicon nanowire growth.
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Morales et al. [Mor98] first demonstrated the laser assisted synthesis of silicon nanowires
with iron as catalyst. With the help of a frequency doubled Nd:YAG laser they ablated
silicon and iron from a Si:Fe (9:1) target mounted in a quartz oven that was heated to
1200 ◦C and filled with 0.5 bar of argon. Owing to the high argon background pressure,
the ablated iron and silicon atoms could collide and react in the vapor phase, which then
led to the growth of single crystalline, <111> oriented silicon nanowires. Similar results
were obtained by Feng et al. [Fen00] by simply heating a Si:Fe (19:1) target at 1200 ◦C
for twenty hours in an argon filled quartz oven. As presented in Section 1.5, iron can also
be used for silicon nanowire growth at temperatures far below the melting point of the al-
loy, although the crystalline quality of the nanowires obtained that way is poor [Sch05b]. It
seems probable that in this case, a solid iron silicide particle is responsible for the nanowire
nucleation. Thus growth would proceed via a vapor-solid-solid mechanism. Such a vapor-
solid-solid growth of silicon nanowires can also be observed if titanium [Kam00] or dys-
prosium [Sch05b] are used instead of iron, and growth temperatures below the melting
point of the corresponding alloy are applied.

The group IV and V elements germanium, tin, lead, and bismuth do not seem to pro-
mote silicon nanowire growth [Neb03, Boo71], although Miyamoto [Miy76] reports on the
growth of amorphous silicon nanowires using bismuth and lead. Concerning the remaining
elements magnesium, manganese, gadolinium, osmium, and tellurium only little informa-
tion is available [Wag64b, Miy76]. It is reported that, with the exception of magnesium,
the latter elements do promote silicon nanowire growth [Wag64b, Miy76].

I.3 Silicon Nanowire Heterostructures

Semiconductor heterostructures in general offer interesting perspectives for electronic and
optoelectronic devices. For two reasons semiconductor nanowires are very attractive for
this aim. The first is that semiconductor nanowires offer the possibility of epitaxially com-
bining materials with a large lattice misfit. If two bulk materials having a lattice misfit
are brought together in the form of a thin film of one of the materials on top of the other,
the strain in the material, caused by the lattice misfit at the heterojunction, is reduced by
the creation of misfit dislocations if a certain critical layer thickness is exceeded. These
dislocations have detrimental influence on the electrical and optical properties. However,
a semiconductor nanowire of sufficiently small radius can react elastically to the stress
caused by the lattice misfit, without producing dislocations [Ert03, Käs04]. The second
advantage of semiconductor nanowires with respect to the synthesis of heterostructures is
the intrinsic radial confinement of the charge carriers in the nanowire. Owing to this radial
confinement, three-dimensional quantum dots can be produced in a relatively simple way.
This has, for example, been demonstrated by Björk et al. [Bjö02] for an InAs/InP nanowire
heterostructure. The electronic properties of this heterostructure have been calculated by
Zervos et al. [Zer04].

With respect to silicon nanowire heterostructures, a combination of silicon with the
other group IV semiconductor, germanium, seems to be the natural choice. Especially, as
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a perfect Si/Ge superlattice offers the interesting perspective that the combined material
might develop a direct band gap [Pre92]. However, there have only been few reports on
axial Si/Ge heterostructure wires. Givargizov et al. demonstrated in an early work [Giv71]
the synthesis of Si/Ge heterostructure wires produced by chemical vapor deposition using
SiCl4 and GeCl4 as precursors. In a more recent work, Wu et al. [Wu02] were able
to produce Si/SiGe heterostructure nanowires by a hybrid approach combining chemical
vapor deposition with pulsed laser deposition. In their experiments, SiCl4 was used as
gaseous silicon source. The germanium was supplied by ablating a germanium target using
a pulsed Nd:YAG laser.

Also radial heterostructures offer interesting opportunities, especially with regard to
electronic applications. Covering a nanowire with a shell material, having a larger band
gap, would confine the charge carriers to the core of the nanowire heterostructure. This
might be an interesting route to reduce the surface scattering of the charge carriers, for
example. In addition, the energetic alignment of different band gap materials might be
used to alter the electronic properties of core and shell, and to circumvent this way the
problem of doping.

The synthesis of epitaxial Si/Ge, Ge/Si, and Si/Ge/Si core-shell and core-multishell
heterostructure nanowires, respectively, has been demonstrated by Lauhon et al. [Lau02].
In a first step they synthesized silicon or germanium nanowires via a CVD process using
silane and germane as precursors and gold as catalyst. The shell material was subsequently
deposited at temperatures below the Au/Si or Au/Ge eutectic point, and annealed after-
wards. Their electrical characterization of a p-Si/i-Ge/SiOx/p-Ge heterostructure revealed
a promising performance characteristic, with a transconductance of 1.5 µA V−1.

Aiming more at optoelectronic applications, Hayden et al. [Hay05] were able to pro-
duce a Si/CdSe core-shell heterostructure nanowire that functioned as a light emitting
diode. For this purpose, single crystalline p-type silicon nanowires, grown in a CVD pro-
cess using gold as catalyst were covered with an n-type polycrystalline CdSe shell by
pulsed laser deposition. By separately contacting core and shell of a single nanowire and
applying a voltage across the pn-junction, an electroluminescence signal with a peak at
528 nm could be produced.

I.4 Doping and Electrical Properties

One issue that has not been addressed so far is the question of wanted and unwanted
impurities in silicon nanowires. As practically all semiconductor devices rely on a con-
trolled doping of the semiconductor material, clearly, a both quantitatively and spatially
controlled doping of the silicon nanowire is desirable. In principle, the vapor-liquid-solid
growth mechanism offers two possible routes to dope silicon nanowires. The easiest way,
at least from a technical point of view, is to vaccinate the Au/Si droplet with the dopant
prior to growth, i.e. to grow the nanowires with a Au/Si/dopant mixture as catalyst. Cui
et al. [Cui00] demonstrated silicon nanowire synthesis with the help of a 200:1 Au:P
mixture. They electrically characterized the thereby obtained nanowires by placing sin-
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gle nanowires on an oxidized silicon substrate and contacting them with the help of an
e-beam lithography system. They performed two-terminal measurements on the contacted
nanowires, additionally using the oxidized silicon substrate as a back-gate, by which they
applied a gate voltage. Measuring the gate voltage dependence they were able to show that
the phosphorus-doped silicon nanowires indeed behaved like highly n-doped silicon rods.
The resistivity of heavily phosphorus-doped silicon nanowires was found to be as low as
0.023 Ω cm.

The more advanced alternative doping method is to add a small amount of a gaseous
dopant precursor, like phosphine, PH3, or diborane, B2H6, to the gaseous silicon precur-
sor. This theoretically offers the possibility of varying the doping of the nanowires dur-
ing growth, by changing the partial pressure of the corresponding dopant gas. However,
sharp transitions between differently doped nanowire regions seem hard to achieve exper-
imentally, since the Au/Si droplet might act as a reservoir for the dopant atoms. Cui et
al. [Cui00] also characterized boron doped silicon nanowires that were grown by chemical
vapor deposition using silane as silicon source and diborane as dopant gas. The SiH4:B2H6

ratio was varied between 1000:1 and 2:1. The low doped silicon nanowires showed a re-
sistivity of 390 Ω cm, whereas the silicon nanowire grown with a silane to diborane ratio
of 2:1 exhibited almost metallic behavior with a resistivity of 0.007 Ω cm. From gate volt-
age dependend measurements they determined a carrier mobility of 3 cm2 V−1 s−1 for the
heavily doped nanowires. Wu et al. [Wu04b] report a mobility of 325 cm2 V−1 s−1 for
medium boron-doped nanowires, which is a mobility value comparable to that of bulk sil-
icon. Zheng et al. [Zhe04] fabricated n-doped silicon nanowires doped with phosphine as
the dopant source at a silane to phosphine ratio between 4000:1 and 500:1. The electri-
cal characterization was performed as described before, by contacting a nanowire placed
on an oxidized silicon substrate. Gate voltage dependent measurements revealed a mobil-
ity of 260 cm2 V−1 s−1 for the lightly and 95 cm2 V−1 s−1 for the heavily doped silicon
nanowires, respectively. Nebolsin et al. [Neb95] determined the resistivity of silicon wires
grown with gold, nickel, platinum, and copper as catalyst. For all four metals the resistivity
at room temperature was found to be of the order of 103 Ω cm, which is about the value of
intrinsic silicon. An electrical characterization of undoped silicon nanowires grown with
gold and zinc as catalysts was performed by Chung et al. [Chu00] and Yu et al. [Yu00].
They found that both kinds of nanowires are p-type with a resistivity of 105 Ω cm for the
Zn-catalyzed and > 103 Ω cm for the Au-catalyzed wires. To conclude, the electrical mea-
surements prove the possibility of doping silicon nanowires either using gaseous dopant
precursors or by directly adding the dopant to the catalyst droplet prior to growth. The
measured electrical properties are in overall compliance with the properties of bulk sili-
con.

Another important issue are unwanted impurities in the silicon nanowire caused by
the presence of the catalyst droplet itself. Especially for gold this is critical as gold is
known to create a very effective recombination center in silicon [Lan80]. Although this
issue was first brought up more than 40 years ago [Tho66], the question how much gold
is typically dissolved in the silicon nanowire, grown at low temperatures, has still not yet
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been satisfactorily answered. As a comparison, the analysis of InAs nanowires using a
local electrode atom probe microscope revealed an extremely high gold concentration of
the order of 1×1018 cm−3 in the InAs nanowire [Per06]. Shchetinin et al. [Shc91] have
determined a gold concentration of 3.5×1019 cm−3 in silicon wires grown at 1097 ◦C by
performing local electron-probe microanalysis. Such a concentration would exceed the
equilibrium concentration of gold in silicon at this temperature by about two orders of
magnitude [Sze81a]. If also at low growth temperatures the gold concentration in silicon
nanowires would exceed its equilibrium value by two orders of magnitude, a replacement
of gold by an alternative catalyst material may become unavoidable.
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Chapter 1

Silicon Nanowire Growth

In this chapter our experimental results on the growth of silicon nanowires will be pre-
sented. We begin with the description of the wafer cleaning procedure, the experimental
setup and the growth process. Afterwards, the epitaxial growth of silicon nanowires on
silicon substrates using gold as catalyst is demonstrated. Our experimental results, using
other catalyst materials than gold, are discussed subsequently.

1.1 Wafer Preparation

Before we come to the silicon nanowire growth itself, shortly the wafer preparation is to
be described. In most cases, low doped, <111> oriented 100 mm silicon wafers are used
as substrates. Prior to growth, the residual contamination of these wafers is reduced by
a two-step wet chemical cleaning process. In preparation of the wafer cleaning, first the
necessary equipment is cleaned. For this purpose, two wafer holders and the tweezers are
placed inside a quartz bowl and carefully rinsed with high purity water. The quartz bowl
is then filled with the RCA1 solution [Ker93] consisting of 2 l of high purity water, 200
ml of NH4OH, and 400 ml of H2O2, both of very-large-scale integration (VLSI) quality.
The cleaning solution is then heated on a hot plate (Schott SLK 2) at maximum power for
ten minutes to remove organic contaminations. Care should be taken that the temperature
of the solution does not exceed 70 ◦C, since higher temperatures lead to a degradation of
the cleaning solution and a concomitant reduction of the cleaning efficiency [Ker93]. After
pouring out the RCA1 solution, the quartz bowl and its contents are rinsed again with high
purity water. The cleaning procedure is repeated with the RCA2 solution [Ker93], that
removes residual metal contaminations. For this aim, the quartz bowl with the holders and
the tweezers inside is filled with 1.8 l of high purity water, 300 ml of concentrated HCl,
and 300 ml H2O2, both of VLSI quality, and heated on the hot plate at maximum power
for ten minutes. After pouring out the RCA2 solution, the bowl, the wafer holders, and the
tweezers are rinsed with high purity water. With this, the preparations are completed. The
wafers that are to be cleaned, usually eight or twelve, are placed in a wafer holder inside
the quartz bowl, and the cleaning procedure is repeated as described before. The wafers
are heated for ten minutes in the RCA1 solution, rinsed with high purity water, heated in
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the RCA2 solution for ten minutes, and again rinsed with high purity water. To protect the
wafers against dust particles from the ambient air, the wafers are kept immersed during and
after the cleaning process. The easiest way to remove the native SiO2 layer of the wafers is
to dip the wafers for a few seconds into hydrofluoric acid. For this purpose a Teflon bowl is
filled with 1.9 l of high purity water and 100 ml of concentrated HF (50%), corresponding
to a concentration of 2.5%. Now a pair of wafers each is dipped for thirty seconds in the
diluted HF to obtain an oxide free silicon surface. Together with the removal of the SiO2

the silicon wafer surface becomes hydrogen terminated and hydrophobic. The wafer pair is
then mounted with the polished sides face to face on a spinner, where three spacers keep the
wafers at a distance of about 1 mm. The wafer pair is rotated at about 3000 turns/min for a
few seconds to remove last HF drops from the wafer surface. Then the spacers are retracted
and the wafers are slightly pressed together. If the wafer surfaces are sufficiently clean, this
initiates a hydrophobic bonding of the wafers. The advantage of this hydrophobic bonding
of the wafers is that from the moment of the bonding on, the cleaned polished surfaces of
the wafers are protected against further dust and hydrocarbon contamination. The bonded
wafers are then transferred into the UHV system without further delay.

1.2 Experimental Setup

SiH4
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Figure 1.1: (a) Photograph of the UHV system. (b) Schematic side view of the growth chamber.
(1) Main chamber, (2) metal deposition chamber, (3) growth chamber, (4) radiative heater, (5)
mass-flow controller, (6) main valve, (7) dosing valve, (8) turbo pump, (9) antimony and boron
evaporation sources, (10) silicon wafer.

The UHV system Fig. 1.1(a) is a cluster tool, consisting of the main chamber (1), hav-
ing a base pressure around 1×10−10 mbar, and several attached side chambers, designed
for different purposes. One of the necessary side-chambers for silicon nanowire growth is
the metal deposition chamber (2), in which usually four electron beam evaporation sources
(Tectra) are mounted. They are designated to the deposition of different catalyst mate-
rials for nanowire growth, as well as to the deposition of backside metal contacts to the
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silicon wafers. The thickness of the evaporated metal layer can be controlled by a quartz
deposition controller (Inficon). After depositing the catalyst metal, gold in most cases,
the wafer can be transported in situ to the growth chamber (3). A schematic side view of
the growth chamber is shown in Fig. 1.1(b). There the wafer (10) is positioned directly
below a radiative heater (4) (Roth + Rau). This heater, designed for 100 mm wafers, ba-
sically consists of a graphite coil through which a high current is driven. To achieve a
better homogeneity of the radiated heat, a graphite plate is located between the graphite
coil and the wafer. The temperature of the heater and the ramping speed are controlled by
a PID-controller (Eurotherm 216e). The heater was calibrated using a low doped silicon
wafer of standard thickness onto which five thermocouple elements were tightly attached
at different distances from the center of the wafer. The flow of diluted silane and other
gases into the growth chamber is adjusted by an eight-channel mass flow controller (5)
(MKS Instruments 647B). In order to achieve a constant growth pressure during nanowire
growth, the main valve (6) that separates the growth chamber from the turbo pump (8)
(Pfeiffer Vacuum TMU 520 C) is closed, while the dosing valve (7) is opened just wide
enough to keep the pressure constant. The outgoing flow through the dosing valve can
be indirectly controlled via the power consumption of the turbo pump (8). As discussed
before, a doping of the nanowires can be achieved by mixing a small amount of a dopant
metal to the catalyst droplet. For this aim two evaporation sources (9) are mounted right
below the growth chamber. Antimony is deposited by an electron beam evaporation source
(Tectra), while a thermal high temperature evaporation source (MBE Komponenten, HTS)
is used for the boron evaporation.

1.3 Catalyst Deposition and Annealing

After transferring the pre-bonded wafer pairs into the UHV system, the wafers are either
stored inside the UHV system at a pressure of 1× 10−10 mbar or separated in situ for
nanowire synthesis. For the deposition of the catalyst material, one wafer is transported
into the metal deposition chamber. Usually, a layer, 0.1 nm to 0.5 nm thick, is evaporated
onto the hydrogen terminated wafer surface. After the deposition, the wafer is transported
in situ to the growth chamber for an annealing of the catalyst metal layer. An annealing of
the catalyst is the easiest method to produce a large number of separated catalyst particles,
necessary for the nanowire synthesis.

As shown in Fig. I.1(b), the characteristic feature of the Au/Si phase diagram is its low
temperature eutectic point at 363 ◦C, at temperatures significantly lower than the melting
points of pure gold, 1064 ◦C, or pure silicon, 1414 ◦C. Upon annealing the gold film at a
temperature above the eutectic temperature, silicon from the substrate will diffuse into the
gold layer, producing a liquid Au/Si alloy. In order to reduce its total surface and interface
energy, the Au/Si film will break up into a distribution of Au/Si droplets. In addition to
these droplets, a certain density of gold ad-atoms will be present on the silicon surface.
These ad-atoms can diffuse on the silicon surface. Since the larger droplets with their
smaller surface-to-volume ratio are energetically more favorable than the smaller droplets,
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gold ad-atom diffusion will lead to a net transport of gold from the smaller to the larger
droplets. Thus the larger droplets will grow at the expense of the smaller ones. This
process of particle growth is known as Ostwald ripening. A first theory of Ostwald ripening
was developed by Lifshitz and Slyozov [Lif61]; a comprehensive treatment based on their
theoretical model was presented by Chakraverty [Cha67] and Wynblatt et al. [Wyn76b,
Wyn76a]. The outcome of the model is threefold. First, the existence of a critical time-
dependent droplet radius r?(t) is predicted. At a time t, droplets that are smaller than
the critical radius r?(t) will shrink, while droplets having a radius greater than r?(t) will
increase in size. If the transition of gold ad-atoms to or from the droplets is taken to be the
rate determining step of the ripening process, the critical radius r? = 8/9 r̄, with r̄ being
the average droplet radius [Wag61]. Second, one can show that the average radius of the
distribution will increase as a power law in time

r̄(t) = r̄(0)
(

1 + κt
)1/2

[Wag61] , (1.1)

where κ is a kinetic coefficient. The third outcome is that the droplet distribution function
f(ρ), with ρ = r/r̄, becomes a time independent function in the limit t→∞. Normalized
to unity, the distribution function f(ρ) is given by [Wag61].

f(ρ) =
16ρ

27
(
1− 4ρ

9

)5 exp
( −12ρ

9− 4ρ

)
. (1.2)

This distribution is plotted in Fig. 1.2(a) as a solid line.

(a) (b)

Figure 1.2: (a) Radius distribution of Au/Si droplets after 20 minutes of annealing at different
temperatures, see also Fig. A.2. (b) Mean radius of Au/Si droplets as a function of the annealing
temperature, see also Fig. A.3.

In order to compare these theoretical predictions with experimental results, we de-
posited 0.5 nm of gold onto hydrogen-terminated silicon wafers. These wafers were an-
nealed at different temperatures for 20 minutes. At the end of the annealing time the
temperature was rapidly decreased. The distribution function was obtained by measuring
the droplet radii of overall about two thousand droplets in scanning electron micrographs.
The experimentally determined radius distribution is displayed in Fig. 1.2(a). One can see
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that the theoretical curve is in fair agreement with the experimentally obtained data. Note
that the distribution is plotted versus the dimensionless variable ρ = r/r̄ and that this dis-
guises that the mean radius r̄ varies by about a factor of six between the sample annealed
at 600 ◦C and the one annealed at 400 ◦C.

Figure 1.2 (b) shows the experimentally determined mean radii as a function of tem-
perature and an exponential fit to these data. Suppose, the temperature dependence of the
kinetic coefficient κ can be described by an exponential relation with a constant κo and an
activation energy ∆G, then the mean radius r̄ can be expressed as

r̄(t, T ) = r̄(0)
(

1 + κot exp(−∆G

kT
)
)1/2

. (1.3)

From the least square fit, shown in 1.2 (b), we could obtain the following parameters
r̄(0) = (5 ± 1) nm, κo = (1.5 ± 0.4)×105 s−1, and ∆G = (1.08 ± 0.03) eV. Using
these parameters together with equation (1.3) we can estimate the annealing times and an-
nealing temperatures that are necessary to obtain the desired mean droplet radius. Another
parameter at hand that can be used for adjusting the droplet size is the initial thickness of
the gold film. Thus by varying the initial gold thickness, the annealing temperature, and the
annealing time, we are able to adjust both the average droplet size and the droplet density
within a certain range.

1.4 Experimental Results Using Gold as Catalyst

After the annealing of the gold-covered samples, the wafer temperature is lowered to the
desired growth temperature, which is usually between 400 ◦C and 500 ◦C. The main valve
to the turbo pump and the dosing valve are closed, and the growth chamber is filled with
diluted silane (5 % in argon) till an overall chamber pressure of about 2 mbar is reached.
The silane flow during growth is usually set to 40 sccm. If the desired growth pressure is
reached, the dosing valve is slightly opened to establish a constant growth pressure, while
maintaining a continuous flow of diluted silane. This state is kept for a few to many min-
utes. Depending on the growth temperature and pressure the growth velocity varies, but
is typically of the order of 1 nm s−1. The progress of nanowire growth can be observed
through a window of the growth chamber, which is quite helpful, as the visual appearance
of the wafer changes considerably during growth. If the desired nanowire length is reached,
the silane flow is switched off and the silane remaining in the growth chamber is pumped
via the dosing valve, till a chamber pressure of 0.1 mbar is reached. Then the main valve to
the turbo pump is opened, which causes a rapid decrease of the chamber pressure to below
10−6 mbar. At last, the heating power is reduced and the wafer is cooled down to room
temperature. Figure 1.3 (a) shows a scanning electron micrograph of silicon nanowires
grown epitaxially on a (111)-oriented substrate. In this experiment 0.5 nm of gold were
deposited onto the wafer, and the wafer was annealed at the growth temperature of 450 ◦C
for 38 minutes. Silicon nanowire growth proceeded within six minutes, at a chamber pres-
sure of 2 mbar and a flow of 40 sccm of diluted silane (5% in argon). One can see that
the resulting nanowires have a relatively large diameter of 50 nm and an aspect ratio of
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Figure 1.3: (a),(d) Scanning electron micrograph of silicon nanowires grown with gold on a<111>
oriented silicon substrate. (b),(e) High resolution TEM image of a silicon nanowire grown epitax-
ially on a <111> oriented silicon substrate. (c) High resolution TEM image of the tip region of a
thin silicon nanowire.

about ten. A large percentage of the wires are grown in the [111] direction perpendicular
to the substrate surface, which is an indication for epitaxial growth. Due to the extended
annealing, the nanowires are quite homogeneous in diameter and well separated from each
other. Some of the nanowires exhibit kinks, i.e. abrupt changes in their growth direction.
This is an often observed phenomenon [Wag68] that might be related to the low growth
pressure [Oza98] or/and the low growth temperature [Wes97a]. The nanowires show only
slight tapering, if any, which is typical for silicon nanowires grown at low temperatures
with gold as catalyst. Figure 1.3 (b) shows a cross section transmission electron micro-
scope (TEM) image (Jeol 4010) of the region where a thin silicon nanowire is attached
to the substrate. Clearly, the epitaxial nature of the transition between the (111)-oriented
substrate and the nanowire can be observed. In addition, the single crystalline nature of the
silicon nanowire is apparent. This can also be seen in Fig. 1.3(c), where the gold tip and
the tip region of a silicon nanowire with 10 nm diameter is shown. Figure 1.3 (d) and (e)
show the largest and smallest nanowire we found so far. It is remarkable that the growth
process works equally well from 6 nm to about 600 nm, hence over a diameter variation
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of about two orders of magnitude. Note also the epitaxial contact to the substrate, and the
expansion at the nanowire base, visible in Fig. 1.3(e).

1.5 Using other Catalysts than Gold

Gold is the catalyst most frequently used for nanowire synthesis in general, and silicon
nanowire growth in particular. There are some criteria which make gold a well suited cat-
alyst material. The first, and maybe most important one, is related to the low temperature
eutectic point of the Au/Si phase diagram (see Fig. I.1). This allows for growth tempera-
tures as low as 360 ◦C, which becomes important, if silicon nanowire synthesis is combined
with process steps that do not allow high temperatures. Another important aspect of the
Au/Si phase diagram is the relatively high silicon solubility at the eutectic temperature.
This makes the growth process robust against fluctuations of the silicon concentration, as
will readily be shown. Let us consider a half-spherical Au/Si catalyst particle of 10 nm in
diameter. At the eutectic point the number of gold atoms in this droplet is approximately
1.5×104, compared to about 2.5×103 silicon atoms. Given the smallest possible fluctuation
of plus or minus one silicon atom, the relative concentration change will be only 0.04%.
However, suppose the silicon solubility at the eutectic point would be very small, let’s say
0.004%, like for an In/Si alloy of eutectic composition. Then a fluctuation of plus or minus
one silicon atom would cause a relative concentration change of more than 100%. This
might have severe effects on the stability of the growth process.

Another argument for the use of gold as a catalyst is the low vapor pressure at the mod-
erate growth temperatures. A re-evaporation of the catalyst material during growth can
practically be neglected. The high chemical stability of gold is an additional advantage,
especially in view of a pre-growth processing of the substrate. A patterning of the sub-
strate with a well defined arrangement of gold particles, for example, including subsequent
nanowire growth can be easily done [Wes97b].
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Figure 1.4: Ionization energies of different impurities in silicon, after [Sze81b]

On the other hand, the high chemical stability of gold is one of the most severe draw-
backs. A possible gold contamination of equipment used for a post-growth processing of
the nanowires can hardly be removed. This alone would not be that severe, if gold would
not be known to create very efficient recombination centers in silicon - a feature of special
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importance for those electronic applications, which rely on a low electron-hole recombi-
nation rate. Assuming identical electron and hole cross sections σ, the recombination rate
U of a trap is given by

U = σ
√

3kT/m∗Nt
pn− ni

p+ n+ 2ni cosh
(
Et−Ei
kT

) [Sze81b] , (1.4)

where Nt is the trap density and Et is the energy level of the trap. One can see that the
recombination rate strongly depends on the energy difference between the trap levelEt and
the band gap middle Ei, such that deep levels, located close to the band gap middle, cause
a maximal recombination rate. As shown in Fig. 1.4, gold does create such deep levels.

Therefore, especially in view of future electronic applications, it is desirable to replace
gold with a catalyst material ideally offering all the advantages of gold, but being less prob-
lematic with respect to the defects it creates. We tested six different materials - palladium,
iron, dysprosium, indium, bismuth, and aluminum. The first three are known to form metal
silicides, having melting points beyond the growth temperature that can be applied in our
system. Thus growth is presumably catalyzed by a solid catalyst particle. The last three
elements - indium, bismuth, and aluminum - are characterized by a eutectic point at low
or moderate temperatures, which in principle allows for the vapor-liquid-solid growth of
silicon nanowires.

1.5.1 Palladium

(a) (b)

600 nm

(c)

Figure 1.5: (a) Pd/Si phase diagram [Mas90b], see also Fig. A.4. (b) Top view SEM image of
growth attempt using Pd as catalyst. Inset: tilted view (80◦) SEM image of nanowires grown with
Pd as catalyst.

From the point of view of electronic compatibility, palladium is an interesting catalyst.
It only produces one electric defect, 0.34 eV above the conduction band (see Fig. 1.4). The
Pd/Si phase diagram in Fig. 1.5(a) shows different palladium silicides for temperatures be-
low 800 ◦C. The lowest temperature eutectic point is located at about 800 ◦C, a temperature
beyond the possibilities of our equipment. For the growth experiment we in situ deposited
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a thin layer of palladium onto a hydrogen-terminated (100)-oriented silicon wafer using
an electron beam evaporation source. After transferring the wafer to the growth chamber,
the wafer was annealed at 670 ◦C for ten minutes to break up the palladium film. Then the
growth chamber was flooded with diluted silane (5% in argon, 40 sccm) till a pressure of 2
mbar was reached. This pressure was kept constant for 6 min. Afterwards the silane flow
was switched off, and the chamber is evacuated. A top view scanning electron micrograph
of the sample is shown in Fig. 1.5(b). One can see that a low density of nanostructures was
obtained. Most of them show a small particle at their tip, presumably consisting of palla-
dium silicide. As shown in Fig. 1.5(c), some of these nanostructures are grown vertically
with respect to the substrate, and these might be classified as strongly tapered nanowires.

1.5.2 Iron

(a) (b)

(c)

100 nm

100 nm800 nm

Figure 1.6: (a) Top view scanning electron micrograph of silicon nanowires grown with Fe. (b)
TEM cross section image of the silicon nanowires grown with Fe. (c) EFTEM image at the Fe
L-edge; white arrows indicate the iron rich particles.

As mentioned before, one element that proved to be able to promote the growth of
silicon nanowires, is iron. But either extremely high temperatures (1200 ◦C) [Mor98], or
oxygen-rich conditions [Liu01] had to be applied. Our experiments, on the contrary, were
performed at low temperatures and in nominally oxygen-free environment. Iron was de-
posited in situ as a film of 1 nm thickness onto a hydrogen-terminated silicon wafer, using
an electron beam evaporation source. Without an intermediate annealing step, the wafer
was heated to 580 ◦C. After reaching this temperature the chamber was flooded with di-
luted silane, reaching a pressure of 2.8 mbar after two minutes. Growth was terminated
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after six minutes. As shown in Fig. 1.6(a), a large quantity of wire-like structures was
produced this way. A preferential growth direction could not be identified. In contrast to
the nanowires grown with gold, TEM investigations revealed that the wires exhibit a large
number of crystallographic defects. Growth starts with a few layers of defect free silicon.
The longer the wire grows, the greater the density of crystallographic defects becomes.
Finally, the nanowires are polycrystalline. According to the Fe/Si binary phase diagram,
a liquid phase is absent at the growth temperature, and indeed, droplet-like structures at
the tip of the wires can neither be seen in Fig. 1.6(a), nor in the cross section transmis-
sion electron micrograph (Philips CM20FEG) shown Fig. 1.6(b). However, energy filtered
TEM (EFTEM) (Fig. 1.6(c)) at the iron L-edge revealed several iron-containing, plate-
shaped particles. Analogously to the growth of silicon nanowires using titanium [Kam01]
as catalyst, the particles presumably consist of an iron silicide. In this case, growth can-
not be described by the vapor-liquid-solid mechanism, but rather by a vapor-solid-solid
mechanism.

1.5.3 Dysprosium

(a) (b)

Substrate 50 nm

3 um

Figure 1.7: (a) Top view scanning electron micrograph of silicon nanowires grown with Dy. (b)
TEM cross section image of the silicon nanowires grown with Dy.

A metal, which to our knowledge has not been reported by other groups as a catalyst for
silicon nanowire growth, is dysprosium. In our experiments 0.4 nm of dysprosium were in
situ deposited on a hydrogen-terminated silicon wafer. The wafer was subsequently heated
to the growth temperature of 630 ◦C with the silane partial pressure set to 0.15 mbar.
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The wires produced in this way are shown in Fig. 1.7(a). Most interesting are the long,
tapered, needle-like structures. Their strong tapering might be explained by an additional
overgrowth of the wire. In the cross section transmission electron micrograph shown in
Fig. 1.7(b) one can see that also the wires grown with dysprosium exhibit a large number
of crystallographic defects. Similar to iron, the Dy/Si binary phase diagram shows no
liquid phase at the growth temperature. Hence growth, catalyzed by a solid dysprosium
silicide particle, offers the most probable explanation.

1.5.4 Bismuth

(b)

1 um

(a)

Figure 1.8: (a) Bi-Si phase diagram [Mas90a], see also Fig. A.5. (b) Top view SEM of growth
attempt using Bi.

Let us now turn to the catalyst metals that are characterized by a eutectic point in the
binary metal/Si phase diagram. Bismuth is an interesting candidate for replacing gold.
The electronic level is close to the conduction band, thus bismuth would cause an n-
doping of the nanowires. As shown in Fig. 1.8(a), the Bi/Si phase diagram has a eutectic
point at 271 ◦C, which in principle would allow for silicon nanowire growth at very low
temperatures. For the growth experiments, about 1 nm of bismuth was in situ deposited
onto hydrogen-terminated <111> oriented silicon wafers by an electron beam evapora-
tion source. Different growth conditions were tested with similar outcome. Figure 1.8 (b)
shows a typical top view scanning electron micrograph of a sample that was processed at
a temperature of 510 ◦C and a pressure of 1.9 mbar. A high density of droplets with a size
of the order of 100 nm can be observed, but apparently no nanowires are present. One pos-
sible reason for the failure of the growth experiments might be the small surface tension,
σl, of the Bi/Si droplets. According to Nebolsin et al. [Neb03] the surface tension of the
liquid σl has to be greater than σs/

√
2, with σs being the surface tension of solid silicon.

This requirement is not met by a Bi/Si alloy. Also the extremely small silicon solubility at
500 ◦C might be a possible cause for the failure of the experiments.
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(b)(a)

Figure 1.9: (a) In-Si phase diagram [Mas90b], see also Fig. A.6. (b) Top view SEM of growth
attempt using In.

1.5.5 Indium

The characteristic of the binary In/Si phase diagram, shown in Fig. 1.9(a), is similar to
the Bi/Si phase diagram, as it also exhibits a low temperature eutectic point at 180 ◦C at
a very low silicon concentration. But in contrast to bismuth, indium creates an electronic
level in silicon that is located 0.16 eV above the valence band edge, thus causing a p-
doping of the nanowires. Different growth conditions were tested, yet without success.
The result presented in Fig. 1.9(b) was obtained with about 4 nm of indium, deposited onto
a hydrogen-terminated (111) silicon wafer. We used a growth temperature of 570 ◦C and a
pressure of 1.8 mbar. Figure 1.9 (b) exhibits a distribution of large droplets, but no silicon
nanowires can be found. Like for bismuth, the small indium surface tension might account
for the failure of the experiment. As previously discussed, also the low silicon solubility at
the growth temperature could have prevented the growth of nanowires.

1.5.6 Aluminum

Aluminum is probably the most promising candidate for the replacement of gold as cata-
lyst for silicon nanowire synthesis, as the Al/Si phase diagram (see Fig. 1.10(a)) exhibits
the closest similarity to the Au/Si phase diagram. Like this, it is of the simple eutectic type,
with a single eutectic point located at a moderate temperature of 577 ◦C. Also the silicon
concentration of 12% is comparable to the silicon concentration of 19% at the Au/Si eutec-
tic point. However, regarding the electronic properties, aluminum offers great advantages
compared to gold. Aluminum creates an electronic defect 0.067 eV (see Fig.1.4) above the
valence band edge such that nanowires grown with aluminum would be p-doped. The most
important argument in favor of aluminum is that it is compatible with existing electronics
fabrication technology.

In our experiments we deposited about 1 nm of aluminum, using a thermal evaporation
source, in situ onto a hydrogen terminated (111)-oriented silicon wafer. After heating the
wafer to a temperature of 510 ◦C, the silane flow (40sccm 5% in argon) was switched
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on. Three minutes later, at a chamber pressure of 4.3 mbar, the wafer temperature was
increased to 620 ◦C. Directly after reaching this temperature, a change of color of the
wafer could be observed. Temperature and pressure were kept constant for another 16
minutes. A tilted scanning electron micrograph of the resulting nanowires is displayed in
Fig. 1.10(b). The silicon nanowires are strongly tapered and facetted, showing a three-fold
symmetry and in addition a particle at their tip. The SEM image shown in Fig. 1.10(d)
gives a better impression of the shape of the nanowires. Interesting are the well defined
surface planes, which we, however, could not clearly identify yet. The TEM image (Philips
CM20) of Fig. 1.10(c), shows a cross section of the sample that was cut with respect to the
vertical image axis of Fig. 1.10(b). Therefore the left flank of the nanowire appears at a
steeper angle than the right flank. One can see that the nanowires are grown epitaxially on
the silicon wafer and that they are single crystalline, exhibiting only few defects. Recent
experiments indicate that both the tapering and the diameter of the silicon nanowires grown
with the help of aluminum can be strongly reduced by optimizing the growth conditions.

(a) (b)

(d)(c)
Al

Si

500 nm200 nm

Figure 1.10: (a) Al-Si phase diagram [Mas90a], see also Fig.A.7. (b) Tilted view (24◦) SEM image
of silicon nanowires grown with Al. (c) TEM cross section image of the silicon nanowires grown
with Al. (d) Tilted view (80◦) SEM image of silicon nanowires grown with Al.
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1.6 Conclusions of Chapter 1

To conclude, we have seen that gold is a well suited catalyst for silicon nanowire growth
at moderate temperatures. By choosing the proper annealing conditions, both the aver-
age diameter and the density of the Au/Si alloy particles can be adjusted. The resulting
nanowires are usually single crystalline and grown epitaxially on the substrate. In addition,
different metals have been tested with regard to their ability of replacing gold as catalyst
for nanowire growth. Palladium, iron, and dysprosium proved to be able to catalyze the
growth of silicon nanowires at temperatures around 600 ◦C. However, the crystalline qual-
ity of the nanowires synthesized with the help of iron and dysprosium was rather poor.
Silicon nanowire growth with the help of bismuth and indium did not succeed, at least in
the parameter range we tried. The most promising alternative to gold seems to be alu-
minum, with which nanowires of high crystalline quality can be produced at temperatures
around the eutectic point of the Al/Si alloy.
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Chapter 2

Diameter Dependence of the Growth
Velocity

A possible integration of epitaxially grown silicon nanowires into a complex device archi-
tecture necessarily demands a high level of control over the nanowire morphology. One
has to be able to control the nanowire length, diameter, and growth direction simultane-
ously; and ideally independently of each other. However, a well-defined nanowire mor-
phology cannot be achieved without a fundamental understanding of the factors that deter-
mine length, diameter, and growth direction of the nanowires. Particular attention has to
be payed to possible inter-dependencies between these three parameters, as this of course
limits the parameter space.

This chapter and the two chapters following thereupon, each deal with one specific fun-
damental aspect of the length, the diameter, and the growth direction of silicon nanowires.
In Chapter 3 the diameter of epitaxially grown silicon nanowire is considered. Although the
diameter is basically constant over almost the entire length, the base of the nanowire, that
is the region where the nanowire is attached to the substrate, exhibits a diameter expansion.
We will demonstrate that the origin of this expansion is directly related to the vapor-liquid-
solid (VLS) mechanism, and that the equilibrium mechanics of the liquid catalyst droplet
in the initial stage of growth accounts for the shape of this expansion. Chapter 4 deals with
the diameter dependence of the crystallographic growth direction. We present experimen-
tal results proving that the crystallographic growth direction of epitaxially grown silicon
nanowires is diameter-dependent and propose a model for this diameter dependence.

In this chapter we focus on the nanowire length, or - more accurately speaking - on
the main factor that determines the nanowire length - the growth velocity. The nanowire
growth velocity is known to be diameter-dependent, a phenomenon related to the Gibbs-
Thomson effect. However, we will see in the course of this chapter that the influence of
the Gibbs-Thomson effect on the growth velocity is more subtle than usually expected, as
the diameter dependence of the growth velocity is strongly affected by the applied growth
conditions.
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2.1 Introduction

A schematic of the vapor-liquid-solid (VLS) growth mechanism, the most widely used
approach for the synthesis of silicon nanowires, is shown in Fig. 2.1(a). The essential in-
gredient for this technique is a liquid metal/silicon alloy droplet that enables the growth
of rod-like structures. The necessary silicon for the nanowire growth is usually supplied
by a gaseous silicon precursor like silane, SiH4, or silicon tetrachloride, SiCl4. Due to
the larger sticking coefficient of the droplet, compared to the bare silicon surface, uni-
directional growth is favored. At the droplet surface, the silane molecules are cracked,
and the resulting silicon atoms are incorporated in the droplet. There they diffuse through
the droplet to the liquid-solid interface at the bottom of the droplet, where they form the
silicon nanowire. Thus, the vapor-liquid-solid mechanism of silicon nanowire growth ba-
sically consists of three steps, see Fig. 2.1(a). First, the adsorption and cracking of the
Si precursor at the surface of a liquid metal/Si alloy droplet (i); the thereby produced Si
is incorporated in the droplet at a rate ρinc [mol/unit time]. Second, the diffusion of Si
through the droplet (ii). And third, the crystallization of the Si nanowire at the liquid-solid
interface (iii), proceeding at a rate ρcry [mol/unit time].

Especially in the 1970s several authors [Giv75, Boo71, Wey78] discussed, which of
these three steps is rate-determining for the VLS growth, and just recently this topic was
brought up again [Kod06]. Only the diffusion step can be excluded with a high probability,
since for droplets of microscopic dimensions, diffusion through the liquid alloy is too fast
as to be rate determining. Bootsma and Gassen [Boo71], mainly in view of the pressure
dependence of the growth velocity, favored step one, the incorporation step. In contrast
to this, Givargizov [Giv87b] took the opinion that the crystallization of the nanowire at
the liquid-silicon interface is rate determining. His main argument was that the growth
velocity depends on the crystallographic growth direction, which, from his point of view,
could only be explained if step number three is taken to be the rate determining one.

Yet, this discussion, whether ρinc or ρcry is rate determining, does not account for the
full complexity of the problem. First of all, the influence of the growth parameters, e.g.
silane pressure or temperature, on the rate balance is not considered. One cannot exclude
a priori that for one parameter range one step is rate determining, whereas for another
parameter range, the other. Furthermore, both rates are implicitly dealt as independent
processes - an assumption, which is most likely unjustified, as both ρinc, and ρcry probably
depend on the silicon chemical potential of the liquid droplet. In this case, both processes
could interact with each other via this chemical potential. In a steady state situation, where
ρinc equals ρcry, the silicon chemical potential of the droplet needs to adjust in a way that
both rates level out. As a consequence of this, we are generally facing a situation where
the interplay of both rates determines the growth velocity instead of one rate.
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Figure 2.1: (a) Schematic of the VLS mechanism: (i) incorporation, (ii) diffusion, (iii) crystalliza-
tion. (b) Chemical potentials (CPs): µso = CP of the Si substrate, µv = CP of the Si vapor, µs =

CP of the Si nanowire, µvl = CP difference between the Si vapor and the liquid droplet, µls = CP
difference between the liquid droplet and the Si nanowire, ξ = CP difference between the Si vapor
and the Si nanowire.

2.2 Definitions and Experimental Results

We only consider the silicon chemical potentials. As a refence point we choose the chem-
ical potential of the substrate µso, which is fixed by the boundary conditions. Also fixed
by the boundary conditions is the chemical potential of the vapor µv. Due to the surface
contribution to the Gibbs free energy, the chemical potential of a nanowire of radius r is
increased by an amount proportional to the surface to volume ratio, to the specific surface
energy of the nanowire, σs ≈ 1.24 J m−2 [Jac63], and to the molar volume of solid silicon,
Ωs ≈ 12 cm3/mol. This is the so-called Gibbs-Thomson effect, sometimes also referred
to as Laplace-Young effect. Thus, the chemical potential of a silicon nanowire µs with
respect to the silicon substrate can be expressed as

µs =
Cs

r
[Def66, Tan04], (2.1)

with Cs defined as Cs = 2Ωsσs. A similar relation holds for µl, the chemical potential of
the liquid metal/silicon droplet

µl = µlo +
C l

R
. (2.2)

Here, R is the droplet radius and µlo is the chemical potential of a droplet of infinite size.
The constant C l = 2Ωlσl, with σl and Ωl being the surface tension and the molar volume
of the liquid alloy. As shown in Fig. 2.1, µvl and µls are the chemical potential differences
between the vapor and the liquid droplet, and between the liquid droplet and the silicon
nanowire, respectively. The quantity ξ is defined as the chemical potential difference be-
tween vapor and silicon nanowire. According to their definitions, these three quantities
have to fulfill the following relation

ξ = µvl + µls . (2.3)
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Figure 2.2: Diameter dependence of the growth velocity; all experiments performed with SiCl4
as precursor. (a) Growth velocity v as a function of the wire diameter d; SiCl4 pressure increases
from 1 to 4; after [Giv75], see also Fig. A.8. (b)
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1/d; after [Giv75], see also Fig. A.9. (c) v as a function of d; temperature 1000 ◦C to 1100 ◦C; 1)
SiCl4:H2 = 0.9% 2) SiCl4:H2 = 0.95%; after [Wey78], see also Fig. A.10. (d) v as a function of d;
temperature: 1) 1027 ◦C, 2) 1047 ◦C, 3) 1067 ◦C, 4) 1087 ◦C, 5) 1107 ◦C; after [Neb05], see also
Fig. A.11.

After these preparatory works, let us come back to the diameter dependence of the growth
velocity. Figure 2.2 shows some experimental observations of the growth velocity of sil-
icon nanowires produced via the VLS growth mechanism using different catalysts. The
diameter dependence of the growth velocity of silicon nanowires grown with SiCl4 as
precursor and gold as catalyst was measured by Givargizov [Giv75]. His experimental
results are reproduced in Fig. 2.2(a). He observed an increase of the growth velocity for in-
creasing nanowire diameters, which he explained [Giv75] by the radius dependence of µs,
according to equation (2.1). He argued that the growth velocity directly correlates with the
supersaturation of the droplet, i.e. the chemical potential difference between liquid droplet
and silicon nanowire. The increase of µs, according to equation (2.1), leads to a decrease
of the supersaturation by an amount 2Ωsσs/r, and this term is directly responsible for the
diameter dependence of the growth velocity. However, we will see later on that this result
is only valid in the limit where the crystallization rate determines the growth velocity.

In his work [Giv75], Givargizov also presented results on the radius dependence of
the growth velocity using other catalyst materials than gold (see Fig. 2.2(b)). His growth
experiments with platinum, nickel, and palladium agree with the gold observations inas-
much as they also show an increase of the growth velocity with increasing diameter.
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Furthermore, note that according to Fig. 2.2(a) the growth velocity increases with in-
creasing SiCl4 partial pressure. Although this is the usual and expected behavior (see
[Boo71, Giv75, Wes97a, Lew03]), it is emphasized here, as this point will later on turn out
to be important.

Interestingly, the experimental results of Weyher [Wey78] (Fig. 2.2(c)) with Pt as cat-
alyst show an opposite radius dependence compared to the Pt results of Givargizov, see
Fig. 2.2(b). Since the catalyst is the same, one has to conclude that either the different
growth conditions and/or the different radii of the silicon wires are responsible for the ob-
served difference in behavior. In any case, it demonstrates that the radius dependence of
the growth velocity is a more complex phenomenon than usually expected.

Another important aspect, considering the gold results of Fig. 2.2(a) and the platinum
results of Fig. 2.2(c), is that not only the radius dependence, but also the pressure depen-
dence differs. In Fig. 2.2(c), the growth velocity decreases with increasing pressure, which
is a rather odd behavior; usually one would expect the opposite [Boo71, Giv75, Wes97a,
Lew03]. A possible explanation can be found by considering the adsorption and cracking
efficiency of the metal alloy droplet. For a low vapor pressure, it is expected that the num-
ber of incoming silicon atoms ρinc per unit time increases with the partial pressure of the
precursor gas; simply because more atoms hit the droplet surface per unit time. However,
this relation can not hold in the limit of infinite precursor gas pressures. From some point
on, the number of impinging precursor gas molecules and the number of resulting silicon
atoms will be higher than what the droplet can incorporate at a time. The surface concen-
tration of silicon atoms at the droplet surface will reach a point where the adsorption and
cracking efficiency of the droplet starts to degrade. As a consequence, the incorporation
rate of silicon atoms, expressed as a function of the precursor gas pressure, is expected to
exhibit a maximum at high pressures.

One experimental observation that has not been discussed so far is the most unusual
decrease of growth velocity with increasing temperature, shown in Fig. 2.2(d). However,
considering that a temperature increase, similar to a pressure increase, increases the sil-
icon supply (e.g. due to the higher SiCl4 cracking efficiency), the analogy between the
anomalous pressure dependence of Fig. 2.2(c) and the anomalous temperature dependence
of Fig. 2.2(d) becomes apparent.

2.3 Theoretical Model

The first assumption of our model is that surface diffusion of silicon ad-atoms can be ne-
glected. Furthermore, we assume that the diffusion of silicon through the liquid metal alloy
droplet is sufficiently fast as not to influence the growth velocity, and that we can there-
fore concentrate on the interplay of the crystallization and incorporation rate, ρcry(µls)
and ρinc(p, µvl), respectively. We assume that the incorporation rate ρinc(p, µvl) depends
on both the pressure p and on the chemical potential difference between vapor and liquid,
µvl = µv − µl. The pressure dependence is caused by the pressure-dependent impinge-
ment of precursor molecules, whereas the µvl dependence is related to the cracking of the
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precursor.
In addition, it is obvious that the incorporation rate ρinc is proportional to the droplet

surface area, which in turn is proportional to the cross section area πr2 of the nanowire.
Thus dividing ρinc by the nanowire cross section area πr2 should give a quantity, which
does not directly depend on the nanowire radius. Additionally multiplying with Ωs, the
molar volume of solid silicon, defines the incorporation velocity

α(p, µvl) =
ρinc(p, µ

vl)Ωs

πr2
. (2.4)

We assume that the velocity α(p, µvl) is radius-independent for constant µvl. In a similar
way, one can define the velocity ω(µls)

ω(µls) =
ρcry(µ

ls)Ωs

πr2
, (2.5)

that reflects the crystallization process at the liquid-solid interface. Also ω(µ ls) is assumed
to be radius-independent for constant µls. Under steady state conditions, it is clear that the
ρinc has to equal ρcry, and we assume that the supersaturation µls adjusts in a way to level
both rates out. This value of µls where both rates equal each other defines the steady state
supersaturation ∆µ. In addition, it is obvious from the above definitions (2.4) and (2.5)
that a steady state situation implies an equality of the above defined velocities α and ω.
This defines the steady state growth velocity

v = ω(∆µ) = α(p, ξ −∆µ) , (2.6)

where we used equation (2.3) to express µvl in terms of ξ and µls. This situation is schemat-
ically depicted in Fig. 2.3, where ω(µls) and α(p, µls − ξ) intersect at ∆µ. Note that in
Fig. 2.3 α(p,−µvl) is plotted instead of α(p, µvl), which means that the α-curve is flipped
with respect to the vertical-axis.

As discussed before, at not too high pressures the incorporation velocity α(p, µvl) is
expected to increase with increasing pressure, or equivalently with increasing µvl. Due to
the degradation of the adsorption efficiency, α(p, µvl) is assumed to exhibit a maximum;
both if expressed as a function of p as well as if expressed as a function of µvl. This is the
point, where the adsorption efficiency of the droplet surface starts to decrease. If µvl or
the pressure is increased further, the incorporation velocity α(p, µvl) starts to decrease, as
indicated by the experimental data of Fig. 2.2(c).

Figure 2.3 schematically depicts the incorporation velocity α(p, µls − ξ) and the crys-
tallization velocity ω(µls) as a function of the supersaturation µls. The crystallization ve-
locity ω(µls) is assumed to be a monotonously increasing function of µls. The grey curve
in Fig. 2.3 is a schematic of the incorporation velocity α(p, µls − ξ) for a specific wire ra-
dius ro. The intersection point of α(p, µls − ξ) and ω(µls) defines the steady state growth
velocity vo and the steady state supersaturation ∆µo for this radius ro. If the radius is de-
creased from ro to r, the α-curve is shifted to the left by an amount δξ = C s/ro − Cs/r.
Consequently also the position of the intersection point changes. The steady state growth
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ω(µls) as a function of the droplet supersaturation nanowire µls; α(p, µls − ξ) is given for two
different radii, ro (gray curve) and r.

velocity v and the supersaturation ∆µ change by an amount δv and δ∆µ, respectively.
If the shift δξ is sufficiently small, i.e. considering large radii, we can locally expand
α(p, µls − ξ) and ω(µls) in a Tailor series expansion to first order around the intersection
point at µls = ∆µo

ω(µls) = ωo + ω1 ·
(
µls −∆µo

)
(2.7)

α(p, µls − ξ) = αo + α1 ·
(
(µls −∆µo)− (ξ − ξo)

)
. (2.8)

Here α1 = ∂α/∂µls|µls=∆µo and ω1 = ∂ω/∂µls|µls=∆µo are the slopes at µls = ∆µo.
Using the steady state conditions µls = ∆µ, ωo = αo = vo, and ω(∆µ) = α(p,∆µ − ξ)
we can solve for the steady state supersaturation ∆µ

∆µ = ∆µo −
α1

ω1 − α1
(ξ − ξo) (2.9)

A good starting point for the expansion is the intersection point for infinite wire radius,
because we already know that in this limit ξ − ξo = −Cs/r and ∆µo = µlo. So we finally
end up with the following expressions for the steady state supersaturation

∆µ = µlo +
α1

ω1 − α1

2Ωsσs

r
, (2.10)

and the steady state growth velocity

v = vo +
ω1 α1

ω1 − α1

2Ωsσs

r
. (2.11)

One can see that finally both the steady state supersaturation and the steady state growth
velocity becomes radius-dependent, and that in addition the steady state supersaturation
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∆µ and the steady state growth velocity v depend on the slopes α1 and ω1. Regarding this,
different cases have to be discussed.

Let is first concentrate on the limiting cases where either the incorporation or the
crystallization step determines the growth rate. A scenario where only the incorporation
rate determines the growth velocity corresponds to ω1 → ∞. In this limit, the steady
state supersaturation is radius-independent and the steady state growth velocity becomes
v = vo+α1(2Ωsσs/r). Thus the growth velocity additionally depends on α1. Considering
the usual case where the incorporation rate increases with increasing pressure, i.e. α1 < 0,
this leads to an increase of the growth velocity with increasing radius.

In the other limiting case, α1 →∞, corresponding to a situation where the crystalliza-
tion step is rate determining, the steady state supersaturation becomes ∆µ = µlo−2Ωsσs/r.
This agrees with the result derived by Givargizov, see [Giv75]. Using equation (2.11), the
steady state growth velocity in the limit α1 →∞ is given by v = vo − ω1(2Ωsσs/r). For
ω1 > 0 this that the velocity would increase with increasing radius.
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So both limiting cases, assuming α1 < 0 and ω1 > 0, would lead to an increase of the
growth velocity with increasing radius. Hence the discussion which step is rate determining
alone can not account for the complex behavior, shown in Fig. 2.2, where both a decrease
and an increase of the growth velocity can be observed. The fact that both behaviors are
observed has to do with the prefactor Γv = (ω1α1)/(ω1 −α1) of the Gibbs-Thomson term
in equation (2.11), which, depending on the signs and magnitudes of α1 and ω1, can be
either positive or negative. Using this definition, the steady state growth velocity can be
expressed as

v = vo + Γv
2Ωsσs

r
. (2.12)

With respect to the sign of Γv we can distinguish between two cases. The first case, α1 < 0

ω1 > 0, also shown schematically in Fig.2.4(a), applies to nanowire growth at not too high
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vapor pressures. The prefactor Γv is negative, thus the velocity increases with the radius,
as indicated by the experimental results of Fig. 2.2(a) and Fig. 2.2(b). That the intersection
point is indeed located on the right-hand side of the maximum of α(p, µls − ξ) can be
deduced from the pressure dependence. The effect of a pressure increase on the growth
velocity is twofold. One the one hand, a pressur increase, leads to an increase of the
chemical potential of the vapor µv , which shifts the α-curve to the higher µls values. If
the intersection point, like shown in Fig. 2.4(a), is located on the right-hand side of the
α-curve maximum, such a curve shift leads to an increase of the growth velocity. This
effect should be even augmented by the direct pressure dependence of α(p, µls−ξ), which
is caused by the pressure-dependent inpingement rate of precursor molecules. So we can
expect an increase of the growth velocity with increasing pressure, which is consistent with
the experimental results, presented in Fig. 2.2(a).

The second case, ω1 > 0 and ω1 > α1 > 0, applies to high growth pressure, and
is shown schematically in Fig. 2.4(b). The prefactor Γv is positive in this case so that
according to equation (2.12) the growth velocity should decrease with increasing radius,
which can be seen in Fig. 2.2(c) or Fig. 2.2(d). Due to the high pressure, the α-curve is
strongly shifted to the right, so that the intersection point can now be found on the left-
hand side of the maximum. A pressure increase would shift the α-curve even further to
the right, causing a further decrease of the growth velocity. Since the adsorption efficiency
already started to degrade, the direct pressure dependence of α(p, µvl) should increase this
effect, so that we can expect a decrease of the growth velocity with incresing pressure. The
experimental data, presented in Fig.2.2(c), exhibit exactly this anomalous kind of behavior.

To summarize briefly the above results, we can distinguish between two cases; the
usual growth case, where the growth velocity increases with increasing pressure and in-
creasing radius (see Fig. 2.4(a), Fig. 2.2(a),(b)); and the anomalous case, where both, a
pressure and a radius increase lead to a decrease of the growth velocity (see Fig. 2.4(b),
Fig. 2.2(c),(d)). Both cases can be conclusively explained in terms of our model.

Our model might also be applied to the case where the incorporation rate is independent
of the supersaturation, i.e. α1 → 0. As pointed out by Kodambaka et al. [Kod06] this
might be the cause for the radius independence of the growth velocity, they observed in
their experiments using disilane as precursor at very low pressures (10−8 − 10−5 Torr).
One can see from equation (2.11) that the radius dependence of the growth velocity indeed
vanishes, if the incorporation rate is taken to be independent of the supersaturation (α1 →
0).

One issue that has not been addressed so far is the maximum of the growth velocity
that some of the experimental data sets, shown in Fig. 2.2(c) and Fig. 2.2(d), seem to ex-
hibit at small radii. In order to understand this qualitatively, it is instructive to go one step
beyond the linear approximation. We assume that the maximum of the α-curve is suffi-
ciently smooth so that we can expand α(p, µls − ξ) to second order around the maximum
located at ∆µo. In addition, we assume that a linear expansion gives a sufficiently accurate
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description of ω(µls) in the region close to the intersection point.

ω(µls) = ωo + ω1 ·
(
µls −∆µo

)
(2.13)

α(p, µls − ξ) = αo + α2 ·
(
(µls −∆µo)− (ξ − ξo)

)2
. (2.14)

Using the steady state conditions µls = ∆µ, ωo = αo, and ω = α = v, we can eliminate
∆µ−∆µo and solve for the steady state growth velocity v

v(r) = vo +
ω1

2α2

{
ω1 + 2α2

(Cs
ro
− Cs

r

)
−
√
ω2

1 + 4α2ω1

(Cs
ro
− Cs

r

) }
. (2.15)
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Figure 2.5: Dataset No
¯ 2 of Fig. 2.2(c) after Weyher [Wey78] and calculated fit using equation

(2.15) and the following parameters: Cs = 30 Jmol−1 µm, ro = 3µm, vo = 615µm h−1, ω1 =

33.6µm h−1 mol J−1, α2 = −0.88µm h−1 mol2 J−2, see also Fig. A.12.

In Fig. 2.5, the steady state growth velocity v(r) is plotted together with the experi-
mental dataset 2 of Fig. 2.2(c). Taking the material constants to be σ = 1.24 J m−2 [Jac63]
and Ωs = 1.2×10−5 m3 mol−1 leads to Cs = 30 Jmol−1 µm. Assuming that according
to Fig. 2.2(c) the maximal growth velocity of vo = 615µm h−1 is located at ro = 3µm,
we can find best agreement with the experimental data for the following fit parameters:
ω1 = 33.6µm h−1 mol J−1, α2 = −0.88µm h−1 mol2 J−2. Like the α-curve, the calcu-
lated steady state velocity also exhibits a maximum, which could be expected, since we
are somehow probing the α-curve with the steeper ω-curve. For radii greater than ro the
calculated steady state growth velocity of Fig. 2.5 is in good agreement with experiment,
which underscores the validity of our model. Only for radii smaller than ro the calculated
velocity curve shows a sharp decrease and does not reproduce the experimental data. This
is because in deriving equation (2.15), we assumed that we can approximate the α-curve
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in the vicinity of its maximum by a parabola. However, due to the 1/r dependence of the
supersaturation, this approximation becomes invalid if the radius is consideraby smaller
than ro. This decreased validity of equation (2.15) is indicated in Fig. 2.5 by the fading out
of the curve.

Furthermore note that our results cannot be directly applied to growth experiments,
where, due to surface diffusion for example, the silicon supply is by itself strongly radius
dependent [Sei04, Sch04, Joh05].

2.4 Conclusions of Chapter 2

To conclude, considering the silicon incorporation process at the droplet surface, the crys-
tallization process at the liquid-solid interface, and the Gibbs-Thomson effect, we derived
expressions for the radius dependence of the steady state growth velocity v. Our model
showed, that the diameter dependence of this velocity v is not determined by material
constants alone, as expected from the Gibbs-Thomson effect, but in addition also depends
on the derivatives α1 and ω1 of the incorporation and crystallization velocities α and ω
with respect to the supersaturation µls. These derivatives α1 and ω1 give an additional
prefactor to the Gibbs-Thomson term, which strongly influences the radius dependence of
the steady state growth velocity. The seemingly contradictory experimental observations
can be explained by a sign change of this prefactor, caused by a sign change of α1. A
sign change of α1 does not only affect the radius, but also the pressure dependence of the
growth velocity. Thus a consistent explanation could also be given to the phenomenon that
an anomalous pressure dependence of the growth velocity coincides with an anomalous
radius dependence.
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Chapter 3

Expansion of the Nanowire Base and
the Influence of the Line Tension

The previous chapter gave account of the diameter dependence of the growth velocity, or
the length, of silicon nanowires. This chapter somehow treats the reverse subject: the di-
ameter of silicon nanowires grown epitaxially via the vapor-liquid-solid (VLS) mechanism
as a function of the nanowire length. It is found that the diameter, instead of being constant
over the entire length of the nanowire, is larger at the nanowire base, where the nanowire is
attached to the substrate. We will show that this expansion of the nanowire base is a direct
consequence of the VLS growth mechanism and that it results from the balance of forces
acting on the liquid catalyst droplet. Considering the equilibrium condition for the con-
tact angle of the droplet, we will derive a model for epitaxial silicon nanowire growth via
the VLS mechanism that can be used to numerically calculate the shape of this expansion
[Sch05c]. In addition, our model also considers the line tension of the triple-phase line and
its effect on the final nanowire shape.

3.1 Introduction

It has often been stated that the diameter of the nanowires grown via the VLS mecha-
nism is determined by the size of the droplet. This is undoubtedly true, but it does not
necessarily imply that the diameter of the nanowire is constant. In fact, the diameter of
epitaxially grown silicon nanowires is larger close to where they are attached to the sub-
strate [Wag65, Shc90, Neb96, Wak99]. One first guess would be that this larger diame-
ter is simply created by an overgrowth of the nanowire. However, an overgrowth alone
does not provide a sufficient explanation for the observed phenomenon, for two reasons.
The first reason, also put forward by Givargizov [Giv87c], is that the phenomenon of a
larger diameter of the nanowire base occurs independently of the growth temperature. An
overgrowth requires the supply of silicon, either directly from the vapor and/or by sur-
face diffusion. Both mechanisms are strongly temperature dependent. Thus the diameter
enlargement of the nanowire base should be considerably reduced at lower temperatures,
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Figure 3.1: (a) HR-TEM image of the nanowire base. (b) TEM image of the nanowire base

which is not the case. The second reason is that the diameter enlargement of the nanowire
base scales with the diameter of the nanowire. This can be seen in Fig. 3.1. Figure 3.1 (a)
shows a high-resolution cross-section transmission electron micrograph of one thin silicon
nanowire grown epitaxially on a (111) oriented silicon substrate. Within a distance of about
twice the nanowire diameter, the diameter expands by almost a factor of two. A similar
behavior can be seen Fig. 3.1(b), which shows a transmission electron micrograph of the
base of a nanowire with much larger diameter. Although both nanowires are grown under
similar growth conditions, the expansion of the nanowire base is of totally different magni-
tude in absolute numbers, but comparable, if expressed in units of the nanowire diameter.
If in contrast, the diameter increase at the nanowire base were only due to an overgrowth
of the nanowire, one would expect the absolute magnitude of the expansion to be more
or less diameter-independent. These arguments show that the larger base diameter can
not be explained by an overgrowth of the nanowire alone. Nevertheless, surface diffusion
and vapor-solid growth do have a certain influence on the shape of the nanowire expan-
sion [Wag67]. A faceting of the nanowire base expansion, for example, is often observed,
especially at elevated temperatures [Wey78, Tho66].

3.2 Surface Thermodynamics

Before actually deriving our model, let us first take a look at the initial conditions of silicon
nanowire growth. We assume that the silicon nanowires are grown vertically on a flat
silicon surface, that gold is used as the catalyst material, and that growth takes place via
the VLS mechanism. Nanowire growth starts from a Au/Si alloy droplet, sessile on the
silicon surface, so that the initial conditions for growth are determined by the properties
of this Au/Si alloy droplet. A scanning electron micrograph of Au/Si droplets on a flat
silicon surface is shown in Fig. 3.2(a). One can see that the sessile droplet is relatively flat,
the contact angle, though temperature dependent, being about 45◦ [Res03]. The contact
angle of a sessile droplet on a flat surface (see Fig. 3.2(b)) is determined by the balance of
forces, as schematically shown in Fig. 3.2(c). Here σl, σls, and σs are the surface tension
of the droplet surface, the liquid-solid interface tension, and the silicon surface tension,
respectively. The droplet has a contact area of radius r0 and a contact angle β0. The
curvature radius R of the droplet can be expressed as R = r0/ sin(β0). The only way
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Figure 3.2: (a) Scanning electron micrograph [Res03] of Au/Si eutectic droplets on Si at 400 ◦C. (b)
Schematic of a Au/Si-eutectic droplet sessile. (c) Surface forces and their horizontal components;
r0=interface radius, β0=contact angle, σl=liquid surface tension, σls=liquid-solid interface tension,
σs=solid surface tension, τ=line tension.

the Au/Si alloy droplet, as it is shown in Fig. 3.2(b), can equilibrate is by increasing or
reducing its radius r0. In equilibrium, the droplet is expected neither to expand, nor to
shrink, which means that the horizontal components of the surface forces created by the
surface tensions, and the line tension have to cancel out. This is schematically depicted in
Fig. 3.2(c). This condition of a vanishing horizontal force component relates the contact
angle β0 to the surface tensions and the line tension τ , leading to the modified Young’s
equation [Row02a]

σl cos(β0) = σs − σls −
τ

r0
. (3.1)

It is called modified, because a line tension contribution has been added to Young’s equa-
tion, as suggested by Pethica [Pet61] and Widom [Wid95]. The idea of a line tension was
first brought up about hundred years ago by J. W. Gibbs [Gib61]. He pointed out that the
contact line, where three phases meet, can be treated alike a dividing surface between two
phases, and that correspondingly a specific line energy must be assigned to this contact
line. A surface tension is defined as the excess free energy per unit area of the dividing
plane separating two phases. Analogously, the line tension is defined as the excess free en-
ergy per unit length of the dividing line separating three separate phases. The only place,
where in our case three phases meet, is the outer rim of the droplet. Here the liquid, the
solid, and the vapor phase define the triple phase line.

If the problem of a droplet on a flat surface is to be described in the most general way,
a line tension contribution has to be taken into account. However, as the line tension is
proportional to r−1

0 , i.e. to the curvature of the triple phase line, it is usually neglected if
macroscopic systems are considered. The absolute value of the line tension is estimated to
be between 1×10−11 J m−1 and 1×10−9 J m−1 [Row02b]. In contrast to the surface tension,
which can only take positive values, the line tension can either be positive or negative. The
reason is that a negative surface tension would give a non-physical solution. An increase of
the surface area would reduce the energy, such that the equilibrium solution of the problem
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would literally explode. This is not the case for a negative line tension, because an increase
of the length of the triple-phase line is accompanied by an increase of the surface area. For
small line tension values, the positive surface tensions will over-compensate the negative
line tension contribution, so that the solution itself remains physical.

(b)

(c)

(a)
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Figure 3.3: (a) Scanning electron micrograph of nanowires in the initial stage of growth. (b)
Schematic of the initial stage of nanowire growth. (c) Surface forces and their horizontal com-
ponent; r=interface radius, β=contact angle, σl=liquid surface tension, σls=liquid-solid interface
tension, σs=solid surface tension, τ=line tension.

In the initial stage of VLS silicon nanowire growth, the shape of the catalyst droplet
changes. A SEM image of silicon nanowires in their initial stage of growth is shown in
Fig.3.3(a). It can readily be seen that the droplets, sitting on the short and tapered nanowire
stumps, are much more spherical then the ones of Fig. 3.2(a). In Fig. 3.3(b) a nanowire in
its initial growth stage is schematically depicted. Together with the inclination angle α of
the nanowire flank, also the force-balance for the droplet changes, as the contribution of
the silicon surface tension to the force balance relation is now proportional to cos(α), see
Fig. 3.3(c). Equation (3.1) thus transforms into

σl cos(β) = σs cos(α) − σls −
τ

r
. (3.2)

This is the so-called Neumann quadrilateral relation [Che96], which relates the contact
angle β to the surface tensions, the line tension τ and the inclination angle α. In the limit
α → 0 equation (3.2) of course becomes equal to equation (3.1). In our case, where
the nanowires are grown on a flat substrate, α equals zero at the beginning. As growth
starts, the angle α has to increase. By considering (3.2) it becomes immediately clear
that an increase of α is accompanied by an increase of β, which means that the droplet
becomes more spherical. Yet, this causes a decrease of the contact area and a decrease
of the nanowire radius r. Consequently, the radius of the nanowire becomes smaller as it
grows; or in other words, the nanowire shows an expansion at its base.
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3.3 Quasi-static Growth Model

In order to give a mathematical description of this development of the droplet, we have to
make some simplifying assumptions. We assume that the nanowires have a circular cross
section and that the volume of the Au/Si alloy droplet is constant during growth. This
neglects the loss of gold by dissolution, evaporation, or surface diffusion. In addition, the
shape of the droplet is taken to be a segment of a sphere. The volume V of the Au/Si-
eutectic droplet can then be expressed in terms of the contact angle β and the radius r.

V =
π

3

(
r

sin(β)

)3

(1− cos(β))2 (2 + cos(β0)) . (3.3)

Solving for r gives the radius of the contact area as a function of the contact angle β and
the volume V ,

r(β) =

(
3V

π

)1/3 (1 + cos(β))1/2

(1− cos(β))1/6 (2 + cos(β))1/3
. (3.4)

Additionally, we can make use of the fact that the inclination angle α of the nanowire flank,
as indicated in Fig. 3.3(b), can also be expressed as

tan(α) = −dh(r)

dr
. (3.5)

The minus sign in (3.5) arises since a decrease of the radius leads to an increase of tan(α).
This differential equation can directly be solved by integration, leading to an expression
for the nanowire height as a function of the inclination angle

h(α′) = −
∫ α′

0
tan(α)

(
dr

dα

)
dα . (3.6)

The derivative in the integrand above is easily found by using (3.2) and (3.4). Of course, the
above expression for h(α) implicitly assumes that the physical process of growth proceeds
as long as the equilibrium conditions for the droplet allow it. This means that the supply
of silicon for the growth of the silicon nanowire is ensured, but that the growth velocity
is small enough that the droplet can maintain its equilibrium shape. In a way, our growth
model is a quasi-static model, since we do not employ kinetic aspects or time dependent
quantities. It is as much an analysis of the droplet shape as a model for nanowire growth.
The advantage of this approach is that it minimizes the number of unknowns.

The only unknowns, necessary to model the shape of the silicon nanowire, are the
values of the surface tensions and the line tension. Suppose σl, the surface tension of
the droplet, is approximately given as 0.85 Jm−2 [Nai75] and the specific surface energy
of the (111) silicon surface σs ≈ 1.24 Jm−2 [Jac63], then knowledge of the contact angle
β0 ≈ 43◦ [Res03] of a macroscopic droplet (the line tension is effectively zero) leads to
a liquid-solid interface tension σls ≈ 0.62 Jm−2. Both the surface tensions and the line
tension are taken to be isotropic. Yet, an extension of the model to allow for anisotropy
effects seems to be possible. Unfortunately, reliable data on the value of the line tension τ
are not available. Hence the line tension τ is left as a free parameter.
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3.4 Results and Discussion

To keep the following considerations as concise as possible, a set of dimension-less vari-
ables shall be introduced here, viz a dimension-less surface tension, σ ′s ≡ σs/σl, a dimension-
less interface tension, σ′ls ≡ σls/σl, and a dimension-less line tension, τ ′ ≡ τ/(r0σl).
Note that the dimension-less line tension scales inversely with the initial contact radius of
the droplet, leading to a vanishing line tension contribution for macroscopic droplets. The

(c)(b)(a)

Figure 3.4: (a) Silicon nanowire shape for various line tension values τ ′, see also Fig. A.13; (b-
c) Calculated nanowire shapes for σ′ls = 0.73 and σ′s = 1.46: (b) normal nanowire growth, τ ′ =

−0.16; (c) hillock growth, τ ′ = +0.16. The gray shaded areas represent the Au/Si-eutectic droplets
having the radius R.

aforementioned surface tension values give σ ′s = 1.46 and σ′ls = 0.73. Using these values,
together with equations (3.2) and (3.4), a numerical evaluation of the integral in (3.6) then
gives the height h as a function of the radius r. This function, i.e. the shape of the right
flank of a silicon nanowire, is depicted for some values of τ ′ in Fig. 3.4(a), where both
the height and the radius are expressed in units of r0. One can see in Fig. 3.4(a) that there
are two different growth modes present. Real nanowire growth takes place for line tension
values being moderately positive, zero, or negative. The radius of the nanowire shrinks
within a finite height from r0, the initial droplet radius, to a radius close to the final radius
rfin of the nanowire. In Fig. 3.4(a) the shape of the right flank of a real nanowire is drawn
for three different line tension values; τ ′ = 0.04, τ ′ = 0, and τ ′ = −0.08. One can see
that the transition from the initial stage to a growth with an almost constant radius r ≈ rfin
gets sharper the more negative the line tension becomes. The other growth mode, shown in
Fig.3.4(a) for τ ′ = 0.08 and τ ′ = 0.12, corresponds to the growth of hillock-like structures
of finite height.

In order to give a more clear impression of the two growth modes, both are depicted
in Fig. 3.4(b-c). The nanowire growth mode is shown in Fig. 3.4(b); the hillock growth
mode is displayed in Fig. 3.4(c). Note that in Fig. 3.4(b) and Fig. 3.4(c) both contours
correspond to the calculated shapes. The schematically indicated Au/Si alloy droplets on
top of the nanostructure have been added using the calculated value for the droplet radius
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Figure 3.5: High resolution transmission electron micrograph of an epitaxially grown silicon
nanowire. White line: calculated shape for τ ′ = −0.12, σ′ls = 0.73, and σ′s = 1.46.

R. In order to compare the calculated nanowire shapes to experimental results, a high
resolution transmission electron micrograph (JEM-4010) of the base of a silicon nanowire
is shown in Fig. 3.5. The nanowire in Fig. 3.5 has been produced by chemical vapor de-
position in ultra high vacuum environment via the VLS growth mechanism using gold as
catalyst and diluted silane (5% in argon) as precursor gas. The gold was in situ deposited
as a film of 0.2 nm thickness onto a hydrogen-terminated (111)-oriented silicon wafer and
subsequently annealed at 300 ◦C for 30 minutes. Nanowire growth took place at a temper-
ature of around 400 ◦C at a silane partial pressure around 10 Pa. The transmission electron
micrograph of Fig. 3.5 also clearly shows the epitaxial relation between the (111)-oriented
substrate and the nanowire. The white curve on the right flank of the nanowire is the cal-
culated shape of the nanowire base for σ ′s = 1.46, σ′ls = 0.73, and τ ′ = −0.12. It is in
perfect agreement with the experimentally observed shape. Taking r0 to be around 10 nm,
the value of τ ′ = −0.12 leads to an estimate for the line tension τ ≈ −1 · 10−9Jm−1. How-
ever, it must be emphasized here that this is only a crude estimate for the line tension and
that the errors of this estimate are extremely high. Nevertheless, it shows that the value of
the line tension can in principle be determined that way.

Coming back to the model, we have seen in Fig. 3.4(a-b) that there are two growth
modes present. One corresponds to real nanowire growth (Fig. 3.4b) and the other one
leads to the growth of hillock-like structures (Fig. 3.4c). The transition from the nanowire
to the hillock growth mode takes place if the line tension exceeds a certain positive upper
limit τ ′up. This can be understood intuitively by considering that a positive line tension
means that the energy of the system can be reduced by a shrinkage of the liquid-solid
interface area. If the value of the line tension is too large, the impetus for a shrinking of
the interface area becomes so strong that regular nanowire growth with constant radius
becomes impossible. Instead, a further shrinkage of the contact area is preferred, which
then leads only to the growth of the hillock-like structures, shown for example in Fig. 3.4c.
Note that the inclination angle α goes to zero as the height approaches its final value,
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whereas the diminishing of the radius stops at a small but non-zero value. This is denoted
in Fig. 3.4(a) by a vertical bar at the end of the curve. That the radius does not go to zero is
reasonable, since a small contact area to where the Au/Si-eutectic droplet is attached, has
to be left. It should be mentioned here that a system with a droplet, which is connected by
such a small contact area is mechanically not very stable, and that it is not unlikely that the
droplet may become disconnected from its base by minor mechanical forces.

The mathematical reason for one or the other growth mode to be realized, lies in the
divergence of the integral in (3.6), or better in the divergence of tan(α) in the integrand, as
α → π/2. This is equivalent to the condition that cos(α) = 0 for r = rfin, where cos(α)

is constrained by (3.2). If the line tension is positive and exceeds a certain limit τ ′up,
the divergence of the integral disappears. The condition cos(α) = 0 can not be fulfilled
any more, the integral remains finite, and growth stops at a finite height. The interesting
question is now at which line tension value τ ′up does this transition take place. A short
calculation gives the approximate solution

τ ′up ≈
2(1− σ′ls)3/2

33/2(1 + σ′s − σ′ls)1/2
. (3.7)

Taking the silicon values σ′s = 1.46 and σ′ls = 0.73 gives a τ ′up ≈ 0.04, which is in agree-
ment with the results shown in Fig. 3.4(a). For a nanowire having a radius of 10 nm this
would correspond to a line tension τ ≈ 3 · 10−10Jm−1; a relatively small value. It seems
possible that such a small line tension value can be exceeded, with the consequence that a
normal nanowire growth would be suppressed.

Especially for the growth of doped silicon nanowires by addition of dopant atoms to
the Au/Si-eutectic droplet, the transition of one growth mode to the other might be rele-
vant. Since the dopants are known to be surface active substances, they presumably also
influence the value of the line tension. A change of shape of silicon nanowires upon the
addition of dopant gases was indeed observed by Givargizov [Giv75], who reports on the
periodic instability of silicon nanowires. He found that this periodic instability diminishes
upon the introduction of arsine or phosphine during nanowire growth. This might possi-
bly also explain our observation that silicon nanowires, although usually grown without
difficulties on lowly doped silicon wafers, did not grow properly on highly doped silicon
wafers (both p and n-type, resistivity of the order 10−3Ωcm). The dopants, boron and ar-
senic, might have induced an increase of the line tension τ ′ over the upper limit, causing
the transition to the hillock growth mode. Indeed, only short, strongly tapered nanowires
could be found on the wafer surface.

Although our discussion so far concentrated on the case of gold as catalyst, our model
is not principally restricted to this. Yet, different catalysts imply different surface, interface,
and line tension values. Therefore, the influence of a variation of these parameters on the
shape of the nanowires is of interest. The nanowires are characterized by their final radius
rfin, i.e. the radius at infinite height.

In Fig. 3.6(a) this characteristic parameter rfin in units of r0 is plotted as a function of
the line tension τ ′ for various values of σ′s. The dimension-less interface tension σls = 0.73

is kept constant at the value of the gold-silicon system. One can see that for each curve both
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(a) (b)

Figure 3.6: (a) Final nanowire radius rfin as a function of the line tension τ ′ for σ′ls = 0.73 and
various σ′s values, see also Fig.A.14. (b) Final nanowire radius rfin as a function of the line tension
τ ′ for σ′s = 1.46 and various σ′ls values, see also Fig. A.15.

an upper and a lower line tension boundary exists, within which a positive and finite final
nanowire radius rfin can be found. The value of rfin is zero at the lower boundary and
increases with increasing line tension till it reaches a maximum value. A further increase of
the line tension leads to a decrease of rfin, which ends at the upper line tension boundary
τ ′up. The lower boundary τ ′lo is located at the negative line tension τ ′lo = σ′s− σ′ls− 1. The
fact that the final radius rfin (in units of the initial radius r0) becomes zero, means that
the expansion at the base becomes wider and wider. A line tension value below the lower
limit, τ ′lo = σ′s − σ′ls − 1, would cause a complete spreading of the initial droplet over the
substrate, that is r0 → ∞. The upper boundary τ ′up is the more interesting one, because
it is smaller in magnitude, and this increases the probability that this boundary might be
also experimentally relevant. Interestingly, the final nanowire radius rfin does not become
zero at the upper boundary. It can be shown that to a good approximation all of the rfin
values at the upper boundary lie on a straight line going through τ ′ = 0 and having a slope
(3/2)(1−σ′ls)−1. This straight line is depicted in Fig. 3.6(a) as a dashed line. Line tension
values beyond this dashed line lead to the hillock growth mode, discussed before.

The effect of a variation of σ′ls, the dimensionless liquid-solid interface tension, is
considered in Fig. 3.6(b). Here, the final nanowire radius rfin is plotted for various σ′ls
with the surface tension σ′s kept constant. One can see that the final radius rfin of the
nanowire is increasing for increasing σ ′ls, but that the general behavior remains the same.
For all values a lower and an upper line tension boundary exists. Similar to the situation
shown in Fig. 3.6(a), the values of rfin at the upper boundary are approximately located on
a smooth curve, depicted in Fig.3.6(b) as a dashed line, which is given by (3/2)((4τ ′)1/3−
τ ′)(2 + σ′s − τ ′)−1. So we have to conclude that neither a variation of σ ′s nor of σ′ls does
substantially affect the general behavior. An upper boundary close to τ ′ = 0 exists, for
which nanowire growth is suppressed if the line tension exceeds the boundary.
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3.5 Conclusions of Chapter 3

In conclusion we have shown that by considering the equilibrium condition for the contact
angle of the droplet, i.e. the Neumann quadrilateral relation, a quasi-static growth model
was derived. The model explains the origin of the diameter expansion of the base of the
nanowire, which has been observed experimentally. By comparing the calculated shape
of this expansion with experimental results, an estimate for the line tension was obtained.
Furthermore, the model predicts that proper nanowires can only be synthesized for a certain
range of line tension values. Analytic expressions for the upper and lower boundaries
limiting this range have been given. In addition, the effect of a variation of the interface
and surface tension values on the nanowire growth has been discussed.
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Chapter 4

Diameter Dependence of the Growth
Direction

The crystallographic growth direction is a parameter of paramount importance for the in-
tegration of epitaxially grown silicon nanowires into possible future devices, since an ar-
bitrary growth direction renders a processing of the nanowires difficult, if not impossible.
We will show in this section that the growth direction is diameter-dependent. Although the
influence of different factors on the growth direction is not fully understood yet, we pro-
pose a model for the diameter dependence of growth direction. In our model, the different
scaling properties of specific surface and interface energies cause the change in the growth
direction [Sch05a].

4.1 Introduction

It is known since the nineteen sixties that silicon nanowires grown by chemical vapor
deposition with gold as catalyst and diameters greater than 100 nm tend to grow in the
<111> direction [Wag64a]. In addition to the <111> direction, also the <110> [Giv71,
Cui01a], the <112> [Giv75, Oza98], and even the <100> direction [Lew02, Sha04] has
been observed for silicon nanowires. Frequently, <111>, <110>, and <112> oriented
nanowires are found in our experiments. Furthermore, the experimental results presented in
this chapter demonstrate that the growth direction of epitaxially grown silicon nanowires
changes with the nanowire diameter from <111> to <110>, similarly as it had earlier
been observed for non-epitaxial silicon nanowires [Wu04a].

We investigated the growth direction of silicon nanowires, grown epitaxially on a (100)

oriented silicon wafer (p-doped with boron, 5 − 20 Ω cm). As described before, the wafer
is cleaned by a two-step wet chemical cleaning procedure (RCA), and dipped afterwards
into diluted hydrofluoric acid to obtain a clean hydrogen-terminated silicon surface. After
hydrophobically pre-bonding pairs of wafers, the wafer pairs are immediately transferred
into the UHV system. As catalyst for the VLS growth of the silicon nanowires we deposited
a 0.3 nm thick layer of gold onto the hydrogen-terminated surface of the silicon, which is
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afterwards annealed in situ at 400 ◦C for ten minutes. After the annealing, nanowire growth
is initiated at this temperature by switching on the precursor gas, diluted silane (40 sccm of
5% silane in argon). After a few minutes a total pressure of about 2 mbar is reached in the
growth chamber. Pressure and silane flow are kept constant for six minutes, during which
nanowire growth takes place.

4.2 Results and Discussion

(a) (b)

(c)

(d)

<110>

<111>

<112>

Figure 4.1: (a) Top view scanning electron micrograph of nanowires grown on a silicon (100)

substrate. (b) Schematic top view image of <110> oriented nanowires on a (100) substrate of the
same azimuthal orientation as in (a). (c) Schematic top view image of <112> oriented nanowires
on a (100) substrate of the same azimuthal orientation as in (a). (d) Schematic top view image of
<111> oriented nanowires on a (100) substrate of the same orientation as in (a).

Figure 4.1 (a) shows a typical top view scanning electron micrograph (JEOL JSM 6340
F) of a sample processed in the aforementioned way. Clearly, the SEM image exhibits three
different kinds of nanowires. First, the ones pointing at ±18◦ with respect to the horizon-
tal or vertical image axis of Fig. 4.1(a). As depicted schematically in Fig. 4.1(c), these
nanowires are unambiguously <112> oriented. The second group that can be identified
are the <110> oriented nanowires. These are growing at ±45◦ with respect to the hori-
zontal image axis (see Fig. 4.1(b)). Furthermore, one can immediately recognize that their
diameter is relatively small. As for the third kind, the ones observed horizontally or verti-
cally in the projection plane, the situation is more complicated. Considering the schematic
drawings shown in Fig.4.1(c) and Fig.4.1(d) it is apparent that these could either be<211>
or <111> oriented. So in this case we get a mixed distribution. Suppose the number den-
sity is identical for the different possible <112> directions, the pure <111> distribution
can be deduced by subtracting the <112> contribution obtained in the beginning. For a
better understanding of the spatial orientation of the nanowires, a schematic 3D side view
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(a)

<110>

(b)

<112>

(c)

<111>

Figure 4.2: (a) Schematic side view of <110> oriented nanowires grown on a (100) substrate. (b)
Schematic side view of <112> oriented nanowires grown on a (100) substrate. (c) Schematic side
view of <111> oriented nanowires grown on a (100) substrate. The viewing direction is [1̄1̄1̄] in
all three images.

of the different growth directions is shown in Fig. 4.2. Figure 4.2 (a) and Fig. 4.2(c) show
the four possible <110> or <111> growth directions, respectively. In Fig. 4.2(b) the
twelve possible <112> growth directions are displayed.

The resulting size distributions of the<110>,<112>, and<111> oriented nanowires
obtained by analyzing top view SEM images, are depicted in Fig. 4.3. Here it can be
seen that for diameters smaller than 20 nm the <110> direction is preferred. However,
for diameters larger than 30 nm the <111> direction becomes dominant. Especially by
considering the relative proportion of the different directions, shown in the inset of Fig. 3,
it becomes apparent that a transition between the <111> and the <110> orientation takes
place at a crossover diameter dc = 2 rc of approximately 20 nm. In the diameter range
around this crossover diameter also the <112> orientation is present, but since it mainly
appears in this intermediate range it will not be discussed in detail.

These size distributions agree surprisingly well with the results of Wu et al. [Wu04a]
for non-epitaxial silicon nanowire growth, which is interesting from a nucleation point of
view. Their nanowires, grown on amorphous SiO2, experienced totally different nucleation
conditions. We therefore assume that the nanowire nucleation cannot be the cause for the
diameter dependence of the nanowire growth direction. This assumption is underscored
by a nanowire, marked in Fig. 4.1(a) with a yellow arrow, that changes its growth direction
from <110> to <111>, or <112>, respectively. We will see later on that this direction
change is consistent with a minimization of the overall interface energy between droplet
and nanowire.

It should be remarked here, that there are indications that under certain conditions,
the nanowire nucleation has a non-neglectable influence on the growth direction of the
nanowires. Krishnamachari et al. [Kri04] observed that the crystallographic orientation of
InP nanowires on InP substrate is strongly affected by the pretreatment of the Au catalyst
particles. However, since the Au particles in case of InP nanowire growth are most likely
to be solid [Dic05], the nucleation of InP nanowires presumably differs considerably from
the nucleation of silicon nanowires.
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Figure 4.3: Number density versus diameter for different growth directions. Inset: relative propor-
tion of the different growth directions, see also Fig. A.16.

4.3 Theoretical Model

A possible explanation for this diameter dependence of the growth direction will be pre-
sented in the following. Considering silicon nanowire growth via the vapor-liquid-solid
mechanism, it takes place at the liquid-solid interface. Therefore, it seems obvious that
also the growth direction is determined by properties of the liquid-solid interface. In a ther-
modynamical model, interfaces are usually assumed to be atomically abrupt [Row02a]. In
reality, this is not the case. Simulations show that on both sides of a Au/Si-Si interface a
certain transition region extending over a few atomic layers, can be found [Kuo04]. Con-
sequently, a description of the liquid-solid interface between the Au/Si alloy droplet and
the silicon nanowire has to include all the contributions that arise in this transition region.
This means that in our case we have to consider six different contributions: The bulk en-
ergy of silicon, the bulk energy of the Au/Si-eutectic droplet, the interface tension of the
liquid-solid interface, the line tension of the triple phase line (vapor-Au/Si-Si), the surface
tension of the droplet, and the surface tension of the silicon nanowire. But not all of these
six terms contribute to our growth direction problem.

Since we are interested in the energy difference between two different growth direc-
tions, we can concentrate on the contributions that are growth direction dependent. Sup-
pose, the bulk energy of silicon, the bulk energy of the Au/Si-eutectic alloy, and the surface
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tension of the Au/Si-eutectic droplet are direction independent, these contributions cancel
out. In addition, we disregard the contribution of the line tension. In generally it is expected
that the value of the line tension is somewhere between 1×10−11 J m−1 and 1×10−9 J m−1

[Row02b]. However, there are theoretical [Get98] and experimental [Dre96] results indi-
cating that the value of the line tension is more likely of the order of 1×10−11 J m−1 and
that therefore the contribution of the line tension can be neglected. Consequently, there are
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Figure 4.4: Schematic of the free energy per circumference as a function of the radius of both
<110> and <111> oriented nanowires.

two terms remaining that depend on the growth direction. First, the interface energy itself,
given by the product of the interface area A with the corresponding liquid-solid interface
tension σls. And second, the silicon surface tension of the edge of the interface. This term
is proportional to the circumference L and to the interface thickness ∆z on the silicon side
(see Fig. 4.4(a)). Hence the energy F of a (111)-oriented interface can now be expressed
in terms of the surface and interface tension:

F = ∆zσsL+ σlsA . (4.1)

Concerning the geometry of the nanowires, we assume that <111> oriented ones have a
regular hexagonal cross section with r being the distance from the center to one corner.
Since <110> oriented nanowires have surface planes of different orientation the hexag-
onal cross section of the <110> nanowires is not regular. So in this case we define the
radius r of the nanowire as the corner-to-center distance of a regular hexagon having the
same circumference as the nanowire in question. The liquid-solid interface is assumed to
be flat and perpendicular to the growth direction. Dividing equation (4.1) by L and intro-
ducing the geometrical parameter a = AL−1r−1, which is independent of the radius of
the nanowire, the free energy per circumference f = F/L of a <111> oriented nanowire
can be expressed as

f = ∆zσs + aσls r . (4.2)

This means that f as a function of r is given by a straight line with a y-axis intercept
∆zσs and a slope that is proportional to the interface tension of the liquid-solid interface.
Keeping in mind the definition of r, a similar expression holds for f ′, the interface energy
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per circumference of a <110> oriented nanowire:

f ′ = ∆zσ′s + a′σ′ls r , (4.3)

where a′, σ′ls, and σ′s are the geometrical parameter, the interface tension and the surface
energy of a <110> oriented nanowire. For reason of simplicity, it is assumed here that
∆z takes the same value for both orientations. In case that σs > σ′s and a′σ′ls > aσls the
functions f and f ′ are crossing at a crossover radius rc, given by

rc = ∆z
σs − σ′s

a′σ′ls − a σls
. (4.4)

This is depicted schematically in Fig. 4.4(b), where f and f ′ are shown as a function of
the radius r. It becomes immediately clear that minimizing the energy with respect to the
growth direction results in <110> oriented nanowires for radii smaller than rc, whereas
for radii larger than rc, the <111> direction is energetically more favorable. The reason
is that for large diameters the direction with the lowest liquid-solid interface energy is
dominant, while for small diameters the surface energy of the silicon nanowire determines
the preferential direction of growth. In order to verify this result, estimates for the interface
and surface tensions have to be found.

Let us first consider the interface and surface properties of <111> oriented nanowires:
The geometrical parameter a = AL−1r−1 of the hexagonally shaped (111)-oriented liquid-
solid interface is 0.43 (a circular interface would give a = 0.5). The interface tension can
be calculated using Young’s equation (equation (3.1) with τ = 0) provided that the contact
angle, the surface tension of the gold-silicon eutectic droplet, and the surface energy of
silicon are known. A droplet surface tension of 0.85 J m−2 [Nai75], a silicon (111) surface
energy of approximately 1.25 J m−2 [Zha03, Jac63], and a contact angle of 43◦ [Res03]
then yield an interface tension σls = 0.62 J m−2. Concerning the surface tension of<111>
oriented nanowires we assume that the nanowire is of hexagonal cross section having six
{110} surface planes. The surface tension can be found by assuming that the surface
energy of a certain plane is roughly proportional to the corresponding density of dangling
bonds [Giv87a]. This estimate results in a surface tension, which is

√
3/2 larger than the

surface tension of a {111} plane, giving σs = 1.53 J m−2. The same argument can be used
to find an estimate for the interface tension σ ′ls of the liquid-solid interface of a <110>
oriented nanowire, which then gives σ ′ls = 0.76 J m−2. It is assumed that the interface is
flat and perpendicular to the growth direction, since our TEM investigations showed no
evidence for a V-shaped interface morphology, in contrast to what has been observed by
Wu et al. [Wu04a]. Interestingly, the increase of the interface area by such a V-shaped
morphology would amount to the same factor

√
3/2 by which the {110} interface tension

is larger than the {111} interface tension.
To evaluate the surface tension σ′s of the silicon surface of a<110> oriented nanowire,

one has to take into account that two of the six surface planes are {100} and four are {111}
planes [Ma03]. The relative area proportion (1.59) of the {111} planes to the {100} planes
can be used together with the Wulff theorem to calculate σ ′s = 1.28 J m−2. This means that
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<111> orientation <110> orientation
a = 0.43 a′ = 0.39

σls = 0.62 J m−2 σ′ls = 0.76 J m−2

σs = 1.53 J m−2 σ′s = 1.28 J m−2

Table 4.1: Summary of parameters determining the critical radius rc

the surface energy σ′s of a<110> oriented nanowire is only slightly larger than the surface
energy of a silicon {111} plane (1.25 J m−2). From the geometry of the nanowire cross
section given by Ma et al. [Ma03], a geometrical parameter a′ = 0.39 can be deduced. A
summary of all these parameters is shown in Table 4.1.

The parameter ∆z, the “thickness” of the interface, is estimated to be ∆z ≈ 1 nm.
Together with the estimates for the surface and interface tensions, equation (4.4) leads to
a crossover radius rc ≈ 10 nm. This value fits very well to the corresponding crossover
diameter of 20 nm based on the experimental results shown in Fig. 4.3. It should be em-
phasized here that the crossover radius strongly depends on the relative magnitude of the
interface and surface tensions so that small changes in the surface tension might alter the
value for the crossover radius substantially. The <112> direction has not been considered
in detail, but we expect that our model could be extended straightforward, provided the
required parameters were available.

4.4 Conclusions of Chapter 4

To conclude, we have shown that epitaxially grown silicon nanowires of diameters larger
than 40 nm prefer the <111> direction whereas wires with diameters less than 20 nm are
mostly <110> oriented. This change of the growth direction has been explained by con-
sidering the free energy of the silicon nanowire, which is influenced by both the surface
tension and the interface tension. Our model provides an estimate for the crossover diam-
eter of 20 nm, in agreement with experimental data.
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Chapter 5

Electrical Characterization of Silicon
Nanowires

One of the intrinsic advantages of epitaxially grown silicon nanowires compared to non-
epitaxial ones is that the nanowires are already equipped with one good electrical con-
nection located at the lower end, where the nanowire is attached to the substrate. This
is especially useful for two-terminal measurements, which largely depend on the quality
of the electrical contacts. A second, well-defined electrical connection can be established
by contacting the gold catalyst particle at the nanowire tip. This is also the configuration
we chose for the electrical characterization of silicon nanowires, presented in this chapter.
Following a brief theoretical introduction to the physics of metal-semiconductor contacts,
and a more detailed discussion of the influence of interface traps and interface charges on
the charge carrier density in the nanowire, temperature-dependent two-terminal current-
voltage measurements on both n-doped and p-doped silicon nanowires will be presented
and discussed.

5.1 Theory

Generating good metal-semiconductor contacts is an art by itself. This is, because in most
cases in which a metal is brought into contact with a semiconductor, so an energetic barrier
arises at the metal-semiconductor interface. Walter Schottky [Sch39] first pointed out that
this barrier is caused a space-charge layer in the vicinity of the interface. This finding set
the basis for investigations on rectifying metal-semiconductor contacts, often referred to
as Schottky contacts. In the following subsection, the basic results will be summarized
briefly.

5.1.1 Metal-Semiconductor Contacts

Disregarding the influence of interface states, the electrical properties of a metal-semi-
conductor contact are determined by the work function φm of the metal and the electron
affinity χ of the semiconductor. The work function φm of the metal is defined as the
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Figure 5.1: Schematic band-diagrams of an ideal metal-semiconductor contact under different bias
conditions, after [Sze81c]. (a-c) n-type semiconductor: (a) V = 0, (b) V < 0, (c) V > 0. (b-d)
p-type semiconductor: (d) V = 0, (e) V < 0, (f) V > 0.

energy difference between the vacuum level and the Fermi level. The electron affinity χ is
the energy difference between the vacuum level and the bottom of the conduction band of
the bulk semiconductor. In our case, considering the contact properties of the gold catalyst
particle with respect to the silicon nanowire, the metal work function, φAu = 4.70 eV, is
larger than the electron affinity of the semiconductor, χSi = 4.05 eV [Cow65]. Thus we
can confine ourselves to the discussion of so-called depletion contacts, which are present
if φm > χ. The energetic properties of such depletion contacts are schematically depicted
in Fig. 5.1 for both n-type and p-type semiconductors under different bias conditions.

If no voltage is applied and the metal and the n-type semiconductor are in thermal
equilibrium, the Fermi levels of the metal and the semiconductor, EF , have to level out. In
order to equilibrate the two Fermi levels, charges accumulate at the metal-semiconductor
interface. In case Fig. 5.1(a), these are positive charges in the semiconductor and negative
charges in the metal. This charge accumulation in the so-called space charge region can
be equivalently described by a band-bending of the semiconductor in the vicinity of the
interface. This band bending, on the other hand, signifies a barrier for the charge carriers -
the so-called Schottky barrier. According to Fig. 5.1(a), the barrier height φoBn of an ideal
metal to n-type semiconductor contact can be expressed as

φoBn = φm − χ [Sze81c]. (5.1)

In case of a metal contact to a p-type semiconductor (see Fig. 5.1(d)), the barrier height
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φoBp is given by
φoBp = Eg − φm + χ [Sze81c], (5.2)

where Eg is the bandgap of the semiconductor. Thus for a given metal semiconductor
combination, the sum of φoBn and φoBp should equal the bandgap.

The most prominent property of a metal-semiconductor contact is its rectifying ability.
Figure 5.1 (b) and Fig. 5.1(c) schematically show the response of a metal to n-type semi-
conductor contact under different bias conditions. If the metal is held at constant potential
and a negative voltage is applied to the n-type semiconductor, the Schottky barrier is re-
duced and the Schottky diode is said to be forward biased (see Fig. 5.1(b)). A sufficient
forward bias entirely removes the Schottky barrier, so that electrons in the conduction band
can flow without hindrance from the semiconductor to the metal. When, like in Fig. 5.1(c),
a positive voltage is applied to the semiconductor, the Schottky barrier is blocking the
electron current from the metal to the semiconductor, which corresponds to reverse bias
conditions.

Considering a metal to p-type semiconductor contact, as shown in Fig. 5.1(d-f), the
voltage dependence is reversed. Now the Schottky diode is forward biased for negative
voltages and reverse biased for positive voltages. This property can be used to determine
the type of majority charge carrier from the rectifying behavior of the Schottky contact.

We have seen so far that the properties of a metal-semiconductor contact are deter-
mined by the space-charge layer in the semiconductor. Due to the boundary conditions at
the metal surface, the charges in the space charge layer will induce image charges in the
metal. The interaction with these image charges effectively lowers the barrier height by an
amount ∆φ. Thus the effective barrier height φB of a metal contact to an n-type or p-type
semiconductor (subscript n and p dropped) is given by

φB = φoB −∆φ [Sze81c]. (5.3)

This effect, the image charge-induced lowering of the Schottky barrier, is usually referred
to as the Schottky effect. It is schematically depicted in Fig. 5.2(a).

Exploiting the full depletion approximation, that is taking the charge density Nch

within the space-charge region equal to the density of ionized dopants, and additionally
assuming that the dopant atoms are fully ionized, the charge density Nch = ND − NA,
with ND being the donor, and NA being the acceptor density. If a voltage V is applied, the
Schottky barrier lowering can be expressed as a function of the sum of the voltage V and
the built-in potential VBi

∆φ =

(
q

εs

)3/4 (Nch

8π2

(
VBi + V ± kT

q

))1/4

[Sze81c], (5.4)

where the plus or minus sign refers to p-type or n-type semiconductors, and εs is the di-
electric constant of the semiconductor. According to Fig. 5.2(a) the built-in potential of
an n-type semiconductor, VBi > 0, is defined as the energy difference between the initial
barrier maximum and the conduction band edge Ec. In case of a p-type semiconductor, the
built in potential, VBi < 0, is given by the energy difference between the barrier maximum
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Figure 5.2: (a) Schematic of the Schottky barrier lowering for a metal contact to n-type silicon,
after [Sze81c]. (b) Schottky barrier lowering ∆φ as a function of VBi + V at room temperature,
see also Fig. A.17.

and the valence band. Figure 5.2 (b) shows the Schottky barrier lowering ∆φ for different
space charge densities Nch as a function of VBi +V . One can see that the Schottky barrier
lowering ∆φ is a rather small effect, compared to usual barrier heights. Nevertheless, the
Schottky effect is a main cause for the voltage dependence of the reverse current [Sze81d].

Up to now, we assumed that the barrier height is entirely determined by the metal work
function φm and the electron affinity χ of the semiconductor. This is only valid as a first
approximation. Experimental investigations [Mey47] revealed that under certain circum-
stances the barrier height can become more or less independent of the metal work function.
As pointed out by Bardeen [Bar47] this apparent contradiction to the Schottky model can
be resolved by considering the influence of interface states on the contact behavior. If a cer-
tain density of interface states is present, a double layer formed from interface charges and
compensating space charges builds up at the metal-semiconductor interface. This double
layer causes a potential drop proportional to the interface charge. Thus, the height of the
Schottky barrier additionally depends on the density of interface states. For a high density
of interface states, the barrier height is mainly determined by the interface state density and
consequently becomes effectively independent of the metal work function. This is some-
times referred to as the Fermi level pinning at the interface. Interestingly, it is observed
for different semiconductors that, as a consequence of the Fermi level pinning, the barrier
height φBn of a metal to n-type semiconductor contact is approximately 2/3 Eg, and that
a contact to a p-type semiconductor has a barrier height φBp of approximately 1/3 Eg
[Sch98a].

As already discussed, the current-voltage characteristic of a Schottky metal-semicon-
ductor contact usually shows rectifying behavior. If the barrier width is large enough as
to neglect tunneling currents through the barrier, the total current flow across an ideal
Schottky contact is determined by the thermionic emission and diffusion of charge carriers
over the barrier. It can be derived [Sze81c] that the current-voltage characteristics of metal
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contacts to n-type and p-type semiconductors are in a good approximation given by

In = AA∗T 2 exp
(−φBn
kT

)(
1− exp

(−qV
kT

))
, (5.5)

Ip = AA∗T 2 exp
(−φBp
kT

)(
exp

(qV
kT

)
− 1

)
. (5.6)

Here A denotes the actual device area, A∗ is the effective Richardson constant, and k and
T have their usual meaning. Considering contacts to silicon nanowires of not too small
a radius, we can assume that the effective Richardson constant A∗ approximately equals
that of bulk silicon, viz 112 A cm−2 K−2 for n-type and 32 A cm−2 K−2 for p-type silicon,
respectively [And70]. Equations (5.5) and (5.6) can be simplified by defining the saturation
current Is comprising all the voltage-independent terms.

Is = AA∗T 2 exp
(−φB
kT

)
[Sze81c], (5.7)

where we dropped the subscript n or p, respectively, since the definition holds similarly for
both types of contacts. In order to describe also non-ideal Schottky-contacts, an ideality
factor n can be introduced in equations (5.5) and (5.6) in the following way [Sch98a]:

In = Is exp
(−qV
nkT

)(
exp

(qV
kT

)
− 1

)
, (5.8)

Ip = Is exp
( qV
nkT

)(
1− exp

(−qV
kT

))
. (5.9)

An ideality factor of n = 1 corresponds to an ideal Schottky diode with a pure thermionic
charge transport across the barrier. The ideality factor n is expected to take values between
1.0 and 1.5, approximately. Higher ideality factors indicate the presence of other charge
carrier transport mechanisms, in addition to thermionic emission and diffusion. The equa-
tions (5.8) and (5.9) set the basis for the analyses of the measurements presented in the
following sections.

5.1.2 Silicon/Silicon Dioxide Interface

Since silicon easily oxidizes, silicon nanowires brought into air are usually covered by a
silicon dioxide shell. Similar to the effect of interface charges on the space charge region
of a metal-semiconductor contact, interface charges at the Si/SiO2 interface will influence
the charge carrier density of the semiconductor [Sho48]. Due to their high surface to
volume ratio, this is of paramount importance for the properties of the nanowires, as has
been recently shown by van Weert et al. [vW06] for InP nanowires. According to the
most commonly used nomenclature [Dea80], we can distinguish between charges that are
located deep inside the oxide and charges that are located at or in close vicinity of the
interface. To the first category belong the oxide trapped charges and the mobile ionic
charges having charge densities Qot and Qm, respectively.

Since the charges directly at the Si/SiO2 interface are most important for the electric
properties [Nic82a], we will concentrate in the following discussion on the influence of the
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interface charges. The interface charge density is given by the sum of two contributions:
the fixed oxide charge density Qf , and the interface trap charge density Qit. The fixed ox-
ide charges, being usually positive do not interact via a charge transfer with the underlying
silicon. Hence Qf does not depend on the position of the Fermi level. Electron-spin-
resonance studies show that the trapped oxide charges may at least partly be equivalent
to so-called E ′ resonance centers, which are trivalent silicons, bonded to three oxygens
[Sil61, Wee56, Gri80, Len84a]. The fixed oxide charge density of the Si/SiO2 interface
can be strongly reduced by annealing the sample in a hydrogen-rich atmosphere at temper-
atures around 500 ◦C.

The interface trap charges, on the contrary, do exchange charges with the underlying
semiconductor. The interface trap charge density Qit arises by charging specific interface
states, having a level density Dit[ cm−2 eV−1] . Depending on the position of the Fermi
level at the surface, Qit can be either positive or negative. The nature of these interface
states is closely related to so-called Pb resonance centers, which were first observed by
Nishi et al. [Nis66, Nis71, Nis72] in electron-spin-resonance studies. They could also
identify the Pb center as a trivalent silicon at the Si/SiO2 interface[Nis72], and it could be
shown later on that this trivalent silicon is bonded to three underlying silicon atoms [Cap79,
Poi81]. Extensive electron-spin-resonance studies on irradiated silicon/oxide capacitors
showed that these Pb centers are the main cause for the presence of interface states of
irradiated samples [Len82, Len83, Len84b, Len84a, Kim88]. That this also holds to be
true for un-irradiated samples was first shown by Caplan et al. [Cap79] and Johnson et al.
[Joh83]. Consequently, the characteristic of the interface traps is mainly determined by the
properties of the Pb centers.

Concerning the electrical properties of the Pb centers, Lenahan and Dressendorfer
found that the Pb centers are amphoteric, which means that they can both accept and
donate electrons [Len84a]. In the lower half of the bandgap the Pb center is donor-like
(Pb → e− + P+

b ). Suppose the Fermi level lies in the lower half of the band-gap, then the
Pb centers below the Fermi-level are neutral, whereas the Pb centers between Fermi-level
and the bandgap middle are positively charged. The Pb centers in the upper half of the
band gap are acceptor-like (Pb + e− → P−b ). If the Fermi level is located in the upper half
of the band gap, the Pb centers between the Fermi level and midgap are negatively charged,
while the ones above the Fermi level are neutral.

In addition to spin-resonance measurements, the interface trap level density has also
been obtained by capacitance [Nic82b], and photovoltage measurements [Mun84, Mun86],
deep-level transient spectroscopy [Joh83], measurements of the subthreshold slope [Lyu93],
irradiation and annealing studies [McW86, Fle92, Fle93], and simulations [Lau80]. The
outcome is that the density of Si/SiO2 interface trap states is U-shaped around midgap and
that the value at midgap can approximately vary between Dit = 1×1010 cm−2 eV−2 and
Dit = 1×1012 cm−2 eV−2, depending on the oxidation and annealing conditions. The eas-
iest way to reduce the density of interface traps seems to be a short annealing of the sample
at temperatures around 1000 ◦C. Figure 5.3 (a) shows the interface trap level density for
both (100) and (111) oriented interfaces. One can see that the interface trap level density
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Figure 5.3: (a) Density of interface traps for silicon (100) and (111) [Sze81e] after [Whi72], see
also Fig. A.18. (b) Schematic of the Si/SiO2 interface.

of a (100) interface is roughly a factor five smaller than that of a (111) oriented interface,
which can partly be explained by the higher density of dangling bonds of a (111) surface.
Furthermore, it is apparent that within a certain range of about ±0.25 eV around midgap,
the trap level density Dit is approximately constant.

In the following, we want to derive a model for the effective charge carrier density
in a nanowire as a function of the interface trapped charge density Qit and the fixed oxide
charge density Qf . To reduce the complexity of the problem, we want to model the electric
properties of the nanowire by considering a circular slice of silicon covered with an oxide
layer, additionally assuming radial symmetry. Despite its simplicity, this model provides
some worthwhile insights.

Figure 5.3 (b) schematically depicts the band diagram of a circular slice of n-type sil-
icon as a function of the radius, in the presence of a certain interface trap level density
Dit. The Fermi level EF at the surface of the circular slice of radius a is located above
the midgap level Ei. This corresponds to a positive surface potential ψs. As discussed
before, the interface traps between the Fermi level and midgap will accept an electron and
become negatively charged (see the shaded region in Fig. 5.3(b)). Neglecting the fixed
oxide charges for now, this leads to a negative interface charge density. To create this neg-
ative interface charge, electrons have to be removed from the silicon, causing an electron
depletion layer at the nanowire surface. This can be equivalently described by an upward
bending of the conduction and valence band in the depletion layer. As shown in Fig.5.3(b),
the depletion layer extends from an inner radius rd to the nanowire surface at r = a.

If the electrostatic potential ψ(r) is defined with respect to the Fermi level Ef in a
way that it equals the midgap level Ei, and the donors and acceptors of density ND and
NA, respectively, are taken to be fully ionized, we can write the charge density in the
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semiconductor as

ρ(r) = q
(
po exp(−βψ(r)) − no exp(βψ(r)) +ND −NA

)
[Sze81b], (5.10)

with β = q/kT . The parameters no and po in the above equation are given by

no = Nc exp
(
− Eg

2 kT

)
, (5.11)

po = Nv exp
(
− Eg

2 kT

)
, (5.12)

where Nc and Nv are the density of states in the conduction and valence band, respectively.
In our model we will adopt the full depletion approximation. This means that we assume
an abrupt transition between the interface charge-induced depletion layer and the non-
depleted semiconductor material. Inside of the depletion layer, the charge density is equal
to the number density of dopant atoms times the elemental charge q.

ρ =

{
0 0 ≤ r < rd
q(ND −NA) rd ≤ r ≤ a (5.13)

The electrostatic potential ψ(r) can be obtained by solving the Poisson equation in polar
coordinates.

ψ(r) =

{
ψo 0 ≤ r < rd
ψo − ρ

4εs
(r2 − r2

d) rd ≤ r ≤ a (5.14)

According to the above equation, the potential at the silicon surface ψs = ψ(a) is

ψs = ψo −
ρ

4εs
(a2 − r2

d) . (5.15)

The potential ψo is the potential in the middle of the nanowire, i.e at r = 0. If the nanowire
is not fully depleted, that is if the inner radius of the depletion region rd is greater than
zero, the charge density within r ≤ rd vanishes. The value of the potential ψo can be
obtained by solving equation (5.10) with ρ = 0 for ψo = ψ(0).

ψo = β−1 ln

{
ND −NA

2no

(
1 +

(
1− 2nopo

(ND −NA)2

)1/2)
}

[Nic82a]. (5.16)

Let us come back to the Si/SiO2 interface and its properties. According to our definition,
the interface charge density is given by the sum of Qf and Qit. As the name implies,
the fixed oxide charge density is constant and independent of the position of the Fermi
level. The interface trapped charges are assumed to have the same characteristic as the Pb
centers; that is they are donor-like in the lower-half and acceptor-like in the upper half of
the bandgap. In addition, we assume that the interface traps are neutral, if the Fermi level
is in midgap position. If we approximate the Fermi distribution by a step function, and
assume that the interface trap level density is constant around midgap, the interface trap
charge density Qit can be expressed as

Qit = −q2Ditψs [Mun86]. (5.17)
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Charge neutrality provides another condition. Demanding that the nanowire slice is neutral,
the space charge in the depletion layer has to equal the interface charge, which gives

π(a2 − r2
d)ρ+ 2πa(Qf +Qit) = 0 . (5.18)

Using equation (5.17), we can solve the above equation for the depletion radius,

rd =

√
a2 +

2aQf − 2aq2Ditψo

ρ(1 + aq2

2 εs
)Dit

. (5.19)

So we arrived at an expression for the inner radius of the depletion region. One can see
that for a specific set of parameters Qf , Dit, a, and ψo the inner radius of the depletion
layer can become zero. This defines a critical nanowire radius

acrit =
εs

q2Dit

(
−1 +

(
1 +

4q2Dit

ρ εs
(q2Ditψo −Qf )

)1/2
)
. (5.20)

If the nanowire radius a is larger than acrit, we face the situation that the nanowire is de-
pleted at its surface, but still conductive in its center, like depicted in Fig. 5.3(b). However,
if the nanowire radius a is smaller than acrit the nanowire is fully depleted. Figure 5.4 (a)
shows the critical radius of an n-doped nanowire for different interface trap level densi-
ties Dit and zero fixed oxide charges (Qf = 0) as a function of the donor concentration
ND. The critical radius acrit decreases with increasing doping concentration and decreas-
ing Dit. This could be expected, since both, an increase of the doping, and a reduction
of the interface trap level density reduces the width of the depletion layer. We can de-
duce from Fig. 5.4(a) that the doping of a silicon nanowire of 50 nm in diameter, having
a medium trap level density of Dit = 1×1011 eV−1 cm−2 and zero Qf , has to be larger
than 2×1017 cm−3 to prevent the nanowire from being fully depleted. By expanding the
square root of equation (5.20) to first order we can obtain an approximate expression for
acrit, which is sufficiently accurate in most cases.

acrit ≈
2

ρ

(
q2Ditψo −Qf

)
, (5.21)

where ρ is q(ND −NA) and ψo has to be determined by using equation (5.16). In order to
discuss the influence of the interface charges on the charge carrier concentration, we have
to distinguish two cases. The first case corresponds to a > acrit, i.e. the nanowire is not
fully depleted. Considering an n-doped nanowire, we can evaluate the effective electron
concentration neff> of the nanowire by combining equation (5.11) and equation (5.14)
and averaging over the nanowire area. The potential in the nanowire center, ψo, is given
by equation (5.16). (The greater sign in the subscript of neff> is meant as a reminder that
a > acrit).

neff> =
1

a2π

∫ a

0
no exp(βψ(r))2πrdr

=
2no
a2

{∫ rd

0
exp(βψo)rdr +

∫ a

rd

exp
(
βψo +

βρ

4εs
(r2
d − r2)

)
rdr

}

= no exp(βψo)

{
r2
d

a2
+

4εs
βρa2

(
1− exp

( βρ
4εs

(r2
d − a2)

))}
, (5.22)

61



(a) (b)

(d)(c)

Figure 5.4: (a) Critical radius acrit for different interface trap level densities Dit as a function of
the donor concentration ND; Qf = 0, see also Fig. A.19. (b) Effective electron densities neff for
different values of Dit, assumingQf = 0 and a = 25 nm, see also Fig. A.20. (c) Effective electron
and hole density, neff and peff , as a function of ND for a = 25 nm, Dit = 1×1011 eV−1 cm−2

and different values of Qf ≥ 0, see also Fig. A.21. (d) neff and peff as a function of ND for
a = 25 nm, Dit = 1×1011 eV−1 cm−2 and different values of Qf ≤ 0, see also Fig. A.22.

The second case corresponds to the situation where the wire is fully depleted (a <

acrit). The electrostatic potential can then be expressed as

ψ(r) = ψs +
ρ

4εs
(a2 − r2) , (5.23)

where the surface potential is determined by the charge neutrality condition

ψs =
aρ+ 2Qf

2q2Dit
(5.24)

The effective electron density neff< for the fully depleted case (a < acrit) can be obtained
by averaging the electron density over the nanowire area

neff< =
1

a2π

∫ a

0
no exp(βψ(r))2πrdr

= no exp(βψs)
4εs
βρa2

(
exp

(βρa2

4εs

)
− 1
)
. (5.25)
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Combining equation (5.22) and (5.25), we can evaluate the effective electron density neff
for an arbitrary combination of ND, Qf and Dit. Figure 5.4 (b) shows neff for different
interface trap level densities Dit, zero Qf , and a radius a of 25 nm as a function of the
donor density ND. The characteristic feature of the curves is a sharp transition between
a region of high and a region of low effective electron density. Clearly this transition is
located at the ND value, where the wire starts to be fully depleted. Similarly to Fig. 5.4(a),
the onset of full depletion is shifted on the ND axis depending on the density of interface
trap levels. The smaller the Dit value is, the smaller the doping concentration can be,
without causing a full depletion of the nanowire. Since the fixed oxide charge was set to
zero, the effective electron concentration approaches the intrinsic value of 1.5×1010 cm−3

in the limit of low doping concentrations.
In order to give an impression of the effect of fixed oxide charges, Fig. 5.4(c) shows

the effective electron density neff and the effective hole density peff as a function of ND,
assuming a medium interface trap level density Dit = 1×1011 eV−1 cm−2 and a nanowire
radius of 25 nm. The fixed oxide charge is taken to be positive. In the low ND region,
where the nanowire is fully depleted, the effective electron density is basically determined
by the position of the surface potential. Equation (5.24) implies that positive fixed oxide
charge will lead to an increase of the surface potential, which corresponds to an increase
of the electron concentration, and a concomitant decrease of the hole concentration. This
can be seen Fig. 5.4(c). In the limit of low doping concentrations, neff approaches a value
that is greater than the intrinsic electron concentration. For negative fixed oxide charges,
the effect is reversed. As depicted in Fig.5.4(d), a negative fixed oxide charges density will
lead to an effective electron concentration that is smaller, and an effective hole density that
is greater than the intrinsic one. The nanowire is than said to be inverted.

To summarize the above results briefly, we have seen that especially the interface trap
level density Dit has a considerable influence on the effective charge carrier density, which
is clearly a consequence of the high surface to volume ratio of the nanowires. We have
derived an expression for a critical nanowire radius acrit, depending on the interface trap
level density Dit, the fixed oxide charge density Qf , and the dopant density. If the radius
is smaller than the critical radius acrit the nanowire will be fully depleted, whereas for a
radius greater than acrit only an outer shell of the nanowire will be depleted.

5.2 Array of n-Doped Nanowires

Single nanowire measurements are technologically challenging, both from a sample fab-
rication and a measurement point of view. Therefore we concentrate on contacting arrays
of nanowires with macroscopic contacts defined by standard optical lithography. The de-
tailed experimental procedure is described below. Temperature-dependent measurements
of epitaxial n-doped nanowires are presented and discussed in detail.
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5.2.1 Experimental

The n-doped silicon nanowire samples were prepared in the following way. As substrate,
phosphorus doped (7−13 Ω cm), (111)-oriented 100 mm silicon wafers were used. Before
transferring the wafers into the ultra-high vacuum (UHV) system, the wafers were cleaned
by a two-step wet chemical cleaning and a short HF dip. Details on the wafer preparation
are given in Section 1.1.

As a catalyst for the VLS nanowire growth, a gold layer of 0.5 nm thickness was in situ
deposited onto the hydrogen-terminated silicon wafer, using an electron beam evaporation
source (Tectra). In order to break up the gold film, the wafer was annealed at 450 ◦C for
20 minutes. Afterwards the temperature was lowered to 300 ◦C, well below the eutectic
point. At this temperature, a small amount of antimony was deposited onto the substrate
by an e−-beam evaporation source. The antimony is assumed to be dissolved in the droplet
and to be incorporated little by little into the silicon nanowire during growth. Antimony is
known to have an electronic level in silicon located 0.039 eV below the conduction band
[Sze81b], thus causing an n-type doping of the silicon nanowires.

Upon the antimony deposition, the temperature was raised to the growth temperature of
450 ◦C. The silicon nanowires were grown at a constant pressure of 1.8 mbar (5% silane,
95% argon) and at constant gas flow of 40 sccm, within about 7 minutes. An image of
the as-grown silicon nanowires is shown in Fig. 5.5(a). The nanowires have an average
diameter of approximately 50 nm and a length of about 500 nm.

(a) (b)

Figure 5.5: n-doped silicon nanowires (a) as-grown; (b) embedded and etched.

After silicon nanowire growth, 2 nm of dysprosium were deposited in situ onto the
backside of the wafer in order to achieve good electrical contact to the substrate. The
resulting epitaxially grown silicon nanowires were then embedded into a layer of spin-
on-glass (Futurrex IC1-200) which was baked out at 400 ◦C. The spin-on-glass was etched
down, using a commercial reactive ion etching system (Oxford, Plasmalab: 49 sccm CHF3,
1 sccm O2, 15mbar, 100 W), to uncover the gold tips from the SiO2, see Fig. 5.5(b). The
top contacts, having an area of 6×105 µm2, were defined by standard optical lithography
techniques, followed by a deposition of 100 nm of aluminum.
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5.2.2 Results and Discussion

All temperature-dependent electrical measurements were performed in a vacuum probe sta-
tion using an Agilent 4155C semiconductor parameter analyzer. The sample was clamped
inside the probe station onto a heatable/coolable chuck with a piece of indium foil between
the metalized sample backside and the chuck. Purpose of the indium foil was to improve
the thermal contact between the sample and the chuck. The lithographically defined con-
tact pads, on top of the sample, were contacted by a probe needle. Measurements were
carried out at temperatures between 290 K and 130 K, with the temperature controlled by
a proportional-integral-differential (PID) controller. Figure 5.6 (a) shows the temperature-
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Figure 5.6: (a) Temperature-dependent current-voltage measurement of an array of n-doped silicon
nanowires, see also Fig. A.23. (b) Corresponding equivalent circuit.

dependent current-voltage characteristics of an array of n-doped silicon nanowires. The
measurements reveal a pronounced rectifying behavior with a forward current at −0.5 V
that is approximately three orders of magnitude larger than the reverse current at +0.5

V. This behavior can be attributed to the characteristic of a Au/n-Si Schottky contact. As
shown in Fig. 5.1, a Au/n-Si Schottky contact with the voltage applied to the semiconductor
and the metal held at constant potential is forward biased for negative and reverse biased
for positive voltages (see Fig. 5.1). This is consistent with the measurement and a first
indication that the observed rectifying behavior is indeed caused by the Au/n-Si contact.

A closer inspection of the measurement reveals that three different regions can be iden-
tified for negative voltages; and to each region a different element of the equivalent circuit,
shown in Fig. 5.6(b), can be assigned. The first region to consider is where the curves
have a more or less constant slope, which indicates an exponential current-voltage de-
pendence. This exponential increase can be attributed to the characteristic of the Au/n-
Si Schottky diode. In Fig. 5.6(b) this contact is symbolized by a Schottky diode having

65



voltage-dependent resistance Rc corresponding to equation (5.8). The second region can
be found for elevated temperatures and strongly negative bias voltages. Under these condi-
tions, the current starts to saturate. This means that the IV-characteristic is now dominated
by a series resistance Rs, also shown in the equivalent circuit of Fig. 5.6(b). One can
see that the level of saturation of the current, for example at −0.5 V, decreases with tem-
perature. Therefore, we can infer that the series resistance is temperature-dependent and
increases with decreasing temperature. The third feature of Fig. 5.6 is that the exponential
current-voltage dependence, caused by the Schottky diode, flattens out at low temperatures
and moderate forward bias, producing a kink in the current-voltage curves. This behav-
ior can be explained by a leakage current path that bypasses the Schottky contact. In the
equivalent circuit, shown in Fig. 5.6(b), this leakage current is accounted for by a parallel
resistance Rl. Also this parallel resistance is temperature-dependent. It increases with de-
creasing temperature. Hence the equivalent circuit with which we intend to simulate the
set of temperature-dependent measurements consists of the Au/n-Si Schottky diode and
two temperature-dependent resistances, Rl and Rs.

Let us first concentrate on the Schottky contact, which is characterized by three un-
known parameters, the actual device area A, the ideality factor n, and the barrier height
φBn. As stated in equation (5.8), the current-voltage characteristic of a Schottky contact to
an n-type semiconductor can be approximated as

In = Is exp
(−qV
nkT

)(
exp

(qV
kT

)
− 1

)
[Sch98a]. (5.26)

Thus a logarithmic plot of In/(exp
(qV
kT

)
− 1) versus voltage should give a straight line

with a slope that is inversely proportional to the ideality factor and a y-axis intercept that is
equal to Is. Such a plot, for five different temperatures between 260 K and 300 K, is shown
in Fig. 5.7(a). It is easily seen that the data are in excellent agreement with the expected
linear behavior.

(a) (b)

Figure 5.7: (a) In/(exp
(
qV
kT

)
− 1) versus voltage for determination of n and Is, see also Fig. A.24.

(b) Richardson plot for determination of the Schottky barrier height, see also Fig. A.25.

By linearly fitting the data of Fig. 5.7(a) an ideality factor n = 1.2 can be found from
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the slope of the linear fit, which is a relatively good value. Usually, it is expected that the
ideality factor takes values between n = 1 and n = 1.5, where an ideality factor of one
represents an ideal Schottky diode. The y-axis intercept of the linear fit gives the saturation
current Is, defined as

Is = AA∗T 2 exp
(−φBn
kT

)
[Sch98a]. (5.27)

Considering this definition, it becomes clear that a logarithmic plot of Is/T 2 versus the
inverse temperature has a slope that is proportional to the Schottky barrier height and a
y-axis intercept that is equal to AA∗. This represents the standard procedure to deter-
mine the barrier height, sometimes referred to as a Richardson plot. In Fig. 5.7(b) such
a Richardson plot using the Is values of Fig. 5.7(a) is shown. The slope of the linear fit
corresponds to a barrier height of φBn = 0.61 eV, which is smaller than the 0.8 eV, re-
ported in literature [Cro64, Cow65] for a Au/n-Si contact. There are several reasons for
this. One is that we measure a parallel arrangement of about 106 Schottky contacts. Due
to the parallel switching, the measured barrier height will be dominated by the smallest
values among the varying barrier heights of the nanowire contacts. This at least partially
explains the deviation. Another possible reason why the measured barrier height is slightly
smaller than expected, might be the influence of interface states at the metal-semiconduc-
tor interface. The interface states, and with them the measured barrier height, are sensitive
to the experimental procedure by which the contact has been produced. An annealing of
the metal-semiconductor contact, for example, can change the barrier height considerably
[Sze81d]. A third possible cause for the deviation might be the small contact size. Usu-
ally, metal-semiconductor contacts are dealt as a one-dimensional problem, i.e. neglecting
effects at the contact edges. In our case the contact diameter is of the order of 50 nm, so
that an influence of Si/SiO2 interface charges located in the vicinity of the contact edge
can probably not be excluded [AB78]. Considering all these effects, we think that the
measured barrier height is in fair agreement with the value reported in literature.

From the y-axis intercept of Fig. 5.7(b) we can obtain the product AA∗ = 3.5×
10−3 A K−2. If the Richardson constant A∗ is taken to equal that of n-type bulk silicon,
A∗ = 112 A cm−2 K−2 [And70], we can deduce a Au/n-Si contact area of 3.1×10−5 cm2.
The area of a single nanowire (diameter 50 nm) is approximately 2×10−11 cm2, which
corresponds to roughly 1.6×106 nanowires contacted in parallel. The total area of the
contact pad is 6×105 µm2, which means that according to the measurement, the density
of contacted nanowires is approximately 3µm−2. Three contacted nanowires per square
micrometer roughly agrees with the scanning electron micrograph, shown in Fig. 5.5.

Let us now focus on the leakage current, which cuts off the Schottky-diode like be-
havior for temperatures below 230 K and currents smaller than ≈ 10−9 A, as shown in
Fig. 5.6(a). The current-voltage characteristics for different temperatures are plotted in
Fig.5.8(a) on a linear scale. They show a linear behavior, so that the resistance can directly
be extracted from the slope. This resistance can be interpreted as a leak-resistance R l of
the equivalent circuit shown in Fig. 5.6(b). The such obtained values of Rl are plotted in
Fig. 5.8(b) as a function of the inverse temperature. The leak resistance Rl exhibits a slight

67



(a) (b)

(c) (d)

Figure 5.8: (a) Current-voltage characteristics for low temperatures on a linear scale, see also
Fig. A.26. (b) Temperature dependence of the leak-resistance Rl, see also Fig. A.27. (c) Norde
Plot of the forward current, see also Fig. A.28. (d) Temperature dependence of the series resistance
Rs, see also Fig. A.29.

temperature dependence, which in a good approximation can be taken to be exponential.
The slope of the linear fit of Fig. 5.8(b) leads to an activation energy of ϕl = 0.07 eV.
Hence, the leak-resistance can be approximated as Rl = 1.5×107 exp(0.07 eV/kT ) Ω,
which corresponds to 2×108 Ω at 300 K.

We have seen in Fig. 5.6(a) that for large forward currents, the current is driven into
saturation, which indicates the existence of a series-resistance Rs. However, to determine
the magnitude of this series resistance, including its temperature dependence, is a little
more subtle, since the nanowire current-voltage characteristic, even for large forward bias
voltages, shows a mixture of an ohmic behavior due to Rs and a diode-like behavior due to
the Schottky contact. To circumvent this obstacle, Norde developed a method [Nor79] to
determine the series resistance of Schottky diodes, called Norde plot after him. According
to equation (5.8), the current-voltage characteristic of a Schottky diode at large forward
(negative) bias, using (exp(qV/kT ) − 1) ≈ −1, is approximately given by

In = −AA∗T 2 exp
(−φBn
kT

)
exp

(−qV
nkT

)
. (5.28)

In the presence of a series resistance Rs, the voltage drop over the Schottky contact is
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reduced by an amount RsIn, thus the current In can be expressed as

In = −AA∗T 2 exp
(−φBn
kT

)
exp

(−q(V −RsIn)

nkT

)
. (5.29)

One can now define the so-called Norde-function F (V, In) as

F (V, In) = −V
2
− kT

q
ln
∣∣ In
AA∗T 2

∣∣

= (
1

n
− 1

2
)V +

φBn
q
− RsIn

n
[Sch98b]. (5.30)

The term V/2 enters here with a minus, since the diode is forward biased for negative
voltages. As long as the ideality factor n is smaller than two, this function F (V, In) exhibits
a minimum Fmin at a voltage Vmin. These values can be used to determine the series
resistance. As an example, the Norde function at 300 K is shown in Fig. 5.8(c). From the
extremum condition ∂F (V, In)/∂V = 0 it can be easily derived using equations (5.29)
and (5.30) that

Rs =
(n− 2

Imin

)kT
q

[Sch98b], (5.31)

Fmin =
φBn
q

+
(2− n

2n

)
Vmin +

(2− n
n

)kT
q

[Sch98b], (5.32)

where Imin denotes the current In that corresponds to the voltage Vmin. Using equation
(5.31) and the measured ideality factor of n = 1.2, the series resistance of an array of
n-doped nanowires can be determined for various temperatures.

In Fig. 5.8(d), the resulting Rs values are plotted as a function of inverse temperature.
One can see that the data points are located close to a straight line, so that we can assume
an exponential temperature dependence. Linearly fitting the data, Fig. 5.8(d) gives an
activation energy of 0.12 eV. Thus the series resistance can be approximated as Rs ≈
3× 102 exp(0.12 eV/kT ), which corresponds to series resistance of 3× 104 Ω at room
temperature. Assuming an average length of the nanowires of roughly 500 nm and taking
the mobility of bulk silicon (1×103 cm2 V−1 s−1) leads to an effective electron density
neff ≈ 3×1011 cm−3. So the nanowires, although doped, seem to have an electron density
insignificantly higher than that of intrinsic silicon. However, such a low effective electron
density can be explained by considering the effect of interface traps, as shown in Fig.5.4(b).
A high interface trap level density of 1×1012 eV−1 cm−2 - we did not try to reduce the
interface trap density of the nanowires by any means - would cause a full depletion of
the nanowires, given that the doping concentration ND is less than about 2×1017 cm−3.
Probably the doping of the wires was below this threshold.

Equation (5.32) can also be used to determine the barrier height φBn and to cross-check
in this way the barrier height value of φBn = 0.61 eV we obtained from the Richardson
plot shown in Fig. 5.7(b). The resulting values of the barrier height, determined at different
temperatures, have a mean value of 0.62± 0.01 eV.
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A = 3.2×10−5 cm2

φBn = 0.61 eV

n = 1.2

Rs = 3.0×102 exp(0.12 eV/kT ) Ω

Rl = 1.5×107 exp(0.07 eV/kT ) Ω

Table 5.1: Parameters deduced from the current-voltage characteristics of an array of n-doped
nanowires.

All parameters we obtained so far by analyzing the current-voltage behavior are sum-
marized in Table 5.1. Together with the proposed equivalent circuit of Fig. 5.6(b), these
values were used to simulate the current-voltage characteristic of the array of n-doped
nanowires. For comparison, the measured and simulated data are plotted in Fig. 5.9(a) and
Fig. 5.9(b), respectively. One can see that the parameters we derived from the measure-

(a) (b)Measured Simulated

Figure 5.9: (a) Measured temperature-dependent current-voltage characteristic of an array of n-
doped silicon nanowires, see also Fig. A.23. (b) Simulation of the measurement using the parame-
ters extracted from (a), see also Fig. A.30.

ment indeed give a good qualitative description of the current-voltage behavior. The most
apparent disagreement regards the reverse current at temperatures close to room temper-
ature. This is because at elevated temperature, the reverse current behavior is dominated
by the characteristic of the Schottky contact, which we modelled by using equation (5.8).
However, this formula for an ideal Schottky contact disregards the Schottky effect, i.e. the
voltage induced lowering of the barrier height, and other effects that alter the voltage de-
pendence of the reverse current. Instead, equation (5.8) predicts an approximately constant
reverse current for voltages V > 5 kT/q.
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5.3 Array of p-Doped Nanowires

5.3.1 Experimental

The procedure for producing samples of p-doped nanowires is closely related to the way
the n-doped nanowires are prepared. As substrate, a hydrogen terminated boron-doped
(> 5 Ω cm) wafer was used, onto which a layer of gold of 0.5 nm thickness was in situ
evaporated in the UHV system. The wafer was subsequently annealed at 450 ◦C for 20
minutes. The temperature was then lowered to 300 ◦C, and at this temperature, a small
amount of boron was evaporated onto the sample by a thermal evaporation source in order
to achieve a p-doping of the nanowires. After deposition, the temperature was increased to
the growth temperature of 450 ◦C. The silicon nanowires were grown using diluted silane
(5% in argon) as precursor gas at a flow of 40 sccm and a pressure of 1.9 mbar. After ten
minutes the silane supply was switched off and the growth chamber was evacuated. The
resulting nanowires, having a typical diameter of 50 nm, are shown in Fig.5.10. About one
half are grown without kinks in the <111> direction perpendicular to the surface. These
have lengths of about 500 nm.

(a) (b)

Figure 5.10: p-doped silicon nanowires: (a) as-grown; (b) embedded and etched.

To achieve a good electrical contact to the substrate, 2 nm of platinum were deposited
in-situ by an electron beam evaporation source onto the backside of the silicon wafer. The
silicon nanowires were then embedded into three layers of spin-on-glass (Futturex IC1-
200, 3000 turns/min). To uncover the gold tips of the nanowires, the sample was etched in
a reactive ion etch system (Oxford, Plasmalab: 49 sccm CHF3, 1 sccm O2, 15 mbar) for 5
minutes. The result is shown in Fig. 5.10(b). Contacts pads (0.4×0.5 mm2) were defined
by optical lithography followed by a deposition of 150 nm of platinum to achieve a good
top contact to the gold tips of the nanowires.

5.3.2 Results and Discussion

Fig. 5.11(a) shows the temperature-dependent current-voltage characteristics of an array
of p-doped silicon nanowires on a logarithmic scale. For temperatures smaller than 200 K
the current-voltage characteristics exhibit a pronounced rectifying behavior with the for-
ward current being about two orders of magnitude larger than the reverse current. This
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(a) (b)

Figure 5.11: (a) Temperature-dependent current-voltage measurement of an array of p-doped sili-
con nanowires, see also Fig. A.31. (b) Corresponding equivalent circuit.

can be attributed to the diode like behavior of a Au/p-Si Schottky contact. Note that, as
shown in Fig. 5.1, the Schottky diode is forward biased for positive voltage. This is in-
dicative of a hole current flowing across the metal-semiconductor contact. As shown in the
equivalent circuit of Fig. 5.11(b), a contact resistance Rc is assigned to the Schottky con-
tact. For temperatures larger or equal 200 K the diode-like behavior disappears and instead
the current-voltage behavior becomes more or less ohmic. This indicates the existence of
a series resistance Rs. So in this case the equivalent circuit shown in Fig. 5.11(b) only
consists of two elements, the Schottky contact of resistance Rc and the series resistance
Rs. The task now is to determine the parameters defining these two elements. Let us first
concentrate on the Schottky contact.

As apparent from Fig. 5.11(a), a region of constant slope, i.e. of an exponential current
increase is absent in forward direction, so that the usual Richardson plot procedure to
determine φBp, n, and AA∗ cannot be applied here. We therefore have to make use of the
Norde plot procedure, which is more tedious, but nevertheless worthwhile. In our case, the
procedure is additionally complicated by the fact that we neither know the ideality factor
n, nor the effective device area A, parameters that are required as an input for the standard
Norde plot method [Nor79]. Therefore a modified version has to be used.

Like in the case of the standard Norde plot method, the approximated form of the
Schottky-contact formula (5.9), valid in forward direction for voltages greater than a few
kT/q, serves as a starting point for our considerations. Including the effect of the series
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resistance, this gives

Ip = AA∗T 2 exp
(−φBp
kT

)
exp

( q

nkT
(V − IpRs)

)
. (5.33)

Considering this relation, we can define the modified generalized Norde functionG(V, Ip, γ)

as

G(V, Ip, γ) =
V

γ
− kT

q
ln
∣∣ Ip
T 2

∣∣

= (
1

γ
− 1

n
)V +

φBp
q

+
IpRs
n
− kT

q
ln(AA∗) . (5.34)

This function G(V, Ip, γ) is said to be generalized, because the term V/2 of equation
(5.30) is replaced by the expression V/γ [Boh86], introducing the additional parameter
γ. It is modified, inasmuch the current Ip in the logarithm is not divided by AA∗T 2, like
in equation (5.30), but only by T 2 [Sch98b]. As long as the parameter γ is chosen to be
larger than the ideality factor n, the function G(V, Ip, γ) exhibits a minimum Gmin at a
voltage Vmin. Using the extremum condition together with equations (5.33) and (5.34), the
following two relations are easily derived:

Rs =
(γ − n
Imin

)kT
q
, (5.35)

Gmin =
(n− γ
γ n

)
Vmin +

φBp
q

+
kT

q

(γ − n
n

)
− kT

q
ln(AA∗) . (5.36)

The procedure is like before, we determine the minimum of the Norde function G(V, Ip, γ)

which gives us the values of Gmin, Vmin, and Imin. If in addition the ideality factor n
would be known, the series resistance Rs could be inferred using equation (5.35). Since
this is not the case, we propose the following method, based on equation (5.35) rewritten
as

γ = n+
q

kT
RsImin . (5.37)

Thus if Imin is determined for several different values of the parameter γ, we can deduce
Rs from the slope of a plot of γ versus Imin; the ideality factor n can then be inferred
from the y-axis intercept. As an example, Fig. 5.12(a) shows a plot of γ versus Imin for a
temperature of 120 K. Linearly fitting the data, we can obtain the ideality factor, n = 1.54,
and the series resistance, Rs = 1.5×10−6 Ω. Repeating this procedure for the measured
data at temperatures between 110 K and 150 K, yields an average n-factor of n = 1.5±0.1.

The second task is now to determine the barrier height φBp and AA∗. For this we
define a temperature-dependent function H(T, γ) using equation (5.36)

H(T, γ) = q Gmin +
(γ − n
γ n

)
qVmin +

(n− γ
n

)
kT

= φBp − kT ln(AA∗) . (5.38)

This function H(T, γ) can directly be obtained for all the different γ values. A plot of
H(T, γ) versus temperature should give a straight line from which AA∗ and φBp can
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(a) (b)

(d)(c)

Figure 5.12: (a) γ as a function of Imin, see also Fig. A.32. (b)H(T, γ) as a function of the inverse
temperature, see also Fig. A.33. (c) Linear current-voltage relation at elevated temperatures, see
also Fig. A.34. (d) Arrhenius plot of the series resistance, see also Fig. A.35.

be derived considering the slope and the y-axis intercept, respectively. This is shown in
Fig. 5.12(b). The measured barrier height of φBp = 0.25 eV is a bit too small compared to
the literature value of 0.34 eV [Sze81d]. As mentioned before, due to the parallel switching
of the nanowires, the contacts having the smallest barrier height determine the measured
value of the barrier height. This might to some degree account for the deviation. Another
possible reason could be that the barrier height is altered by the special way the Au/p-Si
contacts were treated. However, a measured barrier height of φBp = 0.25 eV is close
enough to the value reported in literature that we can take it as being consistent.

From the slope of the linear fit shown Fig. 5.12(b) we can obtain the product AA∗ of
the effective device area and the Richardson constant. Assuming a Richardson constant
A∗, equal to the one of p-type silicon, A∗ = 32 A cm−2 K−2 [And70], leads to an effective
device area of 1.8×10−6 cm2. This area, together with an average nanowire diameter of
50 nm, corresponds to approximately 1×105 nanowires contacted in parallel. Considering
the size of the contact pad of 0.4 mm ×0.5 mm, we end up with a nanowire density of
0.5µm−2, which is roughly consistent with what could be expected from the scanning
electron micrographs of the sample (see Fig. 5.10(b)).

Let us now focus on the series resistance. We have seen so far that for low tempera-
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tures, the series resistance data can be obtained from a generalized modified Norde plot.
In addition, we can also directly deduce the series resistance for temperatures ≥ 220 K,
since the current-voltage characteristic is almost linear, as shown in Fig. 5.12(c). An ap-
proximation for the temperature dependence of the series resistance is found by combining
both data sets. In Fig. 5.12(d), Rs is plotted versus the inverse temperature. One can
see that in a crude approximation we can assume that the series resistance depends ex-
ponentially on temperature, i.e. Rs = 2.8×102 exp(0.09 eV/kT ) Ω, which corresponds
to a series resistance of roughly 1×104 Ω at room temperature. Assuming an average
length of the nanowires of roughly 500 nm and taking the hole mobility of bulk silicon
(4×102 cm2 V−1 s−1) leads to an effective hole density of peff ≈ 5×1013 cm−3. Similar
to the n-doped wires this small value for the effective hole density can be explained taking
the influence of interface traps into account. Assuming a interface trap level density of
1×1012 eV−1 cm−2 we can find from Fig. 5.4(b) that the doping concentration was prob-
ably less than 2×1017 cm−3. The parameters we obtained so far are summarized in Table
5.2.

A = 1.8×10−6 cm2

φBp = 0.25 eV

n = 1.5

Rs = 2.8×102 exp(0.09 eV/kT ) Ω

Table 5.2: Parameters deduced from the current-voltage characteristics of an array of p-doped
nanowires.

In order to test the consistency of the extracted parameters with the measurement,
the current-voltage characteristic was simulated based on the proposed equivalent circuit
shown in Fig. 5.11(b). For an easier comparison, both the measured and the simulated
current-voltage characteristic are shown in Fig. 5.13(a) and Fig. 5.13(b), respectively. It
can be seen that the parameters of Table 5.2, determining the Au/p-Si Schottky diode and
the series resistance Rs, indeed provide a good qualitative description. The most appar-
ent deviation occurs for the reverse bias current at low temperatures. This is due to the
fact that the Schottky effect and other mechanisms leading to a more pronounced voltage
dependence of the reverse current have not been considered.

5.4 Conclusions of Chapter 5

The measurements of both n-doped and p-doped silicon nanowires can be consistently ex-
plained by taking the contact properties and the influence of interface states into account.
The rectification direction of the Au/Si Schottky contact indicated that indeed a hole cur-
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(a) (b)Measured Simulated

Figure 5.13: (a) Measured temperature-dependent current-voltage characteristic of an array of p-
doped silicon nanowires, see also Fig. A.31. (b) Simulation of the measurement using the parame-
ters extracted from (a), see also Fig. A.36.

rent is flowing in the p-doped nanowires, and an electron current in the n-doped nanowires.
The measured Schottky barrier heights agree with the values reported in literature, if the
effect of the parallel switching of the nanowires and edge effects at the metal-semicon-
ductor contact edge are considered. The ideality factors are more or less in the expected
range. Also the device areas we could derive from the contact characteristics, are con-
sistent with the estimated contact area. The most puzzling outcome concerns the series
resistance, which we could obtain by a Norde plot analysis of the measurements. This
series resistance seems to be too high, if only the nominal doping of the nanowires is taken
into account. However, a more detailed analysis, also considering the influence of inter-
face traps at the Si/SiO2 interface could resolve this apparent contradiction. It seems that
our doping method produced a dopant density that is below the critical limit, necessary
to prevent the nanowires from being fully depleted. For an interface trap level density of
Dit = 1×1012 eV−1 cm−3 and a nanowire diameter of 50 nm the critical doping limit is
about 1017 cm−3. We believe that the dopant densities in our nanowires are lower than this
threshold value and that the nanowires are therefore fully depleted, which explains their
high resistance.
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Chapter 6

Vertical Surround-Gate Field-Effect
Transistor

The first step towards a technical realization of a nanowire logic element is the design
and manufacturing of a nanowire transistor. In this respect, epitaxially grown silicon
nanowires offer two advantages. First, the problem of handling and positioning nanometer-
sized objects that arises in the conventional pick-and-place approach, where devices are
fabricated by manipulating horizontally lying vapor-liquid-solid (VLS) grown nanowires
[Cui01b, Wha03], is circumvented. And second, the vertical orientation of the nanowires
permits to wrap the transistor gate around the nanowire. Such a wrapped-around gate al-
lows better electrostatic gate control of the conducting channel and offers the potential to
reduce the gate voltage [Wan04].

In this chapter, following a theoretical introduction, a generic process for fabricat-
ing a vertical surround-gate field-effect transistor (VS-FET) based on epitaxially grown
nanowires is described. A first electrical characterization proving the feasibility of the
process developed and the basic functionality of this device is presented and discussed.

6.1 Theory and Simulation

Figure 6.1(a) shows a schematic cross section through a conventional p-type MOSFET. In
such a device, an inversion channel can be created close to the gate by applying a negative
gate voltage. This forms a conducting channel that electrically connects the p-doped re-
gions under the source and drain contacts. Using this concept, a silicon nanowire VS-FET
would ideally require a nanowire that is n-doped in the region of the gate, and p-doped
elsewhere. Unfortunately, such a p-n-p structure with abrupt transitions appears difficult to
realize if the nanowires are grown by means of the vapor-liquid-solid mechanism [Wag64a]
using gold as catalyst. The difficulty here is that the catalyst droplet might act as a reser-
voir for the therein dissolved dopant atoms. Consequently, only graded transitions could
be obtained when switching from one dopant to the other. Instead, we used a structure con-
sisting of an n-doped silicon nanowire grown on a p-type substrate, see Fig. 6.1(b). If the
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Figure 6.1: Schematics of (a) a conventional p-channel MOSFET, (b) a silicon nanowire vertical
surround-gate field-effect transistor.

gate-drain and gate-source distances are not too large, it is nevertheless possible to create
an inversion channel along the entire length of the nanowire. In the proposed configura-
tion, the p-n-junction at the source contact, shown in Fig. 6.1(a), is replaced by a Au/n-Si
Schottky contact at the nanowire tip.

6.1.1 MOS Capacitor

Before discussing the properties of a vertical nanowire surround-gate field-effect transistor,
let us first consider the effect of applying a gate voltage on the effective charge carrier
concentration in the nanowire. The electrical measurements presented in the last chapter
revealed that with our method of doping the nanowires, the nanowires are usually fully
depleted. Thus we can use equation (5.25) to describe the effective electron density neff
of the nanowire.

neff = no exp(βψs)
4εs
βρa2

(
exp

(βρa2

4εs

)
− 1
)
, (6.1)

where β = q/kT , and ρ, εs, and a are the charge density, the dielectric constant, and the
radius of the nanowire, respectively. If ρ � 4εs/(βa

2) we can expand the exponential
in (6.1) in a Taylor series expansion to first order. The above condition is satisfied if the
dopant density in a wire of radius a = 25 nm is smaller than 1×1017 cm−3. A Taylor series
expansion to first order gives

neff = no exp(βψs) , (6.2)

where no is defined in equation (5.11). Clearly, in this approximation, the effective electron
concentration neff is determined by the value of the surface potential. Using equation
(5.12) we can write the charge density in the wire as

ρ = q
(
po exp(−βψs)− no exp(βψs) +ND −NA

)
. (6.3)
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Compared to the previous chapter, where we approximated that ρ = q(ND − NA), this
approximation goes one step further. It is implicitly assumed that the charge density is
constant within the nanowire - a reasonable approximation for small radii.

(b)(a)

PSfrag replacements

ψs > 0

Vg > 0

Ec

Ei

Ev

r = rg r = a r = 0

EF

Figure 6.2: (a) Schematic of the electrostatic potential and the bandstructure of a circular MOS
capacitor. (b) Effective electron and hole density of an n-doped (ND = 1×1016 cm−3) circular
surround-gate MOS capacitor for different interface trap level densitiesDit as a function of the gate
voltage Vg , see also Fig. A.37.

To simplify the electrostatic problem, we only consider the two-dimensional problem
of a circular slice of silicon of radius a covered with SiO2 of thickness (rg−a), surrounded
by a circular gate of radius rg. The electrostatic situation for the VS-FET is schematically
depicted in Fig. 6.2(a). Furthermore, we neglect the work function difference between
the gate metal and silicon, we neglect charges inside the oxide layer (Qot = Qm = 0),
and consider only the effect of fixed oxide charges, Qf , and trapped interface charges,
Qit, on the effective charge carrier density. The boundary conditions for the problem
are determined by the gate voltage, as shown in Fig. 6.2(a). Under these conditions, the
electrostatic potential is given by

ψ(r) =

{
ψs − ρ

4εs
(r2 − a2) 0 ≤ r < a

ψs − a2

2εox
ln( ra)

(
ρ+ 2

a(Qf +Qit)
)

a ≤ r < rg
. (6.4)

Using equation (5.17) and the boundary condition ψ(rg) = Vg we arrive at an expression
that directly relates the gate voltage to the surface potential ψs

Vg = ψs −
a2

2εox
ln(

rg
a

)

{
q
(
po exp(−βψs) − no exp(βψs) +ND −NA

)
+

+
2

a

(
Qf − q2Ditψs

)}
, (6.5)
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or equivalently to the effective electron concentration, using equation (6.2),

Vg =
kT

q
ln(

neff
no

)− a2

2εox
ln(

rg
a

)

{
q
(
pono
neff
− neff +ND −NA

)
+

+ 2
a

(
Qf − kTqDit ln(

neff
no

)
)}

. (6.6)

Clearly, the only effect of fixed oxide charges, Qf , is to shift the gate voltage. In Fig.6.2(b),
the effective electron and hole concentrations of a lowly n-doped nanowire (ND = 1×
1016 cm−3) of 25 nm in radius, as a function of the gate voltage Vg, is plotted for different
interface trap level densities Dit. The gate is located at rg = 35 nm, corresponding to an
oxide thickness of 10 nm. One can see in Fig. 6.2(b) that a positive gate voltage leads to
the accumulation of electrons in the nanowire, whereas a negative gate voltage results in a
charge carrier inversion. An inversion in the nanowire is what we need for our surround-
gate silicon nanowire FET. The presence of interface traps reduces the response of the
device with respect to the applied gate voltage, but does not alter the overall behavior
considerably.

However, for our approach of fabricating vertical surround-gate FETs, using n-doped
nanowires grown on a p-doped substrate, an additional complication arises from the fact
that the width of the surround-gate is much smaller then the length of the nanowire. One
can expect that in order to create an inversion along the entire nanowire, higher gate volt-
ages have to be applied than shown in Fig.6.2(b). To get a better impression of the nanowire
response to the application of a gate voltage, simulated band structures and charge carrier
densities are presented in the following.

6.1.2 VS-FET Simulation

The simulation was performed using the WIAS-TeSCA program [WT03], designed for 2D
device simulation, but also able to solve radially symmetric 3D problems. The geometry
we defined for our VS-FET problem is a circular nanowire, 50 nm in diameter and 400 nm
in length, which is covered by 15 nm of SiO2. The n-doped nanowire (ND = 1×1016 cm−3)
is attached to a 500 nm thick p-doped substrate (NA = 1×1011 cm−3). The aluminum
gate has a width of 80 nm and is located 200 nm above the substrate. The drain contact
to the substrate is assumed to be ohmic, whereas the source contact was modelled as a
Schottky contact. Unfortunately, the program does not offer the possibility of introducing
a constant Si/SiO2 interface trap level density, wherefore the effect of depletion caused
by the Si/SiO2 interface is not properly reproduced. Nevertheless, the simulation provides
some insight regarding the way the inversion region spreads along the nanowire. Figure
6.3 shows on the left the simulated charge carrier density for three different gate voltages,
and on the right the corresponding band structures. The source-drain bias is set to zero. For
zero gate voltage, charge carrier density and band structure are shown in Fig. 6.3(a) and
Fig. 6.3(b). The junction between the nanowire and the substrate is located at x = 0; with
the substrate extending to negative and the nanowire extending to positive x-values. One
can see in Fig. 6.3(a) that the crossing of the charge carrier curves, i.e. the point at which
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the Fermi level is in the midgap position (see Fig. 6.3(a)), is shifted into the substrate by
about 150 nm. This is due to the lower doping of the substrate compared to the nanowire.
The nanowire itself shows the expected electron concentration of 1×1016 cm−3. Only in
the region x > 250 nm, close to the Schottky contact at the tip, the electron density is
reduced.

(b)(a)

(d)(c)

(e) (f)

Figure 6.3: VDS = 0 V. (a) Charge carrier density for Vg = 0 V, see also Fig. A.38. (b) Bandstruc-
ture for Vg = 0 V, see also Fig. A.39. (c) Charge carrier density for Vg = −1 V, see also Fig. A.40.
(d) Bandstructure for Vg = −1 V, see also Fig. A.41. (e) Charge carrier density for Vg = −2 V, see
also Fig. A.42. (f) Bandstructure for Vg = −2 V, see also Fig. A.43.

By applying a sufficiently negative gate voltage Vg = −1 V, shown in Fig. 6.3(c-d), an
inversion region in the nanowire is created directly under the gate. This can best be seen
in Fig. 6.3(c), where in the region of the gate the hole concentration exceeds the electron
concentration. However, a gate voltage of −1 V is insufficient to create an inversion along
the entire nanowire. Both the region between gate and substrate (0 nm > x > 200 nm)
and the region between gate and nanowire tip (280 nm < x < 400 nm) are not inverted,
which would hinder the flow of a hole current through the nanowire. This changes if we
increase the gate voltage further to Vg = −2 V, as shown in Fig. 6.3(e-f). Now the entire
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nanowire is inverted and a hole current can flow through the wire. In order to give also

(a) (c)(b)

Figure 6.4: VDS = 0 V. (a) Charge carrier density for Vg = 0 V, see also Fig. A.44. (b) Charge
carrier density for Vg = −1 V, see also Fig. A.45. (c) Charge carrier density for Vg = −2 V, see
also Fig. A.46.

an impression of the radial distribution of the charge carriers, the charge carrier density is
shown in Fig. 6.4(a)-(c) for Vg = 0 V,Vg = −1 V, and Vg = −2 V, respectively. Hardly
any radius dependence can be seen, which justifies our previous assumption of a constant
charge density within the nanowire. Nevertheless, Fig. 6.4(a-c) nicely shows how upon the
application of a gate voltage, the nanowire becomes inverted. Note that the color coding
changes from Fig. 6.4(a) to Fig. 6.4(c).

6.2 Experimental

6.2.1 Nanowire Growth

The silicon nanowires were produced by chemical vapor deposition (CVD) in ultra high
vacuum (UHV) environment. For this purpose, (111) oriented boron-doped (> 5 Ωcm) 100
mm silicon wafers were cleaned (RCA cleaning), dipped into diluted hydrofluoric acid, and
immediately transferred into the UHV system. A thin layer of gold was in situ deposited
onto the hydrogen-terminated silicon wafer in stripes of a few hundred micrometers in
width by means of a shadow mask. A radiative heater was used to anneal the wafer at
450◦C for 30 min to break up the gold film and create the Au/Si alloy droplets necessary
for nanowire growth. The temperature was then lowered to 320◦C and a small amount
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of antimony was deposited onto the Au/Si droplets by an e-beam evaporation source in
order to inject the dopant into the droplets. The temperature was then raised again to
450◦C, and the UHV chamber flooded with diluted silane (5 % in argon) until a pressure
of 1.9 mbar was reached. Under constant pressure, nanowire growth proceeded for a total
of twelve minutes. The resulting nanowires have diameters of around 40 nm and an aspect
ratio of approximately ten. The p-type silicon substrate was metalized with platinum and
aluminum to create a backside electrical contact to the substrate.

6.2.2 VS-FET Manufacturing

(e) (f)

(a) (b)

(d)

(c)

Al
400 nm

40 nm
Si

Au/Si

SiO2

Al

Pi

SiO2

Figure 6.5: Nanowire VS-FET process flow. (a) Vertically grown silicon nanowires. (b) After
deposition of SiO2 layers and Al gate metal. (c) After polyimide deposition and polyimide RIE
etching. (d) After Al wet chemical etching. (e) After polyimide removal, SiO2 deposition and SiO2

RIE etching. (f) After deposition of Al as source metal.

The first step of the VS-FET processing is the deposition of the SiO2 gate insulator.
Therefore, the silicon nanowires are encapsulated with a uniform, approximately 10 nm
thick, CVD-grown SiO2 layer as gate dielectric. In the second step, a spin-on-glass (Fu-
turrex IC1-200) is deposited by spin-coating and thermally cured at 400◦C for 30 min
under nitrogen. This second SiO2 layer ensures a better electrical insulation of the metal
gate from the silicon substrate, the drain contact, so that leakage currents are avoided.
As gate metal, an aluminum layer is deposited by e-beam evaporation to cover the SiO2-
encapsulated silicon nanowire with a uniform thickness of 30 nm. A schematic of the
sample after these processing steps is shown in Fig. 6.5(b).

Afterwards the sample was spin-coated with a layer of polyimide (HD Microsystems),
which was thermally cured at 350◦C for 30 minutes. The polyimide layer serves as an
etchstop for the subsequent wet-chemical etching step that removes the upper part of the
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gate metalization (see Fig. 6.5(d)). To define the gate length, the polyimide was etched
down in a reactive ion etching (RIE) system (Oxford Plasmalab) until the nanowire tips
extended about 150 nm above the polyimide surface, see Fig.6.5(c). After the wet-chemical
etching, the sacrificial polyimide layer was entirely removed by an O2 plasma treatment.

In the next step, the silicon nanowires are completely embedded in SiO2 by spin-
coating a sufficiently thick layer of spin-on-glass on top of the sample followed by thermal
curing. RIE is used to free the Au/Si caps of the nanowire tips from the SiO2 deposited
(see Fig. 6.5(e)). Finally, a 100-nm-thick layer of aluminum or titanium is deposited to
contact the Au/Si nanowire tips and thus establish the source contact. An advantage of this
process is that the fabrication of the VS-FET does not include any chemical-mechanical
polishing step. In addition, the process flow developed is generic and can therefore be used
with any other nanowire/substrate combination.

6.3 Results and Discussion

(a)

Ti

Au

(b)

(c)

100 nm

SiO2

100 nm

Al Gate

Source

Si <111>    Drain

Figure 6.6: (a) TEM image of a silicon nanowire VS-FET (exclusively produced for TEM study).
(b) Colored TEM image; green: silicon, blue: aluminum. (c) SEM image of a sample cross section
made by FIB. Gate and source metal is aluminum.

A transmission electron micrograph (TEM; Philips CM20) of the resulting VS-FET is
shown in Fig. 6.6(a-b). Because of the low contrast of aluminum compared with silicon
or SiO2, this TEM-image is reproduced in Fig. 6.6(b) with aluminum and silicon colored
in blue and green, respectively. One can clearly see the nanowire, epitaxially grown on
the silicon surface, with the gate surrounding the nanowire approximately at mid-height.
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The bending of the nanowire is probably due to stress during spin-on-glass coating and/or
polyimide curing. By optimizing the layer deposition and curing procedure, the bending of
the nanowires could be strongly reduced, as shown in the cross section scanning electron
micrograph of Fig. 6.6(c). This sample was fabricated using aluminum for both source and
gate.

For the electrical measurements, the nanowires were grown on the substrate in stripe-
shaped regions of a few hundred micrometers in width. The gate and source contacts were
defined using optical lithography and lift-off techniques. Figure 6.7 (a) shows a colored
top-view optical micrograph of the contacts. The active area where nanowires are contacted
is on the order of 10−1 mm2 and is defined by the width of the source contact and the width
of the stripe. The average distance between individual nanowires is about 1 µm, which
translates to an estimated 104 to 105 silicon nanowires contacted in parallel by the source
and drain contact. A schematic 3D picture (Fig. 6.7(b)) illustrates the vertical position of
the different layers. To contact the gate electrically, it is necessary to remove the SiO2

layer that covers the gate contact. This was done in an anisotropic RIE step, using the
metal source contact as etching mask. Electrical measurements were performed using

SiO2

Si−NWs

Source

Drain

GateSourceGate

0.4 mm

(a) (b)

Figure 6.7: (a) False-colored top-view optical micrograph of the contact arrangement. The red and
yellow stripe is the region where nanowires are grown. The grayish-green areas to the left and right
are regions without nanowires. The blue areas are the Al source and gate contact. (b) Schematic
3D side view of the contact arrangement.

an Agilent 4155C parameter analyzer. The output characteristics of a silicon nanowire
VS-FET device (104 to 105 silicon nanowires contacted in parallel), processed with the
method described is shown in Fig. 6.8(a) for gate voltages VG between +3 and −4 V. For
positive drain-source voltages VDS , the drain-source current IDS strongly depends on VG.
With increasing negative VG, the drain-source current increases, whereas with increasing
positive VG it is reduced. For negative VDS , the gate-voltage dependence of IDS is similar
but less pronounced. Such a behavior is characteristic of hole transport and is indicative
of a gate-driven formation of an inversion layer of holes in the vicinity of the gate. In the
case of inversion, the holes in the inversion channel can inundate the n-doped nanowire.
Thus, for negative VG, our Si-nanowire VS-FET seems to function as a normal p-channel
MOSFET. The nanowire VS-FET is normally on, and turns off only if a positive gate
voltage is applied. This indicates a shift of the threshold voltage that can be attributed to
trapped and/or interfacial charges. Considering the characteristic of a p-channel MOSFET,
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(a) (b)

Figure 6.8: (a) Output characteristics of an array of VS-FETs for different gate voltages, see also
Fig. A.47. (b) Drain-source current IDS vs. gate voltage VG, VDS = 0.5 V, see also Fig. A.48.

one would expect a linear behavior of IDS at low VDS in the third quadrant, followed by
a saturation of IDS as VDS increases. The inset of Fig. 6.8(a) shows a closeup of the third
quadrant: For small VG, the increase of IDS at low VDS is nonlinear, indicating a series
resistance that might be attributed to an incomplete formation of the inversion channel
close to the interface of the p-type substrate and the n-type nanowires. Therefore, no
extraction of a charge carrier mobility in the linear regime can be performed. Moreover,
for the VS-FET no saturation of IDS can be observed, as is the case for other NW FETs
[Ng04, Cui00]. Furthermore, the inset of Fig. 6.8(a) shows that the On/Off ratio at VDS =

−0.5 V is approximately six. In Fig. 6.8(b) the drain-source current IDS at VDS = 0.5

V is plotted versus VG. Considering the number of nanowires contacted in parallel, it is
most remarkable that the current changes by more than two orders of magnitude if the
gate voltage is decreased from 2 to −4 V. As discussed above, this effect can be explained
by the creation of an inversion channel in the nanowire. The small slope of the curve in
Fig. 6.8(b) is probably caused be the short gate length compared to the necessary length of
the inversion channel. Also the interface states located at the Si/SiO2 interface might be
responsible for the reduced slope. Besides, the existence of charged traps at the Si/SiO2

interface could possibly also explain the hysteresis observed in Fig. 6.8(b).

6.4 Conclusions of Chapter 6

In conclusion, we have presented a generic process flow to fabricate silicon nanowire verti-
cal surround-gate field-effect transistors (VS-FET). The intrinsic advantage of the process
developed is that no chemical mechanical polishing steps, which are difficult to control
at this length scale, are required. In the demonstrated device, n-doped silicon nanowires,
grown epitaxially on a p-doped substrate, were used as active material. The array of VS-
FETs exhibited a gate-voltage-dependent current increase by more than two orders of mag-
nitude.
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Summary

The scope of this last part of the thesis is to summarize and discuss the results, described
in detail in the chapters before. As indicated by the title of the thesis, ”Silicon Nanowires:
Synthesis, Fundamental Issues, and a First Device” the results presented in the five chapters
therein are dedicated to three more or less independent topics, which we tried to order into
what appeared to us the most logical way, i.e. starting with experimental results on the
synthesis of silicon nanowires in Chapter 1, continuing with fundamental growth related
issues in Chapter 2 to 4, and ending finally with the electrical properties in Chapter 5 and
the fabrication of a potential electronic silicon nanowire device in Chapter 6.

It should be additionally remarked here that although especially Chapters 2, 4 and 5
treated general silicon nanowire issues, we tried to focus on homo-epitaxially grown silicon
nanowires. At least from our point of view, these offer the greatest opportunities with
regard to future silicon nanowire devices. Especially concerning sensors and electronic
applications, epitaxial silicon nanowires offer the decisive advantage that the nanowires
are both mechanically and electrically well-connected to the substrate material. Moreover,
especially the positioning of the silicon nanowires on the substrate is far easier in case of
epitaxially grown nanowires.

For these reasons we concentrated on the epitaxial growth of silicon nanowires, which
is described in detail in Chapter 1. We used a chemical vapor deposition process with silane
as precursor gas and, in most cases, gold as catalyst at low synthesis temperatures between
400 ◦C and 500 ◦C. At these temperatures, the catalyst forms a liquid alloy, and growth
can be described by the vapor-liquid-solid (VLS) mechanism. Higher synthesis tempera-
tures than 500 ◦C are not desirable from an application point of view as they may prevent
some types of pre-growth processing of the substrate used. Controlled growth of single-
crystalline silicon nanowires with radii between 15 nm and 100 nm could be achieved that
way, with at most about 70% of the nanowires straight and perpendicular on the substrate.
Although this is as good or even superior to what has been achieved by other groups con-
cerning the low temperature synthesis of silicon nanowires, it is clear that a yield of 70%
is by far not sufficient for serious applications. So there is still a strong need for an im-
provement of the synthesis quality in general. But even if perfect gold-catalyzed silicon
nanowires could be produced, their use as parts of electronic devices is questionable, as
gold is usually deemed as being incompatible with existing electronics fabrication tech-
nology. Thus from this point of view, the replacement of gold by an alternative catalyst
material is of considerable interest. We tested six different metals - Pd, Fe, Dy, Bi, In,
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and Al. It was found that aluminum is indeed a very promising alternative to gold, leading
to the growth of single-crystalline epitaxial silicon nanowires. Recent results indicate that
well-oriented almost non-tapered epitaxial silicon nanowires can be synthesized with alu-
minum as catalyst [Wan]. The maximum yield of perfectly oriented nanowires produced
that way turns out to be even higher than for the gold-catalyzed nanowires. The fact that
so far only little is reported in literature on the use of aluminum as a catalyst for silicon
nanowire growth is probably due to the fact that aluminum oxidizes too easily under non
ultra-high vacuum conditions.

Although the method we used to synthesize most of our silicon nanowires - the VLS
mechanism - has been discovered about forty years ago, its implications for the nanowire
morphology are not fully understood yet. Three fundamental morphology related issues of
the VLS growth of silicon nanowires are treated in Chapters 2 to 4. Chapter 2 focusses on
the diameter dependence of the growth velocity of silicon nanowires synthesized via the
VLS mechanism. This is insofar an important issue as the length of the nanowires is usually
adjusted via the growth time, which requires an understanding of the factors that determine
the growth velocity. Concerning the chemical vapor deposition of silicon nanowires it is
generally accepted that two sub-processes may influence the nanowire growth velocity.
These are the incorporation of silicon at the surface of the liquid catalyst droplet and the
crystallization of the silicon nanowire at the catalyst-nanowire interface. However, despite
or better because of good arguments in favor of either of these sub-processes it was dis-
cussed for a long time, whether in general the incorporation or the crystallization process
effectively determines the growth velocity. However, considering different apparently con-
tradictory experimental observations we found that this growth velocity riddle can only be
solved if the assumption of a single rate-determining step is rejected. By taking the in-
terplay of both processes, the incorporation and the crystallization process, at steady state
conditions into account, we derive in Chapter 2 a model for the radius dependence of the
growth velocity. In terms of our model the apparently contradictory experimental obser-
vations could be reconciled and consistently explained. Furthermore it was found that the
radius dependence of the growth velocity, caused by the Gibbs-Thomson effect, is strongly
affected by the applied growth conditions - an insight that might be used to optimize the
growth conditions.

Chapter 3 dealt with a subject characteristic for the epitaxial growth of silicon nanowires,
namely the expansion of the nanowire diameter close to where the nanowire is attached to
the substrate. Although at first glance this seems to be a detail of minor importance, it
is relevant for a potential post-growth processing of the nanowires, since the diameter ex-
pansion at the nanowire base will necessarily affect the shape of layers deposited onto the
nanowires. We could show that the origin of the diameter expansion is directly related to
the equilibrium mechanics of the liquid catalyst droplet in the initial stage of growth. Con-
sidering the influence of surface tensions and additionally assuming a possible line tension
contribution, we were able to model the shape of the diameter expansion with surprising
accuracy. An additional outcome of our model was that depending on sign and magni-
tude of the line tension, the usual nanowire growth mode may be inhibited. Instead of
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nanowires, hillock-like structures of finite height may develop, if the line tension exceeds
a certain limit. This line tension criterion could possibly be the cause for the growth of
hillock-like structures we found on highly doped silicon substrates.

The focus of Chapter 4 is on the crystallographic growth direction of silicon nanowires,
a subject of utmost importance, especially for epitaxially grown silicon nanowires. The ex-
perimental results we presented in Chapter 4 clearly indicated that the growth direction of
silicon nanowires grown with gold as catalyst is diameter-dependent and that furthermore
the preferential growth direction changes from <111> to <110> at a diameter of about
30 nm. The same phenomenon has also been observed by Wu et al. [Wu04a] analyzing
silicon nanowires grown on oxidized silicon substrates. Since the nucleation conditions
are totally different we concluded that the diameter dependence of the growth direction is
more an energetic and not so much a nucleation phenomenon. To explain the origin of this
direction change, we proposed a model that takes surface tension of the silicon nanowire
and interface tension of the catalyst-nanowire interface into account. According to our
model, silicon nanowires of large diameters choose the direction having the smallest inter-
face tension, whereas, as a consequence of the increased surface-to-interface ratio, silicon
nanowires with diameters smaller than 30 nm choose the direction with the smallest surface
tension. This argument can also be used to explain the change of the growth direction that
can also be observed for ZnSe nanowires, as reported by Cai et al. [Cai06]. The knowledge
that the growth direction changes at a diameters of about 30 nm is without doubt very help-
ful for the production of silicon nanowires. However, this does not imply that well-aligned
silicon nanowires with diameters smaller than 30 nm can be synthesized easily, as thin sil-
icon nanowires may choose between different crystallographically equivalent directions of
the <110> family. One way to solve this problem could be the synthesis of [100]-oriented
nanowires on (100)-oriented substrates, as for these no equivalent possible growth direc-
tions exist. According to our model, the growth of <100>-oriented nanowires might be
forced by a modification of the surface and interface tensions, which could possibly be
achieved by changing the surface termination of the nanowires. However, whether this
idea really works has not been demonstrated yet.

After these synthesis-related considerations, the electrical properties of p-doped and
n-doped silicon nanowires are investigated in Chapter 5. One purpose of the investigations
was to figure out whether our doping method is effective or not. In our case a doping
of the nanowires was achieved by evaporating a small amount of boron for the p-doped
and antimony for the n-doped wires onto the gold catalyst droplet directly prior to growth.
The doped epitaxial grown silicon nanowires were then embedded in a SiO2 matrix and the
gold tips of the nanowires contacted with a metal top contact. Temperature-dependent two-
terminal measurements were carried out, and the analysis of the measurements revealed a
typical Schottky-contact signature, which could be identified as being caused by the Au/Si
contact of the catalyst particle. In addition, and despite of the doping, the measurement
indicated a low effective charge carrier concentration in the silicon nanowires. In order to
explain the origin of this low charge carrier concentration, we derived a model to evaluate
the effect of interface states and interface charges located at the Si/SiO2 interface on the
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charge carrier density of the silicon nanowires. It was found that depending on the interface
state and the dopant density, a critical nanowire radius exists. Only for nanowires having a
radius larger than this critical radius, the charge carrier density agrees approximately with
the dopant density. If, however, the nanowire radius is smaller than the critical radius, the
charge carrier density is strongly reduced by the presence of the interface states. We believe
that the radius of the nanowires we investigated was below this critical radius, which in
turn would explain the low charge carrier concentration observed. Both the measurements
and the model underscored the importance of a controlled surface treatment of the silicon
nanowires in order to achieve the desired electrical properties.

After these preparatory works we concentrated in Chapter 6 on the fabrication of an
array of vertical surround-gate field-effect transistors (VS-FETs) based on VLS-grown sil-
icon nanowires. This is the first time that the fabrication of VS-FETs based on epitaxial
VLS-grown silicon nanowires has been demonstrated, although similar approaches have
been published recently by different groups [Ng04, Tan05, Gol06]. The advantage of
wrapping the transistor gate around the semiconductor is that it allows a better electro-
static control of the conducting channel compared to the standard device geometry, with
the gate located only on one side of the semiconductor. To simplify the fabrication process,
we used n-doped silicon nanowires grown epitaxially on a p-doped substrate instead of a
p-n-p silicon structure, usually employed for field-effect transistors. In order to test the
functionality of such a structure a numerical device simulation was performed using the
WIAS TESCA program, and it was found that, given the gate voltage is high enough, a
inversion region that spreads along the entire n-doped nanowire can be created. The tran-
sistor fabrication itself comprised a sequence of deposition and etching steps, by which
the vertical nanowires were equipped with a short aluminum surround-gate located ap-
proximately at midheight. An electrical characterization of the thereby produced arrays of
VS-FETs revealed the basic functionality of the devices.

Although this is a promising first step towards a potential application of silicon nanowires,
it is still a long way till silicon nanowires might finally be used - in one way or the other -
in functional integrated devices. Clearly, this requires a better understanding of the silicon
nanowire growth process and a much better control of the nanowire morphology and the
electrical properties. To achieve this will also be our task for future work in the field of
silicon nanowires.
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[Bjö02] M. T. Björk, B. J. Ohlsson, T. Sass, A. I. Persson, C. Thelander, M. H. Mag-
nusson, K. Deppert, L. R. Wallenberg, and L. Samuelson. One-dimensional
steeplechase for electrons realized. Nano Lett., 2(2), 87–89, 2002.

[Boh86] K. E. Bohlin. Generalized Norde plot including determination of the ideality
factor. J. Appl. Phys., 60(3), 1223–1224, 1986.

[Boo71] G. A. Bootsma and H. J. Gassen. A quantitative study on the growth of silicon
whiskers from silane and germanium whiskers from germane. J. Cryst. Growth,
10, 223–234, 1971.

[Cai06] Y. Cai, S. K. Chan, I. K. Sou, Y. F. Chan, D. S. Su, and N. Wang. The size-
dependent growth direction of ZnSe nanowires. Adv. Mater., 18, 109–114, 2006.

[Cap79] P. J. Caplan, E. H. Poindexter, B. E. Deal, and R. R. Razouk. ESR centers,
interface states, and oxide fixed charge in thermally oxidized silicon wafers. J.
Appl. Phys., 50(9), 5847–5854, 1979.

[Cha67] B. K. Chakraverty. Grain size distribution in thin films - 1. Conservative systems.
J. Phys. Chem. Solids, 28, 2401–2412, 1967.

[Che96] P. Chen, J. Gaydos, and A. W. Neumann. Contact line quadrilateral relation.
Generalization of the Neumann triangle relation to include line tension. Lang-
muir, 12(24), 5956–5962, 1996.

91



[Che03] S.-W. Cheng and H.-F. Cheung. Role of electric field on formation of silicon
nanowires. J. Appl. Phys., 94(2), 1190–1194, 2003.

[Chu00] S.-W. Chung, J.-Y. Yu, and J. R. Heath. Silicon nanowire devices. Appl. Phys.
Lett., 76(15), 2068–2070, 2000.

[Cow65] A. M. Cowley and S. M. Sze. Surface states and barrier height of metal-
semiconductor systems. J. Appl. Phys., 36(10), 3212–3220, 1965.

[Cro64] C. R. Crowell, S. M. Sze, and W. G. Spitzer. Equality of the temperature
dependence of the gold-silicon surface barrier and the silicon energy gap in
Au n-type Si diodes. Appl. Phys. Lett., 4(5), 91–92, 1964.

[Cui00] Y. Cui, X. Duan, J. Hu, and C. M. Lieber. Doping and electrical transport in
silicon nanowires. J. Phys. Chem. B, 104(22), 5213–5216, 2000.

[Cui01a] Y. Cui, L. H. Lauhon, M. S. Gudiksen, J. Wang, and C. M. Lieber. Diameter-
controlled synthesis of single-crystal silicon nanowires. Appl. Phys. Lett., 78(15),
2214–2216, 2001.

[Cui01b] Y. Cui and C. M. Lieber. Functional nanoscale electronic devices assembled
using silicon nanowire building blocks. Science, 291, 851–853, 2001.

[Dea80] B. E. Deal. Standardized terminology for oxide charges associated with thermally
oxidized silicon. IEEE Trans. El. Dev., ED-27(3), 606–608, 1980.

[Def66] R. Defay, I. Prigogine, A. Bellemans, and D. H. Everett. Surface Tension and
Adsorption, chapter 18, page 313. Longmans, Green, London, 1966.

[Dic05] K. A. Dick, K. Deppert, L. S. Karlsson, L. R. Wallenberg, L. Samuelson, and
W. Seifert. A new understanding of Au-assited growth of III-V semiconductor
nanowires. Adv. Funct. Mater., 15(20), 1603–1610, 2005.

[Dre96] J. Drelich. The significance and magnitude of the line tension in three-phase
(solid-liquid-fluid) systems. Colloids Surf. A, 116, 43–54, 1996.

[Eng05] O. Englander, D. Christensen, J. Kim, L. Lin, and S. J. S. Morris. Electric-field
assisted growth and self-assembly of intrinsic silicon nanowires. Nano Lett., 5(4),
705–708, 2005.

[Ert03] E. Ertekin, P. A. Greaney, T. D. Sands, and D. C. Chrzan. Equilibrium analysis of
lattice-mismatched nanowire heterostructures. Mat. Res. Soc. Symp. Proc, 737,
F10.4.1–F10.4.6, 2003.

[Fen00] S. Q. Feng, D. P. Yu, H. Z. Zhang, Z. G. Bai, and Y. Ding. The growth mechanism
of silicon nanowires and their quantum confinement effect. J. Cryst. Growth, 209,
513–517, 2000.

92



[Fle92] D. M. Fleetwood. Long-term annealing study of midgap interface-trap charge
neutrality. Appl. Phys. Lett., 60(23), 2883–2885, 1992.

[Fle93] D. M. Fleetwood, P. S. Winokur, R. A. Reber, T. L. Meisenheimer, J. R. Schwank,
M. R. Shaneyfelt, and L. C. Riewe. Effects of oxide traps, interface traps, and
“border traps” on metal-oxide-semiconductor devices. J. Appl. Phys., 73(10),
5058–5074, 1993.

[Fuh05] B. Fuhrmann, H. S. Leipner, H.-R. Höche, L. Schubert, P. Werner, and U. Gösele.
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Appendix

Figure A.1: Au-Si phase diagram [Mas90a], Fig. I.1(b) magnified.
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Figure A.2: Radius distribution of Au/Si droplets after 20 minutes of annealing at different temper-
atures, Fig. 1.2(a) magnified.

Figure A.3: Mean radius of Au/Si droplets as a function of the annealing temperature, Fig. 1.2(b)
magnified.

104



Figure A.4: Pd/Si phase diagram [Mas90b], Fig. 1.5(a) magnified.

Figure A.5: Bi-Si phase diagram [Mas90a], Fig. 1.8(a) magnified.
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Figure A.6: In-Si phase diagram [Mas90b], Fig. 1.9(a) magnified.

Figure A.7: Al-Si phase diagram [Mas90a], Fig. 1.10(a) magnified.
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Figure A.8: Diameter dependence of the growth velocity; all experiments performed with SiCl4 as
precursor. Growth velocity v as a function of the wire diameter d; SiCl4 pressure increases from 1
to 4; after [Giv75], Fig. 2.2(a) magnified.

Figure A.9: Diameter dependence of the growth velocity; all experiments performed with SiCl4 as
precursor.

√
v as a function of the inverse wire diameter 1/d; after [Giv75], Fig. 2.2(b) magnified.
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Figure A.10: Diameter dependence of the growth velocity; all experiments performed with SiCl4
as precursor. v as a function of d; temperature 1000 ◦C to 1100 ◦C; 1) SiCl4:H2 = 0.9% 2)
SiCl4:H2 = 0.95%; after [Wey78], Fig. 2.2(c) magnified.

Figure A.11: Diameter dependence of the growth velocity; all experiments performed with SiCl4
as precursor. v as a function of d; temperature: 1) 1027 ◦C, 2) 1047 ◦C, 3) 1067 ◦C, 4) 1087 ◦C, 5)
1107 ◦C; after [Neb05], Fig. 2.2(d) magnified.
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Figure A.12: Dataset No
¯ 2 of Fig. 2.2(c) after Weyher [Wey78] and calculated fit using equation

(2.15) and the following parameters: Cs = 30 Jmol−1 µm, ro = 3µm, vo = 615µm h−1, ω1 =

33.6µm h−1 mol J−1, α2 = −0.88µm h−1 mol2 J−2, Fig. 2.5 magnified.

Figure A.13: Silicon nanowire shape for various line tension values τ ′, Fig. 3.4(a) magnified.
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Figure A.14: Final nanowire radius rfin as a function of the line tension τ ′ for σ′ls = 0.73 and
various σ′s values, Fig. 3.6(a) magnified.

Figure A.15: Final nanowire radius rfin as a function of the line tension τ ′ for σ′s = 1.46 and
various σ′ls values, Fig. 3.6(b) magnified.
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Figure A.16: Number density versus diameter for different growth directions. Inset: relative pro-
portion of the different growth directions, Fig. 4.3 magnified.

Figure A.17: Schottky barrier lowering ∆φ as a function of VBi+V at room temperature, Fig.5.2(b)
magnified.
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Figure A.18: (a) Density of interface traps for silicon (100) and (111) [Sze81e] after [Whi72],
Fig. 5.3(a) magnified.
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Figure A.19: Critical radius acrit for different interface trap level densities Dit as a function of the
donor concentrationND; Qf = 0, Fig. 5.4(a) magnified.

Figure A.20: Effective electron densities neff for different values of Dit, assuming Qf = 0 and
a = 25 nm, Fig. 5.4(b) magnified.
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Figure A.21: Effective electron and hole density, neff and peff , as a function ofND for a = 25 nm,
Dit = 1×1011 eV−1 cm−2 and different values of Qf ≥ 0, Fig. 5.4(c) magnified.

Figure A.22: neff and peff as a function of ND for a = 25 nm, Dit = 1×1011 eV−1 cm−2 and
different values of Qf ≤ 0, Fig. 5.4(d) magnified.
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Measured

Figure A.23: Temperature dependent current-voltage measurement of an array of n-doped silicon
nanowires, Fig. 5.6(a) magnified.

Figure A.24: In/(exp
(
qV
kT

)
−1) versus voltage for determination of n and Is, Fig.5.7(a) magnified.

115



Figure A.25: Richardson plot for determination of the Schottky barrier height, Fig.5.7(b) magnified.

Figure A.26: Current-voltage characteristics for low temperatures on a linear scale, Fig. 5.8(a)
magnified.
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Figure A.27: Temperature dependence of the leak-resistance Rl, Fig. 5.8(b) magnified.

Figure A.28: Norde Plot of the forward current, Fig. 5.8(c) magnified.
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Figure A.29: Temperature dependence of the series resistance Rs, Fig. 5.8(d) magnified.

Simulated

Figure A.30: Simulation of the measurement using the parameters extracted from Fig. A.23,
Fig. 5.9(b) magnified.
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Figure A.31: Temperature dependent current-voltage measurement of an array of p-doped silicon
nanowires, Fig. 5.11(b) magnified.

Figure A.32: γ as a function of Imin, Fig. 5.12(a) magnified.
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Figure A.33: H(T, γ) as a function of the inverse temperature, Fig. 5.12(b) magnified.

Figure A.34: Linear current-voltage relation at elevated temperatures, Fig. 5.12(c) magnified.
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Figure A.35: Arrhenius plot of the series resistance, Fig. 5.12(d) magnified.

Simulated

Figure A.36: Simulation of the measurement using the parameters extracted from Fig. A.31,
Fig. 5.13(b) magnified.
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Figure A.37: Effective electron and hole density of an n-doped (ND = 1×1016 cm−3) circular
surround-gate MOS capacitor for different interface trap level densities Dit as a function of the
gate voltage Vg , Fig. 6.2(b) magnified.

Figure A.38: VDS = 0 V; charge carrier density for Vg = 0 V, Fig. 6.3(a) magnified.
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Figure A.39: VDS = 0 V; bandstructure for Vg = 0 V, Fig. 6.3(b) magnified.

Figure A.40: VDS = 0 V; charge carrier density for Vg = −1 V, Fig. 6.3(c) magnified.
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Figure A.41: VDS = 0 V; bandstructure for Vg = −1 V, Fig. 6.3(d) magnified.

Figure A.42: VDS = 0 V; charge carrier density for Vg = −2 V, Fig. 6.3(e) magnified.
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Figure A.43: VDS = 0 V; bandstructure for Vg = −2 V, Fig. 6.3(f) magnified.
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Figure A.44: VDS = 0 V. (a) Charge carrier density for Vg = 0 V, Fig. 6.4(a) magnified.
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Figure A.45: VDS = 0 V. (a) Charge carrier density for Vg = −1 V, Fig. 6.4(b) magnified.
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Figure A.46: VDS = 0 V. (a) Charge carrier density for Vg = −2 V, Fig. 6.4(c) magnified.
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Figure A.47: Output characteristics of an array of VS-FETs for different gate voltages, Fig. 6.8(a)
magnified.

Figure A.48: Drain-source current IDS vs. gate voltage VG for VDS = 0.5 V, Fig.6.8(b) magnified.
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Zusammenfassung

Diese Arbeit befasst sich mit der Synthese von Siliziumnanodrähten, verschiedenen fun-
damentalen Aspekten des Wachstums von Siliziumnanodrähten und der Herstellung eines
ersten Bauteils basierend auf Siliziumnanodrähten.

In Kapitel 1 wird die experimentelle Herstellung von mittels des Vapor-Liquid-Solid
(VLS) Mechanismus und unter Verwendung von Gold als Katalysator epitaktisch auf Sili-
ziumsubstraten gewachsenen Siliziumnanodrähten demonstriert und im Detail beschrieben.
Da die Verwendung von Gold als Katalysator jedoch zumeist als unvereinbar mit indus-
triellen Halbleiterfertigungsmethoden angesehen wird, ist speziell in Hinblick auf die mög-
liche Anwendung von Siliziumnanodrähten in integrierten Schaltkreisen der Austauch von
Gold durch einen alternativen Katalysator von großem Interesse. Sechs verschiedene Ma-
terialien (Palladium, Eisen, Dysprosium, Wismut, Indium und Aluminium) wurden auf
ihre Verwendbarkeit als alternative Katalysatoren hin getestet. Die Ergebnisse werden in
Kapitel 1 diskutiert.

Die drei darauf folgenden Kapitel befassen sich mit jeweils einem spezifischen Aspekt
der Synthese von Siliziumnanodrähten. In Kapitel 2 wird die Abhängigkeit der Wachs-
tumsgeschwindigkeit vom Nanodrahtdurchmesser untersucht. Dies ist von grundlegender
Bedeutung, da die Länge der Siliziumnanodrähte gewöhnlich über die Wachstumsdauer
eingestellt wird, was ein Verständnis der Faktoren, die die Wachstumsgeschwindigkeit
bestimmen, voraussetzt. Bezüglich der Abhängigkeit der Wachstumsgeschwindigkeit vom
Durchmesser wurden von verschiedenen Gruppen unterschiedliche, scheinbar widersprüch-
liche Beobachtungen gemacht. In Kapitel 2 wird ein Modell abgeleitet, das, stationäres
Wachstum voraussetzend, das Wechselspiel zweier Unterprozesse des VLS Mechanis-
mus berücksichtigt. Im Rahmen dieses Modells können die scheinbar widersprüchlichen
Beobachtungen schlüssig erklärt werden. Darüber hinaus liefert das Modell eine Erklärung
für den beobachteten Zusammenhang zwischen der Druckabhängigkeit und der Durchmes-
serabhängigkeit der Wachstumsgeschwindigkeit.

Kapitel 3 befasst sich mit der Durchmesservergrößerung von epitaktisch gewachsenen
Siliziumnanodrähten an der Stelle, wo diese mit dem Substrat verbunden sind. Diese
Verbreiterung der Nanodrähte kann auf eine Änderung des Kontaktwinkels des Kataly-
satortropfens in der initialen Wachstumsphase zurückgeführt werden. In Kapitel 3 wird
ein Modell zur quantitativen Beschreibung der Durchmesservergrößerung abgeleitet, dass
die Gleichgewichtsform des Katalysatortropfens in Beziehung zur jeweiligen Nanodraht-
geometrie und zur Balance zwischen Oberflächenspannungen und Linienspannung setzt.



Ein Vergleich der experimentell beobachteten Form der Verbreiterung mit den Ergeb-
nissen aus der Modellrechnung erlaubt Rückschlüsse auf die Grösse der Linienspannung.
Darüber hinaus ergeben sich als Ergebnis der Modellrechnung, abhängig von Größe und
Vorzeichen der Linienspannung, zwei unterschiedliche Wachstumsmoden.

Kapitel 4 befasst sich mit der kristallographischen Wachstumsrichtung der Silizium-
nanodrähte, einem Parameter der speziell für epitaktisch gewachsene Nanodrähte von gro-
ßer Bedeutung ist. Interessanterweise zeigt sich aus experimentellen Beobachtungen, dass
die Wachstumsrichtung vom Durchmesser der Nanodrähte abhängt. Ein Modell wird pos-
tuliert, demzufolge die Änderung der Nanodraht-Wachstumrichtung auf das Wechselspiel
zwischen der Oberflächenspannung und der Au/Si Grenzflächenspannung der Nanodrähte
und das unterschiedliche Skalierungsverhalten der beiden Parameter zurückgeführt werden
kann.

Im Anschluss an diese teilweise theoretischen Betrachtungen zur Morphologie befasst
sich Kapitel 5 mit den elektrischen Eigenschaften von dotierten Siliziumnanodrähten. Es
werden temperaturabhängige Messungen präsentiert und im Detail diskutiert. Es zeigt sich,
dass die Drähte zwar ein aufgrund der Dotierung zu erwartendes Verhalten zeigen, dass je-
doch die effektive Ladungsträgerkonzentration in den Siliziumnanodrähten überraschend
gering ist. Dies kann vermutlich auf den Einfluss von Si/SiO2 Grenzflächenzuständen
an der Außenhaut der Nanodrähte zurückgeführt werden. Um dies aufzuzeigen wird ein
allgemeines Modell zum Einfluss von Si/SiO2 Grenzflächenzuständen und Grenzflächen-
ladungen auf die effektive Ladungsträgerkonzentration in Siliziumnanodrähten abgeleitet.

Zuletzt wird in Kapitel 6 die Herstellung eines Feldeffekt-Transistors basierend auf epi-
taktisch gewachsenen und dotierten Siliziumnanodrähten präsentriert. Hierbei ist beson-
ders hervorzuheben, dass, im Gegensatz zur herkömmlichen planaren Anordnung, in un-
serem Fall das Transistor-Gate den vertikalen Nanodraht radial umschließt, was theoretisch
eine bessere elektrostatische Kontrolle ermöglicht. Die Durchführbarkeit des vorgeschla-
genen Herstellungsprozesses und die Funktionalität der auf diese Weise hergestellten Na-
nodraht-Transistoren wird durch elektrische Messungen demonstriert.
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